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If I speak in the tongues of men or of angels, but do not
have love, I am only a resounding gong or a clanging
cymbal. If I have the gift of prophecy and can fathom all
mysteries and all knowledge, and if I have a faith that
can move mountains, but do not have love, I am nothing.
If I give all I possess to the poor and give over my body
to hardship that I may boast, but do not have love, I
gain nothing. [. . . ]
When I was a child, I talked like a child, I thought like
a child, I reasoned like a child. When I became a man,
I put the ways of childhood behind me. For now we see
only a reflection as in a mirror; then we shall see face
to face. Now I know in part; then I shall know fully,
even as I am fully known.
And now these three remain: faith, hope and love. But
the greatest of these is love.

— 1 Corinthians 13 The Bible





Acknowledgments
Doing a PhD at Stuttgart Wind Energy (SWE) at University of Stuttgart was an incredible ex-

perience and a very good journey for me. During my oral PhD examination the representative

of the faculty asked me the final question what it meant to me doing a PhD. For me, doing a

PhD means finding your own challenges, it means finding your own style, and it means finding

your own way. Saying this I would like to thank my colleagues at SWE for having such a fruit-

ful environment and for having such a familial team, a special thanks to Ines, Florian, Frank,

David, Sarah, Birger, Friedemann, Kolja, Matthias, Andy. Thanks to Po Wen for giving free-

dom in topic and research, and giving me the opportunity to develop myself. During my PhD

I got the chance to meet a lot of interesting people. A special thanks goes to people at NREL,

especially I want to acknowledge Paul, Andy, Jen, Lucy and Katie with their lovely families.

Beside working with you, which I always enjoyed, I really appreciate your hospitality. Driving

down to Boulder already felt a little bit like driving home. I got the opportunity to become

work package leader in the European H2020 project CL-Windcon where I again met fantas-

tic people, thanks to Ervin from DNV GL, Mikel and Irene from CENER, and Carlo, Johannes,

and Filippo from TUM. In the second half of my PhD the cooperation with Jan-Willem and his

group became of importance for me. With them I found partners who encouraged me, chal-

lenged me, and moreover supported me in my work, thanks Sjoerd, Bart, Jan-Willem. Beside

that I enjoyed several trips with Jan-Willem and I assume we are still missing a solution to the

“moose-elk-problem”. Thank you, Jan-Willem, for your support and your friendship.

Professional life is just one side in doing a PhD. Everybody who accompanied me is impor-

tant to me and has his or her portion in my life. A special thanks to my family and close friends.

They are the most important part in my life, Matthias, Matthias, die Bebel Kommune, Anne,

Gerd. Having you in my life means a lot to me. I want to acknowledge my parents Hans, Evi,

and my sister Anja, you are very special and role models for me. And in the end, the most

important person in my life, my wife Carina. Sharing life with you is so beautiful. Since we

have got to know each other I have learned so much from you and I am looking forward to

continuing our wonderful journey.





Table of contents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

Kurzfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

List of symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Research objectives and methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Wind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Wind power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Inertial and wind coordinate system . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Linear reduced-order wind field models . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.4 Nonlinear reduced order wind field models . . . . . . . . . . . . . . . . . . . . . . 14
2.1.5 Nonlinear wind models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Modeling wind turbines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Aero-elastic wind turbine model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Control-oriented wind turbine model . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Static wind turbine model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.4 Wind turbine specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Modeling wind turbine-flow interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Engineering wake models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Reduced-order computational fluid dynamics . . . . . . . . . . . . . . . . . . . . 19
2.3.3 The Large Eddy Simulation model PALM . . . . . . . . . . . . . . . . . . . . . . . . 22

2.4 Lidar systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Lidar coordinate system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.3 Lidar point measurement model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.4 Lidar volume measurement model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24



2.5 Wind field reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5.1 Concept of model-based wind field reconstruction . . . . . . . . . . . . . . . . 25
2.5.2 Example of model-based wind field reconstruction . . . . . . . . . . . . . . . . 25

2.6 Wind turbine control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.1 Baseline wind turbine controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.2 Yaw controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.7 Wind farm control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7.2 Axial induction control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.7.3 Wake steering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 Wake steering field experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Experimental setup of the field testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.1 General setup of field testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Test procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.3 Scanning lidar system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.4 Considered time periods and data processing . . . . . . . . . . . . . . . . . . . . 40

3.3 Wake steering results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 Concept of lidar-based closed-loop wake redirection . . . . . . . . . . . . . . . . . . . 45
4.1 Objectives of closed-loop wake redirection . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 General concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2.1 Estimation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.2 Control task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.3 Challenges and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.1 Challenges of the concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.2 Challenges of the estimation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.3 Challenges of the control task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5 Wake modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1 Objectives and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Wake deficit and wake evolution model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.3 Wake deflection model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.4 Wake modeling for controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.4.1 Static wake deflection model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4.2 Dynamic wake deflection model with time delay . . . . . . . . . . . . . . . . . . 59
5.4.3 Linear dynamic wake deflection models . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4.4 Model parametrization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4.5 Linear parameter-varying wake deflection model . . . . . . . . . . . . . . . . . 67

5.5 Conclusions and recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

viii



6 Lidar-based wake tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.1 Objectives and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Classification of lidar-based wake tracking methods . . . . . . . . . . . . . . . . . . . . . 75
6.3 Model-based wake tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3.2 Model formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3.3 Model-based wake tracking algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.4.1 Setup and considered measurement data . . . . . . . . . . . . . . . . . . . . . . . 79
6.4.2 Results of model-based wake tracking . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.5 Conclusions and possible extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

7 Wake redirection controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.1 Objectives and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.2 Internal model wake redirection control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.2.1 Controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.2.2 Controller analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.3 Simulation results with a medium-fidelity CFD model . . . . . . . . . . . . . . 91
7.2.4 Summary and possible extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.3 H∞ wake redirection control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.1 Generalized plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.2 Controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.3.3 Controller analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.3.4 Simulation results using a medium-fidelity CFD model . . . . . . . . . . . . . 99
7.3.5 Simulation results with the LES model PALM . . . . . . . . . . . . . . . . . . . . . 101
7.3.6 Summary and possible extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

7.4 Robust wake redirection control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.4.1 Uncertain plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.4.2 Controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4.3 Controller analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4.4 Simulation results using a medium-fidelity CFD model . . . . . . . . . . . . . 116
7.4.5 Summary and possible extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7.5 Conclusions and possible extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.2 Future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8.2.1 General concept of lidar-based closed-loop wake redirection . . . . . . . . . 127
8.2.2 Estimation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.2.3 Control task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.2.4 Field experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

8.3 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

ix



Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Curiculum vitae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

x



Abstract

Wind energy has developed to a competitive energy source and is intended to play an impor-

tant role in the world-wide sustainable energy supply. The size of wind turbines has tremen-

dously increased and turbines have been clustered to wind farms in order to share infrastruc-

ture and moreover reach energy production capacities of conventional power plants. How-

ever, the operation of wind turbines in a wind farm hasn’t changed compared to single turbine

operation. Possible interactions between wind turbines through the wind are not considered

in the operation strategy of the turbines. The wake of a wind turbine can negatively influence

the operation of a downwind turbine because the wind speed is reduced and the turbulence

intensity is increased in the wake. Currently, each wind turbine is maximizing its power output

independently of the other wind turbines. In a total consideration this may result in a subop-

timal power output due to the interaction of wind turbines. In the case a wake impinges a

second wind turbine, that turbine produces less power and the structural loads may increase.

Both effects negatively impact the operation of the wind turbine and therefore it makes sense

to avoid wake interactions. This task demands new wind park control concepts which take

wind turbine interactions into account.

In current research activities the wind farm is treated as the total system. Different investiga-

tions in wind farm control have identified two promising operation concepts: axial induction

control and wake redirection control.

Whereas the concept of induction control tries to minimize the impact of wakes on other

wind turbines, the basic idea of wake redirection control is to redirect the wake of a wind tur-

bine by yawing the wind turbine and therefore forcing a misalignment to the wind direction.

Using this technique, interactions between wind turbines can be minimized. The current con-

cept is based on an open-loop methodology in which a reduced-order wake model is used

to pre-calculate the optimal yaw angles. This results in two disadvantages: The uncertainty

which a simplified model introduces and the missing possibility to react to disturbances. This

work introduces the concept of lidar-based closed-loop wake redirection control which can



adapt to uncertainties and react on disturbances. Therefore it extends the concept of wake

redirection control with a new closed-loop methodology.

This work contributes various aspects to enable a lidar-based closed-loop wake redirection

control. It first presents the general concept. Then it is separated in two subtasks: the mea-

surement and the control tasks. This separation helps to focus on the specific questions of

each task.

First the measurement task is addressed and solutions are provided to process lidar mea-

surement data to a useful signal for the wake redirection controller. Different methodologies

are presented to track the wake position using lidar measurement data and the concept of

model-based wake tracking is described in detail.

Afterwards the control task is considered. Three different controller synthesis concepts are

applied to wake redirection and controllers are synthesized. The different controllers are an-

alyzed and the performances are assessed. Then the controllers are verified in different sim-

ulation tools. Mainly simulations are performed with a medium-fidelity computational fluid

dynamics simulation tool. In addition the concept is implemented in a Large-Eddy simulation

tool to demonstrate the adaption to disturbances and model uncertainties.

Altogether the work introduces lidar-based closed-loop wake redirection control. It demon-

strates the feasibility of the concept as well as the adaptivity of the controller to model uncer-

tainties and disturbances. The different aspects of the concept are considered and method-

ologies for wake position estimation are provided and controllers are designed. Finally, rec-

ommendations are given to realize the concept in reality, and open questions are highlighted

which require deeper investigations.

xii



Kurzfassung
Die Windenergie hat sich über die Jahre als konkurrenzfähige Energiequelle entwickelt und

spielt in der Planung der weltweiten nachhaltigen Energieversorgung eine wichtige Rolle.

Durch den Zusammenschluss von Windenergieanlagen zu Windparks mit mehreren hundert

Anlagen werden Einspeißekapazitäten in der Größenordnung von konventionellen Kraftwer-

ken erreicht. Der Betrieb einzelner Anlagen im Windpark unterscheidet sich bisher noch nicht

zu dem von freistehenden Einzelanlagen. Das bedeutet, dass Interaktionen durch den Wind

zwischen Windenergieanlagen nicht im Betrieb berücksichtigt werden. Eine Windenergiean-

lage kann durch ihren Nachlauf eine andere Anlage beeinflussen, da in ihrem Nachlauf die

Windgeschwindigkeit reduziert und das Turbulenzniveau erhöht ist. In aktuellen Betriebstra-

tegien maximiert jede Windenergieanlage ihre Leistung. Dies kann in der Gesamtbetrach-

tung, falls Anlagen interagieren, zu einem suboptimalen Ergebnis führen. Im Falle einer In-

teraktion, wenn also der Nachlauf einer Anlage eine andere trifft, reduziert sich die Strompro-

duktion der Anlage und zusätzlich kann sich die strukturelle Belastung der Anlage erhöhen.

Da beide Effekte negativ für den Betrieb der Anlage bzw. ihre Stromproduktion sind, ist es

sinnvoll, solche Interaktionen zu verhindern. Diese Aufgabe stellt neue Herausforderungen

an die Regelung von Windparks, Interaktionen einzubeziehen.

Aktuelle Methoden zur Regelung von Windparks betrachten den Windpark als Gesamtsys-

tem. Forschungsergebnisse dazu haben zwei Betriebskonzepte als vielversprechend bewertet,

Induktionsregelung und Nachlaufablenkung. Während die Induktionsregelung die Nachläufe

der Anlagen aufeinander abstimmt, zielt die Nachlaufablenkung darauf ab, durch eine gewoll-

te Schräganströmung den Nachlauf einer Windenergieanlage so abzulenken, dass Interaktio-

nen zwischen Anlagen minimiert werden. Das bisherige Konzept bringt aber auch Nachteile

und Unsicherheiten mit sich. Es basiert hauptsächlich auf den Berechnungen von reduzierten

Modellen und nutzt eine Vorsteuerung um den Winkel der Schräganströmung einzustellen.

Daraus ergeben sich zwei Nachteile: Die Unsicherheit die vereinfachte Modelle beinhalten

und die fehlende Möglichkeit, auf Störungen zu reagieren. Diese Arbeit stellt das Konzept der

Lidar-basierten geregelten Nachlaufablenkung vor, welches sich an Unsicherheiten anpasst



und Störungen kompensiert. Dadurch wird das bisherige Konzept der Nachlaufablenkung

durch ein eine neue Methodik erweitert.

Diese Arbeit trägt mehrere Aspekte dazu bei das Konzept der Lidar-basierten geregelten

Nachlaufablenkung zu realisieren. Es wird als Gesamtkonzept eingeführt und in zwei Teilbe-

reiche aufgeteilt, einen messtechnischen und einen regelungstechnischen Bereich. Die Auf-

teilung in messtechnischen und regelungstechnischen Bereich erleichtert die getrennte Be-

trachtung der spezifischen Fragestellungen der Bereiche.

Zuerst wird die messtechnische Fragestellung betrachtet und untersucht, wie Lidar Mess-

daten verarbeitet werden können, um sie für die Regelung des Nachlaufs nutzbar zu machen.

Verschiedene Methoden werden vorgestellt und das Konzept des modelbasierten Nachlauf-

verfolgens im Detail eingeführt.

Anschließend wird die regelungstechnische Fragestellung betrachtet. Drei Ansätze des Reg-

lerentwurfs werden auf das Problem angewandt und Regler zur Nachlaufablenkung ent-

worfen. Die Regelgüte der verschiedenen Regler wird analysiert und anschließend werden

die Regler in verschieden Simulationsumgebungen verifiziert. Dabei werden hauptsächlich

die Simulationen in einem numerischen Strömungssimulationsmodell mittlerer Komplexität

durchgeführt. Zusätzlich wurde das Konzept in einer Large Eddy Simulationsumgebung um-

gesetzt, um die Anpassungsfähigkeit des Konzepts zu demonstrieren.

Zusammengefasst stellt diese Arbeit die Lidar-basierte geregelte Nachlaufablenkung vor.

Die prinzipielle Machbarkeit des Konzepts sowie die Anpassungsfähigkeit werden gezeigt. Die

unterschiedlichen Aspekte des Konzepts werden beleuchtet, es werden Methoden zur Positi-

onsbestimmung des Nachlaufs vorgestellt und Regler entworfen. Abschließend werden Emp-

fehlungen zur praktischen Umsetzung und offene Fragestellungen aufgeführt, die weiterfüh-

rende Untersuchungen benötigen.

xiv
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ū mean wind speed in the u-component

u∞ inflow wind speed

U controller sensitivity

v0 rotor effective wind speed

vlos line-of-sight wind speed
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S ustainable energy supply is named as one of the main goals that transforms our

world in the new sustainable development agenda of the United Nations in 2015, see

[1]. In their goals by 2030, the share of renewable energy in the global energy mix is

aimed to be increased significantly. In past decades, wind energy has developed from a niche

to a reliable technology for power production. Nowadays, wind energy is even seen to be one

of the key technologies to meet future renewable energy goals. With the increasing amount

of installed capacity, the responsibilities for grid services and availability gets more and more

important and therefore, new challenges appear. Furthermore, the challenges in wind energy

have changed from pioneering the technology to making it competitive and mature. In energy

production, the minimization of the levelized cost of energy (LCOE) is the overall objective

because it quantifies the profitability.

In wind energy, there have been different evolutions to minimize the LCOE, like design opti-

mization, change in operation, or share of infrastructure. Examples for design optimizations

are the increase in hub height, because of the increased mean wind speed at higher elevation,

or the increase in rotor diameter, because of the bigger swept area the rotor is harvesting, see

figure 1.1. An example of change in operation was the introduction of variable speed wind

turbines by blade pitch control and a decoupling of the generator from the grid. The cluster-

ing of wind turbines to a wind farm enables a share of common infrastructure, such as the

grid connection point with converters. Most of the evolutions have advantages but aggres-

sive LCOE goals often generate new challenges, e.g., the need for new materials for the blades,

new manufacturing technologies for the tower and blades, more stable wind turbine designs,

or analysis techniques to simulate multi-body systems, or the quantifying of the flow interac-

tions in a wind farm.

While wind turbine technology has developed, the operation of wind turbines in a wind

farm hasn’t changed from the general concept of operating a single wind turbine. Current

research in wind farm control is addressing these issues, see [3, 4, 5, 6]. Wind turbines can

interact through their wakes if a wake of a wind turbine impinges a downwind turbine. The

flow interactions of the wind turbines negatively impact the operation of the wind farm be-

cause in a wake the wind speed is reduced and the turbulence intensity is increased. From

an operational point of view, wakes challenge the operational strategy because flow interac-

tions often result in a decrease in power yield and an increase in structural loads of the wind

turbines in a wind farm. In particular, higher structural loads increase the operational and

maintenance costs which play a significant role (20 % to 25 % according to [7]) in the LCOE.

At different levels, these issues have been addressed using methods such as considering flow
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Figure 1.1: Technology development in wind energy has led to increasing wind turbine sizes from 1980
to 2015 [2].

interactions in the layout design process, or new control strategies for wind farms. However

current wind farm control strategies rely on a local maximization of the produced power, the

so called “locally greedy” control. The structural loads are eventually also considered locally

in the turbine controller.

In current investigations, wind turbines are often included as a part of the whole control

problem, and control solutions are sought for the complete wind farm. This can result in

minimizing the LCOE on wind farm level but can lead to operation strategies which are sub-

optimal on the turbine level.

This work contributes to the field of wind farm control by providing methodologies for lidar-

based wake characterization and closed-loop wake redirection control. Both fields enable

further development in realizing new wind farm control concepts that consider the complete

wind farm. The specific use and applications are described detail in the following sections.

1.1 Motivation
New technologies and concepts in wind farm control treat the wind farm as a global system

and aim at operating it in an optimized way. Flow interactions caused by the wakes of the

wind turbines represent the main disadvantages in a wind farm: the decrease in power yield

and the increase in structural loads influenced by the flow interactions.

The European Academy of Wind Energy (EAWE) has published their view on the main re-

search questions in the next years in [3]. They emphasize specifically that new operation
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strategies are needed to operate the wind turbines of a plant in an optimized way. Further,

they point out the need to develop control oriented models which describe the main effects

of interactions and on using those models to design wind farm controllers that fulfill overall

wind farm performance measures. Another important point that the EAWE points out is the

controller synthesis for wind turbines in a wind farm. For this task, new degrees of freedom

to control the wind farm need to be taken into account as well as new sensing technologies.

Control-oriented wake models for wind farm control have gained importance in recent

years. The main reason is that the flow interactions in the wind farm are very complex and

need a high computational power to be calculated. For controller design, such a high order

model complexity is not suitable. Control-oriented wake modeling deals with providing wake

models which suit the need of controller design or which can be used in model-based con-

trollers. This means that they need to represent dominant and relevant effects of the wake and

furthermore, the computational complexity should be low when being applied in a model-

based controller.

Future wind farm controllers will provide capabilities to manipulate the flow interactions in

the wind farm. This implies that in the controller design process the interactions need to be

taken into account. As already stated, while this can lead to locally suboptimal operation, the

overall farm wide performance is higher.

This work contributes to those research questions by providing new methodologies for wind

farm control and wake characterization, and the development and usage of control-oriented

wake models in those methods.

1.2 Related work
The related research topics and work are subdivided into control-oriented wake modeling,

wake measurements, and wind farm control.

The beginnings of control-oriented wake modeling originated from the first engineering

wake models, [8] and [9]. They used static engineering models to describe the wake deficit and

its evolution. However, because of their simplicity and model characterization, they are not

suitable for controller design, and moreover, they did not consider wake redirection through

yaw misalignment. In recent years, the work of [10]made a significant contribution to wake

redirection as a control technique for wind farm control. Newer contributions improve or

develop engineering models like [11], or approach the task with a reduced modeling of the

Navier Stokes equations [12, 13].
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The topic of flow measurements in wind farms has been of interest for years, however, the

measurement capabilities haven’t been available yet. With the introduction of remote sensing

techniques like light detection and ranging (lidar), new possibilities have arisen. Although the

measurement principle imposes some limitations on the direct use of the measurement data,

new approaches for wind field reconstruction have been investigated, see [14, 15, 16, 17]. The

achievements of these investigations motivate adapting the concept to estimate wake flow

properties.

Recent activities in the field of wind farm control include optimizing the wind farm opera-

tion, see [18, 19, 20, 21], which has been the main focus for several years. In the last couple

years, the focus has shifted to investigating power reference tracking and power curtailment

with minimal wind turbine loading, see [22, 13, 23].

1.3 Research objectives and methodology
This work contributes to the field of wind farm control. More precisely, the usage of the remote

sensing device lidar is investigated to develop a closed-loop wake redirection controller. The

main research questions of this work are the following:

• First, the question is investigated of how a lidar device can be used to provide wake infor-

mation for wind farm control. This includes a review of the first utility-scale wake redi-

rection field-testing experiment at the National Renewable Energy Laboratory (NREL).

• Second, the usage of wake position information in a closed-loop controller for wake

redirection control is investigated.

• And lastly, the controller design process for closed-loop wake redirection control is in-

vestigated.

For each topic, the specific questions and objectives are stated and assumptions are given.

This helps to integrate the contributions into the current state of knowledge in the different

fields and to highlight the character of the work. Analyses of the field-testing campaign mainly

include experiences and main results, and motivates to proceed with the closed-loop concept.

Whereas the concept of lidar-based closed-loop wake redirection control and the controller

design are studied with a conceptual and theoretical focus, the verification of the feasibility is

ultimately of interest. Especially for the conceptual and theoretical work, assumptions have

been made to highlight the main points, and moreover, to demonstrate the main effects. Fur-

thermore, economical aspects as well as some of the practical aspects have been neglected to
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emphasize the goals and capabilities of the concept. Additionally, not all effects and phenom-

ena in the flow are considered, however, it is assumed that this simplification is tolerable and

that it only has a minor impact on the system. To emphasize the adaptivity of the concept, it

is implemented in the Large Eddy Simulation (LES) code Parallelized Large-Eddy Simulation

Model (PALM) and a demonstration case is simulated.

In summary, this thesis aims to investigate the following topics:

• First, the concept and framework of lidar-based closed-loop wake redirection control,

• Second, an approach for model-based wake tracking to estimate wake parameters,

• Third, different approaches to obtain controller design models for closed-loop wake

redirection control,

• And fourth, different wake redirection controllers, including an internal model con-

troller, a H∞ controller, and a robust H∞ controller, and their design process.

After this introduction (chapter 1), the thesis continues in chapter 2 with providing back-

ground information about relevant topics related to the thesis. First, the necessary models to

describe a wind farm are presented, the description of the wind, the wind turbines, and the

wake flow interactions. Then, the lidar measurement principle and the methodology of wind

field reconstruction are introduced. The chapter ends with an overview on wind turbine and

wind farm control. The next chapter, chapter 3, presents the utility-scale wake steering exper-

iment at NREL and gives an overview on the main results of it. In this experiment, the feasi-

bility of wake redirection in reality is investigated. The objectives of the experiment and the

setup of the field-testing are described. Then the results are presented and discussed. They

further point out the necessity of closed-loop techniques for wake redirection control. Chap-

ter 4 introduces the concept of lidar-based closed-loop wake redirection. It starts with the

definition of the objectives of closed-loop wake redirection. Afterwards, the general concept

is presented and divided into two subtasks which are further specified. These subtasks are:

the control task and the estimation task. Both form the framework of lidar-based closed-loop

wake redirection. In the next part the necessary wake models for the realization of the closed-

loop wake redirection concept are described and derived in chapter 5. First, an engineering

model for the lidar-based wake tracking approach in the estimation task is derived. The nec-

essary model parts are then adapted to the needs of the controller design process. The next

chapter focuses on solutions for lidar-based estimation techniques. The general idea is to use

lidar measurements in the wake to estimate the position of the wake. First, the objectives of
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the task are stated, a classification of different methodologies is provided, and finally, a model-

based wake tracking approach is derived and applied. This provides the basis for the controller

design process because the estimation results are used as input in the controller. In chapter

7, different controller design methodologies are applied to closed-loop wake redirection. The

objectives of the controller design task are stated and three different control strategies are de-

rived, analyzed, and applied. An overall summary is given in chapter 8 which provides overall

conclusions, recommendations on future research, and an outlook on how this concept can

be transfered to industrial wind farm applications.
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W ind energy research is a highly multi-disciplinary field. Different experts from

different fields have developed the technology in the last century. In the devel-

opment that has led to today’s wind turbines, design and aerodynamic ques-

tions have been the main focus. Nowadays, experts from aerodynamic, structural dynam-

ics, material science, industrial design, electrical engineering, control engineering as well as

physicists are studying different aspects of wind turbines and working together on the further

development of this technology.

This chapter provides necessary background and side information to the general topics of

this work. It serves to assist in understanding the concept and further outlines relevant con-

cepts which have enabled this work. In section 2.1 an introduction to wind field models is

given. A summary of modeling wind turbines is given in section 2.2. The different approaches

of modeling the wake of a wind turbine in a wind farm are presented and discussed in sec-

tion 2.3. The different approaches are ordered with increasing model complexity. The remote

sensing technology lidar is introduced in section 2.4 and its application areas are reviewed.

The concept of lidar-based wind field reconstruction is then presented in section 2.5. Its

main idea is to retrieve wind field information from lidar measurement data. As examples,

the application of two wind field models for wind field reconstruction are described. Having

described basic knowledge and measurement background information, the last sections pro-

vide background information about control in wind energy. First, in section 2.6, a baseline

control-oriented wind turbine model and a baseline turbine controller as well as supporting

control concepts for wind farm control are presented. Then, in the end, in section 2.7, the

state-of-the-art of wind farm flow control is presented and discussed.

2.1 Wind

The main goal of a wind turbine is to convert kinetic energy of the wind flow into electrical

energy. As a side effect, the wind turbine is continuously loaded by the wind. Hence, the

wind is the energy source and natural power that stresses the turbine. Therefore, different

applications in wind energy are dominated by either trying to maximize the electrical energy

produced or minimize the structural loading on the wind turbine.
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2.1.1 Wind power
The rotor of a wind turbine can be approximated by assuming the swept rotor area as a rotor

disk. Then the continuity equation of fluid mechanics defines the kinetic power of the wind

flow at the rotor disk area A that depends on the air density ρ and the flow velocity U as

PWind =
1

2
ρAU 3. (2.1)

As already mentioned, the basic idea of a wind turbine is to extract kinetic energy from the

wind flow and to convert it to electrical energy. The extracted energy can be described in terms

of the free stream energy and the remaining energy of the wake, which is the flow behind a

wind turbine. The actuator disk concept describes the relation between the wind speeds by

assuming a constant mass flow rate:

ρA∞U∞ =ρARUR =ρAWUW (2.2)

with A the cross-section-area, U the flow velocity and ρ the air density. The different indices

refer to different locations, where∞ refers to the conditions in front of the wind turbine, R

refers to the conditions at the rotor, and W refers to the conditions in the wake. Following the

rotor disk theory (see e.g. [24] for a detailed derivation), the relation between the wind velocity

at the rotor disk and the free-stream velocity is

UR =
(

1−a
)
U∞ (2.3)

with the induction factor a . The velocity difference between the free-stream and the wind ve-

locity in the wake is U∞−UW. Having assumed conservation of mass and applying Bernoulli’s

equation to both sides yields the relation between the free stream velocity and the velocity in

the wake (see e.g. [24])

UW =
(

1−2a
)
U∞. (2.4)

The energy extraction is limited to the Betz limit (see e.g. [24]) since the wind flow can not be

fully stopped and the wind turbine can not extract all kinetic energy of the wind flow.

The extracted power at the rotor disk follows from (2.3) and the force which causes the

change of momentum to F UR . The force is caused by the drop in pressure at the disk and

is calculated to

F = 2ρARU 2
∞a (1−a ). (2.5)
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Then, the extracted power is

P = F UR = 2ρARU 3
∞a (1−a )2. (2.6)

Together with (2.1), the available wind power, the ratio between extracted power P and avail-

able PWind defines the power coefficient:

cP =
P

PWind
=

2ρARU 3
∞a (1−a )2

1
2ρU 3∞AR

= 4a (1−a )2. (2.7)

The maximal power extraction, the Betz limit, can be calculated from (2.7), which gives a = 1
3

and cP,max =
16
27 = 0.593. According to the power coefficient, a similar coefficient for the thrust

force is defined, the thrust coefficient cT , (see e.g. [24]):

cT = 4a (1−a ). (2.8)

Then, the thrust force is expressed as

FT =
1

2
ρARcT U 2. (2.9)

In [25], an adaption of (2.8) is proposed which is later used in the two dimensional flow model,

the dynamic Wind Farm SIMulator (WFSim):

cT (a ) =





4aQ (1−a ), if 0≤ a ≤ 0.4(
8
9 +

36Q−40
9 a + 50−36Q

9 a 2
)

if 0.4< a < 1
(2.10)

where Q is the Glauert correction factor which needs to be tuned.

As a next step, these aspects of wind power are put in the framework of wind farm control.

The coordinate systems used in this work are described first and different wind field models

are briefly recapitulated before moving to the main modeling aspects of a wind farm.

2.1.2 Inertial and wind coordinate system
Generally, the wind field can be described as a system. The wind speed at a specific point

can be mathematically described by a three dimensional wind speed vector [u , v, w ]T aligned

with a given coordinate system. In the following, the orientation of the system with respect to

a global inertial system is introduced and different modeling approaches for the wind field are
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described. The complexity of the models progressively increase, starting with linear and non-

linear engineering models to Computational Fluid Dynamics (CFD) models. The engineering

models are briefly explained, see [26] for more details.

In the following, a wind coordinate system is introduced to describe the location and the

orientation of the wind system. In this work, the wind coordinate system is denoted with W. It

is used to locate and orientate the wind model in the inertial coordinate system. The inertial

coordinate system is denoted with I. The wind coordinate system is aligned with the mean

wind direction. The direction is expressed with the horizontal flow angle αH and the vertical

flow angle αV. It can be assumed that the origin of the wind coordinate system is at the same

point as the inertial coordinate system. Then, the transformation matrix from wind to inertial

coordinate system is

TI W =




cosαH −sinαH 0

sinαH cosαH 0

0 0 1







cosαV 0 sinαV

0 1 0

−sinαV 0 cosαV


 (2.11)

and the transformation from inertial to wind coordinates to

TIW = T −1
WI

. (2.12)

Thus, the wind vector at a specific point in the wind field coordinate system is




ui

vi

wi




I

= TWI




ui

vi

wi




W

(2.13)

in inertial coordinates. In this work, the coordinate center is assumed at the center of the

inertial coordinate system and the flow is assumed to be vertically aligned. Thus, the vertical

flow angle is assumed to be zero, αV = 0.

In the following, different wind field models are described starting with linear and nonlinear

engineering models, to partial differential equations.

2.1.3 Linear reduced-order wind field models
The idea of linear wind field models is to describe the wind field linearly in terms of wind

properties, e.g., rotor effective wind speed v0, vertical shear δV, or horizontal shear δH. By
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collecting them in Υ the linear wind field is written in the form




ui

vi

wi




W

= AiΥ . (2.14)

The matrix Ai depends on the location of the considered point i . For a lot of applications v = 0

and w = 0 are assumed which means the second and third rows of Ai are set to zero.

The simplest linear description is to only consider the rotor effective wind speed Υ = v0

which makes the Ai matrix independent of the grid:




ui

vi

wi




W

=




1

0

0



[

v0

]
∀i . (2.15)

By further adding linear vertical and horizontal shear, Υ =
[

v0,δH,δV

]T
, the matrix Ai depends

on the grid. Thus, at point
[

xi , yi , zi

]
W

the wind vector yields




ui

vi

wi




W

=




1 yi zi

0 0 0

0 0 0







v0

δH

δV


 . (2.16)

To remark, the assumption v =w = 0 is made in the wind coordinate system. Transforming

a linear wind field model into the inertial coordinate system, the components can be nonzero,

vi ,I 6=wi ,I 6= 0.

2.1.4 Nonlinear reduced order wind field models
Nonlinear wind field models can be described as follows:




ui

vi

wi




W

= F (Υ , xi , yi , zi ). (2.17)

F is a nonlinear function which maps specific quantities (e.g., v0, δH, or δV) which are sum-

marized in Υ and grid information onto the wind vector. Examples for this type of model are
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the dynamic wind field introduced in [17] or [27]. Later in this work, a nonlinear wind field

model is used in section 6.3 for model-based wake tracking.

2.1.5 Nonlinear wind models
In contrast to the above nonlinear wind field model, in reality the wind depends on several

physical quantities. Therefore, not only wind speed information influences the behavior, but

also pressure, temperature, air density, surface properties, and others. The main flow be-

haviour can be expressed by the Navier Stokes equations (NS) equations, see [28]. For high-

fidelity wind farm simulations, LES models have become the state-of-the art. Examples of

different LES models are Simulator fOr Wind Farm Applications (SOWFA) [29], SP-Wind [30],

and PALM [31]. The latter is used in a case study to demonstrate closed-loop wake redirection

in this work. These high-fidelity models describe the wind flow in a three-dimensional com-

plex model where the wind farm is spatially discretized to resolve the flow. The resolution of

smaller eddies is included by additional models, and these adjustments make the model more

computationally feasible. Nevertheless, the computation time of LES models is very high and

high performance computation clusters are needed to perform simulations.

2.2 Modeling wind turbines
Modeling a wind turbine involves different fields. A wind turbine is a coupled system of aero-

dynamics, structural dynamics, and servo dynamics. Furthermore, the control system de-

scribes the reaction of the wind turbine to disturbances and determines its operation. Wind

turbine simulation models are widely used to assess operational information in simulation,

e.g., to analyze a design early in the design phase, to assess the structural loads in a life time

analysis, to study specific components, or to design the control system. Therefore, depending

on the application, different model fidelity is needed to describe the wind turbine. Since for

this work, the wind turbine is not of primary interest, different model fidelities are highlighted

and examples are given. First, aero-elastic simulation tools are shortly recapped, then a re-

duced order wind turbine model that is used for controller design is given, and finally a static

wind turbine model is described. The wind turbine flow interactions are considered in the

dedicated wind model descriptions. Finally, in section 2.2.4, the NREL 5 MW reference wind

turbine is specified as that is the wind turbine model used throughout this work.
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2.2.1 Aero-elastic wind turbine model
To describe a wind turbine as a dynamical system it can be formulated as a coupled and in-

teracting model. Besides the aerodynamics, there are the structural dynamics, the servo dy-

namics, and the control system that influence the overall dynamics of the system. Examples

of simulation tools are the open source aero-elastic simulation code An aeroelastic computer-

aided engineering (CAE) tool for horizontal axis wind turbines (FAST) (see [32]) or the com-

mercial simulation tool Bladed by DNV GL [33]. The aero-elastic simulation code is used to

evaluate the structural loads and the performance of the wind turbine.

2.2.2 Control-oriented wind turbine model
A control-oriented model description of a wind turbine covers the main dynamics of the wind

turbine. In the following, the Simplified Low Order Wind turbine (SLOW) model is briefly

recapped that is described in detail in [26].

The main focus of the model is the orientation towards controller design and evaluation,

and therefore only the main and dominant structural dynamics are considered. The rotational

dynamics are described by the angular momentum equation and approximating the rotor and

the rotational parts as a disk with mass and inertia Jrot yields

JrotΩ̇=Maero−Mg (2.18)

with Ω̇ the rotor acceleration, Maero the aerodynamic torque, and Mg the generator torque. The

rotor dynamics equation is a linear differential equation, however, nonlinearity is introduced

with the aerodynamic coupling through Maero, which will be described later.

Additionally, the tower foreaft motion is modeled, since this motion directly interacts with

the rotor motion through the aerodynamic thrust FT . The tower top motion is modeled using

a mass-spring-damper system with a stiffness kT, the equivalent mass mT (see [26]), and the

damping dT as

mTq̈T+dTq̇T+kTqT = FT . (2.19)

The tower dynamics also becomes nonlinear because the aerodynamics is nonlinear.

The dynamics of a wind turbine are controlled using the blade pitch angle, the yaw actu-

ator, which describes the orientation with respect to the wind direction, and the generator

torque. Both the pitch and the yaw actuator dynamics are either modeled as dynamic linear

differential equations or are approximated with rate limiters.
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Table 2.1: Turbine specification of the NREL 5 MW reference wind turbine.

Hub height (m) 90
Rotor diameter (m) 126
Rated power (MW) 5
Rated rotor speed (rpm) 12.1
Rated wind speed (ms−1) 11.4

In modern wind turbines, the yaw actuator is much slower than the pitch actuator because

of the large inertia of the rotor. In this work it is modeled with the maximum yaw rate limited to

1 deg s−1. The yaw controller which aligns the wind turbine with respect to the wind direction

is later described in section 2.6.2.

2.2.3 Static wind turbine model
Depending on the application, the wind turbine can be represented as a static model without

structural dynamics. For example, in flow simulations, the turbines are usually modeled using

the actuator disk assumption. This yields a thrust force (2.9) that is distributed over the rotor

disk and acts on the flow. In the medium-fidelity CFD simulation tool WFSim, this approach

is further reduced to a two dimensional line, since the wind turbines are assumed to have

infinite height. In the LES simulation tool PALM a rotating actuator disk approach is used, see

[34], however, the wind turbines are modeled with structural dynamics similar to aero-elastic

simulation tools, see [31].

2.2.4 Wind turbine specification
In this work, the NREL 5 MW reference wind turbine is used as it is a generic wind turbine

design widely used in research. A detailed description of the turbine can be found in [35]. In

table 2.1 the key specifications for this work are summarized.

2.3 Modeling wind turbine-flow interactions
As already pointed out in section 2.1.1 the wind turbine extracts energy from the wind flow. Be-

cause of the power extraction, the wind speed is changed behind the wind turbine. The effect

that results from the energy extraction of a wind turbine is called a wake. It mainly depends

on atmospheric conditions and on the operational condition of the wind turbine, however,
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other aspects like terrain aspects also have impacts on wakes but are neglected here. After the

wind turbine’s energy extraction, the wake starts to interact with the undisturbed flow and

is being mixed depending on the atmospheric conditions. Since the atmospheric condition

and the wind turbine operation continuously change, the wake behavior is space- and time-

dependent. There are different models which describe the wake dynamics, ranging from high

fidelity CFD models to engineering models. The high fidelity models mostly use the Navier

Stokes equations, see [28, 36, 29, 37, 38], to describe the wake in the flow. Other models use

approximations like condensing the flow in a two dimensional model. Engineering models

mostly focus on dedicated wake effects and combine them to an overall model representa-

tion.

In the following, a short overview on engineering models is given in section 2.3.1. The two

dimensional flow model WFSim is presented, which is used as the simulation model in this

work, in section 2.3.2. Finally, in section 2.3.3, a short remark on higher fidelity CFD models

is given.

2.3.1 Engineering wake models
Engineering wake models describe the different wake effects and combine them to an overall

wake description. The modeling is mainly driven by the application of the models, e.g., lay-

out optimization or steady state wake redirection. The main effects are the wake deficit and

its decay (wake recovery), the increase of turbulence intensity, wake meandering, the wake

shape and its expansion, and wake deflection. One of the main reasons why engineering mod-

els have been developed is the complexity of the flow models. The models need to be com-

putational efficient and fast in its evaluation, however the domain and the resolution claim

huge model dimensions with millions of states. Since some applications are only interested in

steady state solutions or even only in single wake properties, there have been a lot of different

approaches to model the different wake effects.

Samples of engineering wake models are the Jensen model [8, 9], the Frandsen model [39],

the FLOw Redirection and Induction in Steady-state (FLORIS) model [18] that has extended

the Jensen model with different wake zones and wake deflection, and more recently [40]. They

all use different approaches for describing several wake effects and combine them to a total

wake model. Furthermore, the model in [41] presents a full wind farm simulation framework

with an included engineering wake model.

The models have been widely used in different investigations. An example shall highlight

the importance of the model choice. Axial induction based wind farm control for power op-
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timization was investigated in the past. Different model fidelities have been used to obtain

the results. The studies in [19, 42, 43] used engineering wake models for optimized axial in-

duction control. Having investigated the results using high-fidelity CFD simulation models,

the results range from a high power increase to no increase, see [4, 44]. Thus, the assumptions

and the model fidelity seem to be crucial for some investigations, although the Jensen type

wake model FLORIS has been able to predict wake losses in some cases, see [18].

2.3.2 Reduced-order computational fluid dynamics
Instead of modeling the wake effects and combining them in an engineering model, the Navier

Stokes equations can be used to describe the flow, as mentioned in section 2.1.5. In order to

keep the computational effort low, only two dimensions are modeled and the wind turbines

are modeled as infinitely tall wind turbines. This leads to assumptions on the flow behav-

ior, however, the computational effort makes those models attractive for wind farm control

applications.

In this work the two-dimensional Navier-Stokes model WFSim is used as the simulation

model. The following section summarizes the flow model, the implementation of the turbines

and the boundary conditions. A full description can be found in [12, 45].

WFSim is a two-dimensional flow model that can compute flow fields for a given wind farm

topology. The model includes the momentum equation in the x - and y -directions:

∂ u

∂ t
+ (u ·∇)u+ 1

ρ
∇p − µ

ρ
∇2u= f, (2.20)

as well as the continuity equation in x - and y -directions:

u ·∇= 0, (2.21)

with the vector differential operator∇ defined as

∇=
[
∂

∂ x

∂

∂ y

]T

(2.22)

and

∇2 =
∂ 2

∂ x 2
+
∂ 2

∂ y 2
. (2.23)
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The term f represents the turbines while u = [u v ]T and p represent the flow velocities and

pressure, respectively. The air density ρ and the viscosity µ are considered to be constant.

Under the boundary conditions and the forcing terms defined later, no analytic solution of

the equations exists yet. Hence, the governing equations are resolved numerically using a

spatial and temporal discretization scheme. In WFSim, the state variables uk , vk and pk at

time step k are defined as:

uk =




u3,2
...

u3,Ny−1

u4,2
...

u4,Ny−1
...

uNx−1,2
...

uNx−1,Ny−1




, vk =




v2,3
...

v2,Ny−1

v3,3
...

v3,Ny−1
...

vNx−1,3
...

vNx−1,Ny−1




, pk =




p2,2
...

p2,Ny−1

p3,2
...

p3,Ny−1
...

pNx−1,2
...

pNx−1,Ny−1




. (2.24)

The constants Nx and Ny are the number of grid points in the x - and y -direction, respec-

tively. The finite volume and an implicit method are applied resulting in the following set of

nonlinear algebraic difference equations:




Ax (uk , vk ) 0 B1

0 A y (uk , vk ) B2

B T
1 B T

2 0




︸ ︷︷ ︸
A(xk )∈Rm×m




uk+1

vk+1

pk+1




︸ ︷︷ ︸
xk+1

=




b1(uk , vk ) +S x
k (uk , vk )

b2(uk , vk ) +S y
k (uk , vk )

b3




︸ ︷︷ ︸
b (xk )∈Rm×1

, (2.25)

with m = nu +nv +np and uk ∈Rnu , vk ∈Rnv , pk ∈Rnp the velocity vectors in the x -direction,

y -direction and the pressure vector at time k , respectively. Each component of uk , vk , and pk

represents at time k a velocity and pressure at a grid point in the field defined by its subscript.

The computational cost for solving this set of equations is kept low by exploiting sparsity and

by applying the reverse Cuthill-McKee algorithm. The terms b1(uk , vk ), b2(uk , vk ) and b3 rep-

resent the boundary conditions and the terms S x
k (uk , vk ) and S y

k (uk , vk ) the turbines.
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Boundary conditions

For the u and v velocities, first order conditions are prescribed on one side of the grid related

to the ambient inflow defined by ub and vb . Zero stress boundary conditions are imposed on

the other boundaries. For the initial conditions, all u and v velocity components in the field

are defined as ub and vb respectively, the boundary velocity components. The initial pressure

field is set to zero. Furthermore, the inflow velocity can be changed to realize variable inflow

conditions.

Turbine modeling

According to momentum theory (see [28]), the following force term is defined:

FT = cT (a )
1

2
ρAU 2

∞, (2.26)

with thrust coefficient cT (a )depending on the axial induction factor a . U∞ is the rotor upwind

velocity and A is the rotor swept area. The Glauert correction factor Q is set to 1.75, see (2.10).

Since U∞ is difficult to measure in a wind farm, it is helpful to write the force in terms of the

flow velocity at the rotor. The following relations are defined:

β =
a

1−a
, U∞ =

UR cos(γ−φ)
1−a

, UR =
√

u 2
r + v 2

r , (2.27)

with UR the flow velocity vector at the rotor with direction defined by the wind direction angle

φ and the yaw angle γ of the turbine (figure. 2.1). Substituting these relations in (2.26) yields

the force expression FT :

FT =
1

2
ρAcT (β )

[
UR cos(γ−φ)(β +1)

]2
. (2.28)

The forces in the x - and y -directions are now defined as:

S x
k (uk , vk ) =−FT cos(γ), S y

k (uk , vk ) = FT sin(γ). (2.29)
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FT

S x

S y

y

x

UR

φ
γ

Figure 2.1: Schematic representation of a turbine with yaw angle γ, wind direction angle at the rotorφ
and flow velocity UR at the rotor. Figure taken and adapted from [46].

2.3.3 The Large Eddy Simulation model PALM
The LES model PALM is later used in a case study to realize closed-loop wake redirection in a

high-fidelity CFD simulation model. PALM can be used to simulate wind turbines in a three-

dimensional flow model using LES based on the filtered, incompressible Navier Stokes equa-

tions. The wind turbines are represented by the rotating actuator disk model (ADM-R) [34].

The PALM model calculates the flow velocities in the x - y - and z -directions (u , v , w ) on

a staggered grid. In the case study, non-cyclic boundary conditions are imposed and time-

dependent turbulent inflow data is generated by using a turbulence recycling method. More

information on PALM can be found in [31].

2.4 Lidar systems
Lidar is a remote sensing technology that is used to measure wind speed. A laser is used to

estimate wind speed remotely. The system has opened new possibilities in measuring wind

speed without using a meteorological tower. Additionally, new applications like lidar-assisted

control or forecasting have been enabled through the usage of lidar systems.

There are different types of lidar systems. Most commercial and available devices are spe-

cialized for a specific usage like site assessment and wind profiling, or long range scanning at

different elevation angles.
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2.4.1 Technology

Lidar uses a laser source and the backscattered light to estimate the wind speed. Nowadays

two concepts have been commercially established: a pulsed and a continuous measurement

principle. The advantage of a continuous lidar system is the high measurement frequency.

The advantage of the pulsed system is the ability to measure wind speed information along

the laser beam at several distances simultaneously.

Both concepts use the Doppler principle between the emitted laser light and the one

backscattered from aerosols in the air. The Doppler principle gives a relationship between

frequency shift and velocity, see [47, 48, 49, 50]. For wind speed measurements, it is assumed

that aerosols are moving with the wind flow. Because of using the laser only the projection of

the wind flow on the laser is measured, the line-of-sight wind speed, vlos.

In the following sections, the measurement principle is assessed in detail and the resulting

limitations are discussed.

2.4.2 Lidar coordinate system

To enable a simplified description of the laser beam and the measurement at a certain posi-

tion, a lidar coordinate system is introduced. According to [26], the origin of the lidar coordi-

nate system is located at the origin of the laser beam; that means the lidar system is located

at a specific position
[

xL , yL , zL

]
I

in the inertial coordinate system with a defined orientation.

Related to the wind coordinate system, there is also a transformation from the lidar to the in-

ertial coordinate system. All six Degrees of Freedom (DOFs) are considered: the three trans-

lational DOFs and the three rotational DOFs. The rotation is performed as follows: first, ro-

tation around the z -axis by the yaw angleψL, second, around the rotated y -axis by the pitch

angle θL and finally around the rotated x -axis by the roll angle φL. This yields the rotational

transformation

TIL =




cosψL −sinψL 0

sinψL cosψL 0

0 0 1







cosθL 0 sinθL
0 1 0

−sinθL 0 cosθL







1 0 0

0 cosφL −sinφL

0 sinφL cosφL


 . (2.30)
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Thus, the transformation from lidar coordinate system to the inertial coordinate system is




x

y

z




I

= TIL




x

y

z




L

+




xL

yL

zL




I

. (2.31)

2.4.3 Lidar point measurement model
The measurement of a lidar can be idealized as a point measurement. Thus, the line-of-sight

wind speed measured at a point [x , y , z ]i ,I with focus distance

fi =
√

x 2
i ,I+ y 2

i ,I+ z 2
i ,I (2.32)

is

vlos =
1

fi

(
xi ,Iui ,I+ yi ,Ivi ,I+ zi ,Iwi ,I

)
, (2.33)

with [u , v, w ]i ,I the wind vector at the measurement point. This assumption is very practical

since it gives a linear relation between the wind vector components and the measurement

value. Therefore, it is widely used in processing the measurement data and retrieving wind

field information as presented in section 2.5.

2.4.4 Lidar volume measurement model
Real lidar systems can not measure at a dedicated point in space as the idealized measurement

equation (2.33) imposes, however, they measure in a certain volume around the measurement

position along the laser beam. This yields the volume measurement equation of a lidar:

vlos =
1

fi

∫ ∞

−∞

(
xa ,i ,Iua ,I+ ya ,i ,Iva ,I+ za ,i ,Iwa ,I

)
W (a ) da (2.34)

at point [x , y , z ]i ,I in the inertial coordinate system I with the range weighting function W (a ),

that depends on the lidar system, see [26]. The wind vector used in (2.34) is evaluated at




xa ,i ,I

ya ,i ,I

za ,i ,I


=




xi ,I

yi ,I

zi ,I


+a




xn ,i ,I

yn ,i ,I

zn ,i ,I


 (2.35)

according to [26].
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2.5 Wind field reconstruction
The lidar technology has opened new possibilities of getting insight in the wind flow. A lidar

system can measure at different positions in space and provides vlos measurements. The mea-

surement principle of the system, described in section 2.4.4, imposes limitations in assessing

the flow since it is not possible to determine all three wind components at a point with one

lidar system. By introducing assumptions on the flow and the measurement principle, how-

ever, the problem can be simplified and flow quantities can be assessed.

For all applications, where lidar measurements are used, two main points are important,

1) the measurement setup and 2) the quantities of interest. They determine the assumptions

which have to be made to further use the lidar measurement data. [26, 14, 51], and others, have

pointed out possible assumptions, like homogeneous flow, inflow angle, linearity in shear,

or the validity of Taylor’s Frozen Turbulence. These assumptions expressed in the wind field

models enable to either directly calculate or estimate the wind field model.

In the following, an example of wind field reconstruction is given. A model-based recon-

struction of the wind speed and linear wind shear is explained. The background information

and a detailed description of the method can be found in [26].

2.5.1 Concept of model-based wind field reconstruction
Model-based wind field reconstruction is a model fitting technique for the measurement data.

It uses a model of the lidar and a reduced order wind field model, which includes the assump-

tion on the wind field, to fit them to the measured line-of-sight velocities measured with the

lidar system. Figure 2.2 shows the general concept of model-based wind field reconstruction.

2.5.2 Example of model-based wind field reconstruction
As indicated in the introduction, assumptions on the wind field and the measurement data are

necessary to reconstruct wind field characteristics from lidar measurement data. The model-

based wind field reconstruction methodology uses assumptions on the wind field and the

point measurement lidar model to reconstruct wind field characteristics.

In this example, the rotor effective wind speed v0 and the linear vertical shear δV is recon-

structed from lidar measurements.
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Figure 2.2: The general concept of model-based wind field reconstruction.

The wind field model is described in the wind coordinate system W introduced in section

2.1.2. Since the flow components [u , v, w ]T
W

depend linearly on the wind characteristics v0

and δV , a wind field formulation as presented in (2.16), neglecting the horizontal shear com-

ponent, is chosen. Thus, the linear wind field model is




ui

vi

wi




W

= AiΥ =




1 zi ,W

0 0

0 0



[

v0

δV

]
(2.36)

where zi ,W is the z coordinate of point i in the wind coordinate system. Together with the lidar

point measurement model description of (2.33), the system description is completed. Hence,

a lidar measurement at point
[

xi , yi , zi

]T
can be written as

vlos,i =
xi

fi

(
v0+ ziδV

)
. (2.37)

Reconstructing wind field characteristics from lidar line-of-sight measurement data, vlos,

results in the inversion of the system. Because of the two wind field characteristics v0 and δV ,

at least two independent measurements are necessary to perform the reconstruction. Thus,

with two measurements vlos,1 and vlos,2 at two independent points
[

x1, y1, z1

]T
and

[
x2, y2, z2

]T
,

the wind field reconstruction is [
v0

δV

]
=M −1

[
vlos,1

vlos,2

]
(2.38)
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with

M =

[
x1
f1

x1z1
f1

x2
f2

x2z2
f2

]
. (2.39)

In general M is a m × x matrix with m the number of independent measurements and n the

number of wind field characteristics. When the number of wind field characteristics and the

number of independent measurements are equal, m = n , a unique solution exists.

However, in case of more measurements than unknown wind field characteristics, m > n , no

unique solution exists. A least squares solution can be calculated by using the Moore-Penrose

pseudoinverse M †.

2.6 Wind turbine control
A wind turbine converts wind power into electrical energy. The wind turbine controller main-

tains the wind turbine to operate in its desired way. In wind turbine control, a trade-off be-

tween maximizing the power output and minimizing the structural loads of the wind turbine

has to be made. These two goals also define the different operation regions of a wind turbine

which are partial load and full load operation. In partial load operation, the main goal is max-

imizing power since the wind speed has not reached its nominal value; in full load operation,

mitigating structural loads while keeping constant rotor speed is the main control goal. The

wind turbine produces its nominal power output in full load operation. An overview of the

different control regions is given in Figure 2.3.

In the following, the control inputs of a wind turbine are described and a baseline controller

is presented in section 2.6.1.

2.6.1 Baseline wind turbine controller
This section presents briefly a standard controller for wind turbines consisting of a partial load

controller and a full load controller.

Partial load control
As mentioned before, in partial load operation maximizing the power output is the main con-

trol goal. This is achieved by maintaining the optimal tip speed ratio λ?. The tip-speed-ratio

is defined as

λ=
ΩR

v0
, (2.40)
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Figure 2.3: The different control regions of a 5 MW wind turbine.

with Ω the rotor speed, R the rotor radius and v0 the rotor effective wind speed. Thus, the

wind turbine can gain maximum power because of operating at its optimal operation point.

The partial load controller uses the generator torque input and a nonlinear feedback of the

rotor speed

Mg = KΩΩ
2 (2.41)

as described in [24]. The constant K is well chosen as

KΩ =
1

2
ρπR 5 cP,max

λ3
?

, (2.42)

with ρ the air density and cP,max the maximum power coefficient. For more information on

partial load control, see [24].

Full load control

In full load operation, maintaining constant rotor speed and mitigating disturbances to min-

imize structural loads of the wind turbine are the main focus of the controller. The blades are

pitched to reduce the aerodynamic torque and suppress effects due to changes in the wind

speed. In constant power operation, the generator torque is set using the current rotor speed
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measurement to produce nominal power to

Mg =
Prated

Ω
. (2.43)

In constant torque control (an alternative operation mode to constant power), the torque is

set constant to rated torque.

The pitch controller is then used to realize constant rotor speed. Therefore, very often a

gain-scheduled Proportional-Integral (PI) controller is used. For the design of the controller,

see e.g. [24].

2.6.2 Yaw controller
Assessing the wind direction is a challenging task since on current wind turbines the wind

vane on the nacelle is used to obtain the wind direction. There are two main disadvantages

of this concept: 1) the wind direction measurement is heavily disturbed by the rotor, and 2)

the wind direction is assessed at one point, however, the rotor area is a much larger area and

the mean wind direction might be different from the measured one. To overcome those disad-

vantages, the signal of the wind vane is corrected and heavily filtered with a low-pass filter, see

[24]. Nevertheless, the measurement is very imprecise. Recent work, such as in [52, 53, 54], use

lidar measurements to get a more precise estimation of the misalignment of the wind turbine.

The yaw controller uses the estimated wind direction from the wind vane to correct for mis-

alignment. However, to avoid too much actuator action a threshold on the misalignment is

applied and a control action is only allowed if the absolute error is above the threshold.

Because of the high rotor inertia, the actuation speed is designed to be very slow. In this

work a maximum yaw rate of 1 deg s−1 is assumed. However, no threshold behavior is used

because of the direct control of the yaw angle and the assumption that the rotor is generally

aligned with the main wind direction.

2.7 Wind farm control
Wind farm control deals with control concepts that improve the overall performance of a wind

farm. A wind farm is a closely clustered array of wind turbines. Clustering wind turbines to

a wind farm reduces the infrastructural costs and further minimizes the used area. Because

of closer distances between the wind turbines, they can interact through their wakes. This

leads to less energy yield of the wind turbines in the wakes and increased structural loads due
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to the higher turbulence intensities in the wakes. Wind farm control addresses these issues

by aiming to reduce interactions and mitigate the impacts of them, see [55], [10], [4]. The

same two goals are valid for both wind turbine and wind farm control: 1) maximization of

the total power and 2) reduction of the structural loads. Currently, wind turbines are mainly

operated independently of the layout and wind farm interactions. Farm-wide operation is

only considered in derating the wind turbines equally in case of less energy demand of the

grid. Current research in wind farm control deals with realizing the goals on a farm level and

therefore minimizing the cost of energy on a farm level. On the wind farm level a third task is

valid active power control (APC). APC provides grid services like primary control, secondary

control, or tertiary control.

Altogether, two main actuation concepts have been introduced for wind farm control: 1)

axial induction control and 2) wake redirection control. As pointed out in the introduction,

this work is in the field of wake redirection, however, a brief overview on the axial induction

concept is given.

In the following, first, the objectives of wind farm control are described, then, the two main

concepts axial induction control and wake redirection control are described.

2.7.1 Objectives
There are three objectives for wind farm control: power maximization, minimization of struc-

tural loads, and providing grid services like APC. The overall goal of them are to reduce the

LCOE of wind energy and to make wind energy more competitive against other energy re-

sources.

Power maximization
Power maximization gives a direct financial return. A gain in energy yield directly results in

a financial gain and makes the wind farm more profitable. However, power maximization al-

ways needs to be balanced with structural load considerations, since the design constraints in

terms of load envelope limits the achievable margin. Because of the wake deficit, power max-

imization can be stated as avoidance of wake interactions or mitigating of wake effects. This

can be realized by wake redirection. A remarkable power maximization has been achieved,

see [10, 18]. The benefit of axial induction control on power maximization is questionable,

see [44].
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Minimization of structural loads
Quantifying the financial benefit of load reduction depends on the design and turbine type.

However, modern control technologies have enabled a less conservative or larger design. Load

minimization on the turbine level is often achieved by additional control loops, like tower

damper or individual pitch control. On a broader perspective, wake impingements on the ro-

tor causes higher structural loads due to the turbulent asymmetric characteristic of the wake.

Therefore, the avoidance of wake impingements lead to less structural loads. Further, by min-

imizing the wake effects (less wake deficit), due to axial induction control, the loads might also

be decreased. However, this field is still a research topic and the overall conclusions haven’t

been stated.

Active power control
Active power control belongs to the field of grid service applications. It involves providing

frequency regulation, or power reserve, as well as power reference tracking. The goal of these

applications is to provide services for the energy grid and to improve the energy quality pro-

vided by wind turbines. Active power control is not considered in this work, but the actuation

concepts, described in the next section, might also be used for active power control, e.g., axial

induction control in the case of power reference tracking and power curtailment among the

wind turbines.

2.7.2 Axial induction control
Axial induction control aims to achieve a better performance in the sense of the control goals

by intelligently curtailing the wind turbines. By manipulating the axial induction with the

blade pitch or torque actuator and operating the wind turbine at a lower production level a re-

duced impact on downwind turbines is sought. A lower axial induction results in a lower wake

deficit, however, it also results in less turbulent mixing in the wake, see [56]. It seems that this

would minimize the impact of the wake on structural loads, however, more investigations are

necessary to conclude this. Regarding the goal of maximizing overall energy yield by preserv-

ing energy in the flow, results obtained with the high-fidelity CFD simulation tool SOWFA (see

[29]) illustrate that performance increase seems hardly achievable, see [44]. However, axial

induction control again becomes more important when a global power demand from the grid

operator is intelligently distributed. This might lead to a high reduction of structural loads
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and an increased lifetime operation. Consider [5] for a more precise summary and current

research questions on axial induction wind farm control.

2.7.3 Wake steering
In contrast to axial induction control, wake steering aims at redirecting the wake to avoid wake

interactions with downstream wind turbines. The general idea of wake redirection is to deflect

the wake by either yawing the wind turbine or by cyclic blade pitching, see [11, 46, 57]. This

concept has mainly been investigated for maximizing energy yield, however, avoiding partial

wake overlaps seems also a promising field.

Several publications have shown promising results in increasing the performance of down-

wind turbines by using wake redirection techniques, see [10, 18, 19, 58, ?, 20]. [22] further

includes wind turbine loads in the optimization procedure to perform a multi-objective wake

redirection. An overview on the field of wind farm control with a detailed summary of different

methodologies is given in [5].

Current investigations focus on wind tunnel (see, [59, 60, 61]) and field testing experiments

(see, [62]) to strengthen the results of previous simulation studies and demonstrate the appli-

cability on industrial wind turbines and commercial wind farms.

Furthermore, when designing new wind farms, having the ability to deflect the wake gives an

additional degree of freedom in operation. This might lead to different layouts in which wind

turbines are positioned denser and therefore, the consumed area is used more efficiently. The

operational strategy of these wind farms will include wake redirection to avoid partial wake

overlaps and the total power output will be increased compared to conventional operation.

[58] makes use of this approach and redesigns a wind farm using system engineering tech-

niques.
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3
Wake steering field experiment

Wir standen Hand in Hand und schwiegen, und deine
Augen träumten hell.
Schon kam die Nacht auf stillen Stiegen, ins
abendeinsame Castell.

— R. M. Rilke, Arco
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W ith the different investigations on wake redirection in which an increase in en-

ergy yield of wind farms have been shown in simulations, the question of being

able to transfer the results into reality hasn’t been answered. Therefore, field-

testing is necessary to investigate the different aspects of the concept. From September 2016

until May 2017, a dedicated field testing campaign was conducted at the National Wind Tech-

nology Center (NWTC) of NREL to investigate wake steering on a utility-scale wind turbine.

The focus of the field testing campaign was to demonstrate wake steering in reality.

This chapter presents some of the main results and gives a motivation for the closed-loop

wake redirection concept. It is mainly based on the results of [62] and [63], however, both

contain much more information on their specific topics. The chapter is structured as follows:

First, the objectives of the field testing are stated in section 3.1, then in section 3.2 the exper-

imental setup is described. In section 3.3 some relevant results are presented, and finally in

section 3.4 a conclusion and a motivation for the closed-loop wake redirection concept are

given.

3.1 Objectives
The field experiment was conducted in order to provide a data set for model validation of wake

models and to demonstrate wake steering in reality. More precisely, one main goal was to gain

more confidence in the prediction capabilities of control-oriented wake models. They have

been mainly used, as mentioned in section 2.7.3, for open-loop wind farm control. By using

them in an optimization framework, optimal yaw offsets are computed which were applied to

the wind turbines in high fidelity simulations. However, under real field testing conditions, the

models haven’t been validated. Furthermore, the impact of different atmospheric conditions

on the wake shape and redirection have been of interest in this campaign.

3.2 Experimental setup of the field testing
The field testing was conducted at the NWTC of NREL. The U.S. Department of Energy (DOE)

1.5 MW turbine was run with a scanning lidar system on the nacelle that faced downwind

and continually scanned the wake. The yaw misalignment angles were changed continually

to different offsets. The campaign started in September 2016 and ended in May 2017.

In the following, first, the general setup is described. Then the test procedure is presented

and finally the lidar system is briefly described.
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Figure 3.1: The DOE 1.5 MW turbine at the NWTC is shown with the Stuttgart Wind Energy (SWE)
scanning lidar being installed. Photo by Dennis Schroeder, NREL 38271

3.2.1 General setup of field testing
As already mentioned, the field testing took place at the NWTC which is located south of Boul-

der, Colorado in the US. Because of its location close to the Rocky Mountains, the site is dom-

inated by winds from the mountains. The site is equipped with different turbines and meteo-

rological masts. For this field testing, a meteorological mast was available a distance of 161 m

upstream in the dominant wind direction. The measurement data of the meteorological mast

provided basic meteorological information that was also used in evaluating the experiment.

Additionally, turbine measurement data was recorded and time synced with all other mea-

surement data.

The wind turbine is the DOE 1.5, see figure 3.1. The main turbine properties are listed in Ta-

ble 3.1. The wind turbine was operated normally, however, different yaw misalignment offsets

were applied.

3.2.2 Test procedure
The DOE 1.5 was operated with its normal controller. To realize the yaw offsets, an auxiliary

controller was built around the normal baseline controller which applies yaw offset positions.
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Table 3.1: Turbine specifications of the test turbine DOE 1.5 at the NWTC.

Rated power (kW) 1500
Hub height (m) 80
Rotor diameter (m) 77
Rated wind speed (ms−1) 14

Figure 3.2: The SWE scanning lidar being installed on a rotating frame on the DOE 1.5 turbine. Photo
by Andrew Scholbrock, NREL

These offset positions were changed every hour and always included the baseline of zero offset

in regular rotation. This practice helped ensure that for post-processing, each offset position

could be compared with baseline operation in almost similar inflow conditions. Additionally,

the lidar system was mounted on a rotating frame which counter rotates the measurement

system in order to maintain the same measurement position whileh yawing the turbine, see

figure 3.2. Thus, the lidar always pointed downwind while the turbine was misaligned.

3.2.3 Scanning lidar system
For the field-testing experiment, the Stuttgart scanning lidar system was used. It was devel-

oped in 2008 for nacelle-based lidar measurement campaigns to redirect the laser beam of a

standard Windcube lidar system, see [64]. The complete system consists of two parts: a Wind-

cube V1 from Leosphere and a scanner unit developed at SWE at the University of Stuttgart. A
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Figure 3.3: Visualization of the lidar scan pattern that is used to measure the wake behind the wind
turbine. A grid of 49 points is used with a sampling frequency of 1 Hz to scan the wake in five different

distances from 1 to 2.8 times the rotor diameter (D).

picture of the lidar from the University of Stuttgart is shown in figure 3.2. Because the original

Windcube was designed for site assessment with its beam pointing upwards, a two-degree-of-

freedom mirror for redirecting the beam in any position within the mirror’s range was installed

in a second casing. The accessible area is a 0.75 D-by-0.75 D square in 1 D distance, where D is

the rotor diameter. The modified software allows up to 49 measurement positions and 5 scan

distances to be used. Further, the scan rate depends on the number of pulses used for each

measurement position. In this case 10, 000 pulses have been used and thus the measurement

frequency is approximately 1 Hz. The lidar system has been successfully used for numerous

measurement campaigns as well as inflow measurements for lidar-assisted control and wake

measurements, see [65, 66, 67, 68, 69, 70, 26]. In this campaign, the lidar performs a grid mea-

surement pattern to record the wake in five different distances (1 D to 2.8 D) as shown in figure

3.3). At each measurement point, the lidar measures the line-of-sight wind speed, vlos, that is

a projection of the three wind vector components [u , v, w ] onto the laser beam (see section

2.4.4). The complete scan pattern consists of 49 points in each scan plane, and the five planes

are measured simultaneously. One scan takes an average of 48 s to complete.
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3.2.4 Considered time periods and data processing
The data set was limited to undisturbed inflow sections. Since there are other wind turbines

in the surroundings of the DOE 1.5, only situations are considered where the wind turbine is

in undisturbed inflow conditions. Further, situations were excluded in which the lidar might

hit the wiring of the meteorological tower with its laser beam.

Data processing is of high importance to obtain a useful data set for the evaluation. There-

fore, first the recorded lidar measurement data are processed to filter out implausible data.

Several methods are applied to check for hard target measurements, filter out lidar data with

a bad carrier-to-noise ratio, and check for plausibility of the measurement data. Then, de-

pending on the analysis, the data is treated differently to obtain the final data set for analysis.

All processed lidar data are grouped into scans, and combined with statistics of turbine and

met mast sensor data, such as mean and standard deviation, over the period in which the scan

is collected. Altogether, a data set was generated that is used in the following to show some of

the main results of the field-testing.

3.3 Wake steering results
As elaborated before, the main objectives of the campaign are to demonstrate the possibility

of wake redirection and to gain confidence in the predictability of the redirection. Therefore,

averaged analyses are performed which depict the flow and covers only static phenomena.

For the analysis, the data set is binned by wind speed and turbulence intensity. The data

are filtered to include only certain conditions. A threshold of 100 kW on the produced power

ensures that only normal operation data is included and faults, idling and other conditions are

removed. Furthermore, as indicated before, only periods are included in which the met tower

is nominally upwind of the turbine and the target and realized yaw offset are close. The main

results of the campaign are presented in [62], where the general setup and test procedure are

described, as well as preliminary results. [63] gives a more detailed analysis on wake steering,

moreover, the predictability of the wake by different wake models is investigated.

Figure 3.4 shows the median analysis at 181 m downstream for 8 ms−1 and stable atmo-

spheric conditions and low turbulence intensity. With increasing yaw offset the intensity of

the wake deficit is reduced and the wake is curved. The wake redirection is visible although

the shape changes significantly with increasing yaw offset. Circles indicate the size of the

wind turbine rotor in the flow plots. The circles are displaced by the predicted wake deflection

which is calculated by the FLORIS model. In the calculations the actual atmospheric condi-
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Figure 3.4: Median scans of lidar measurements at 181 m distance downstream at 8 ms−1 for 0 deg,
12.5 deg, 18 deg and 25 deg yaw offset at low turbulence intensity (Ti ,bin = 6.25%). The circles indicate

the size of the rotor and show the wake deflection predicted by the FLORIS model.

tions have been used. The accordance between measurement data and engineering model

is visible especially for stable atmospheric conditions. Thus, the results strengthen the wake

redirection concept at stable conditions and low turbulence intensity. However, for higher

turbulence intensity, the median analysis shows a faster wake recovery and a less strong wake

deficit as shown in figure 3.5. Altogether, the results show that wake steering is possible in re-

ality, although the atmospheric conditions have a high influence on the wake and the ability

to steer it.
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Figure 3.5: Median scans of lidar measurements at 181 m distance downstream at 8 ms−1 for 0 deg,
12.5 deg, 18 deg and 25 deg yaw offset at high turbulence intensity (Ti ,bin = 15%). The circles indicate

the size of the rotor and show the wake deflection predicted by the FLORIS model.
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3.4 Conclusions
The results of this first field-testing investigation have shown promising analyses in terms of

the feasibility of wake steering. A redirection of the wake is possible, although the first inves-

tigations have shown that atmospheric conditions highly influence the wake steering. Such

behavior has been already observed in simulations, see [71]. Altogether, the campaign gives

a first proof of concept of the open-loop wake redirection approach. The averaged results

show good agreement with the steady state FLORIS model and its modifications, see [63]. This

strengthens the concept of wake redirection.

The following points have turned out to be important in the planning of the campaign and

its execution. The choice of measurement setup, the choice of lidar system as well as its

availability, and a repetitive testing procedure that enables a comparability of different at-

mospheric conditions. The use of a nacelle-based lidar system enabled the measurements

behind the wind turbine without inclination angle. Other measurement configurations that

use ground-based long range lidar systems may face difficulties in analyzing the data due to

the volume averaging of the lidar system and the spacial resolution of the measurements.

However, because of the yawing of the wind turbine and the redirection in the opposite di-

rection, the rotational mounting of the measurement system was necessary. Altogether, the

field-testing with a nacelle-based lidar system has led to a data set that will be publicly avail-

able and can be used for further analysis and investigation.

In the next chapter the lidar-based closed-loop wake redirection concept is introduced. The

goal of this new concept is to maintain the benefits of open-loop wake redirection control

and to improve the weaknesses of the concept which are the wake model uncertainty and the

sensitivity against disturbances.
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4
Concept of lidar-based closed-loopwake redirection

Le cœur a ses raisons que la raison ne connaît pas.
— Blaise Pascal

4.1 Objectives of closed-loop wake redirection . . . . . . 46

4.2 General concept . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3 Challenges and conclusions . . . . . . . . . . . . . . . . . 49
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T his chapter presents the framework of lidar-based closed-loop wake redirection

control and introduces the two tasks, the control task and the estimation task,

which are the main parts of the concept. Parts of this chapter have been pub-

lished in [72]. The chapter is structured as follows: First, the objectives and advantages of

closed-loop wake redirection are presented in section 4.1. Second, in section 4.2 the general

concept is introduced. Finally, the challenges and conclusions are discussed in section 4.3.

4.1 Objectives of closed-loop wake redirection
Lidar-based closed-loop wake redirection is a flow control concept. It introduces the advan-

tages of closed-loop control to the concept of wake steering. Wake steering, in its current

methodology, contains the following drawbacks:

• Optimized yaw angles are applied in an open-loop approach. Since the yaw angles are

computed with assumptions, e.g. on atmospheric conditions, wind speed, or using a

reduced-order model, the approach does not guarantee that the wake is taking the de-

sired direction. Thus, the match/mismatch of the assumptions, like the quality of the

model, which is used to compute the yaw angles, highly influences the control perfor-

mance.

• An open-loop methodology is highly sensitive to disturbances. This means that any dis-

turbance, e.g. cross wind or shear, will lead to an uncertain performance compared to

the desired redirection computed by the model.

The concept of lidar-based closed-loop wake redirection, which was first introduced in [73]

and [72] presents an alternative method to realize wake redirection control. The objectives of

the concept are:

• an estimation of the wake position in a reliable and robust way using lidar wind speed

measurements,

• a closed-loop control of the wake position to redirect the wake to a desired position,

and thus, an overall benefit for wake redirection control through the usage of feedback control.

From an operational point of view, the concept introduces a new layer between the wind farm

operation and the wind turbine operation which manages the wake steering. This means,

the wind park operator or an automated optimization algorithm specifies the desired wake
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Figure 4.1: The general concept of lidar-based closed-loop wake redirection.

position of each turbine. Locally, on the wind turbine level, the controller tries to steer the

wake to the desired position. However, this is only possible within the physical limitations of

wake redirection.

The main objectives of the chapter are the introduction of the concept, the task separation

which structures the methodology, and a discussion on challenges the concept raises.

4.2 General concept
The lidar-based closed-loop wake redirection concept consists of two main tasks: 1) the esti-

mation task and 2) the control task. Figure 4.1 gives the closed-loop scheme of the concept.

The control-loop is closed locally on the turbine level which has advantages in terms of scal-

ability, implementation and communication. Nevertheless, the estimation task could also

be realized on the farm level. It will be briefly discussed later in the specific section. Flow

information will be provided by a lidar system and used in the estimation task to obtain a

position information of the wake. In section 4.2.1 the main objectives of the estimation task

are discussed. The position information of the wake is then provided to the wake controller,

see figure 4.1. The control task deals with designing appropriate controllers which are able
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Figure 4.2: The wake position estimation task.

to steer the wake to a prescribed position. Section 4.2.2 will present the general idea and the

objectives of the control task.

4.2.1 Estimation task
The estimation task deals with converting lidar measurement data into a position estimate of

the wake. This task imposes some challenges since lidar can not provide full flow information,

as already discussed in section 2.4. Moreover, estimation techniques have to be investigated

to provide necessary quantities for the controller. This means first of all that the measurement

data must be processed in such a way that it can be used to perform an estimation of the wake

characteristics, like e.g. wake position, wake shape, decay, or recovery. Possible solutions to

the estimation task are presented in chapter 6 where lidar-based wake tracking methods are

discussed and a model-based wake tracking approach is presented. In figure 4.2, the general

structure of the estimation task for lidar-based closed-loop wake redirection is diagrammed.

The lidar obtains wind speed measurements in the wind field, and a wake tracking method

estimates the wake position from the lidar measurement data.

4.2.2 Control task
In the control task, the wake controller is specified. The wake controller is designed to steer

the wake position to a desired position. It uses the position information of the wake and the

demanded wake position to provide a necessary yaw angle command which steers the wake

to the desired position. The controller design needs to take into account the time constant

which is imposed by the mean wind speed and the downwind location of the estimated wake

center. Different control design approaches are presented and analyzed in chapter 7. Figure

4.3 presents the inputs and the output of the control task. It uses the estimated wake position

and a desired wake position to set the yaw angle of the wind turbine.
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Figure 4.3: The wake redirection control task.

4.3 Challenges and conclusions
After having described the basic concept of lidar-based closed-loop wake redirection, the fol-

lowing section aims at outlining the main challenges which exist in the concept and gives

some conclusions on it.

4.3.1 Challenges of the concept
Since the methodology relies on the availability of a wake position estimation, the availability

of lidar measurements are crucial. From a practical point of view, this includes the system

availability but also the reliability of the estimation method of the wake position. However,

the practical implementation and related challenges are not considered in this work and need

to be considered in future work.

Furthermore, the experience of the field-testing presented in chapter 3 has shown the dif-

ficulties and the trade-off in the choice of the measurement distance. Since the wake deficit

is mitigated over distance, and furthermore the turbulent mixing is more predominant with

increasing distance, the measurement location needs to be chosen well. When only inter-

ested in the wake deficit the choice would be as close as possible to the rotor, however, since

the wake redirection is of interest and the wake is not steered instantaneously a certain dis-

tance is needed to get a measurable deflection. Furthermore, a measurement distance further

downwind imposes performance limitations on the controller, since the time delay between

actuation and reaction increases. Here, a trade-off needs to be found which depends on the

site specific conditions.
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4.3.2 Challenges of the estimation task
The aim of the estimation tasks is to determine indirectly the wake position. A challenge of

great importance is the fact that the wake position is not well defined. The wake center is

not a directly measurable quantity. Since the wake is the effect of the energy extraction of the

wind turbine, the primal effect is the decrease in wind speed in the flow. Everything else, like a

wake profile, an increase in turbulence intensity, or the wake position are observations of the

physical behavior of the flow. They have been introduced to mathematically describe the wake

in a systematic way. However, they are only partly measurable in reality due to limitations in

the measurement techniques. This means, the estimation method indirectly determines the

wake position definition. The wake position definition process is a difficult aspect since it is

not measurable. Compared to other quantities, the wake center is a quantity that depends

on its definition. This, however, hinders the comparability of different approaches since no

unique definition exists. Moreover, there are several definitions, like a one dimensional or

a two dimensional Gaussian fit of the wake deficit, threshold based methods, or the power-

based method, see [74]. Altogether, they specify the wake position within the description of

the wake characteristics or shape assumptions.

4.3.3 Challenges of the control task
The control task focuses on the controller design for closed-loop wake redirection. As men-

tioned, there is a trade-off between measurement location and time delay. This influences the

controller design because the time delay limits the bandwidth of the controller. Furthermore,

the controller needs to be synthesized to adapt to model uncertainties and disturbances. Dis-

turbances of higher frequencies like wake meandering should not influence the control per-

formance, although the amplitude of wake meandering may be noticeable.

4.3.4 Conclusion
This chapter has presented the general concept of lidar-based closed-loop wake redirection

and it has given an introduction into the different aspects of the topic. First, the main objec-

tives of the concept have been stated. The two main tasks, the estimation task and the control

task, have been introduced as well. They enable the lidar-based closed loop wake redirec-

tion concept. The separation helps to design the methodologies independently and test the

influence of uncertainties on both. In a next step, the challenges introduced by the concept
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have been discussed. The importance of the estimation task has been highlighted and the

challenge in the wake position definition has been described.

From a practical point of view, the future of nacelle-based lidar devices is not clear. Espe-

cially, downwind facing lidar devices have been used by researchers and are rare in commer-

cial applications to date. However, this work wants to provide a first outlook on the concept

and highlights the opportunities, while partly neglecting implementation questions. Never-

theless, at crucial points in this work, possible solutions are proposed that might overcome

the main challenges.

After having introduced the structure and objectives of the concept, the following chapters

derive and describe the different tasks. In the next chapter, the necessary models are derived

which are needed in the two tasks mentioned above.
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Not to us, Lord, not to us but to your name be the
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— Psalm 115,1 The Bible
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T his chapter presents the necessary models for realizing the lidar-based closed-

loop wake redirection concept. It further provides a methodology on how experi-

ments can be conducted to estimate the model parameters.

In the following, the objectives and assumptions of the chapter are described in section

5.1. Then, in section 5.2 and 5.3 a reduced order wake model is presented which describes

the main effects of the wake, the velocity deficit, the wake evolution, and the wake deflection.

This model is later used in the model-based wake tracking approach. As a next step, in section

5.4 controller design models are derived considering only the dynamical behavior of the wake

position with respect to the yaw angle. Different techniques are presented to estimate the

parameters of the dynamic model using a model identification technique. Finally, in section

5.5 conclusions and recommendations are given.

5.1 Objectives and assumptions
Wake modeling is a broad research field and several applications exist in which the models

are applied. Control-oriented wake models for optimizing the operation and deriving new

controllers are rare because of the complexity of wakes. Here, wake models are presented

which will be used in the lidar-based wake tracking and the wake redirection controller design.

The model requirements of the wake tracking application are the following:

• low computational effort,

• main wake effects, like deficit, evolution and redirection should be included,

• a minimal amount of model parameter and tuning variables.

The wake redirection controller design model has different requirements:

• dynamic model, since time constants are important for the controller design,

• separation and elimination of all unnecessary wake effects, like wake evolution.

Thus, the controller design models only include the wake redirection effect.

The consideration of the mentioned models seems to limit the validity of the approach,

however, for the controller design process this is not the case. If the controller is designed with

a robustness margin, undescribed dynamics or effects will be considered as disturbances and

the controller will adapt to them. For the wake tracking, the limitation to deficit, evolution

and redirection is a first assumption which has shown good results in prior work. The model

can be easily adapted with modification.
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Figure 5.1: The normalized gradient of the power extraction along the blade radius.

5.2 Wake deficit and wake evolution model

The wake deficit is modeled with an initial wake deficit at the rotor disk with tip and root

losses depending on the energy extraction. The initial deficit is calculated by mapping the

energy extraction to the rotor as a function of the energy extraction along the blade (including

root and tip losses). Therefore, the normalized wake deficit based on Prandtl’s root and tip

losses is used. We define Γ as the Prandtl’s root and tip losses inside of the rotor radius R . At

point [yi , zi ] at the rotor, the function is

Γi =





d cP
d r

∣∣
ri

if
√

y 2
i + z 2

i = ri ≤R

0 else
(5.1)

with ri the normalized radius at position
[

xi , yi , zi

]
along a specific blade.

(
d cP
d r

)
is the gradi-

ent of the power extraction over the blade which can be extracted with WTPerf, see [75]. An

example of Γ is given in Figure 5.1 for the NREL 5 MW reference wind turbine. Having derived

the normalized power extraction, the initial wake deficit results to

Ψinitial(yi , zi ) =
−v0∑

j Γ
2
j


∑

j

Γ j −
√√√√
(∑

j

Γ j

)2

−nPI

∑

j

Γ 2
j cP


Γ (yi , zi ), (5.2)
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Figure 5.2: An example initial wake deficit at the rotor disk at a mean wind speed of 8 ms−1.

with
∑

j the summation over the grid points, the rotor effective wind speed v0, the power

coefficient cP , and nPI the number of grid points inside of the swept rotor area. Figure 5.2

shows an initial wake deficit at an inflow wind speed of 8 ms−1 and normal operation of the

wind turbine.

The wake evolves moving downwind. Energy flows in from the free stream and mixes with

the wake. This is modeled empirically by a two-dimensional Gaussian shape filter, Ξ. The

filter describes the wake recovery behind the wind turbine and depends on the distance d

behind the wind turbine. Furthermore, a dissipation parameter ε is specified which can be

linked to the turbulence intensity or in other words, the amount of mixing. Thus, the filter at

point [yi , zi ] at a distance d downstream is

Ξ(d , yi , zi ) = exp

(
y 2

i + z 2
i

2σ2
f (d )

)
(5.3)

with

σ f (d ) =
εd

2
√

2 log(2)
. (5.4)

Having defined the initial wake deficit Ψinitial in (5.2) and the wake evolution model in (5.3),

the wake can be calculated. The wake deficit results from the convolution of the initial wake
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deficit Ψinitial with the filter Ξ(d , yi , zi ):

Ψ(d , yi , zi ) =Ξ(d , yi , zi ) ∗Ψinitial. (5.5)

5.3 Wake deflection model

The wake deflection caused by a yaw misalignment γ is additionally modeled. The relation-

ship is derived in the study of [46], applied to the FLORIS wake model, and also used in this

wake model. The angle of the wake with respect to the main wind direction is

ξ(d , cT ,γ) =
ξinit(cT ,γ)
(

1+β d
D

)2 , (5.6)

with the initial angle of the wake at the rotor

ξinit(cT ,γ) =
1

2
cos2(γ)sin(γ)cT (5.7)

and model parameter β , which defines the sensitivity of the wake deflection to yaw and is

here assumed to be known in advance. Further, cT is the thrust coefficient and D the rotor

diameter. Further, the yaw induced deflection at the downwind position d is according to

[18]

δyaw(d , cT ,γ) =−ξinit(cT ,γ)
D

30β

[
15

(
1− 1

1+ 2βd
D

)
+ξinit(cT ,γ)2

(
1− 1(

1+ 2βd
D

)5

)]
. (5.8)

The yaw induced deflection (5.8) shows the following behavior at the limits of the downwind

distance d ,

d = 0⇒δyaw(d , cT ,γ) = 0 (5.9)

d →∞⇒δyaw(d , cT ,γ)→−ξinit(cT ,γ)
D

30β

(
15+ξinit(cT ,γ)2

)
. (5.10)
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The rotation is applied to the wake deficit and yields a u- and v -component of the wake

model, 

Ψu ,i

Ψv,i

0




W

=




cosξ(d , cT ,γ) −sinξ(d , cT ,γ) 0

sinξ(d , cT ,γ) cosξ(d , cT ,γ) 0

0 0 1






Ψi

0

0




W

. (5.11)

5.4 Wake modeling for controller design
In the previous sections, a reduced order wake model was presented which includes the main

effects of the wake, the velocity deficit, the wake evolution, and the wake deflection. For con-

troller design, however, a control-oriented model is needed. Therefore, in the following, first,

time dependency is introduced to the model, and second, the model is reduced to its input-

output behavior.

For closed-loop wake redirection control, as already introduced in section 4.2, the input is

the demanded yaw angle and the output is the estimated wake center at a particular down-

wind distance of the wind turbine. Therefore, the wake deflection model presented in section

5.3 is used. Further, the wake deficit model and the evolution model is neglected since they

specifically describe other effects of the wake.

In the following, first, the wake deflection model is used to derive a static gain for differ-

ent conditions in section 5.4.1, then in section 5.4.2, the dynamics are derived and the time

constants are derived from theoretical considerations.

5.4.1 Static wake deflection model
For deriving a model for controller design we want to start with the static wake deflection

model of (5.8). In order to simplify (5.8), it is revisited, however, with partially neglected de-

pendencies to clarify the main dependencies for wake redirection. As used in the reduced

order wake model, depending on the yaw angle γ, the wake deflection can be described by

δyaw(γ, d ) =−ξinit(γ)
D

30β


15

(
1− 1

1+ 2βd
D

)
+ξinit(γ)

2


1− 1(

1+ 2βd
D

)5





 . ((5.8) revisited)

This model describes the lateral wake center displacement at a defined downstream position

d at steady state conditions with an assumed thrust coefficient cT , the rotor diameter D , and

β describes the sensitivity of the wake deflection to yaw misalignment. From (5.8) a linear
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γ(t ) nonlinear model δyaw time delay τTaylor

Taylor’s hypothesis

δyaw,Taylor(t )

setpoint: d , ū , cT

Figure 5.3: Flow chart of time delay based dynamic wake deflection model.

model can be derived by evaluating the gain at a defined setpoint. The static gain at distance

d with respect to the yaw angle at a defined setpoint p = [γ0, cT ,0, d ] is calculated as

Kp =
dδyaw

dγ

∣∣∣∣
p

. (5.12)

Hence, for different setpoints the gain can be evaluated and the linear approximation around

a setpoint is defined as

δ̃yaw(γ) = δyaw

∣∣
p
+Kpγ=δyaw

∣∣∣∣
p

+
dδyaw

dγ

∣∣∣∣
p

γ. (5.13)

In a next step, the time dynamics are introduced because until now the wake deflection has

been described in a static way.

5.4.2 Dynamic wake deflection model with time delay
In this section, the time dynamics are derived and discussed. There is not an instantaneous

change in wake position because the estimation position is in a defined distance d downwind

and the change needs to be propagated to the distance. In addition, there are flow dynamics

involved. In the following, three approaches are presented with increasing complexity to ap-

proximate the wake dynamics.

Time delay based on Taylor’s assumption
Following the assumptions of Taylor’s hypothesis [76], the wind field is moving with a mean

wind speed. Suppose that the wind direction is aligned with the x -axis, this implies that there
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is a direct relationship between a distance∆x along the x -axis and a time period∆t that is

∆t =
∆x

ū
, (5.14)

with the mean wind speed ū . Taking this assumption into account for the wake deflection

model, it can be written as

δyaw,Taylor(t ) =δyaw(d ,γ(t −τTaylor)) (5.15)

with γ(t − τTaylor) the time signal of the yaw angle shifted by the time delay τTaylor based on

(5.14) with∆x = d . Thus, the time delay is calculated to

τTaylor =
d

ū
. (5.16)

When evaluating the mean wind speed in the wake a reduction is visible.Therefore, Taylor’s

assumption may not be valid for wake propagation. Thus, in the following, the time delay is

calculated based on the mean wind speed profile in the wake.

Time delay based on the wind speed profile

The wind speed in the wake is reduced because of the energy extraction of the wind turbine.

According to [77] and [22], the velocity profile u can be approximated as an inverted hysteresis

function. Together with the momentum conservation law (see [78]) this yields

u (x , w ) =
(

1− 2

π
w

(
π

2
+arctan

2x

D

))
u∞ (5.17)

the velocity u at distance x behind the wind turbine with the inflow wind speed u∞, the in-

duction dependent parameter w , and the rotor diameter D . Figure 5.5 gives an example ve-

locity profile at 10 ms−1 inflow wind speed. Clearly the deceleration is visible, however, the

wake mixing and the resulting wake decay is not considered in the equation. Therefore, the

velocity profile converges to a constant value behind the wind turbine. Nevertheless, (5.17)

enables calculating the time delay τProfile by solving the integral equation for τProfile

d =
∫ τProfile

0
u (x (t ), w )dt (5.18)
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γ(t ) nonlinear model δyaw time delay τProfile

Taylor’s hypothesis

δyaw,Profile(t )

setpoint: d , u∞, cT

Figure 5.4: Flow chart of time delay based dynamic wake deflection model with the time delay calcu-
lated from the wake velocity profile.
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Figure 5.5: Example velocity profile along the x -direction of a wind turbine at 10 ms−1 inflow wind
speed according to the approximation (5.17).

where d is the downwind position at which the wake center is estimated and x (t ) is the posi-

tion at time t . This yields the model

δyaw,Profile(t ) =δyaw(d ,γ(t −τProfile)). (5.19)

Having introduced time delay approximation for the wake redirection dynamics, in the next

step, linear dynamic models are derived.
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γ(t ) gain Kp =
dδyaw

dγ

∣∣∣
p

linear dynamics Gp (s ) δyaw,Linear(t )

setpoint: d , ū , cT , γ0

Figure 5.6: Flow chart of the dynamic wake deflection model with linear dynamics and setpoint de-
pendent gain.

5.4.3 Linear dynamic wake deflection models
Since in reality the flow is not behaving like a time delay, an extension to dynamic models is

proposed. The model is used for controller design and analysis and thus, a linear model is

desirable. It consists of a dynamic system which is coupled to the gain of the linearization

(5.13). Figure 5.6 presents the general overview on the linear parametric model. The advan-

tage of this representation is the direct applicability in controller design. With a given setpoint

p = [d , ū , cT ,γ0] the linear model can be expressed in the Laplacian space

Gyaw,Linear(s ) = Kp Gp (s ) (5.20)

with Kp the linear wake deflection gain and Gp (s ) a linear transfer function. There are differ-

ent ways of deriving the components of (5.20). One way is to use assumptions on the different

parts, e.g. the wake deflection function of [46] and actuator and delay dynamics lumped in

Gp (s ) as done in [73]. A second possibility is to parametrize the dynamics with wake redirec-

tion simulations or experiments. This methodology has been successfully applied in [79, 80]

in simulation and is presented in the following.

5.4.4 Model parametrization
Model parametrization is a possibility for obtaining the parameters of derived model real-

izations. Open-loop experiments, either simulations or on the real wind turbine, need to be

performed to estimate the model coefficients and parametrize the model. In the following, a

model parametrization of (5.20) is performed. Wake redirection simulations are conducted to

obtain output responses to input steps. They are used in a gray box identification procedure

to parametrize the controller design model.
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General setup of the model parametrization
The simulations are performed within the two-dimensional flow model WFSim. A single tur-

bine is simulated with homogeneous inflow conditions. The simulated wind turbine is a NREL

5 MW reference wind turbine with a rotor diameter of D = 126 m. The alignment of the tur-

bine is changed by yawing the turbine. A feasible way to determine the system dynamics is

to analyze step responses of the system. A step on the input, the yaw actuator, is applied and

the output, the estimation of the wake position at 2.5 D downstream of the wind turbine, is

recorded. Figure 5.7 shows an example of a step response of the wake, with a yaw step of 5 deg.

The step responses can be used for the estimation of the wake deflection dynamics because a

step input excites specifically those dynamics we want to control.

In this work, several step simulations are conducted to estimate the dynamics for differ-

ent operational conditions. For the estimation, the steady state from the input and output is

removed. First, different yaw setpoints are considered at the same wind speed. Then, the sim-

ulations are repeated for different wind speeds in order to estimate the dynamics at different

wind speeds.

There are several methods to obtain a model from input-output time simulations. Here, a

methodology with a predefined number of poles, zeros, and a time delay is used. The method

is part of the Model Identification Toolbox of Matlab and yields a continuous transfer func-

tion. For more information on the methodology of the model identification see [81]. The Bode

analysis in figure 5.8 shows the model obtained by the identification of the example step.

Model parametrization for different yaw setpoints
In the following, nine step responses are analyzed. They are obtained with five degree yaw

actuation steps as inputs on different initial values of the yaw angle from −20 deg to 20 deg.

Figure 5.9 shows the∆ position of the wake with respect to the initial value. The∆ in the wake

position is used to visualize the differences in dynamic and steady-state at the different ini-

tial yaw angles. Further, all responses show non-minimum phase behavior (inverse response

behavior) that limits the achievable closed-loop bandwidth. Sources of the inverse response

behavior might be the change in pressure and velocities due to the change in flow and energy

extraction of the wind turbine. However, to answer this question it needs to be addressed in

deta iled studies in a high fidelity model.

For each recorded step response, a model identification is conducted with a predefined

model structure to parametrize the model of (5.20). The number of zeros and poles are chosen

in a way such that the identification results in a normalized root mean square error less than
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Figure 5.7: Step response of five degree step in the yaw actuator at an inflow wind speed of 8 ms−1. The
wake position is estimated at a distance 2.5 times the rotor diameter downwind of the wind turbine.
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Figure 5.8: The Bode analysis of a model obtained from the example step of Figure 5.7. The settings for
the parametrization are 5 poles, 2 zeros, and no delay.
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Figure 5.9: Step responses at different initial yaw angles (from−20 deg to 20 deg). The delta position is
plotted to visualize the differences in dynamic and steady-state.

0.005 between model response and recorded output. The parameters of the identification are

nz = 2 (the numbers of zeros), np = 5 (the number of poles), with no additional time delay.

The identification yields a set of models of the form

Gyaw,Linear,i (s ) = Kp i

(ni 1s +1)(ni 2s +1)
(li 1s +1)(li 2s +1)(li 3s +1)(li 4s +1)(li 5s +1)

(5.21)

with −l −1
i j the poles, −n−1

i j the zeros, and Kp i the static gain of the identified model Gyaw,Linear,i .

The Bode analysis in figure 5.10 shows the differences of the parametrization, the different

static gains. An example for the location of the zeros and the poles of three models are given

in figure 5.11.

Model parametrization for different wind speeds
As a next step, the dependency of the dynamic wake direction model on different wind speeds

is analyzed. Therefore, the model parametrization is repeated for different wind speeds and

analyzed. The different modeling approaches and analysis of section 5.4.2 clearly indicate the

dependence of the dynamics on the wind speed. Thus, slower dynamics are expected for lower

wind speeds and faster dynamics for higher wind speeds. Figure 5.12 compares the response
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Figure 5.10: Bode plots of all identified models from the step responses of figure 5.9.
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Figure 5.11: The pole-zero map of three identified models.

of the wake position to a step change in the yaw angle of five degrees. First, the difference in

dynamic response is visible, however, differences in the steady states are also present. Figure

5.13 gives the Bode analysis of the parametrized models. The differences in the dynamics of

the two models can also be seen there.

5.4.5 Linear parameter-varying wake deflection model
Analyzing the results of the previous section shows the differences in the dynamics and the

gain of the model. Furthermore, the dependency on wind speed and yaw angle setpoint have

been shown. For this reason, in the following the dependency is included in the linear dy-

namic model description by Linear parameter-varying (LPV) modeling.

LPV models form a special class of nonlinear models, see [82]. The basic idea is to approxi-

mate a nonlinear model with a linear model with varying parameter, p (t ). To obtain the actual

model, the parameter is estimated or measured. This results in a set of linear models which

are scheduled by the parameter. Thus, the LPV model can be used to design controllers using

a classical linear controller design methodology for each model. Then, the total controller is

scheduled by the parameter. Consider [82] for more information on LPV systems and control.

The analysis of the parametrization shows that the model gain depends on the yaw angle,

see figure 5.9 and figure 5.10. Furthermore, the system dynamics, especially the dominant
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Figure 5.12: Comparison of the wake position response to the same yaw actuator step of five degree at
6 ms−1 and 8 ms−1 mean wind speed.
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Figure 5.13: Bode analysis of the two step responses with mean wind speeds of 6 ms−1 and 8 ms−1.
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Figure 5.14: The poles of the linear wake redirection model for different wind speeds. The models are
derived with a yaw angle of 5 deg.

time constant of the system, depend on the wind speed, see figure 5.12 and figure 5.13. Figure

5.14 gives the poles of the linear models at different wind speed setpoints. The models have

the form of (5.21) and are obtained at a yaw angle of 5 deg. The analysis shows the shift of the

poles for increasing wind speeds. The yaw and wind speed dependencies are included in a

LPV model for wake redirection. A yaw dependent gain K (γ) is introduced which covers the

yaw dependency. For including the wind speed dependency of the dynamics, the zeros and

the poles of the model are wind speed dependent. This modification yields

Gyaw,LPV(s ) = K (γ)
(ni 1s +1)(ni 2s +1)

(li 1(v )s +1)(li 2(v )s +1)(li 3(v )s +1)(li 4(v )s +1)(li 5(v )s +1)
(5.22)

with
(−li j (v )

)−1
the wind speed dependent poles,−n−1

i j the zeros, and K (γ) the yaw dependent

gain.

5.5 Conclusions and recommendations
This chapter has presented several main aspects on reduced order wake modeling for estima-

tion and wake redirection control purposes. Models have been derived for the main effects of

the wake: the wake deficit, the wake evolution, and the wake deflection. Static and dynamic

models of wake deflection have been studied and different types of models have been ana-



5
5.5

Co
ncl

usi
ons

and
rec

om
me

nda
tion

s

70

lyzed. Finally, a linear model parametrization of dynamic wake deflection was performed for

different setpoints and different wind speeds.

In order to use the time delay models for controller design, the Padé approximation can be

used to obtain a dynamic approximation of the time delay, see [83]. A different possibility is

to use the nominal model and consider the time delay indirectly in the controller design by

adjusting the design performance.

The ideas of model parametrization, which was done for the linear model, can easily be

translated to estimate the time delays and parametrize the time delay based wake redirection

model.

An open question of this study is the inverse output response that was observed in the step

simulations (see figures 5.7, 5.9, and 5.12). The source of this phenomenon or its existence in

reality is not yet clear. A detailed analysis in a high-fidelity CFD simulation model like SOWFA

needs to be performed to investigate this effect. Further, the source of this inverse response

behavior needs to be clarified by analyzing velocity and pressure field in detail. An investiga-

tion should be performed to answer the relationship between the effect and the wind turbine

model. Here, the question would be if the inverse response behavior results from the assump-

tions in modeling the wind turbine.
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Lidar-based wake tracking

Mach mich zum Wächter deiner Weiten, mach mich zum
Horchenden am Stein, gib mir die Augen auszubreiten
auf deiner Meere Einsamsein; lass mich der Flüsse
Gang begleiten aus dem abgetrennt, und hinter einem
blinden Alten des Weges gehn, den keiner kennt.

— Rainer Maria Rilke
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L idar technology has opened new possibilities in assessing the wind flow. In some

applications like resource assessment the technology has become mature, how-

ever, in others, like lidar-assisted control applications the step from being a research

topic to an industrial application is currently still in progress.

This chapter presents a new application of using lidar measurements for wind energy con-

trol: the concept of lidar-based wake tracking for closed-loop wake redirection. A method is

introduced that uses lidar measurements and a simplified wake model to estimate the wake

position. This chapter is mainly based on [72] and gives a possible solution to the estimation

task that was introduced in chapter 4.

It is structured as follows: First, the background, the objectives and assumptions are de-

scribed and discussed in section 6.1. Then, different wake tracking techniques are classified

in section 6.2. Section 6.3 presents the concept of lidar-based wake tracking and describes

the methodology in detail. In section 6.4 wake-tracking results are presented and finally, in

section 6.5, a summary is given and possible extensions of the methodology are discussed.

6.1 Objectives and assumptions
As briefly discussed in chapter 4, the concept of closed-loop wake redirection needs wake po-

sition information that is used in the controller, see figure 4.1. A lidar system can provide wind

speed measurements at different positions in space. Although a lidar device has limitations

(see section 2.4), it offers the possibility of measuring wind speed information in the wake

of a turbine. For the purpose of lidar-based wake tracking for wake redirection, a downwind

looking scanning lidar system is assumed in this work like the one installed in the field testing

campaign presented in chapter 3 and shown in figure 3.2. Nevertheless, there are other feasi-

ble approaches and setups to estimate the wake position, such as a long range lidar scanning

the whole wind farm as depicted in figure 6.1. Moreover, other remote sensing technologies

like radio detection and ranging (radar) can be used to estimate the wake position, see [84]

and [85].

The main objectives of this chapter are a classification of lidar-based wake tracking methods

and a model-based wake tracking method which uses a reduced-order wake model to estimate

the wake characteristics.
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Figure 6.1: A long-range lidar measurement in a wind farm.

6.2 Classification of lidar-based wake tracking methods
As already pointed out, the objective of lidar-based wake tracking is to estimate the position

of a wake using lidar measurements. There are different methodologies which approach the

task. Generally, they can be grouped in two categories: template fitting methods and wake

model based methods. They have their origin mainly in the CFD field since many wake stud-

ies and analyses have been performed with CFD. In the following, a short overview on both

concepts is given together with examples from both categories.

The general idea of the template fitting methods is that assumptions on the shape of the

wake deficit are made, like a Gaussion shape of the wake deficit. The assumption is expressed

with a basic function or a basic criteria (the template). In the estimation step, the template

is fit to the measurement data by adjusting parameters of the basis function. Examples for

the pattern fitting method are the Gaussian method, the double-Gaussian method, and the

minimum power method, see [74] for the definitions of the methods. In [86] lidar-based wake

tracking with Gaussian and double-Gaussian methodology have shown promising results in

tracking the wake. The assumption of a Gaussian shape also agrees with theoretical and exper-

imental findings, see [11]. But there are also other approaches like the contour methodology
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Figure 6.2: The general idea of model-based wind field reconstruction. An optimizer obtains the best
fit of wind field characteristic of the wind field model vlos,s , for the given lidar measurement data vlos,m .

used in [62] in which all measured velocities within a threshold are grouped and the center

of the area of this region is computed to determine the wake position. Later in this work, the

Gaussian shape method is used in the LES implementation where the feasibility of the closed-

loop concept is shown in a demonstration case.

In contrast, the wake model based wake tracking method uses a wake model and the tech-

niques of wind field reconstruction to estimate the wake center. This method was first pre-

sented in [72]. In the next section, the methodology of the wake model-based wake tracking

is presented and described in detail.

6.3 Model-based wake tracking
As classified before, the model-based wake tracking method uses a wake model in the esti-

mation of the wake position. In the following, the general concept is presented in section

6.3.1. Then, the model-based wake tracking approach is presented in sections 6.3.2 and 6.3.3,

and results are shown in section 6.4. Finally, conclusions and recommendations are given in

section 6.5.

6.3.1 Methodology
The methodology of model-based wake tracking was mainly presented in [72]. It applies the

general concept of model-based wind field reconstruction as introduced in section 2.5. The

general approach of wind field reconstruction from lidar data is to estimate wind field char-
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Figure 6.3: Composition of the wind field model for model-based wake tracking.

acteristics from an internal wind field model by fitting modeled (simulated) lidar data to the

measured ones. An optimizer is used to obtain the best fit of wind field characteristics for the

given measurement data. Figure 6.2 presents the basic idea of model-based wind field recon-

struction. For lidar-based wake tracking, the wind field model is expanded with a wake model.

In the next section the total model is described.

6.3.2 Model formulation
The concept of wind field reconstruction is used for model-based wake tracking by expanding

the wind field model with a wake model. Figure 6.3 shows the composition of the wind field

model. The wind field model is described in the wind coordinate system W as introduced in

section 2.1.2. The general wind field model can be written as




ui

vi

wi




W

= AiΥwind+ F (Υwake, xi , yi , zi ), (6.1)

where inΥwind andΥwake the wind field characteristics and the wake characteristics are summa-

rized at the position [xi , yi , zi ]W. In the following, the particular wind field and wake models

that were used for the approach are described.

Wind model
The basic wind model AiΥwind is a linear wind field model as introduced in (2.14). The sim-

plest wind model considers a homogeneous rotor effective wind speed as defined in (2.15). A

necessary addition to that is the consideration of the linear vertical shear since this wind field
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characteristic is present in real measurement data. Thus, (2.15) is extended to




ui

vi

wi




W

=




1 zi

0 0

0 0



[

v0

δV

]
, (6.2)

with v0 the rotor-effective wind speed, δV the linear vertical shear and zi the z -position in the

wind field coordinate system.

Wake model
Following the approach presented in Figure 6.3, a wake model is used to capture the wake

effects for the wind field model. The models presented in chapter 5 are used. They cover the

main wake effects, the velocity deficit and the wake evolution (see section 5.2), and the wake

redirection (see section 5.3). An additional degree of freedom for the optimizer is added by

applying a lateral offset to the wake position.

Lidar model
To complete the model description for the model-based wake tracking framework, a lidar

model is needed. With the lidar model, the wind field and the wake model are evaluated to

obtain a line-of-sight velocity description, similar to what the lidar device is providing. There-

fore, the point lidar model described in section 2.4.3 in (2.33) is used.

The total description of lidar measurements in the wake at a defined measurement point

[xi , yi , zz ]I is

vlosi =
1

fi

(
xi ,Iui ,I+ yi ,Ivi ,I+ zi ,Iwi ,I

)
. (6.3)

6.3.3 Model-based wake tracking algorithm
As depicted in figure 6.2 the model based wind field reconstruction method estimates the

model parameters by minimizing the error between the measured line-of-sight wind speed

vlos,m and simulated line-of-sight wind speed vlos,s . A nonlinear optimization problem results

from the n measurement points:

min
p

f (x ) =min
p




(vlos,m ,1− vlos,s ,1)2
...

(vlos,m ,n − vlos,s ,n )2


 , (6.4)
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Table 6.1: The free model parameters for the wind field model which are estimated in the optimizer.
underlying wind field

v0 rotor effective wind speed
δV vertical linear shear

wake model
a axial induction
γ turbine yaw angle
ε wake dissipation coefficient
l y wake lateral offset

where all free model parameters are included in p . The free model parameters are listed in

table 6.1.

6.4 Results
In the following, the feasibility of model-based wake tracking is shown by analyzing a time

period of the previously introduced lidar wake measurement campaign at NREL.

6.4.1 Setup and considered measurement data
The measurement setup has already been described in chapter 3. High resolution lidar data is

used here to track the wake position. Data from the period from March 28th, 11:30 pm to March

29th, 2017, 12:00 pm are used (12.5 h). A running median of 10 trajectories is applied. This is

due to the fact that the wind conditions are more turbulent and the measurement conditions

at the NREL site are difficult because of the altitude and a low aerosols concentration in the

air. Furthermore, the availability of further downwind measurement positions are generally

lower. Because of the bad signal-to-noise ratio, they are often rejected by the processing of

the raw lidar data.

As previously described in the general testing procedure in chapter 3, different yaw offsets

were applied to the wind turbine to misalign it with respect to the wind direction. In the con-

sidered time period, the sequence of yaw offsets is [18, 12.5, −12.5] deg. Each offset is applied

for 1 h repetitively. The mean wind speed during the considered time period is 8.1 ms−1 and

a mean power output of 398 kW is obtained. The availability of the measurements decrease

with the measurement distance and is 89% for the first distance, 90% for the second, 88% for

the third distance, and 65% and 50% for the fourth and fifth distances. For the estimation of

the wake position, only the measurement data of the first three distances are used.
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Figure 6.4: The estimated wake position of the considered time period and the applied yaw offsets are
shown.

6.4.2 Results of model-based wake tracking
Figure 6.4 shows estimation results of the wake position from the previously described mea-

surement period. A change in mean wake position is visible from the estimation, however, the

magnitude and the offset are different to what has been seen in simplified simulation stud-

ies. This might be caused by the influence of wind direction changes (the standard deviation

of the 10 min averages of the wind direction measurements at the met mast is 8.4 deg) and

the change in wind speed over the period (the standard deviation of the 10 min averages of

the power output is 106 kW). Especially the wake deflection is less than expected for the last

offset (−12.5 deg). This might be caused by a misalignment of the wind turbine to the mean

wind direction in this period. Other aspects may have influenced the wake behavior as well.

Figure 6.5 is presenting an example of the estimation step of the wake tracking algorithm. In

the second row the measurement data is plotted which is used in the estimation. The first row

shows the velocity predicted by the fitted wake model. The black dot indicates the estimated

wake center position of the estimation step.

6.5 Conclusions and possible extensions
This chapter has presented different aspects of using lidar measurement data to estimate the

wake position. A classification of different techniques on lidar-based wake tracking has been
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Figure 6.5: An example of an estimation step is shown. In the first row the u-component of the fitted
wake model is given. The last row shows the measured lidar data that is used in the estimation step.

The black dot indicates the estimated wake center position.

performed. A model-based wake tracking technique has been introduced and described in

detail. The approach is to use a reduced order wake model and to estimate the wake by fitting

the model to the lidar measurements. The different wake tracking methodologies enable the

next steps in realizing a closed-loop wake redirection controller. Moreover, the methodology

gives the possibility to analyze the wake behavior based on the chosen wake model.

Extensions in this methodology could be the adaptation of the wake model with more de-

tails depending on the meteorological conditions, like turbulence intensity or atmospheric

stability. The balance between the convergence to a reasonable solution of the problem and

the level of accuracy and therefore the number of parameters is a very important criteria for

this methodology. A further development step would be to move to a dynamic model and to

design an observer, such as those in [87, 88, 13]. These concepts lead to a more complex re-

construction of the flow field that can be used together with a different estimation method to

obtain the wake position.
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7
Wake redirection controller design

Man sieht nur mit dem Herzen gut. Das Wesentliche
ist für die Augen unsichtbar.

— Antoine de Saint-Exupéry
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T his chapter deals with the development of different controllers for closed-loop

wake redirection control. The interest in wake redirection control has grown in

recent years since new strategies to increase the power output of wind farms are

gaining more and more interest. Several simulation studies have shown the ability to increase

the power output of a wind farm by redirecting the wake of wind turbines intelligently, see

[37, 57, 19, 10, 18, 58, 22]. As already pointed out in the background chapter in section 2.7.3,

the general idea is to misalign the wind turbine with respect to the wind direction to redirect

the wake.

This chapter is structured as follows: First, the objectives of the controller development and

the general assumptions for the controller design are described in section 7.1. Then, in the

following sections, different controllers are developed, an internal model controller in section

7.2, a H∞ controller in section 7.3, and a robust controller in section 7.4. Finally, a summary

and possible extensions for wake redirection controller design are given in section 7.5.

7.1 Objectives and assumptions
The main objective of this chapter is the development of controllers that enable a closed-

loop wake redirection. Figure 7.1 shows the control task and the closed-loop wake redirection

framework. The main goal of the control task is to convert the wake center information and

the demanded position to a demanded yaw signal. The feedback controller needs to steer

the wake to its desired position and compensates for the uncertainties in the models. Since

the reaction of a change in the yaw can be measured with a delay, which is due to the wake

propagation time, the controller has to be designed in such way that it takes this time delay

into account properly.

Important performance criteria to evaluate different controllers and their overall perfor-

mance are the output sensitivity S , the complementary sensitivity T and the controller sen-

sitivity U . They quantify the influence of the disturbances or references to the output or the

controller. With a given plant model G and the controller K , the performance criteria can be

evaluated. More precisely, according to [83], the sensitivity S gives the closed-loop transfer

function from an output disturbance to the system output, the complementary sensitivity T
is the closed-loop transfer function from the reference to the output and is further the com-



7

Wa
ke

red
ire

ctio
nc

ont
rol

ler
des

ign

85

wake controller

desired
position

perfect
estimation

wind turbine wake

wake
position

yaw angle wind
field

estimation taskcontrol task
Figure 7.1: The control task in the framework of closed-loop wake redirection control and the assump-

tion of measurability of the wake center.

plement ofS , and−U is the transfer function from the disturbance to the control signal. Thus,

S = 1

1+G K
, (7.1)

T = G K

1+G K
, and (7.2)

U = K

1+G K
. (7.3)

For closed-loop, a good disturbance rejection is desired and therefore S should be small for

low frequencies. Further, the control effort should be limited by having a roll-off in T after the

bandwidth.

For the controller design, it is assumed that the wake center is measurable and available to

the controller. This helps to separate the control task from the estimation task and to assess

the performance of the different controllers.

7.2 Internal model wake redirection control
This section deals with the development of an Internal Model Controller (IMC) for lidar-based

wake redirection. The IMC is a predictive controller; for more information on the general con-

cept of IMC see [89]. IMC uses a model of the system in the controller to predict the reaction
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Figure 7.2: The internal model wake redirection controller: the general layout with the controller, an
internal model and the reality. The predicted wake center yW,model is compared to the actual wake

position yW and the desired value yW,des and fed back to the controller.

of the system to the input. The IMC therefore consists of a controller and an internal system

model. See figure 7.2 for the general layout of the IMC for wake redirection control.

In the following, this controller concept is adapted to the lidar-based wake redirection con-

trol task. A controller is designed, analyzed, and tested in the medium-fidelity CFD model

WFSim. Part of this work has been presented in [73].

7.2.1 Controller design
In the following, the IMC concept is adapted to wake redirection control. The primary goal

of a wake redirection controller is to redirect the wake to a desired position. The IMC uses

the reduced order model of the wake position dynamics, described in section 5.4.2 in the con-

troller concept. Because of the dominant time delay, a modification is made to adapt to the

time lag. The error feedback is split into an immediate feedback and a delayed feedback of

the error. Figure 7.3 shows the modification because of the time delay and describes the pro-

posed controller concept. A filter is needed in the feedback loop to remove uncontrollable

frequencies since the wake center dynamics are modeled with a time delay which limits the

controller bandwidth. Figure 7.4 shows the internal model that is used in the wake controller

with its two outputs, the wake position before the time delay ỹW,model and the delayed wake

position yW,model, and its input the yaw angle γ.
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linear model G̃i ,IMC. For the internal model, the gain was extracted from the model parameterization

and a Padé approximation order n = 5 was set.

Wake position model
As previously mentioned, the model of section 5.4.2 is used as the internal controller model.

The results of the model parametrization of section 5.4.4 are used to estimate the static gain of

the model since WFSim is used later to realize the closed-loop wake tracking. The time delay

is calculated using the velocity profile behind the wind turbine in (5.18). The time delay is

approximated with the Padé approximation for time delays, see [83]. This yields the controller

design model

Gp ,IMC(s ) = KpΛτProfile,n (s ) (7.4)

with ΛτProfile,n (s ) the Padé approximation of the time delay τProfile with system order n and Kp

the wake deflection gain. Figure 7.5 shows the Bode plots of an approximated system Gi ,IMC

and in comparison to a parametrized linear system G̃i ,IMC, like the one introduced in section

5.4.4. The step responses of both models are shown in figure 7.6.

Controller
Besides an internal model, a feedback controller needs to be designed for IMC. A

Proportional-Integral (PI) controller is chosen and designed such that the phase margin is
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Figure 7.6: Step responses of the controller design model Gi ,IMC which is used in the IMC and the
parametrized model G̃i ,IMC derived in the model identification.

60 deg and a closed-loop bandwidth ofωCL =
1

2τ is achieved. With the proportional constant

Hp and the integral time constant Hi , the transfer function of the PI controller C (s ) is

C (s ) =Hp

(
1+

1

Hi s

)
. (7.5)

The wake controller stabilizes dynamics up to ωCL, however, wake meandering effects at

higher frequencies are not well damped. To avoid high frequency actuation, the filter is used

to suppress those control actions. Since the time delay depends on the mean wind speed, see

section 5.4.2, the filter is designed to be adaptive with respect to the time delay τ.

Adaptive Filter
The filter depends on the time delay τ which is a function of the mean wind speed ū and

the distance behind the wind turbine in which the wake position is measured (see time delay

τTaylor in (5.16) or τProfile in (5.18)). Therefore, the filter is designed to damp all uncontrollable

frequencies by setting the cutoff frequency toωc =
π

2τ . A second order Butterworth low-pass

filter is designed which yields

F (s ) =
1

(
sω−1

c

)2
+
p

2
(

sω−1
c

)
+1

. (7.6)
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are identical.

7.2.2 Controller analysis
In the following, the IMC is analyzed and nominal simulations are performed. For the per-

formance analysis of the IMC, the total controller transfer function needs to be derived. It

includes all elements of the IMC as indicated in figure 7.3. Merging them the controller K (s )

becomes

K (s ) =
C (s )

1+C (s )Kp

(
1− F (s )ΛτProfile,n (s )

) . (7.7)

Since the dynamics of the internal model (7.4) only depend on the wind speed, controllers

for particular wind speeds only differ in the gain Kp . This can be seen in the Bode plots of

K (s ) in figure 7.7. The sensitivity S and controller sensitivity U are shown in figure 7.8. Since

the plant dynamics do not change for different setpoints, the sensitivities for all controllers at

8 ms−1 wind speed are equal. The controller sensitivities differ because of the different gains

in the controllers. The sensitivity shows a good damping behavior for the low frequencies

and no overshoots because no peaks exist in the sensitivity. The controller sensitivities show

activity for low frequencies and enough roll-off at higher frequencies.

In order to verify the performance in time simulations, first a nominal step simulation is

performed, which means the controller is applied to the controller design model and a step on

the desired wake position is applied at 100 s. In a second simulation, an output disturbance is
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Figure 7.8: SensitivityS and controller sensitivityU analysis of the closed-loop with the IMC controllers
at 8 ms−1 wind speed. The models and color order are according to the previous figure’s setpoints (see

figure 7.7).

applied with a random noise signal with zero mean offset. The simulation results are shown in

figure 7.9. Finally, an additional output disturbance with a mean offset of 5 m is added which

approximates a static model offset between the controller design model and the reality. Figure

7.10 compares the simulation results with the nominal closed-loop behavior. Because of the

integral behavior of the controller, the offset is compensated.

7.2.3 Simulation results with a medium-fidelity CFD model
After having derived the IMC and having analyzed it for different setpoints, the controller is

applied to a closed-loop wake redirection scenario in WFSim. Two different cases are analyzed

to highlight the capabilities and challenges of the controller.

Wake redirection at controller design setpoint
As previously described, the controller is designed at a specific wind speed setpoint

ū = 8 ms−1, and yaw angle setpoint of 5 deg. Then, the controller is applied to a one-turbine

simulation scenario. The wake center is estimated at 3 D behind the wind turbine and differ-

ent desired wake positions are applied. Figure 7.11 shows the simulation results. As expected,



7
7.2

Int
ern

al
mo

del
wa

ke
red

ire
ctio

nc
ont

rol

92

−5

0

5

10

15

γ
[de

g]
yaw angle

0 100 200 300 400 500 600 700 800 900 1000

0

10

20

time [s]

y W
[m]

wake position

disturbed
nominal
desired

Figure 7.9: Closed-loop time simulation results with the IMC. Comparison of two step response simu-
lations of the nominally controlled system without and with output disturbance.
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Figure 7.10: Closed-loop time simulation results with the IMC. Comparison of two step response sim-
ulations of the nominally controlled system without and with output disturbance.
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Figure 7.11: Closed-loop wake redirection simulation results obtained with WFSim. The simulation is
conducted at a mean wind speed of ū = 8 ms−1.

the controller steers correctly the wake to the desired positions, however, because of the dif-

ferent gain at higher yaw angles, the integral behavior of the controller adapt to the nonlinear-

ity. This issue can be solved by designing a gain scheduling over the entire yaw angle region.

Figure 7.12 shows two snapshots of the simulation conducted with WFSim with the IMC con-

troller.

7.2.4 Summary and possible extensions
In the last section an IMC for wake redirection was introduced. The general structure of the

controller has been described. The internal model and the other parts of the IMC have been

presented and discussed in detail. Then, nominal simulations have been performed in an

undisturbed and a disturbed scenario. Finally a closed-loop simulation has been performed

in WFSim to show its applicability for a control task in a flow simulation environment.

Possible extensions of the IMC wake redirection controller are improvements in the internal

model, since the behavior of the IMC strongly depends on the used model. Furthermore,

different tuning methodologies for the IMC could be used to obtain a more robust controller

tuning, especially when directly considering the delay time in the tuning.
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Figure 7.12: Two flow snapshots of the closed-loop simulation using the IMC at mean wind speed of
ū = 8 ms−1.

7.3 H∞ wake redirection control
Having presented a first control approach, an IMC, now in the following, a more systematic

controller design approach for wake redirection is presented. An H∞ controller design syn-

thesis is used to obtain a wake redirection controller. The advantage of this approach is the

possibility to define directly the controller performance in frequency domain. This section

presents the procedure and the strategy in developing a H∞ wake redirection controller and

is an extension to [79].

The section is structured as follows: First, the controller design model is formulated in a

structured way in the generalized plant in section 7.3.1. Then the H∞ controller is designed

in section 7.3.2 and analyzed in section 7.3.3. Simulation results with the medium-fidelity CFD

simulation model WFSim are presented and discussed in section 7.3.4. Additionally, in section

7.3.5, the lidar-based wake redirection concept is transfered to an LES simulation tool and the

H∞ controller is used in a case study. Finally, in section 7.3.6 the approach is summarized

and possible extensions are discussed.

7.3.1 Generalized plant
H∞ controller synthesis makes use of the general control configuration, shown in figure 7.13,

where P is the generalized plant and K the generalized controller. The idea of formulating a

general control problem is to minimize a specific norm of the transfer function from input w
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Figure 7.13: Generalized plant P with the performance signals z1, z2, and z3, which give the output of
the sensitivity S , the complementary sensitivity T , and the controller sensitivity U , respectively. The
input w can represent a desired value or a disturbance, γ is the yaw angle, and yW the wake position.

to performance output z , see [83], as performance measure. Here, the controller design prob-

lem is to find a controller K which minimizes the norm. The input w represents a theoretical

disturbance d disturbing the output with w =−d , or a reference command r with w = r , see

[83]. The general plant further provides different weighted performance measures as outputs

z1 to z3: of the sensitivity S , the complementary sensitivity T , and the controller sensitiv-

ity U , respectively. The generalized plant is typically used to design H2 or H∞ controllers.

The advantages of H∞ controller design is mainly the ability of shaping closed-loop trans-

fer functions and setting stability and robustness margins. Furthermore, compared to the

IMC approach of section 7.2, the H∞ controller design synthesis is a more straight forward

approach. In addition to the following description and analyses, it is extended to a robust

version considering an uncertain plant model in section 7.4.

For the controller design, an adequate model G is needed that represents well the wake

deflection dynamics. In the following, the controller will be designed using the parametric

linear model of section 5.4.4. The parametrization of the transfer function is performed as

described in section 5.4.4 using step response simulations and a parameter identification.

7.3.2 Controller design
The general plant is used in the H∞ controller synthesis to design the controller. The three

performance measures for the sensitivity S , the complementary sensitivity T and the con-

troller sensitivity U , see (7.1) - (7.3), are used as system outputs of the generalized plant to
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design the controller, see figure 7.13. In the design of the H∞ controller, the H∞ norm of the

generalized plant is minimized. The concept allows directly shaping the closed-loop behavior

by applying performance weights on the performance outputs. This yields a controller which

fulfills the performance goals when the controller synthesis is feasible.

A controller bandwidth of ωCL =
1

2τ is used with the delay time τProfile, as used successfully

in the previous work, like [73] and [79]. The maximum applicable controller bandwidth is

also given by the zero in the model when dealing with non-minimal phase models. Having

a real positive zero, the maximum controller bandwidth is limited to ωCL =
z
2 which is the

frequency at which the frequency asymptote of the magnitude of the inverse plant transfer

function crosses 1, (for more information, see [83]).

The performance weights are WS , WT , and WU . They are specified in the following and their

usage in the design process is described. WS (s ) is chosen to yield a slope of 20 dB/dec in |S |
for the low frequency region as follows

WS (s ) =
s/M +ωCL

s +AωCL
(7.8)

with the desired closed-loop bandwidth ωCL, A the desired disturbance attenuation inside

the bandwidth, and M the desired bound on ‖S‖∞. As indicated, WS shapes the sensitivity

S and is therefore used to minimize the influence of disturbances on the closed-loop output

performance.

The complementary sensitivity is neglected by setting WT (s ) = 0 since it is indirectly defined

by S because of the relation

S +T = I . (7.9)

The controller sensitivity is penalized at high frequencies by

WU (s ) = 75
10002

(
s 2+
p

2ω1s +ω2
1

)(
s 2+
p

2ω2s +ω2
2

)
(

s 2+1000
p

2ω1s + (1000ω1)2
)(

s 2+1000
p

2ω2s + (1000ω2)2
) (7.10)

withω1 = 0.05 andω2 = 0.1.

The controller is designed in a way that the weightedH∞ norm of transfer functions from w

to z1, z2, and z3 is minimized. The controller is obtained by minimizing the following mixed
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sensitivity problem with respect to the controller K

min
K
κ

s.t.

∥∥∥∥∥∥∥

WSS
WT T
WUU

∥∥∥∥∥∥∥
∞

≤ κ,
(7.11)

where

∥∥∥∥∥∥∥

WSS
WT T
WUU

∥∥∥∥∥∥∥
∞

=

∥∥∥∥∥∥∥

WS (1+G K )−1

WT G K (1+G K )−1

WUK (1+G K )−1

∥∥∥∥∥∥∥
∞

, (7.12)

with κ the bound on the H∞ norm and the weights WS (s ), WT (s ), and WU (s ), respectively.

Since the parametrization of the controller design models has shown different gains for dif-

ferent yaw setpoint values and a changing dynamic behavior for different wind speeds, dif-

ferent controllers would be necessary to achieve the desired performances at each condition.

This yields either a scheduled controller or a relaxation of the performance criteria and the

usage of a single controller for all conditions. A different approach is presented later where

the model differences are described as uncertainty in an uncertainty set and considered in

the controller design process. In the following, a single controller is chosen for all conditions,

analyzed and applied in nominal medium-fidelity CFD and LES closed-loop wake redirection

simulations.

7.3.3 Controller analysis
In the following, an H∞ controller is analyzed in the frequency domain and simulations with

the controller design model are conducted. The controller is designed with the bounds de-

scribed in 7.11. Figure 7.14 shows the Bode plots of the controller. Further, the closed-loop

performances, the disturbance sensitivity and the controller sensitivity are evaluated in fig-

ure 7.15.

In order to verify the performance in time simulation, first a nominal step simulation is per-

formed, which means, the controller is applied to the controller design model and a step on

the desired wake position is applied at 100 s. In a second simulation, an output disturbance is

applied with a random noise signal with zero mean offset. The time results are shown in fig-

ure 7.16. Finally, an additional output disturbance with a mean offset of 5 m is added which
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Figure 7.14: H∞ wake redirection controller designed at a mean wind speed of ū =8 ms−1 and yaw
setpoint of 0 deg.
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Figure 7.16: Closed-loop time simulation results with the H∞ controller. Comparison of two step re-
sponse simulations of the nominally controlled system without and with output disturbance.

approximates a static model offset between controller design model and reality. Figure 7.17

compares the simulation results with the nominal closed-loop behavior. Because of the inte-

gral behavior of the controller, see figure 7.14, the offset is compensated.

7.3.4 Simulation results using a medium-fidelity CFD model
In the following, the H∞ controller is applied to closed-loop wake redirection cases in the

medium-fidelity CFD simulation model WFSim. Two scenarios are considered: First, a sce-

nario where the controller is used at its design conditions. Second, the controller is used in

conditions where a different gain and wake redirection dynamics are present.

Wake redirection at controller design setpoint
The previously designed and analyzed controller is used in WFSim. It was designed at a mean

wind speed of ū = 8 ms−1 and a yaw setpoint of 5 deg. In the simulation model a homogeneous

inflow velocity of 8 ms−1 is set. The wake center is estimated at 3 D behind the wind turbine

and different desired wake positions are set. Figure 7.18 shows time results of the yaw angle

and the estimated wake position. Clearly, the controller steers the wake to its desired position.



7
7.3

H
∞

wa
ke

red
ire

ctio
nc

ont
rol

100

−5

0

5

10

15

γ
[de

g]
yaw angle

0 100 200 300 400 500 600 700 800 900 1000

0

10

20

time [s]

y W
[m]

wake position

disturbed w. offset
nominal
desired

Figure 7.17: Closed-loop time simulation results with the H∞ controller. Comparison of two step re-
sponse simulations of the nominally controlled system without and with output disturbance. An ad-

ditional offset is added which simulates a model offset.
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Figure 7.18: Closed-loop time simulation results with the reduced-order CFD simulation model WFSim
using the derivedH∞ controller. The mean wind speed is 8 ms−1 and a homogeneous inflow condition

is set.
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Figure 7.19: Closed-loop time simulation results with the reduced-order CFD simulation model WFSim
using the derived H∞ controller. The homogeneous inflow wind speed is 6 ms−1.

Wake redirection at different setpoint
As a next step, the controller is used at a different inflow wind speed. Thus, the controller

design model that was used to design the controller does not fit to the actual wake redirec-

tion dynamics of the simulation case. The controller was designed at a mean wind speed of

ū = 8 ms−1 and a yaw setpoint of 5 deg. However, in the simulation model a homogeneous in-

flow velocity of 6 ms−1 is set. The wake center is estimated at 3 D behind the wind turbine and

different desired wake positions are set. Figure 7.19 shows time results of the yaw angle and

the estimated wake position. For the first two desired wake positions the control performance

is good, however, for the last desired value at a wake position of 0 m the controller overshoots

and oscillates due to the different dynamics between the controller design model and the sim-

ulation model. This issue is considered later by using several models in the controller design

and introducing a constant offset as model uncertainty.

7.3.5 Simulation results with the LES model PALM
After having used the controller in the medium-fidelity simulation model WFSim, now the

lidar-based wake redirection concept is transfered to a three-dimensional LES simulation

model. In the following, first, the simulation setup is described. Then, the simulation results

are presented and discussed.
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Figure 7.20: An example of how a Gaussian shape function is fit to simulated lidar measurement data,
from which the wake position can be derived. The wake center is estimated to be at 214.8 m (dashed

black line).

Simulation setup
To demonstrate the concept of lidar-based wake redirection, the methodology is transfered

into the LES simulation model PALM [31]. The model is based on the filtered, incompressible

Navier-Stokes equations and can represent turbines using the rotating actuator disk model

(ADM-R), see [34]. A baseline controller is implemented which operates the wind turbine in

normal operation. The yaw angle is commanded by the H∞ controller to redirect the wake to

a desired position.

In the simulation case, two NREL 5 MW turbines (see section 2.2.4 or [35] for a general de-

scription of the turbine) are staggered behind each other. A temporal crosswind v (t ) is added

to disturb the wakes and redirect the wake of the first turbine towards the second turbine. The

task of the closed-loop wake redirection controller is then to maintain the wake position at its

desired value. A fully developed flow field is generated in the precursor with the desired free-

stream wind velocities u∞ = 8 ms−1, v∞ = ṽ (t ), and w∞ = 0, and a turbulence intensity of

approximately 5% at hub-height in front of the wind farm. The function ṽ (t ) is a time varying

function that describes the crosswind perturbation. Then, for the specific topology consid-

ered in this work, the flow is propagated 900 s in advance with constant control settings so that

the wakes are fully developed. Here, non-cyclic boundary conditions and time-dependent

turbulent inflow data by using a turbulence recycling method [31] are imposed. The flow field

obtained after these 900 s is utilized as the initial flow field for the simulation.

A lidar system is simulated. It measures the wind speeds 3 D downstream of the wind tur-

bine at hub-height. A lidar measurement is obtained at each grid point at the particular dis-

tance and height. The wake tracking is done by a pattern fit methodology because of the sim-
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Figure 7.21: The u- and v - component of a flow field at t = 200 s in the open-loop case.

plicity of the method and the intention to focus on the adaptivity of the controller to the high-

fidelity simulation environment and the crosswind disturbance. A Gaussian shape function is

fit to the simulated lidar measurement data to estimate the wake position. Figure 7.20 shows

an example of how the fit looks like at t = 200 s. In the following, the simulation results are

presented and discussed.

Simulation results
The simulation is conducted on a high-performance cluster and ran for 9.7 hours (simulation

time/real time is 35:1 s). First, two horizontal snapshots at hub-height are shown in figure 7.21

that give a first impression on the layout and the flow situation, showing the u- and the v -

components of the flow field at t = 200 s. The flow field has a turbulence intensity around Ti =

5% and a mean wind speed of ū = 8 ms−1. Because of the crosswind, in an open-loop scenario,

the wake of the first turbine moves toward the second turbine which is located downwind.

Figure 7.22 shows such a flow situation at time t = 800 s. The crosswind has moved the wake

and it is impinging the second turbine.

Figure 7.23 shows the flow snapshot at time t = 800 s of the closed-loop case in which redi-

rection of the wake is visible. The controller counteracts the disturbance and adapts to it.

To compare the results of the two cases, several variables are extracted from the simulation
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Figure 7.22: The u- and v -components of the flow field at time t = 800 s in the open-loop scenario.
The crosswind moves the wake of the first turbine towards the second turbine.
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Figure 7.23: The u- and v -components of the flow field at time t = 800 s in the closed-loop scenario.
The H∞ controller has redirected the wake of the first turbine.
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ond plot compares the commanded yaw angles of the first turbine. The last plot gives the result of the

wake position estimation for the two cases.
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results and considered in figure 7.24. The figure presents the comparison between the open-

loop and closed-loop simulation results and gives first the total power of the two turbines. Fur-

thermore, the mean power of each simulation is shown with a dashed line style. The closed-

loop case yields an increased total power output of 2.9 % over the time horizon compared

to the open-loop case. This is due to the fact that the second turbine is influenced less by the

wake of the first turbine. The second plot of figure 7.24 shows the yaw angle of the first turbine

and the last plot the estimated wake position of the first turbine. In the closed-loop case the

wake position is steered closer to the reference signal, but stays oscillating because of other

effects like wake meandering.

7.3.6 Summary and possible extensions
The H∞ controller design synthesis was applied to wake redirection control and a H∞ con-

troller was derived. A linear controller design model that was parametrized as previously de-

scribed was used in the controller design process. The advantage of the H∞ design is the di-

rect specification of performance measures like the sensitivity S . The derived controller was

analyzed and tested in the medium-fidelity CFD simulation model WFSim. Furthermore, the

applicability of the controller in an LES simulation model was shown by using it in a demon-

stration case where a temporary crosswind is disturbing the wake and steering it toward a

downwind turbine. The concept adapts well to the more complex flow conditions and also to

the crosswind disturbance.

Nevertheless, the approach also shows the weaknesses of the proposed controller in terms

of control performance. Oscillations have been observed in a simulation scenario where a

controller was used that was designed for a different mean wind speed. The change of wake

redirection dynamics that was previously described in section 5.4.4 impacts the control per-

formance. This issue is considered in the following section where a robust H∞ controller

design is carried out and different models are considered within an uncertainty set.

7.4 Robust wake redirection control
As pointed out before, the design margins of sensitivity and controller sensitivity are not guar-

anteed since the models of the different setpoints (e.g. different wind speed or yaw setpoints)

are not included in the controller design process. Instead, aH∞ controller is designed only for

a single setpoint (model) and its applicability to different setpoints has to be assessed after-
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wards. The main points of this adaptation are presented in [80] and they are extended here. In

the following, the different models of ranges of wind speeds and yaw setpoints are included as

model uncertainty in the H∞ controller design process by a robust controller synthesis. The

procedure is the following: 1) identify several models, 2) calculate a nominal model represen-

tative of the identified models, and 3) define the uncertainty set.

In the following, first, the uncertain plant is introduced. Then, the robust controller is de-

signed and analyzed. Finally, simulations with the nominal and the medium-fidelity CFD sim-

ulation model WFSim are performed to show its benefits. Finally, conclusions and possible

extensions are given.

7.4.1 Uncertain plant
The robust control synthesis allows to directly consider uncertainties in the model for con-

troller design. Therefore, the nominal controller design model is augmented with an uncer-

tainty model. For wake redirection the different model dynamics result from different set-

points in wind speed and yaw as well as other dynamics that are not included in the design

model. The uncertain linear model has the form

G∗(s ) =G (s )
(

1+W (s )∆(s )
)

with∆(s ) ∈∆ (7.13)

with the nominal plant G (s ), a weighting filter W (s ), and the uncertainty ∆(s ). G∗(s ) will be

referred to as the uncertain plant that is needed for the robust H∞ controller synthesis. The

model parametrization of section 5.4.4 is used to derive a set of controller design models. Sev-

eral step simulations are performed on the nonlinear medium-fidelity CFD model WFSim de-

scribed in section 2.3.2 for different wind speed and yaw setpoints. Figure 7.25 shows all step

responses which are available from the model parametrization. They result from step simu-

lations at three different wind speeds of 6, 8, and 10 ms−1. Yaw steps have been applied with a

step magnitude of ∆5 deg from 0 to 20 deg. For a better comparability, the offset of the wake

position is removed. To build up the uncertain plant, 10 most relevant models are used in

the following for the derivation of the uncertain plant. Figure 7.26 shows the steps and the

color order of the models which are used in the following. The Bode plot of the parametrized

models are shown in figure 7.27.

It is assumed that the SISO system has complex uncertainty hence ∆ ∈ C with property

||∆(s )||∞ ≤ 1. In order to define the nominal model G (s )we, for each frequencyω j , first com-
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Figure 7.25: The step simulation results which were used in the model parametrization. For compara-
bility, the initial values of the wake position are removed. The step responses result from∆5 deg steps

of the yaw actuator at wind speeds of 6, 8, and 10 ms−1.
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Figure 7.26: The used steps in the design of the uncertain plant. For comparability the initial values
of the wake position are removed. The step responses result from ∆5 deg steps of the yaw actuator at

wind speeds of 6, 8, and 10 ms−1.
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Figure 7.27: The resulting models for the controller design synthesis that have been parametrized from
the step responses of figure 7.26. The nominal model G (dashed) results from all considered models.

pute:

|g (iω j )|= 1

m

m∑

`=1

|G`(iω j )|,

∠g (iω j ) =
1

m

m∑

`=1

∠G`(iω j ), (7.14)

with ∠g (iω j ) defined as the average phase of G (s ) for the frequencyω j and |g (iω)| the aver-

age amplitude. m is the number of considered models (m = 10). The average model for the

frequencyω j is then defined as:

g (iω j ) = |g (iω j )|i∠g (iω j ) (7.15)

In order to obtain an equivalent model structure for the parametrized models, an identifica-

tion is performed on g (iω j ) resulting in the nominal plant G (s ). Having obtained the nominal

plant G (iω), the uncertainty set can be calculated by evaluating

L`(iω j ) =
∣∣∣∣
G`(iω j )−G (iω j )

G (iω j )

∣∣∣∣ , (7.16)
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Figure 7.28: The uncertainty set calculated by (7.16) and the resulting weighting filter W (iω) (dashed).

for all `models. The amplitude of the set is plotted in figure 7.28. The weighting filter W (s )

determines the uncertainty size and should have the property

W (iω j )≥ L`(iω j ). (7.17)

In order to ensure this property, the following expression can be used to define the amplitude

of W (s ) for the frequencyω j :

|W (iω j )|=max
l

∣∣∣∣
Gl (iω j )−G (iω j )

G (iω j )

∣∣∣∣ , (7.18)

Since we assume W (s ) to be without right-half-plane zeros, the uncertainty weight is uniquely

defined by its amplitude response given in (7.18). It is of interest to have a low order weighting

filter because this order will generally determine the controller order. Hence, the choice of this

order is important, we fit a fixed order transfer function on W (s ). In the following section a

controller will be designed for the uncertain plant.

The robust H∞ controller design approach is applied, similar to the approach for the H∞
controller synthesis. By placing and choosing performance weights, closed-loop transfer

functions can be shaped, and in addition, performance can be ensured for all closed-loop

plants in the set assuming nominal stability. It is illustrated in figure 7.29 how the perfor-
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−
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+

Figure 7.29: Generalized plant P∗ with performance signals z1, z2, and z3 and wake center position ref-
erence w . Furthermore, we have the identified uncertain model G∗, the performance weights WS , WU

and WT and controller K with yaw control signal γ and the wake position yW.

mance weights are placed. The performance measures are defined with the uncertain plant

similar to (7.1)-(7.3) but with the uncertain plant G∗ as

Sp =
1

1+G∗K
, (7.19)

Tp =
G∗K

1+G∗K
, and (7.20)

Up =
K

1+G∗K
. (7.21)

Then the map of the reference position w to the performance signal z = [z1 z2 z3]T can be

written as

z =Np w (7.22)

with

Np =




WSSp

WT Tp

WUUp


 . (7.23)

Np can be also be written using the linear fractional transformation lft as (see [83])

Np = lft(∆,lft(P, K )). (7.24)
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7.4.2 Controller design
The robust H∞ controller is synthesized by solving the following problem:

min
K
κ

s.t.
∥∥Np

∥∥
∞ ≤ κ.

(7.25)

Robust performance is achieved when ||N ||∞ < 1 assuming nominal stability for all ||∆(s )|| ≤ 1

with N = lft(P, K ). This definition and the definition of the linear fractional transformation

lft are according to [83].

We would like to ensure robust stability and robust performance. However, by the main loop

theorem, it is sufficient to ensure robust performance since this implies robust stability. When

we look at the robust performance, it is convenient to use D-K-iterations for the problem given

in (7.25). The performance weights are defined as

WS =
s/M +ωCL

s +ωCLA

WU = 0.4B 2 s 2+
p

2ω2+ω2
2

s 2+B
p

2ω2s + (Bω2)2

WT = 0 (7.26)

withωCL the desired closed-loop bandwidth, A the desired disturbance attenuation inside the

bandwidth, and M the desired bound on ||Sp ||∞ and ||Tp ||∞. In this work the desired closed-

loop bandwidth is set to ωCL = 0.001, the design bandwidth ω2 = 0.05 and the parameters

M = 4, B = 20 and A = 10−6 are used to shape the desired performances.

7.4.3 Controller analysis
In the following, the robust H∞ controller is analyzed in both the time and frequency do-

mains. First, its Bode plots are compared to those of the nominal H∞ controller that is de-

signed using the nominal plant. Figure 7.30 shows the comparison between the two con-

trollers which are designed with the similar design weights WS , WU , and WT .

Furthermore, the closed-loop performances, the disturbance sensitivity and the controller

sensitivity, are evaluated in figure 7.31. Compared to the H∞ design that is presented in the

previous chapter, the robust H∞ controller has a lower bandwidth. This is due to the positive

zeros at lower frequency numbers. In the previous H∞ controller design in section 7.3, the
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Figure 7.30: Bode plots of the robust H∞ controller as well as the H∞ controller that is designed with
the nominal plant.

−40

−20

0

20

[dB
]

sensitivity S

10−5 10−4 10−3 10−2 10−1 100 101
−150

−100

−50

0

frequency [Hz]

[dB
]

controller sensitivity U

robust controller
nominal controller
design bounds

Figure 7.31: Comparison of the performance evaluation of the robust H∞ controller and a nominal
H∞ controller with the nominal plant model. The nominal H∞ controller is designed with the nomi-

nal plant model (averaged model).



7
7.4

Ro
bus

tw
ake

red
ire

ctio
nc

ont
rol

114

−40

−20

0

20
[dB

]
sensitivity S

10−4 10−3 10−2 10−1 100 101
−150

−100

−50

0

frequency [Hz]

[dB
]

controller sensitivity U

design bounds

Figure 7.32: The performance assessment of the robust H∞ controller with all considered models that
are used in the robust controller synthesis.

controller was directly designed for a specific setpoint of wind speed and yaw offset. Thus,

the control bandwidth is only limited by the zeros of this model. Since in the robust con-

troller synthesis several models are considered in the design, the zeros at lower frequencies

are limiting the closed-loop bandwidth. Therefore, the robust controller is slower and more

conservative than a nominal controller. However, it has the benefit of achieving the desired

performances for all considered models. Figure 7.32 assesses the performance of the robust

H∞ controller with all considered models. The controller achieves satisfying performance

with all models. In contrast, a H∞ controller is designed with the same design margins as the

robust H∞ controller to analyze the impact of the uncertainty set on the controller design.

Figure 7.33 shows the performance of the nominal controller. Clearly, the violations of the

design bounds are observable at low frequencies.

Finally, nominal step simulations (with the nominal model as simulation model) are per-

formed with the robust H∞ controller. First a nominal step simulation is performed, which

means the controller is applied to the averaged controller design model and a step on the

desired wake position is applied at 100 s. In a second simulation, an output disturbance is ap-

plied with a random noise signal with zero mean offset. The simulation results are shown in

figure 7.34. Finally, an additional output disturbance with a mean offset of 5 m is added which

approximates a static model offset between the controller design model and the reality. Figure
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Figure 7.33: The performance assessment of a nominal H∞ controller designed with the same design
bounds as the robust H∞ controller. For the nominal H∞ controller design, the uncertainty is not

considered in the controller synthesis.
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Figure 7.34: Closed-loop time simulation results with the robustH∞ controller applied to the averaged
model. Comparison of two step response simulations of the nominally controlled system without and

with output disturbance.
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Figure 7.35: Closed-loop time simulation results with the robust H∞ controller. Comparison of two
step response simulations of the nominally controlled system without and with output disturbance.

7.35 compares the simulation results with the nominal closed-loop behavior. Because of the

integral behavior of the controller, see figure 7.30, it adapts to the offset.

7.4.4 Simulation results using a medium-fidelity CFD model
In the following, the H∞ controller is applied to closed-loop wake redirection cases in the

medium-fidelity CFD simulation model WFSim. Two scenarios are considered. First, a sce-

nario where the controller is used at its design conditions. Second, the controller is used in

conditions where a different gain and wake redirection dynamics are present.

Wake redirection at nominal design setpoint
The previously designed and analyzed controller is used in WFSim. It was designed at a mean

wind speed of ū = 8 ms−1 and a yaw setpoint of 5 deg. In the simulation model, a homoge-

neous inflow velocity of 8 ms−1 is set. The wake position is estimated at 3 D behind the wind

turbine and different desired wake positions are set. Figure 7.36 shows time results of the yaw

angle and the estimated wake position. Clearly, the controller steers the wake to its desired

position, however, compared to previous nominal simulations, the time to converge is longer

than before. Table 7.1 gives an approximation of the convergence times of the controllers.
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Table 7.1: Approximated convergence time of the different controllers.

controller convergence time

IMC 800 s
H∞ 500 s
robust H∞ 1200 s
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Figure 7.36: Closed-loop time simulation results with the reduced-order CFD simulation model WFSim
using the derived robust H∞ controller. The mean wind speed is 8 ms−1 and a homogeneous inflow

condition is set.

The longer time to converge is due to ensuring robustness in considering a range of different

models with their specific dynamics. Figure 7.37 shows two snapshots of the flow field during

the closed-loop simulation.

Wake redirection at different setpoint
To evaluate the robustness, the controller is used at a different inflow wind speed. Thus, the

controller design model that was used to design the controller does not match the actual wake

redirection dynamics of the simulation case. The controller was designed at a mean wind

speed of ū = 8 ms−1 and a yaw setpoint of 5 deg. In the simulation model, a homogeneous

inflow velocity of 6 ms−1 is set. The wake center is estimated at 3 D behind the wind turbine

and different desired wake positions are set. Figure 7.38 shows time results of the yaw angle

and the estimated wake position. For the first two desired wake positions, the control per-
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Figure 7.37: Two flow snapshots of the closed-loop simulation using the robust H∞ controller at a
mean wind speed of ū = 8 ms−1.

formance is good. Comparing the result of the robust H∞ controller to the H∞ controller

in figure 7.19) when the setpoint changes to the desired wake position of 0 m, the controller

overshoots less and the steering is well damped.

7.4.5 Summary and possible extensions
A robust H∞ control synthesis for closed-loop wake redirection was presented. The uncer-

tainty of different wake redirection dynamics due to different wind speeds and the differences

in the gain have been considered as structural model uncertainty in the controller design ap-

proach. This guarantees that the robust controller satisfies the desired design margins of sen-

sitivity S and controller sensitivity U for all models within the uncertain plant (the nominal

model together with the uncertainty set). However, the limitation of the control bandwidth is

due to the slowest positive zeros in all considered models. Nevertheless, the robust controller

performed well in the test cases and has also performed well with increasing wind speed and

random noise as simulated turbulence in [80].

Further work should assess the presence of the positive zeros because they limit the per-

formance significantly. Furthermore, the robust controller should be tested in high-fidelity

simulation studies to assess if the applicability over the same wind speed range is feasible.
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Figure 7.38: Closed-loop time simulation results with the reduced-order CFD simulation model WFSim
using the derived robust H∞ controller. The homogeneous inflow wind speed is 6 ms−1.

7.5 Conclusions and possible extensions
This chapter has presented different controller approaches to realize lidar-based closed-loop

wake redirection. In the following, first a summary of the three controller approaches is given

and then the main conclusions are discussed.

First, an IMC control approach was used together with parametrized models. The controller

works well and good performance has been achieved. However, the controller tuning is dif-

ficult since the controller transfer function consists of the internal feedback controller, the

internal model, and a filter. The performance of the controller depends on the choice of filter

parameter and local feedback gains, which is why an iterative procedure is helpful to achieve

good control performance.

Second, aH∞wake redirection controller was introduced. A parametrized controller design

model was used to obtain an H∞ controller that meets desired performance margins. The

bandwidth is set according to the approximated delay time, considering the positive zero of

the plant. The controller performs well although there are oscillations when applying the con-

troller in a simulation case at a different setpoint than the design setpoint. Additionally, this

controller was implemented in a case study in a LES simulation model to mitigate a crosswind

disturbance in a two turbine layout. The total power output was increased due to the con-
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troller and a first demonstration of closed-loop wake redirection was done in a high-fidelity

simulation model.

Third, theH∞ controller was extended to a robust version by introducing an uncertain plant

description, in which different models of different setpoints are included. The uncertainty set

is directly used in the design process, hence the designed robust H∞ controller meets the

performance criteria for all models covered by the uncertainty set.

General conclusions on the controller design are the following: The controller synthesis

depends on the used model and the assumptions that were made to obtain the model. In par-

ticular, the already mentioned trade-off between measurement distance and the time delay

influences the controller design. Altogether, it makes sense to lower the control bandwidth

and increase the robustness of the controller to synthesize a controller which is applicable to

several setpoint conditions.

Furthermore, possible extensions are the introduction of gain scheduling to cover a wider

range of models. This would also lead to higher performances at higher wind speeds since

the dynamics depend on the wind speed, as described before. In addition, since the robust

H∞ controller is obtained by D-K iterations, a structured H∞ controller may be a nice future

work, since the controller structure can be set directly before designing the controller. A re-

ally important extension, in terms of performance, could be the augmentation with an open-

loop wake redirection controller. This would improve the performance and moreover the

controller could cope with disturbance rejection and model uncertainties. In this combined

feedforward-feedback control approach, the responsibilities of tracking and disturbance re-

jection are shared between the open-loop and the closed-loop. Thus, the feedback controller

doesn’t need to be tuned very aggressive and e.g. the robust H∞ controller, presented be-

fore, can be used. Based on estimations of atmospheric conditions, the open-loop controller

is then commanding the main yaw action and the feedback is concentration on adjusting to

uncertainties and disturbances.
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8
Conclusions

Das Leben eines Menschen spielt eine Melodie, die
einzigartig und unverkennbar ist. [. . . ] Mal laut intensiv
und kräftig, mal sanft und leise erklingt diese Melodie;
und vereint sich im Rhythmus der Zeit zur unendlichen
Symphonie des Lebens.

— Steffen Raach, Symphonie des Lebens
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T he objective of this study was to introduce lidar-based closed-loop wake redirec-

tion. This chapter summarizes the thesis. The main conclusions of the different

objectives are drawn and future research is addressed. Finally, an outlook is given

on how the concept can contribute to the goals of wind farm control.

8.1 Summary
This work has introduced the concept of lidar-based closed-loop wake redirection and has

elaborated on different fields within the concept. The general task of the concept is separated

in two subtasks: the estimation task and the control task (figure 8.1). Within the two subtasks

different aspects have been considered to realize lidar-based closed-loop wake redirection. In

the estimation task the question is addressed of how a lidar device can provide wake position

information for wind farm control. The control task deals with the use of the wake position

information in a closed-loop controller. It uses a desired position and the estimation to com-

mand the yaw angle of the wind turbine.

desired
position

wind turbine wake

wake
position

yaw angle
wind
field

lidar-based closed-loop wake redirection
estimation taskcontrol task

Figure 8.1: The general concept of lidar-based closed-loop wake redirection control. The general task
is separated in two subtasks: the estimation task and the control task.

In detail, the concept has been motivated by analyzing the open-loop wake redirection con-

cept and the presentation of field testing results of open-loop wake redirection. The setup of
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the field testing has been described and recommendations for future wake redirection field

testings have been given. With the help of the field testing the advantages and disadvantages

of open-loop wake redirection have been pointed out.

Afterwards, the lidar-based closed-loop wake redirection concept has been introduced and

described in detail. This concepts tries to present a framework that can adapt to the main

disadvantages of the open-loop concept. To assess the different fields of the concept, it has

been separated in two main parts: the estimation task and the control task. The conclusions

on the general concept of lidar-based closed-loop wake redirection are the following:

• The concept is an alternative to the open-loop methodology to obtain the yaw angles

for wake steering.

• It is based on lidar measurements and a closed-loop approach.

• The concept is implemented as a local controller at the turbine level and the desired

wake positions are commanded at the wind farm level by e.g. an operator, a higher level

optimization or automation.

• The separation of the general task in this study into the estimation task and the control

task helps to address the specific questions separately.

The objective of the estimation task is to process lidar measurement data in such a way that

the wake position can be estimated. The main results and conclusions from the estimation

task are the following:

• A lidar system gives insight into the flow situation in the wind farm. Moreover, its data

can provide useful information to wind farm control.

• To realize wake tracking, the lidar measurement data needs to be processed to obtain

the wake position information that is used in the controller.

• A nacelle-based downwind looking scanning lidar system can be used to scan in differ-

ent distances the wake flow and provide measurements for the estimation.

• Wake position estimation techniques can be categorized as pattern fitting and wake

model-based approaches.

• Pattern fitting approaches benefit from their simplicity and are based on assumptions

on wake shapes.



8
8.1

Su
mm

ary

126

• The presented model-based wake tracking approach fits a wake model to lidar measure-

ments. It offers a good possibility to perform the wake position estimation, however, a

convergence of the fitting is not guaranteed.

In the second major task of this thesis, questions of the control task are addressed. The con-

trol task deals with the use of the wake position information and the desired wake position to

determine the commanded yaw angle. Three controller synthesis solutions have been given:

an Internal Model Controller (IMC), an H∞ controller and a robust H∞ controller. All syn-

thesized controllers are tested in different simulation environments. Mainly, the closed-loop

simulations are performed in the medium-order Computational Fluid Dynamics (CFD) sim-

ulation tool known as the dynamic Wind Farm SIMulator (WFSim). Furthermore, a closed-

loop wake redirection is implemented in the Large Eddy Simulation (LES) tool Parallelized

Large-Eddy Simulation Model (PALM). In a demonstration case, the adaptivity of the concept

to disturbances as well as model uncertainties is shown. The main conclusions of the control

task are:

• Closed-loop wake redirection offers the possibility to adapt to changing situations,

model uncertainties and local disturbances.

• The controller uses the wake position estimation and a desired position to calculate the

commanded yaw angle.

• A controller design model is needed to design and analyze the controller. There are dif-

ferent methodologies for how a model can be obtained, either by good assumptions, by

linearization, or by parametrization of a desired model structure with the use of exper-

imental data.

• The results of this study indicate that controller robustness is of higher importance than

control speed.

• With the current design of the closed-loop wake redirection, wake meandering is not an

issue for wake steering because of the different time scales.

Altogether, the feasibility of lidar-based closed-loop wake redirection has been shown.
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8.2 Future research
This study has introduced the concept of lidar-based closed-loop wake redirection. In the

following, open research questions are raised and aspects are mentioned that need to be an-

swered to realize lidar-based closed-loop wake redirection in an industrial application.

8.2.1 General concept of lidar-based closed-loop wake redirection
The thesis has shown the feasibility of lidar-based closed-loop wake redirection control. Fur-

ther work is needed to apply the concept and analyze the impact and limitations of the con-

cept. As a next step the overall benefits need to be clarified. A main question is whether the

advantages of open-loop wake redirection control on power production can be kept or even

be improved. The overall benefit of the closed-loop approach as well as its limitations com-

pared to the open-loop approach should be addressed in detail. Furthermore, the impact of

operating the wind turbine misaligned to the wind direction on the structural loads needs

to be clarified in high-order simulation models. From an economic point of view, there is a

trade-off between harvesting more electrical power and adding additional loads.

8.2.2 Estimation task
Concerning the estimation task, the reliability of different estimation methodologies needs to

be clarified and compared. The model-based wake approach seems to be promising since the

model can be easily adapted with additional wake effects. However, other methods like the

Gaussian shape pattern fitting method has also resulted in suitable position estimation. The

sensitivity against different atmospheric conditions should be further investigated by high-

order LES simulations. Furthermore, the scalability of the estimation task to the wind farm

level needs to be investigated. Here, using several long range scanning lidar systems with a

feasible estimation technique might be a good solution, however, their ability to provide wake

position estimation should be investigated in simulation as well as in field experiments. For

the realization of wake tracking aspects like measurement position accuracy, the orientation

of the lidar system and the yawing of the wind turbine as well as changing inflow conditions

need to be considered in the design of the measurement setup and the choice of the devices.

Furthermore, the influence of the spatial and temporal resolution on the quality of the esti-

mation results should be considered in the decision. Moreover, atmospheric conditions like
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turbulence intensity or the density of aerosols impact the results. Here, a site-specific analysis

is really needed to decide well on the main measurement setup properties.

8.2.3 Control task
The investigations in the control task have shown the need for control-oriented wake mod-

els for the controller synthesis. It is recommended to further investigate the input-output dy-

namics of wake steering. A nonlinear reduced-order model could help to analyze the designed

controller at different operation points before performing simulations and furthermore can

be used in more advanced control approaches. Additionally, the inverse response behavior

needs clarification. The simulated experimental data from step responses has shown such

behavior. However, the origin of this behavior should be clarified in a detailed CFD study. For

the design, the main recommendation on the controller design is to synthesize the controller

with robustness margins. This seems more important than designing a fast controller.

8.2.4 Field experiments
As already pointed out in the field-testing chapter, there are few experiences in lidar measure-

ments of wake steering. The first open-loop field experiment indicated that the power output

can be maximized, however, more tests are needed to assess the benefit of wake redirection

in reality [] [62]. Furthermore, the realization of closed-loop wake redirection involves major

changes in the control system and needs to be planned well to assess the effects. Moreover,

the flow situation should be monitored to learn from the field-tests.

8.3 Outlook
Wind farm control can address three control goals: power maximization, minimization of

structural loads of the wind turbines, and grid services.

Lidar-based closed-loop wake redirection can contribute to realize a higher power output by

avoiding flow interactions between wind turbines. Therefore, wind turbines that were initially

hit by a wake can operate at a higher power level and achieve a higher total power output. The

concept can be triggered by specific wind directions and atmospheric conditions to maximize

the total power output of the wind farm and to benefit the most from the concept.

Furthermore, the concept can be used as an input layer for the wind farm operator to avoid

wake impingements on specific wind turbines, e.g. if a wind turbine is damaged and needs
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maintenance, further damage can be prevented. An additional use of the new flexibility in

steering the wakes that the concept introduces is the ability to avoid partial wake situations.

Here wake detection algorithms from structural loads might trigger the change of the desired

wake position as well as considerations of the layout and static wake models. In both aspects,

the concept contributes to minimize the structural loads of wind turbines in the wind farm.

In the future, grid services of wind farms offer new opportunities in operating them. More-

over, wind farms need to contribute to grid stability and provide active grid services. This will

open the market for new business cases. New possibilities like providing a power reserve by

the wind farm or actively participating in grid control can help to reduce the levelized cost of

energy (LCOE). Wind farm control techniques will then play a more and more important role

because the decision on the optimal wind farm operation will become more complex. Lidar-

based closed-loop wake redirection control can serve as one methodology of how the wind

farm operation is modified to operate in a more optimal way.

From a control point of view, the combination of open-loop and closed-loop approaches

offers the possibility to benefit from both concepts. This could lead to faster control actions

because of the feedforward aspect and would maintain the benefits of the closed-loop ap-

proach. This combination might be the most promising approach in terms of reliability and

adaptivity for the wake redirection concept. Furthermore, the lidar measurement data can

be used to adapt the open-loop model to the site-conditions. Parameter tuning methods or

observer approaches can be used to adapt the model and to gain higher model accuracy for

the feedforward part.
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