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Schau ganz tief in die Natur,
und dann verstehst Du alles besser.

(Albert Einstein)
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Abstract

For the integration of volatile renewable energies like wind or photovoltaics, hy-
dropower plants received increased attention due to their suitability to stabilize the
electrical grid. Thus, turbines are often operated at off-design conditions where unde-
sirable flow phenomena like the full load instability can occur. It is of great importance
to understand these phenomena in order to assess their hazard potential and conse-
quently define an appropriate operating range. Even though the physical mechanism
behind the full load instability has been investigated in the past, it has not been fully
understood to this day. For that reason, the main goal of this thesis is to close this
gap and develop a complete understanding of this phenomenon.

By means of numerical simulations a Francis turbine was analyzed at full load in
the region of the instability onset. First, it was investigated for constant cavitation
numbers how characteristic quantities like pressure, swirl number or cavitation volume
differ between stable and unstable conditions. In the second step, the transition from
stable to unstable conditions was investigated by gradually decreasing the pressure. It
was then concluded that the full load instability is a result of the interaction between
cavitation on the runner blades and the cavitating draft tube vortex. The negative
damping of the oscillation is a result of the pressure oscillations traveling at the speed
of sound, while swirl variations are transported with the flow. Furthermore, oscillations
of the cavitation volume generate pressure fluctuations. All in all, an explanation for
the physical mechanism behind the full load instability is given.
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Kurzfassung

Zur Integration volatiler erneuerbarer Energien wie Wind oder Photovoltaik werden
Wasserkraftwerke immer häufiger dafür verwendet Netzschwankungen auszugleichen.
Dabei werden diese oft in Betriebspunkten abseits des Auslegungspunktes betrieben,
in denen es zum Auftreten ungewollter Strömungsphänomene, wie zum Beispiel der
Volllastinstabilität, kommen kann. Es ist von großer Bedeutung diese Phänomene
zu verstehen, um deren Gefahrenpotential abzuschätzen und somit einen sinnvollen
Betriebsbereich für eine Turbine zuzulassen. Der Entstehungsprozess der Volllastin-
stabilität wurde zwar in der Vergangenheit untersucht, allerdings gibt es bis heute
keine vollständige Erklärung für dieses Phänomen. Daher war es Ziel der Arbeit diese
Wissenslücke zu schließen.

Mit Hilfe numerischer Strömungssimulationen wurde eine Francis-Turbine unter-
sucht, bei der die Volllastinstabilität auftritt. Dabei wurde zunächst bei Vorgabe
eines konstanten Druckniveaus untersucht, wie sich charakteristische Größen (z.B.
Druck, Drallzahl, Kavitationsvolumen) zwischen stabilen und instabilen Bedingungen
unterscheiden. Im zweiten Schritt wurde der Übergang von stabilen zu instabilen
Bedingungen durch gleichmäßige Druckabsenkung untersucht. Daraus konnte eine
Erklärung abgeleitet werden wie es zur Entstehung der Volllastinstabilität kommt.
Dabei konnte gezeigt werden, dass die Volllastinstabilität ein Resultat der Interaktion
von Kavitation auf den Laufschaufeln mit dem kavitierenden Wirbelzopf ist. Zum
Aufschwingen kommt es, weil sich Druckschwankungen mit Schallgeschwindigkeit aus-
breiten, während Dralländerungen mit der Strömung transportiert werden und außer-
dem Oszillationen des Kavitationsvolumens wiederum Druckschwingungen generieren.
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1 Introduction

In 2017, the carbon dioxide (CO2) emissions from fossil fuels and industry reached
peak levels [82]. As the emission of greenhouse gases, like CO2, verifiably has a relevant
effect on global warming [152], the Paris Agreement was adopted in 2015. It has the
goal that the global average temperature does not increase more than 2 °C compared to
pre-industrial levels [161]. To achieve this goal, the peak in CO2 emissions should not
be later than 2020 and from then on the emissions should be halved every decade [135].
The most important measures to reduce CO2 emissions are increasing energy efficiency,
reforestation and the expansion of wind and solar power [160]. The latter have a
huge potential to significantly increase the share of renewable energy sources in the
electricity market [155].

The disadvantage of wind and solar power is that a high share of these technologies
endangers electrical grid stability [157]. To compensate the imbalance caused by these
technologies, hydropower can play an important role in preserving grid stability [49,
97]. However, the flexible operating range for storage power plants results in flow
phenomena that are not present for the best efficiency point (BEP). At these off-design
conditions, the amplitude of pressure fluctuations increases. Furthermore, cavitation
may occur in the runner and draft tube due to strongly swirling flows. For the safe
operation of a hydropower plant, it is crucial to limit the operating range to a region
of moderate pressure fluctuations. This comes across with the necessity to investigate
flow instabilities that may represent a potential risk in the operation of the power
plant.

In a Francis turbine, different operating points exist that are vulnerable to severe pres-
sure pulsations. At deep part load, the occurrence of inter-blade vortices results in
severe pressure fluctuations that show a stochastic nature and could result in strong
mechanical vibrations of turbine components [46]. Draft tube instabilities may be
present at part load that are caused by the vortex rope rotation [108]. At high dis-
charge, the full load instability may develop at a specific pressure level due to the
interaction of cavitation in runner and draft tube. A theory of the physical mech-
anism behind the full load instability has been proposed by Müller [121] based on
experimental results. In the scope of this work, this theory is investigated using nu-
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2 1 Introduction

merical simulations. The main goal is to obtain a deeper insight into the physical
mechanism that results in the development of the full load instability. With this new
knowledge it is possible to derive measures to suppress the instability or at least shift
it to stronger off-design conditions.

1.1 State of the Art

This section is divided into three parts. The first part gives a general overview of
numerical and experimental studies on cavitation in hydraulic machinery. After that,
the focus lies on literature that deals specifically with the full load draft tube surge.
Finally, relevant studies for the two-phase modeling are presented.

Numerical and Experimental Investigations on Cavitation in Hydraulic
Machinery

Cavitation has always played an important role in the design process of hydraulic
machinery. However, in former years the focus was on cavitation free conditions at best
efficiency point. Consequently, a lot of numerical and experimental studies focused
on non-cavitating conditions. With a more flexible operation of turbines, nowadays,
cavitation phenomena can be the limiting factor of the operating range and are more
and more investigated.

One operating range where high pressure fluctuations can occur is at very small dis-
charge, also called deep part load conditions. At these conditions, inter-blade vor-
tices can be observed in the runner that cause pressure oscillations of stochastic
nature [171]. Whether these vortices cavitate, strongly depends on the speed fac-
tor nED [173]. Yamamoto et al. [174] developed a new visualization technique that
enables a better optical access to the runner. While one guide vane is instrumented
with a boroscope with swivel deflecting prism, the adjacent guide vanes are equipped
with a power LED light source. Applying binary image processing to experimental
results shows that there is a high probability that cavitating inter-blade vortices are
connected to the runner hub [172]. This is in good agreement with numerical re-
sults [175]. Further simulations were performed by Conrad et al. [38] for two different
cavitation numbers. They observed that the amplitude of pressure oscillations is higher
for the lower cavitation number. For an accurate numerical simulation, it has been
identified that a proper boundary treatment at the draft tube outlet is important due



1.1 State of the Art 3

to the strong backflow and a small time step size has to be selected. Furthermore, a
fine mesh in the runner is necessary to resolve the pressure minimum in the vortex
core [162]. Moreover, the selection of the turbulence model is important. While the
SST model fails to predict the stochastic nature of the pressure fluctuations, the SAS
model is able to resolve this flow feature [167].

Several studies on cavitation at part load operating points have been performed. A
severe instability can develop at higher part load for some Francis turbines with mid-
dle and high specific speed. This phenomenon is related to an elliptical cross section
of the vortex rope and can lead to severe pressure pulsations [93]. The vortex volume
changes in breathing like pattern and a correlation between cavitation number and
pressure fluctuations can be observed [128]. Iliescu et al. [78] conducted PIV measure-
ments on a Francis turbine at a part load operating point. Using image processing,
they estimated the rope diameter and the position of the vortex center. The highest
standard deviations of investigated quantities were observed at the cavitation number,
where the rope excitation coincided with one of the eigenfrequencies of the system.
Further experimental investigations regarding the influence of the cavitation number
were carried out by Favrel et al. [59]. They observed that with increasing cavitation
number the precession frequency of the vortex rope increases only slightly, while the
natural hydro-acoustic frequency of the draft tube changes significantly. When these
two frequencies coincide, it comes to resonance with high pressure fluctuations. How-
ever, the velocity field is almost unaffected by the occurrence of resonance in the
hydraulic system [60]. Two-phase simulations for the same turbine at higher discharge
factor QED indicate that axial and circumferential velocity distributions are influ-
enced by the cavitation number. At this part load operating point the helical shape of
the vortex rope is less pronounced, which results in regions of permanent cavitation
during one vortex rope rotation that has an effect on the velocity profiles [164]. Houde
et al. [75] showed with PIV measurements for a Kaplan turbine that the velocity field
changes from cavitating to non-cavitating conditions.

A comparison of single-phase and two-phase simulation results indicates that neglect-
ing the vapor phase on the one hand leads to a significant underestimation of the
pressure pulsation amplitude. On the other hand the two-phase simulations show a
better agreement with measurements [88]. Other studies at part load and deep part
load operating points of Francis turbines [169, 182] as well as simulations for a pump
turbine [104] also come to the conclusion that two-phase simulations are more accurate
for the prediction of cavitating flows.



4 1 Introduction

In a numerical study, Gohil and Saini [67] investigated the impact of temperature,
suction head and operating point on cavitation rate and efficiency loss in a cavitating
Francis turbine. The derived correlations are intended to help power plant operators
to estimate reductions in performance. Two-phase simulations of a redesigned Francis
runner were performed by Celebioglu et al. [28]. They observed an increased operating
range with cavitation free conditions compared to the old design. The cavitation
behavior of three turbines at different specific speed was analyzed by Kurosawa et
al. [99]. They demonstrate that the efficiency drop that occurs when reducing the
cavitation number is caused by increased losses in the draft tube.

Different types of instabilities can occur in turbomachines. Tsujimoto et al. [158]
investigated the characteristics of four different instabilities: surge, rotating stall, cav-
itation surge and rotating cavitation. While the first two phenomena have the cause
that the head-capacity curve has a positive slope, the others are characterized by a
positive mass flow gain factor. Iga et al. [77] numerically analyzed three different types
of surging oscillations in the presence of cavitation in a three-blade cyclic flat-plate
cascade. The phenomenon with the highest oscillation amplitude could be traced back
to small-vortex cavity shedding. For this phenomenon, the frequency is not affected
by the cavity volume. The second phenomenon corresponds to the cavitation surge
and is accompanied by cloud cavity shedding. In the last phenomenon, a system in-
stability could be observed together with a local instability. Braisted and Brennen [20]
investigated the occurrence of cavitation surge in inducers. They concluded that the
instability develops when the cavitation number falls below a certain threshold. The
cavitation surge is then accompanied by a dramatic increase in pressure and mass
flow rate fluctuations.

Full Load Draft Tube Surge

Power swings in hydro turbines that are caused by a draft tube surge were already
reported in 1940 [134]. Prénat and Jacob [131] experimentally investigated pressure
pulsations in a Francis turbine at model scale that are of self-amplified nature caused
by a negative damping of the oscillations [83].

Much research has been carried out to develop 1D tools to investigate surge phenom-
ena in hydraulic systems at part load and full load operating points. All the studies
are based on the key quantities mass flow gain factor and cavitation compliance that
were first introduced by Brennen and Acosta [22]. An important role for the devel-
opment of a full load draft tube surge is assigned to the diffusor effect of the draft
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tube [31, 32, 178]. The diffusor effect enhances the occurrence of the instability as it
comes to negative damping when the diffusion factor of the draft tube is bigger than
the loss coefficient of the draft tube. This effect affects the whole operating range
and has consequently also an impact on part load instabilities. Further experiments
on the diffusor effect have been performed by Chen et al. [29, 30] that highlight that
for a straight pipe no low-frequency pressure fluctuations occur that are present for
a diffuser. According to Chen, the swirl effect is caused by a variation of the velocity
triangle at the runner outlet when the upstream discharge changes. The swirl effect
is stated to enhance instabilities for part load conditions, while it has a stabilizing
impact for full load.

A dissent can be found in literature concerning the definition of the mass flow gain fac-
tor. While some researchers (e.g. [5, 63]) use the discharge downstream the cavity, it is
also possible to apply the upstream discharge. A discussion on the reference discharge
has been performed by Dörfler [47], who highlights that the usage of the discharge
downstream the cavitation region has a strong destabilizing effect on the simulation
results. By means of 3D two-phase simulations, it has been identified that using the
discharge upstream of the cavity and applying a dead time that accounts for the trav-
elling of the swirl from the runner outlet to the cavity, is a suitable reference [45].
Furthermore, the use of an upstream and downstream mass flow gain factor can be
found in literature [4]. Experimental results for a micro turbine at self-oscillating
conditions show significant deviations in the behavior of the discharge upstream and
downstream of the cavitation region [126]. This highlights that the choice of a suitable
reference is very important.

Research by Landry et al. [100] shows that due to the presence of cavitation, the wave
speed in the draft tube of a Francis turbine can reduce significantly. This indicates
that the convective part that is often neglected in 1D models is relevant. Based on
these results, the convective part has been considered in a 1D model by Alligné et
al. [6]. They concluded that the convective part has a stabilizing effect. Furthermore,
the results from Chen et al. [31] confirmed that the divergent geometry of the draft
tube has a destabilizing effect, while the swirl effect stabilizes the flow at full load
operating point.

Extensive measurements on the self-excited pressure oscillation at full load in a Francis
turbine at model scale were performed by Müller [121]. By means of LDA measure-
ments, wall pressure measurements and high speed visualization of the vortex rope,
he investigated the behavior of pressure, axial and circumferential velocity during one
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cycle of cavitation volume oscillation [122]. Further visualization of cavitation on the
runner blades in combination with the calculation of the swirl number indicates an
interaction of vortex rope with blade cavitation [124]. The proposed physical mecha-
nism behind the self-excited behavior is explained by a variation of cavitation on the
runner blades that results in different inflow conditions into the runner that cause
the oscillation of the cavitating draft tube vortex. Different numerical investigations
on this Francis turbine also showed the variation of swirl number during one cycle
of oscillation [21, 44]. However, in both studies only one cycle of oscillation could
be evaluated as the simulations diverged at the moment of occurring pressure peak
when the cavitation volume collapses. Furthermore, experimental results show that
the mechanical torque varies significantly during one cycle of oscillation, which could
be explained by the oscillation of vapor volume on the runner blades [123, 125]. The
observation of cavitation erosion on the runner suction side close to the trailing edge
in a Francis turbine prototype that is facing pressure pulsations at full load agrees
with the proposed mechanism [57]. In another study, the measurements of the pres-
sure pulsations were compared between model and prototype scale [132]. For the full
load operating point, the pressure oscillations show a similar behavior. Consequently,
it should be possible to transfer findings from model to prototype scale.

Different numerical studies (e.g. [34, 118]) investigate the full load pressure surge on
Francis turbines at prototype scale with 3D two-phase simulations that are coupled
with a 1D simulation for the rest of the hydraulic system. Chirkov et al. [35–37] in-
vestigated different measures to reduce the pressure oscillations. They concluded that
the shape of the runner cone has only a negligible effect on the pressure amplitude.
Significant improvements concerning pressure pulsations could be observed either for
air injection with a certain mass flow or a change in the design of the runner blades
that changes the velocity profiles. The runner designs with the smallest pressure oscil-
lations are characterized by velocity profiles that have a high axial velocity and a low
swirl near the hub [37]. In terms of simulation accuracy compared to measurements,
Mössinger and Jung [119] concluded that a proper cavitation and turbulence modeling
is important.

Two-Phase Modeling

The selection of the two-phase modeling approach depends on the application. For
bubble column simulations two-fluid models are often used. Gupta and Roy [72] con-
cluded that for the investigated application the use of a population balance approach
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has no big relevance, while it is necessary to take into account lift and virtual mass
force. Ničeno et al. [127] used a two-fluid model in combination with LES turbulence
modeling. They emphasized the mesh requirements in Euler-Euler simulations with
LES, where the grid size must be bigger than the bubbles. In another publication,
numerical simulations were performed for a bubble column with a two-fluid model
that takes into account mass transfer [137].

For two-phase simulations of hydraulic machinery it is common practice to use the
Euler-Euler approach with simplified two-phase modeling like the homogeneous model.
Nevertheless, there are some publications that use more advanced two-phase modeling
approaches for applications with cavitation. There are two studies [1, 170] on Euler-
Lagrange methods in cavitating flows. They state that Euler-Lagrange methods are
advisable in applications with strong vortical flow as they can capture the bubble
trajectory more accurately. However, this method is computationally more expensive
and two-way coupling is necessary in regions of large cavitation regions. This probably
is the cause why this method did not find application in hydraulic machinery so far.
The development of compressible two-fluid models that can consider the mass transfer
caused by cavitation were developed by Saurel and Lematayer [139] and Habchi et
al. [73, 74]. These models are able to deal with shock waves and liquid jet atomization.

For cavitation models that contain model constants, it is common practice to cal-
ibrate these constants to the application. Morgut et al. [117] calibrated the model
constants for three different cavitation models for a cavitating hydrofoil by means of
an optimization process. For applications on a marine propeller and a Kaplan turbine
a good agreement between simulation and experiments is stated with the calibrated
models [115]. Due to the calibration, the three different cavitation models lead to
similar simulation results. The application of the calibrated models to a Venturi noz-
zle indicates the ability for qualitative analyses for steady sheet cavitation. However,
deviations to measurements were observed for unsteady sheet and sheet-cloud cavita-
tion [17]. A study on the constants of the Zwart cavitation model has been performed
by Escaler et al. [58]. They varied the model constants in a range of some orders of
magnitude. Furthermore, they investigated the sensitivity of the nucleation site vol-
ume fraction and the bubble radius of the nucleation site. A sensitivity regarding the
inception and closure regions of inlet edge cavitation to the four parameters is stated.

Another important modeling aspect is the turbulence model. A lot of studies have
been performed on the impact of the selected turbulence model on simulation accu-
racy for single-phase investigation in hydraulic turbines (e.g. [89, 109]). They have in
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common that they highlight the importance of the turbulence model on the simulation
accuracy. Turbulence plays also a major role in two-phase flows. For the flow around
a twisted hydrofoil with occurring shedding cavitation, Ji et al. [87] concluded that
RANS models are not able to predict the unsteady cavitation shedding.

1.2 Research Objective

The primary goal of this thesis is to examine the physical mechanism that causes the
development of the full load instability by means of numerical simulations of a Francis
turbine at model scale. An experimental investigation of this instability has already
been performed on the same model turbine by Müller [121], who proposed a theory for
the physical mechanism. However, he concluded that this theory ”should be verified
or disproved” [121]. The uncertainties of his theory are intended to be analyzed within
this thesis.

As the full load instability occurs at cavitating conditions, the first step is identifying
suitable two-phase and cavitation models. This is achieved by numerically investigat-
ing a NACA66mod hydrofoil with quasi steady sheet cavitation and a NACA0009
hydrofoil where cloud cavitation and a cavitating tip vortex occur. After selecting
appropriate models for each of the test cases, these models are applied to simulations
of the Francis turbine to answer the question: What causes the development of the full
load instability? One aspect of interest that is analyzed is the difference of the flow
field between a stable full load operating point at high pressure and the associated
unstable operating point at low pressure.

Furthermore, by means of gradually decreasing the pressure in transient simulations,
the development of the instability is examined in more detail. This procedure promises
to give a better understanding of the ongoing physical mechanism. It further allows
investigating the interaction between cavitation in the runner and draft tube, which
gives the opportunity to assess the validity of the proposed physical mechanism by
Müller [121]. To the best of the authors’ knowledge, the procedure of investigating the
full load instability by gradually decreasing the pressure level in a transient simulation
has not been part of a research study so far.

Based on the findings of the physical mechanism that causes the development of the
full load instability, the transferability to other operating points can be investigated.
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Furthermore, new findings of this research allow for the further development of a 1D
model that can be applied in future studies in this research field.





2 Fundamentals on Cavitation

For the design of hydraulic machinery, cavitation is an important phenomenon that has
to be considered, as it can lead to severe damage of turbine components. Cavitation
is defined as the evaporation of a liquid in regions where pressure is falling below
vapor pressure and the re-condensation in regions of high pressure. Due to static and
dynamic delay the onset of cavitation can be affected, which is described more detailed
in literature [24, 65].

An important parameter for cavitation investigations is the cavitation number σ

σ = p∞ − pvap(T∞)
1
2ρlU

2
∞

(2.1)

as it specifies the pressure level. There are different forms how cavitation can develop.
Figure 2.1 shows the simultaneous occurrence of isolated bubbles, attached sheet
cavitation and cloud cavitation on a hydrofoil.

Figure 2.1: Different forms of cavitation on a hydrofoil [142].

2.1 Sheet Cavitation

The occurrence of sheet cavitation is typically accompanied by a region of flow sep-
aration. For hydrofoils, it is typically located on the suction side close to the leading
edge. Which type of cavitation develops, depends on the angle of attack α and the
cavitation number. While for small values of α and σ the presence of traveling bubble
cavitation is probable, for increased angle of attack sheet cavitation is forming [24, 65].

11
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λ

Figure 2.2: Separation region of sheet cav-
itation - modified from [10].

Figure 2.3: Formation of re-entrant jet -
modified from [65].

The cavity forms some distance λ downstream of the location of boundary layer sepa-
ration [10, 103] and acts as forward facing step to the surrounding flow (see figure 2.2).
This changes the flow conditions compared to non-cavitating conditions [103].

In terms of stability, the angle of attack and cavitation number play a significant role as
they affect the length and thickness of the developing cavity [101]. A stability analysis
performed by Acosta [2] shows that for a hydrofoil the cavity length correlates with
σ/2α. In different studies (see e.g. [55, 66]), it has been confirmed that this parameter
can identify the onset of instability. For sheet cavitation that is short and thin, the
length is rather constant and a stable cavity develops. Under these conditions no re-
entrant jet is forming [68], or it is only weekly noticeable and only few vapor structures
can be observed in the wake [65].

Contrary to that, thick cavities experience the appearance of a re-entrant jet, which
develops in the closure region of the cavity and moves upstream along the hydrofoil
wall (see figure 2.3). The occurrence of a re-entrant jet comes across with an unstable
behavior of the cavity that results in the formation of cloud cavitation. According
to Franc [64], there are two conditions for the onset of cloud cavitation. On the one
hand, the closure of the cavity must be in a region of high adverse pressure gradient
and on the other hand, the cavity needs a relevant thickness. For a cavity thickness
in the range of the re-entrant jet thickness, it comes to an interaction between the re-
entrant jet and the cavity interface. This results in a cavity that consists of many small
structures with a rather constant length [26]. For thick cavities, which corresponds
to higher angles of attack, it comes to periodic cloud shedding as the re-entrant jet
cuts of the vapor cloud regularly when it reaches the leading edge of the cavity [41].
An irregular cloud shedding can occur, for smaller angles of attack, when the cavity
is not thick enough so that the re-entrant jet does not reach the leading edge of the
cavity.
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In hydraulic turbines, the onset of sheet cavitation at the leading edge of the runner
blades is influenced by the flow incidence angle and the blade geometry while the
cavitation number only plays a minor role. Consequently, it cannot be avoided at
off-design conditions [14]. As the leading edge cavitation on the suction side is very
aggressive when it becomes unstable, it has to be considered for erosion risk [56]. The
occurrence of cloud cavitation in hydraulic machinery may be induced by the periodic
flow disturbance caused by the rotor stator interaction [24].

2.2 Traveling Bubble Cavitation

Traveling bubble cavitation typically occurs for small incidence angles and cavitation
numbers. One main parameter that strongly affects the range of traveling bubbles is
the amount of nuclei in the flow [65]. These microbubbles serve as origin of bubble
growth in regions of low pressure. The maximum bubble size strongly depends on the
nuclei density as few nuclei permit the existence of big bubbles. For the presence of
many microbubbles, smaller bubbles occur as neighboring bubbles limit the growth,
which results in a smaller erosive potential [40].

In Francis turbines, this type of cavitation typically appears on the suction side of the
runner near the trailing edge [56]. The growth of the bubbles limits the pressure drop,
which results in decreased lift and for fully developed cavitation reduces efficiency of
the turbine [65]. As this cavitation type strongly depends on the cavitation number,
the σ-value of the plant is specified on traveling bubble cavitation [14]. For hydraulic
turbines this phenomenon is most pronounced for full load conditions [106].

2.3 Vortex Cavitation

Vortices are a main issue in many practical flows. They are characterized by a pressure
minimum in the vortex core. As the pressure drop due to vortices can be very strong,
the inception of vortex cavitation often takes place at higher cavitation numbers
compared to other cavitation types [65].

There are different types of vortex cavitation that differ in their formation. In hy-
draulic machinery, tip vortex cavitation can be observed in pump impellers or Kaplan
turbines due to the leakage flow from pressure to suction side through the gap be-
tween shroud and runner blades. The leakage flow acts as a jet, which generates the
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a) Vortex rope at part load. b) Inter-blade vortices at deep part load.

Figure 2.4: Vortex cavitation in a Francis turbine. Measurements performed at EPFL by
A. Favrel (part load) and K. Yamamoto (deep part load).

tip vortex [120]. The minimum pressure of the tip vortex is typically at 10 - 30% of
chord length, which can be found from cavitation inception [13, 65, 179]. This means
that for moderate cavitation numbers the cavitating tip vortex is not connected to
the leading edge. Depending on the cavitation number, the tip vortex can develop
standalone or interact with other cavitation types like sheet cavitation [12].

Another important form of vortex cavitation develops due to the swirling flow in the
draft tube of water turbines and is called cavitating vortex rope. The formation of
the vortex rope significantly depends on the flow coefficient φ, while the size of the
cavity volume depends on σ. At full load conditions, an axisymmetric vortex rope is
forming that is counter rotating compared to the runner and for part load conditions
the helically vortex rope (see figure 2.4a) is rotating in the same direction as the
runner at 0.25 - 0.4 times the runner rotational frequency [14].

When the discharge is further decreased compared to part load conditions, the vortex
rope in the draft tube disappears and inter-blade vortices occur in the runner chan-
nels, as displayed in figure 2.4b. At this deep part load operating point, the flow at
the runner inlet is highly misaligned, which causes the generation of the inter-blade
vortices as secondary flow phenomenon. This far off-design point comes across with
high broadband pressure fluctuations [56].
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2.4 Shear Cavitation

In hydraulic machinery, shear cavitation can occur behind the trailing edge of the
runner. Due to manufacturing requirements the trailing edge is typically blunt, which
results in a turbulent shear flow in the wake of the blades. There, rotational structures
arise that can cavitate if the pressure in the vortex core is falling below the vapor pres-
sure. Experimental investigations on a two-dimensional wedge showed the existence of
three different vortical structures [15]. Directly behind the wedge, it comes to period-
ically shedding of small-scale vortices. After a transition region, the far wake begins
with two-dimensional Bénard-Kármán vortices whose dynamics are strongly influ-
enced by the occurrence of cavitation [65]. As third type, streamwise three-dimensional
vortices are forming. In case of a lock-in phenomenon, this cavitation form can cause
severe pressure pulsations in hydraulic machinery [56].

2.5 Full Load Surge

In hydraulic turbines, at certain full load operating conditions a self-excited surge
event may occur that is characterized by strong pressure fluctuations. Several differ-
ent names can be found in literature for this phenomenon, like full load surge, self-
excited pressure surge or full load instability. Nowadays, theory links the occurrence
of this phenomenon to variations of the swirl at the runner exit [45, 48]. According to
Müller [121], full load surge is furthermore linked to an interaction between cavitation
in the runner and the draft tube.

A similar phenomenon that is called cavitation surge or auto-oscillation can be found
in pumps. It is characterized by periodical oscillations that are typically in the range
of 0.1 - 0.4 times the runner rotational frequency [23]. Furthermore, investigations
show that the frequency of the cavitation surge oscillations depends on the cavitation
number [23, 158, 159].

Mass Flow Gain Factor and Cavitation Compliance

For the assessment of instabilities in hydraulic machinery, it has been shown that
cavitation compliance and mass flow gain factor are key quantities (see e.g. [31, 158]).
These two parameters where first introduced by Brennen and Acosta [22] for pump
instabilities. Koutnik et al. [94] showed that in Francis turbines the system becomes
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unstable if the ratio of mass flow gain factor and cavitation compliance exceeds the
dissipation damping of the system. Consequently, mass flow gain factor has a desta-
bilizing character, while cavitation compliance stabilizes the flow. This fact can also
be found for pumps [158].

β

u cu

w
c cm

Figure 2.5: Control volume for continuity balance (left) and velocity triangle at the draft
tube inlet (right).

Continuity balance for a control volume ranging from the runner outlet (1) to the
outlet of the draft tube cone (2) (see figure 2.5 left) can be derived as a function of
cavitation compliance and mass flow gain factor. The following derivation is based on
Alligné et al. [6] with the assumption that the rotational speed is constant. For the full
load surge, a fluctuating cavitation volume Vc is considered in the draft tube, which
depends on the inlet swirl parameter γ and the piezometric head state variable h.

Vc = f(γ, h) (2.2)

Consequently, the time derivative of the vapor volume can be expressed as:

dVc
dt

= ∂Vc
∂γ

dγ

dt
+ ∂Vc
∂h

dh

dt
(2.3)

According to Chen et al. [31], the swirl parameter is a function of the blade angle at
the runner outlet β1 and the runner exit peripheral velocity u1 (see figure 2.5 right):

γ = cu1

cm1
= cotβ1 −

u1A1

Q1
(2.4)
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For a turbine that runs at constant rotational speed, only the discharge Q1 is time
dependent. Hence, the time derivative of γ is:

dγ

dt
= u1A1

Q2
1

dQ1

dt
(2.5)

The time derivative of the cavitation volume can be deduced from equations 2.3 and
2.5 with the assumption of constant rotational speed:

dVc
dt

= −χdQ1

dt
− Cc

dh

dt
(2.6)

Therein, Cc denotes the cavitation compliance that represents how the vapor volume
in the draft tube Vc changes due to variations in the pressure level:

Cc = −∂Vc
∂h

(2.7)

The mass flow gain factor χ is defined as the reply of the cavity volume to variations
in the mass flow at the inlet Q1 and consequently to changes of the swirl:

χ = − ∂Vc
∂Q1

(2.8)

The continuity equation for the control volume from figure 2.5 for a cavitation volume
of variable size yields to:

Q1 −Q2 = −dVc
dt

= χ
dQ1

dt
+ Cc

dh

dt
(2.9)

Swirl Number and Relative Flow Angle

According to Müller [121], the full load instability comes across with the occurrence of
cavitation on the runner blades that is linked to a modification of relative flow angle
β and swirl number S in the draft tube. The latter is defined as the ratio of axial flux
of the angular momentum Gang and axial flux of the axial momentum Gax:

S = Gang

Gax

=

R∫
0
r2cucm dr

R1
R∫
0
rc2
m dr

(2.10)
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Therein, R1 denotes the outer runner outlet radius. The relative flow angle β can be
calculated with the following expression (see figure 2.5):

β = tan−1
(

cm
u− cu

)
(2.11)

Cavitation on the runner blades affects this quantity, which is contrary to the assump-
tion leading to equation 2.5.

Theory on Self-Oscillation

The full load instability can be assigned to a self-oscillation, that is also called self-
excited or auto-oscillation. According to Jenkins self-oscillation can be defined as
follows: ”Self-oscillation is the generation and maintenance of a periodic motion by a
source of power that lacks a corresponding periodicity: the oscillation itself controls
the phase with which the power source acts on it” [85]. One famous example of an
auto-oscillation is the disaster of the Tacoma Narrows Bridge [16].

Figure 2.6: Sketch of the open tube experiment. Modified from Willis [168].

To the author’s knowledge, the first publication on self-oscillation can be traced back
to the 19th century. There, Willis [168] investigates the operation of the human voice.
The theory of self-oscillation can be explained with his experimental setup that con-
sists of an open tube, where one wall at the end is replaced by a flexible membrane
(see figure 2.6). The tube has the form of a rectangular prism and the used medium
is air. If no air flows through the tube, the membrane is oriented horizontal, which is
illustrated by position 0. For a steady airflow exists an equilibrium position E that is
slightly below position 0. In case that the membrane sits in position B, which is below
equilibrium position, the membrane experiences a force that pushes the membrane
outwards. If the membrane is in a position above equilibrium position, like position
A, a force pushes the membrane inwards. Consequently, the membrane may come into
an oscillation about equilibrium position E when the airflow is turned on.
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Typically, an oscillation around the equilibrium position should be damped out by
friction and the resistance of air. However, for a self-oscillation this is not the case
and a permanent oscillation persists. Both, Willis [168] and Airy [3] explained this
with the fact that the restorative force acts time-delayed. Airy proposed to model the
self-oscillation as a harmonic oscillator:

q̈ = −a · q(t)− b · q(t− c) (2.12)

Therein, the last term on the right side takes into account that the restoring force
depends in parts on the deflection q at an earlier time. By the use of first-order
perturbation theory, Airy demonstrated that the amplitude of the oscillation grows
if 0 < b � a and 0 < c

√
a < π. According to Jenkins [85], for b = 0 the oscillator

would always be pushed back to its equilibrium position, but for the limits from Airy
the delayed restoring force does for some time not reverse its sign when the oscillator
passes the position of zero deflection (q = 0). This causes the oscillator to be pushed
away from equilibrium position. It results in a positive feedback, as with increasing
amplitude this pushing grows. Regarding the full load instability the importance of a
time delay has been pointed out by Dörfler et al. [45]. They explained this dead time
physically to be the time that the local swirl needs to travel from the outlet of the
runner to the relevant position in the draft tube cone.

In case that 0 < c
√
a � 1 equation 2.12 can be transformed into an equation for a

negatively damped linear oscillation, with the help of a Taylor expansion:

q̈ − γq̇ + ω2q = 0 (2.13)

Therein, γ and ω2 are defined as follows:

γ = bc

ω2 = a+ b
(2.14)

For a negatively damped oscillation, one component of the force is in phase with
the velocity q̇. This introduces energy into the system and as a consequence leads to
an exponentially growing oscillation. At some point nonlinear effects get important,
which limits the amplitude and results in a regular self-oscillation.
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2.6 Cavitation Noise

Tremendous noise production can be observed when vapor bubbles collapse. These
bubbles do even emit a sound wave, when they change their volume, which might be
caused by an external pressure variation or by some instability of the cavity itself [50].
The radiated acoustic pressure pa, that is caused by the volume change of the cavity,
is proportional to the second time derivative of the vapor volume which stands for the
volumetric acceleration forced upon the flow:

pa ∼
d2Vc
dt2

(2.15)

This correlation has been derived in several different ways in literature (e.g. [18, 24,
50]) and is valid in a sufficiently large distance from the cavity [62]. It has to be em-
phasized that equation 2.15 is independent of the bubble shape, which means that the
change of bubble shape, for instance due to impingement on a rigid surface, without
any volume pulsation does not result in sound [153, 154]. In the far field, the cavity
can be considered as a simple source [24], so that several bubbles can be treated as
one collective. The maximum emission of sound can be observed when the cavity is
close to its minimum size [23]. Furthermore, the radiated acoustic pressure increases
with increasing cavity size that collapses [18]. The connection between radiated acous-
tic pressure and second time derivative of the vapor volume has been experimentally
confirmed for surge instability on a cavitating propeller [55].

Figure 2.7: Visualization of the correlation between radiated acoustic pressure and second
time derivative of the vapor volume.

In figure 2.7 the correlation between radiated acoustic pressure and second time deriva-
tive of the vapor volume from equation 2.15 is illustrated. The acceleration of cav-
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itation volume that causes the pressure radiation is equivalent to the curvature of
temporal course of cavitation volume. When the cavitation volume is shaped concave
a smaller pressure can be expected compared to the case when cavitation volume is
shaped convex.





3 Fundamentals on Computational Fluid
Dynamics

For the numerical simulation of cavitating flows, a suitable setup is necessary to cor-
rectly reproduce the existing flow phenomena. The selection of the two-phase modeling
approach as well as the cavitation model plays a major role. Furthermore, the appro-
priate choice of turbulence model is important. This chapter is intended to provide
the relevant basics for CFD of cavitating flows.

3.1 Modeling of Two-Phase Flows

For two-phase flows, the selection of a suitable multiphase modeling approach is of
main importance as it can significantly affect the accuracy of the simulation results
and has a big influence on the computational effort. The suitability of the different
models strongly depends on the multiphase flow regime [9, 80, 177]. The main differ-
ent flow regimes can be classified in dispersed flows, mixed or transitional flows and
separated flows [80, 177]. While dispersed flows are characterized by the presence of
small bubbles, droplets or particles in a continuous phase, separated flows consist of
different fluids with a distinct interface. Cavitating flows are typically dispersed flows,
for example in cavitation clouds, or transitional flows, when huge cavitation regions
are forming.

Typically, the simulation methods for multiphase flows can be divided into the ap-
proaches Euler-Lagrange and Euler-Euler. The Euler-Lagrange method consists of one
continuous phase treated in the Eulerian framework (control volume is fixed) and the
Lagrangian tracking of single particles or bubbles. This method is limited to dispersed
flows. The Euler-Euler approach treats the different phases as interpenetrating con-
tinua. It can be subdivided into different models. The most complex approach is the
inhomogeneous model as every phase has its own velocity field. A more simplified
method is the mixture model, where the different phases are treated as a single fluid
with variable properties. It enables the phases to have different velocities as some slip

23
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between the phases is allowed [177]. If, as further simplification, it is assumed that the
different phases share a common velocity field, the homogeneous model is derived.

3.1.1 Inhomogeneous Model

The inhomogeneous model, also called two-fluid model, is the most general approach
of the Euler-Euler models. It allows having separate velocity fields for every phase.
Similar to single-phase modeling, the governing equations can be derived from balance
of mass, momentum and energy on an infinitesimal control volume. Nevertheless, the
presence of a second phase results in a more complex modeling, as the interaction
between the phases has to be considered. For most practical purposes, it is not possible
and necessary to resolve all microscopic motions and it is thus common practice to
apply some averaging process in the derivation of the governing equations [177]. The
derivation of the governing equations of the inhomogeneous model can be found in
literature (e.g. [51, 79, 84, 177]). The resulting equation for the conservation of mass
is:

∂
(
αkρk

)
∂t

+
∂
(
αkρkUk

j

)
∂xj

= Γk (3.1)

Therein, the superscript k denotes the phase. For cavitating flows, this results in two
equations, one for the liquid phase l and one for the vapor phase v. The concept of
phasic volume fraction ensures that the volume occupied with one phase cannot be
filled with the other phase [9]. Consequently, the sum of volume fractions αk is equal
to one:

2∑
k=1

αk = 1 (3.2)

Γ represents the interfacial mass source, which needs to be modeled with a cavitation
model and has to fulfill the following constraint:

2∑
k=1

Γk = Γl + Γv = 0 (3.3)

All in all, equation 3.1 is similar to mass conservation for single-phase flows, with the
two differences that the volume fraction α is introduced by the averaging and that
the interfacial mass source Γ accounts for mass transfer between the phases.
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The derivation of the momentum balance is based on Newton’s second law of motion,
which states that the growth rate of momentum of the fluid element is the sum of
the forces that act on the fluid element. After the averaging process the governing
equations for the conservation of momentum are:

∂
(
αkρkUk
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)
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αkρkUk
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= −αk ∂p
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µk + µkt

) ∂Uk
i
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)
+ αkρkgi + Sinti

(3.4)

It has to be mentioned that this equation already contains the assumption that the
applied turbulence model is based on the eddy viscosity hypothesis. Furthermore,
both phases share the same pressure field. This assumption is common practice in
Euler-Euler models (see e.g. [9, 27, 80, 177]). The presence of two phases results in
interfacial source terms Sint. They take into account interfacial momentum transfer
that is caused due to the interaction of the phases and interfacial mass transfer. As
the separate phases have their own solution field, the liquid and vapor phase can have
different velocity fields that tend to come to equilibrium due to interphase drag [7].

Interfacial Forces

The modeling of the interfacial momentum transfer is of main importance for the in-
homogeneous model. For the subsequent descriptions the interaction between a vapor
bubble or particle and the surrounding liquid is described1. The interfacial momentum
transfer can be computed with a linear combination of the interfacial forces acting on
the bubble because of the interaction with the liquid phase [27, 80]: Typically, drag,
lift, turbulent dispersion and virtual mass force are considered. Other forces like the
wall lubrication force and the Basset force are neglected as they are less important [27].

For most practical multiphase flow applications, the drag force is of main impor-
tance [177]. It is caused due to the relative motion Urel between the bubble and the
surrounding fluid and is defined as follows:

FD = π

8CDρ
ld2
bUrel|Urel| (3.5)

1For better readability the following descriptions are made for a bubble. However, they are also
valid for particles.
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Therein, db represents the diameter of the bubble. Different models are applicable for
the selection of the drag coefficient CD. From solid particle theory, a constant drag
coefficent

CD = 0.44 (3.6)

can be selected for sufficiently large particle Reynolds numbers Rep from 1000 to
200,000 [141]. The Schiller Naumann drag model [140] also takes into account the
transitional regime for particle Reynolds numbers between 0.1 and 1000:

CD = max

(
24
Rep

(
1 + 0.15Re0.687

p

)
, 0.44

)
(3.7)

For sufficiently small particle Reynolds numbers, bubbles behave like solid spherical
particles. This normally is the case for small bubble diameters up to approximately
one millimeter [80]. Thus, the Schiller Naumann drag model is well suited in this
regime. At higher particle Reynolds numbers, the bubbles change their shape and
consequently the drag coefficient differs from solid spherical particles. In this case
other models like the Ishii-Zuber model [81] have to be applied.

The lift force is caused by a shear flow, which is typically present close to a wall. It acts
perpendicular to the bubble motion. However, the direction depends on the bubble
size. While small spherical bubbles are pushed to the wall, big deformed bubbles move
to the center [136]. For spherical fluid particles, the Legendre and Magnaudet lift force
model [102] is applicable. For further information regarding the lift force it is referred
to literature (e.g. [39, 151, 156, 180]).

The physical cause of the turbulent dispersion force is the interaction of single bubbles
with the turbulent eddies of the continuous phase. This force has the effect that
bubbles move from regions of high to low concentration. More detailed information
about the modeling of the turbulent dispersion force can for instance be found in [80,
145, 176].

The virtual mass force can be explained by the fact that the acceleration of a bubble
causes a force to move the fluid around the bubble. Detailed information about the
modeling can be found in literature (e.g. [39, 80, 180]).

In the scope of this work, the conservation of energy is not discussed in detail, as
the phases are considered incompressible and no heat transfer is considered. The
incompressible treatment can be justified with the low Mach number flow [177]. Even
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though the speed of sound in water reduces due to the presence of a vapor phase,
it is still significantly larger compared to transport velocity of the flow. For further
information on the conservation of energy for multiphase flows it has to be referred
to literature (e.g. [51, 80, 177]).

Treatment of the Vapor Phase

For the inhomogeneous model three different treatments of the vapor phase are pos-
sible: continuous, monodisperse and polydisperse. When a huge connected cavitation
volume forms, like stable sheet cavitation at the leading edge of a hydrofoil, this phase
can be handled continuous. On the other hand, cavitation often occurs in the form
of single bubbles, for instance in cloud cavitation. Then, a dispersed treatment of
the vapor phase should be selected. If the bubbles have a similar size they can be
handled monodisperse. As criterion whether the bubbles are close to a single size, the
standard deviation of the mean bubble diameter should be less than ten percent [39].
For a wider range of bubble sizes, a polydisperse treatment is advisable, which re-
quires additional modeling with a population balance approach. It considers on the
one hand that a wide range of different bubble sizes exists, which is relevant as the
size has a significant impact on the flow behavior. On the other hand, a population
balance approach takes into account coalescence and breakup of bubbles and hence is
able to resolve changes in the bubble size distribution.

In the scope of this work, the multiple size group (MUSIG) model is applied, which
is a class method approach. The basic idea behind the MUSIG model is to discretize
the particle size distribution into a discrete number of size fractions. Changes in the
particle size distribution caused by coalescence and breakup are considered by inter-
fraction mass transfer to balance mass conservation [80]. For the simpler homogeneous
MUSIG model, all bubbles move with one common gas velocity, while the inhomoge-
neous MUSIG model, firstly introduced by Shi et al. [146] takes into account different
velocity classes. The application of the inhomogeneous MUSIG model is necessary
when the radial separation of small and large bubbles is relevant, while otherwise the
homogeneous MUSIG model is sufficient [96]. To account for the interaction of bub-
bles, models for coalescence and breakup have to be applied. For the simulations with
the MUSIG model, the breakup model of Luo and Svendsen [105] and the coalescence
model of Prince and Blanch [133] are used. There is a variety of other population
balance approaches available that are not applied within this study. For further infor-
mation it is referred to literature (e.g. [33, 80, 114]).
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3.1.2 Homogeneous Model

The application of the inhomogeneous model is quite complex and simulations are time
consuming. Thus, simplified two-phase modeling approaches may be more feasible
for certain types of flows. The homogeneous model can be derived from the two-
fluid model with the assumption that the relative motion between the phases can be
neglected [92]. This corresponds to equilibrium between the phases that is caused by
a large interface transfer rate [7] when the two phases are strongly coupled [80]. As
a consequence, the two-phase system can be handled as one mixture m. This results
in the fact that the computational effort is significantly decreased compared to the
inhomogeneous model, as only one set of equations needs to be solved for the mixture.
For the homogeneous model, the continuity equation is

∂ρm

∂t
+
∂
(
ρmUm

j

)
∂xj

= 0 (3.8)

and the momentum equations are:

∂ (ρmUm
i )

∂t
+
∂
(
ρmUm

i U
m
j

)
∂xj

= − ∂p

∂xi
+ ∂

∂xj

(
(µm + µmt ) ∂U

m
i

∂xj

)
+ ρmgi (3.9)

Furthermore, a transport equation for the volume fraction α needs to be solved. This
equation takes into account transport of the different phases as well as the mass
transfer caused by cavitation.

∂ρlαl

∂t
+
∂
(
ρlUm

j α
l
)

∂xj
= Γl (3.10)

Equation 3.2 and 3.3 are also valid for the homogeneous model. For problems where
the total behavior of the two-phase mixture, rather than the local flow of each phase,
is of main interest, the homogeneous model can be effective in many cases [19, 80].

3.1.3 Volume of Fluid Method

The Volume of fluid (VoF) method is a widely used approach for two-phase modeling
and can be considered as related to the homogeneous model. However, the homoge-
neous model can be applied to flows with interpenetrating fluids - e.g. dispersed phase
in a continuous phase - while for the VoF method the fluids are typically separated
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and the interface is tracked. Thus, the VoF method becomes of interest when there is
a distinct separation between the different phases like for stratified or slug flows [9].
As in Francis turbines cloud cavitation might be present on the runner blades, which
does not fulfill the criterion that the fluids do not interpenetrate, the VoF method is
not further considered in the scope of this study.

3.1.4 Two-Phase Model Selection

As already highlighted in the model descriptions, the appropriate selection of the two-
phase modeling approach depends on the flow conditions. The dimensionless Stokes
number is a good measure for the flow behavior of a bubble in a moving liquid [9]:

St = τV
τF

=
ρvd2

b

18µl
τF

(3.11)

Therein, τV denotes the momentum response time, which is a function of density of
the vapor phase ρv, bubble diameter db and dynamic viscosity of the liquid phase µl.
The characteristic time scale of the flow field τF can be approximated by the ratio of
a characteristic length and velocity scale.

The Stokes number determines the kinetic equilibrium of the bubbles with the sur-
rounding liquid. In the easiest case (St � 1) the bubbles can be considered to be in
velocity equilibrium with the surrounding liquid. Thus, the bubbles have enough time
to adapt to changes in the flow field. Consequently, the problem can be seen one-way
coupled and the homogeneous model should be applied as it is less expensive. On the
other hand, for large Stokes numbers (St � 1) the bubbles have a slow response to
changes in the surrounding liquid. As a result, velocity equilibrium does not occur and
the inhomogeneous model is advisable for this two-way coupled problem. [39, 177]

Brennen [25] describes a different concept for the selection of the two-phase modeling
approach. Nevertheless, this concept is similar as it is also based on the ratio of
momentum response time and flow field time scale. Thus, it is not described in more
detail.

3.1.5 Cavitation Model

Mass transfer between two phases needs to be considered by a cavitation model. The
mass transfer is considered in the governing equations by the interfacial mass source
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Γ (see equations 3.1 and 3.10). In the scope of this study, the Zwart model [183]
is applied. It is based on a simplified Rayleigh-Plesset equation and distinguishes
between evaporation and condensation process that are treated differently:

Γl = −Fe
3αnuc(1− αv)ρv

Rnuc

√
2
3
pvap − p

ρl
if p < pvap

Γl = Fc
3αvρv
Rnuc

√
2
3
p− pvap

ρl
if p > pvap

(3.12)

Both processes have in common that they are driven by the difference between static
pressure p and vapor pressure pvap. Condensation takes place when pressure exceeds
vapor pressure, while evaporation happens when pressure is falling below vapor pres-
sure. The Zwart model contains the radius Rnuc and volume fraction αnuc of the
nucleation site, which are model constants. Furthermore, Fe and Fc denote the em-
pirical calibration coefficients for evaporation and condensation process. In the scope
of this study, two different sets of model constants are applied. On the one hand, the
recommended model parameters by Zwart et al. [183] are used. On the other hand,
Morgut et al. [116, 117] determined Fe and Fc by calibrating these coefficients for
the flow around a NACA66mod hydrofoil. The constants for both parameter sets are
listed in table 3.1.

Table 3.1: Cavitation model constants.

Fe Fc Rnuc [µm] αnuc
Zwart [183] 50 0.01 1.0 0.0005
Morgut [117] 300 0.03 1.0 0.0005

A variety of other cavitation models are available in literature. Models that are also
often used are for instance the Kunz model [98], the Full Cavitation Model [147] or the
Schnerr and Sauer model [143]. However, simulation results by Morgut et al. [116, 117]
indicate that no significant differences can be noticed for different cavitation models
with calibrated cavitation constants. Thus, in this work, only the Zwart model is
applied.

The huge density difference between liquid and vapor phase of water can lead to sta-
bility issues in the numerical treatment. For that reason in ANSYS CFX a maximum
density ratio is implemented into the transport equation of the volume fraction that
by default is set to 1,000 [7]. The impact of maximum density ratio has been stud-
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ied in different publications [86, 181]. Both studies conclude that a higher maximum
density ratio leads to a larger cavitation volume and can result in a better agreement
to measurements. However, it has to be evaluated whether numerical stability issues
arise.

3.2 Turbulence Modeling

For numerical simulations of hydraulic machines, turbulence modeling is an important
aspect. As a Direct Numerical Simulation (DNS) for this high Reynolds number appli-
cation is nowadays impossible [11], Reynolds-Averaged-Navier-Stokes (RANS) models
and Large-Eddy-Simulation (LES) can be considered to account for capturing effects
caused by turbulence.

3.2.1 RANS

The idea behind the RANS approach is that for many engineering applications av-
eraged values (e.g. of velocity or pressure) are of main interest. Consequently, an
instantaneous quantity φ is described by its time-mean value φ̄ and the fluctuation φ′:

φ = φ̄+ φ′ (3.13)

Applying this relation to the Navier-Stokes-Equations and performing a time average,
results in the RANS formulation. The averaging process introduces Reynolds stresses.
To close the system of equations a turbulence model has to be applied. Typically,
either eddy-viscosity models (EVMs) or Reynolds stress models (RSMs) are used. For
a more detailed review of the different models it is referred to literature (see e.g. [11]).

In the scope of this study, the Shear-Stress-Transport (SST) model by Menter [111] is
applied, which is assigned to EVMs. It is a state-of-the-art two-equation model that
is validated against many practical applications like for example turbomachines [11].
However, EVMs are based on the assumption of homogeneous turbulence, which comes
across with the fact that they cannot capture effects like system rotation and stream-
line curvature [148]. As RSMs are less robust and computationally more expensive
Spalart and Shur [150] developed an approach to overcome this weakness of EVMs.
An adaption to the SST model - in the following called curvature correction - has
been performed by Smirnov and Menter [148] that shows promising results.
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Wall functions are often used in CFD simulations to reduce grid size and consequently
decrease the computational effort. In terms of wall functions, the dimensionless wall
distance y+ plays a major role. It is defined by the friction velocity uτ , the distance
to the nearest wall y and the local kinematic viscosity ν:

y+ = uτy

ν
(3.14)

If no wall functions are used, the boundary layer resolution should be down to y+ ≈ 1.
This allows to properly resolve the viscous sublayer. The theory of wall functions is
based on the existence of a region in wall proximity where the boundary profile in
wall normal direction follows a logarithmic law [61]. With no further treatment wall
functions should only be applied to y+ > 30 [61]. However, as this criterion cannot
be fulfilled in complex flows that can face detachment, further developments of wall
functions have been made like the automatic wall treatment proposed by Menter and
Esch [110]. The automatic wall treatment blends between wall resolved regions and
regions of the logarithmic law.

3.2.2 LES

LES is an approach that is between RANS and DNS for both, accuracy and compu-
tation cost. In LES simulations, the large scales are fully resolved, while the small
scales are modelled. The separation of resolved large eddies and small sub-grid scales
is obtained by spatially filtering the Navier-Stokes equations. The use of LES is get-
ting more and more popular. However, due to the significant higher computational
effort of LES, in industry applications RANS is nowadays still applied in most cases.
For hydraulic turbine simulations, a wall-resolved LES is still at the limits of feasi-
bility. Krappel et al. [95] applied meshes up to 300 million elements that still did not
completely fulfill the requirements of wall layer resolution (y+ < 1, ∆x+ ≈ 50 − 150
and ∆z+ ≈ 15− 40) [130].

3.2.3 Scale Resolving Simulation

As simulations based on RANS turbulence models cannot capture certain flow features
and LES is nowadays not completely feasible, hybrid RANS-LES modeling concepts
have been developed. These so called scale resolving simulation (SRS) approaches
can at least resolve a part of the turbulence spectrum [112]. The motivation of SRS
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models is on the one hand an increased accuracy compared to RANS models and on
the other hand their ability to resolve flow features that cannot be captured with
RANS simulations, which is important for instance for vortex cavitation [112]. In the
scope of this work, the Stress-Blended Eddy Simulation (SBES) model [113] is applied
that uses the RANS model in the boundary layers and resolves the large eddies away
from the wall [112].

The idea behind the SBES model is to blend between RANS and LES models by a
shielding function fs. This shielding is carried with the stresses. In the event that both
models are EVMs the blending can be directly performed for the eddy viscosity µt:

µt = µRANSt fs + µLESt (1− fs) (3.15)

For the applications in this work, the SST and WALE model are selected as RANS
or LES model respectively. [113]

3.2.4 Turbulence in Two-Phase Flows

For numerical simulation of two-phase flows, turbulence modeling is still of main im-
portance and is even more complicated compared to single-phase flows. The reason is
that it comes to interaction of the different phases, which leads to a modified turbu-
lence behavior [25]. Particles that are small compared to the most energetic eddy do
absorb energy from eddies which results in a reduction of turbulent energy [69]. On the
other hand, large particles are not following the turbulent fluid motion which causes
wakes that add turbulent energy. These explanations indicate that the turbulence
behavior is significantly affected by the Stokes number.

The following statements on turbulence modeling are all made for EVMs, as all the
applied models are based on this concept. This comes across with the assumption
that the eddy viscosity hypothesis is also valid for each phase in multiphase flows [8].
First of all, turbulence modeling in multiphase flows depends on whether the homoge-
neous or inhomogeneous model is applied. For the homogeneous model, the mixture
is treated as one fluid and thus a single turbulence field is solved for the mixture [7].
Consequently, for this approach the turbulence modeling is equivalent to single-phase
simulations.

For the inhomogeneous model, the turbulence modeling becomes more complex. One
widely used approach is to apply standard turbulence models like the k-ε model and
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add specific production and dissipation terms [70, 149]. Another common approach
that is used within this work is to compute the turbulent viscosity of the continuous
phase (c) as the sum of a shear induced and a particle induced component:

µt,c = µt,s + µt,p (3.16)

The particle induced eddy viscosity can for example be modeled with the Sato
model [138].

To save computational time by reducing the number of transport equations that need
to be solved, it is common practice to use a simpler approach for the turbulence
modeling of a dispersed phase [177]. In the Dispersed Phase Zero Equation Model,
the turbulent viscosity of the dispersed phase is derived from the continuous phase in
the following way:

µt,d = µt,c
σP

ρd
ρc

(3.17)

The Prandtl number σP is often set to one, which is applicable when the particle
relaxation time is short compared to time scales of turbulence dissipation [8, 177]. For
more detailed explanations on turbulence modeling in multiphase flows it has to be
referred to literature (e.g. [114, 177]).
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The simulation of two-phase flows with phase change is a challenging task. Suitable
modeling approaches are necessary to correctly predict the existing flow conditions.
For the selection of appropriate models for the Francis turbine simulations, test cases
on two different hydrofoils are investigated in this chapter. The focus lies on the
discussion how different models and model parameters affect the accuracy of the
simulation result.

4.1 NACA66mod

First, the cavitating flow around a NACA66mod hydrofoil is investigated. This test
case is characterized by a quasi-steady sheet cavity that develops close to the leading
edge of the suction side. The measurements were performed in the high-speed water
tunnel at the California Institute of Technology [90] by Shen and Dimotakis [144].

4.1.1 Setup

Contrary to the numerical investigations of Morgut et al. [117], this test case is in-
vestigated three-dimensional (3D). In spanwise direction the cavitation tunnel has a
width of 0.152m. The length of the simulation domain is 9 times the chord length of
the hydrofoil, with the hydrofoil being located approximately 3 chords downstream
of the inlet boundary condition (see figure 4.1). This is in good agreement to the
simulation domain used by Morgut et al. [117].

All simulations are performed steady state with an inlet velocity U∞ = 12.2m/s. At
the outlet, the static pressure pref is prescribed to set a cavitation number σ = 1.0
according to the definition of equation 2.1. The incidence angle of the hydrofoil is 4°.
The SST model is applied for turbulence and at the inlet a turbulence intensity of 5%
and a turbulent length scale that corresponds to 5% of the chord length are assumed.
For spatial discretization the high resolution scheme is used.

35
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U∞ = 12.2
c

3.5c 5.5c

5c

Figure 4.1: Sketch of the simulation domain of the NACA66mod case (not drawn in scale).

A mesh independence study has been performed with single-phase simulations in a
preliminary study. The final mesh has a total number of approximately 1.6 million
hexahedrons and an averaged y+-value of 34. The results of the mesh independence
study are in good agreement with the 2D results of Morgut et al. [117] and are thus
not presented more detailed.

4.1.2 Numerical Investigations

For the NACA66mod hydrofoil homogeneous and inhomogeneous two-phase model-
ing approaches are applied including variations of model parameters. The results are
compared to experimental results to select suitable models with respect to accuracy
and computational effort. Measurements are available for negative pressure coefficient
−cp at different locations along the suction side of the hydrofoil, which is defined as
follows:

−cp = pref − p
0.5ρlU2

∞
(4.1)

For validation of the computational setup serves a simulation at non-cavitating condi-
tions. The course of negative pressure coefficient along the suction side of the hydrofoil
is displayed on the left side of figure 4.2. A good agreement between simulation and
measurement can be stated. Consequently, the described setup is applied for further
investigations at cavitating conditions.
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Homogeneous Model

As initial simulation (iniHomog) serves the setup using the homogeneous model, the
cavitation model constants from Zwart et al. [183] and a maximum density ratio of
1000. Compared to this simulation, the cavitation model constants are changed to
the recommended constants from Morgut et al. [117] in setup CcCvMorgut (see also
table 3.1). The second variation - called MDR20000 - uses the Zwart constants but a
maximum density ratio of 20000 as proposed by Zhang et al. [181].
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Figure 4.2: Pressure coefficient distribution at the suction side wall of the NACA66mod
hydrofoil. Left: Non-cavitating conditions. Right: Cavitating conditions. For
simulations the homogeneous model is used with different two-phase parame-
ters.

A comparison of the wall pressure distribution at the suction side of the hydrofoil is
displayed on the right side of figure 4.2. The cavity closure is located in the region
where −cp drops from 1 to smaller values in the experimental data. It can be observed
that the initial simulation underestimates the length of the cavitation region. On the
other hand, the simulations with adjusted cavitation model constants and maximum
density ratio are in better agreement with the measurement concerning the cavity
closure region. This indicates that both parameters can have a relevant impact on
simulation accuracy. The setup CcCvMorgut seems to still slightly underestimate the
cavity length, which is contrary to the results from Morgut et al. [117]. This can be
explained by the fact that in this study the test case is investigated 3D, which results
in different losses in the cavitation tunnel and consequently differences in pressure level
and cavitation volume. Nevertheless, the calibrated constants for the 2D simulations
lead also to a significant improvement for the 3D results.

The visualization of the vapor volume fraction at the leading edge of the hydro-
foil is shown in figure 4.3. It can be observed that for the setups CcCvMorgut and
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MDR20000 a significantly more pronounced cavitation region is forming, which could
already be expected from the cp distribution. Both measures - changing the cavitation
model constants and increasing the maximum density ratio - result in an increased
cavity volume. Especially for setup CcCvMorgut, the development of a re-entrant jet
in the cavity closure region can be observed that, however, is weak enough that the
sheet cavity remains stable.

iniHomog MDR20000

CcCvMorgut

Figure 4.3: Visualization of the cavitation volume on the suction side of the NACA66mod
hydrofoil. Shown is the vapor volume fraction for different simulation results
with the homogeneous model.

Inhomogeneous Model

The reference setup for the simulations with the inhomogeneous model treats the vapor
phase as dispersed fluid with a characteristic diameter of 1mm for the dispersed phase.
Furthermore, a constant drag coefficient CD = 0.44 is set and all other interfacial
forces are neglected. The impact of different two-phase parameters is investigated by
changing one of the parameters per setup. For all simulations, the constants of the
cavitation model and the maximum density ratio are set just like for setup iniHomog.

First, the impact of the diameter of the dispersed phase is investigated. Simulations are
performed with four different diameters: 1 µm, 10µm, 0.1mm and 1mm. The values
are selected based on investigations by Maeda et al. [107] who showed that the bubble
radius in a cavitation cloud ranges from some micro meters up to approximately
0.1mm. Furthermore, the upper limit of 1 mm is chosen as on the one hand cavitation
bubbles can reach this size and on the other hand a further increased bubble diameter
led to divergence of the simulation. The differences between the different dispersed
phase diameters for the distribution of −cp are presented in figure 4.4. With decreasing
diameter the pressure rise in the cavity closure region moves closer to the leading edge.
For the smallest diameter, the simulation results with the inhomogeneous model are
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similar to the results with the homogeneous model (iniHomog). The reason is that with
decreasing diameter of the dispersed phase the drag force is reduced (see equation 3.5),
which results in negligible relative motion between liquid and vapor phase. Compared
to the measurement the selection of dispersed phase diameter 1mm gives the best
agreement.
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Figure 4.4: Pressure coefficient distribution at the suction side wall of the NACA66mod
hydrofoil using the inhomogeneous model with different two-phase parameters.

In figure 4.5, the cavitation volume that is forming at the suction side of the leading
edge is displayed. It can be observed that evaporation grows with increasing diameter.
Analog to the findings for the pressure coefficient distribution, setup iniHomog and
the smallest diameter (disp1µm) are similar. For diameter 0.1mm a re-entrant jet is
forming that is also present for diameter 1mm.

In the next step, the impact of the treatment of the vapor phase is investigated. The
three different treatments continuous, monodisperse and polydisperse are compared.
For the polydispersed simulation ten size groups are used and minimum and max-
imum diameter are set to 1 µm and 1mm, respectively. Regarding the distribution
of the pressure coefficient (see figure 4.4), the three different setups show a simi-
lar behavior and are in good agreement with the experiment. The comparison of the
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iniHomog disp1µm

CcCvMorgut disp10µm

MDR20000 disp0.1mm

SchillerNaumann disp1.0mm

IshiiZuber polydisp

turbulentDispersion continuous

Figure 4.5: Visualization of the cavitation volume on the suction side of the NACA66mod
hydrofoil. Shown is the vapor volume fraction. The abbreviation disp represents
monodispersed results.

cavitation volume (see figure 4.5) indicates small differences. Monodispersed and poly-
dispersed treatment show a similar formation of the re-entrant jet, but evaporation
is slightly stronger for the monodispersed simulation. Contrary to that, the contin-
uous treatment of the vapor phase results in a smaller re-entrant jet. Which of the
three simulations is closest to the measurement cannot be answered as there is no
experimental visualization available that would allow an assessment of the shape of
cavitation volume.

Furthermore, the impact of the drag coefficient that is needed for the calculation of
the drag force is evaluated. A comparison is made between setting the drag coefficient
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to a constant value CD = 0.44, using the Schiller Naumann drag model and the Ishii
Zuber drag model (see also section 3.1.1). Both, distribution of pressure coefficient
and shape of cavitation volume show only negligible differences. This leads to the
conclusion that investigated flow fulfills the criteria for the application of a constant
drag coefficient.

Last, it is investigated how turbulent dispersion force affects the simulation results.
As displayed in figure 4.4 and 4.5 it has only minor effect and will consequently be
neglected in further investigations. Furthermore, other interfacial forces like lift or
virtual mass are neglected so that only drag force is taken into account.

All in all, it can be stated that for this test case a good agreement between simulation
and measurement can be achieved for both, homogeneous and inhomogeneous two-
phase modeling, when selecting appropriate parameters. As the NACA66mod test
case is quite simple because it only contains a stable sheet cavity and no other forms
like vortex induced cavitation, a second test case is investigated in the following.

4.2 NACA0009 with Tip Leakage Vortex

In this section different two-phase setups are investigated for the cavitating flow
around a NACA0009 hydrofoil. Due to a gap between one side wall of the cavita-
tion tunnel and the hydrofoil a tip leakage vortex forms. Besides the cavitating tip
leakage vortex, cloud cavitation and a cavitating tip separation vortex occur (see fig-
ure 4.8). The occurrence of different forms of cavitation makes this test case more
challenging compared to the NACA66mod investigations. At the cavitation tunnel
of the EPFL a lot of experiments have been performed for the NACA0009 hydrofoil
including variations of the gap width and incidence angle [52–54].

Different numerical studies were performed for this test case. In single-phase investi-
gations the impact of gap width and incidence angle was analyzed [42]. The results of
two-phase simulations using a mesh with around 2 million cells performed by Decaix
et al. [43] indicate that the vorticity in the vortex core is underestimated. To obtain
a cavitation volume similar to the one observed in the experiments, their simulations
were thus carried out at significantly lower pressure level compared to measurement.
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4.2.1 Setup

The NACA0009 foil has a chord length of c = 0.1 m and was truncated from initially
0.11m. Furthermore, it is characterized by a maximum thickness hm = 9.9 mm and a
span of 0.15m. To limit cavitation in the gap caused by the tip separation vortex, the
foil tip is rounded on the pressure side with a radius of 1mm [54]. The foil tip rounding
is considered in the simulation model. However, to facilitate meshing, a small radius of
0.1mm is put on the suction side of the blade that is not present in the experiments.
That the foil tip rounding has a relevant impact on the numerical results was already
observed by Guo et al. [71].

Figure 4.6: Simulation domain of the NACA0009 test case with the measurement planes.
Top: Zoom on the top view of the main subdomain.

Within this study, all simulations are performed for 10° incidence angle and a normal-
ized tip clearance τ = 1, which is defined as the ratio of gap width and hm. Analog to
the NACA66mod case, a block profile is prescribed at the inlet boundary condition.
There, a velocity U∞ = 9.78 m/s is set, which corresponds to the equal discharge from
the experiments with wref = 10 m/s. The small deviation results from the consid-
eration of the boundary layer at the wall that is present in the measurements [54].
Furthermore, a turbulence intensity of 5% and an eddy length scale that corresponds
to 5% of the chord length are set. The pressure level is prescribed by setting the aver-
age static pressure at the outlet boundary condition. For all simulations, the pressure
level is characterized by the static pressure at the inlet p∞ = 1 bar.

The total length of the simulation domain is 16.5 times c, with the inlet boundary
condition located 3.5 chords upstream of the hydrofoil and the outlet boundary condi-
tion 12 chords downstream. The simulation domain consists of three subdomains (see
figure 4.6) to reduce the total amount of cells. To accurately resolve the tip leakage
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vortex, the region around the wing - extending from 1.5 chords upstream to 4 chords
downstream of the hydrofoil - consists of a fine mesh. For the two subdomains away
from the wing, a coarser mesh resolution is selected.

Spatial discretization is selected depending on the turbulence model. While for simu-
lations with the SST model a high resolution scheme is applied, investigations with the
SBES model are performed with a bounded central differencing scheme. All unsteady
simulations use a second order backward Euler scheme for temporal discretization.
The selected time step is 10−5 s, which corresponds to an RMS Courant number of
0.35.

Stereo PIV measurements of velocity components u, v and w at non-cavitating condi-
tions are available for three measurement planes. These planes are located downstream
of the wing at locations z/c = 1, 1.2 and 1.5 (see figure 4.6). The experimental re-
sults at non-cavitating conditions serve for selection of mesh resolution and turbulence
model with a single-phase setup.

4.2.2 Single-Phase Investigations

For the selection of a suitable mesh resolution, a mesh study is performed with steady
state single-phase simulations using the SST turbulence model. First, the global mesh
refinement is investigated for a constant average y+-value of 35. In figure 4.7, the
representative cavitation volume of the tip leakage vortex is plotted over the number
of cells. Therein, the representative cavitation volume of the tip leakage vortex is the
volume of cells in the single-phase simulation where the static pressure falls below
vapor pressure in the region of the tip leakage vortex. It can be observed that the
coarsest meshes 4M and 11M cannot capture the low pressure region in appropriate
manner. The results indicate that the issues of not correctly capturing the cavitation
volume from Decaix et al. [43] can, at least in parts, be traced back to a too coarse
mesh resolution.

In figure 4.7, the black dots represent meshes that are globally refined, while the
blue dot (mesh 30M) uses the resolution of mesh 26M but with a local refinement in
the region of the tip leakage vortex. It is obvious that mesh independent results are
not fully achieved. However, a relevant low pressure region in the tip leakage vortex
region exists for the finer meshes. Furthermore, the velocity profiles only show minor
differences for the finer meshes [165] and the computational effort should remain in a
feasible range. Based on this, the mesh with 30M is selected for further investigations.
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Figure 4.7: Representative cavitation volume of the tip leakage vortex from steady state
single-phase simulations with different global mesh resolutions and an average
y+-value of 35.

a) Experiment with cavitation [54] b) SST model without curvature correction

c) SBES model d) SST model with curvature correction

Figure 4.8: Visualization of regions in single-phase simulations with a high probability that
cavitation occurs and comparison to measurement at cavitating conditions.
Displayed is an instantaneous snapshot of the isosurface of the static pressure
at vapor pressure.

In the next step of the mesh study, the boundary layer resolution was investigated.
The results that are published more detailed in [165] show that the boundary layer
resolution has a relevant impact on the developing velocity profile and a y+-value of
1 should be used. Including a boundary layer resolution of y+ = 1 results in the final
mesh that has approximately 46M cells and is used in the following.

Finally, the impact of the turbulence model is analyzed with unsteady simulations.
The investigated turbulence models are the SST model, the SST model with curvature
correction (SSTwCC) and the SBES model. An isosurface of the static pressure at
vapor pressure for an instantaneous snapshot is displayed in figure 4.8 and a high-
speed picture of the experiments with cavitation is displayed for comparison. All
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turbulence models can capture the tip leakage vortex and the tip separation vortex
to some extent.

The SST model has the smallest region where static pressure is falling below vapor
pressure. Concerning the length of the isosurface, SST model with curvature correc-
tion and SBES model are similar with a slightly longer extension for the SBES model.
The fact that the low pressure region of a vortex is better captured by the SBES
model compared to the SST model without curvature correction is in good agreement
with simulations of the inter-blade vortices in a Francis turbine at deep part load
conditions [167]. Furthermore, the results show that only the hybrid RANS-LES sim-
ulation can capture small scale turbulent structures that are especially present at the
tip separation vortex in the gap but also at the tip leakage vortex. For all models it
can be stated that cloud cavitation cannot be captured. This can be explained by the
usage of single-phase simulations. As in the single-phase simulations no real cavity
forms, a boundary layer separation does not occur (see also section 2.1).

To further quantify the accuracy of the simulations with different turbulence models,
u-, v- and w-component of the velocity are compared to single-phase measurement
results. In figure 4.9, the results for measurement plane z/c = 1 are shown along
a line at x/c = 0.12 and a line at y/c = 0.14. These lines are selected to pass the
regions of highest velocity gradients from the measurements. They are also displayed
in figure 4.10.

For the u-component, the velocity minimum at y/c = 0.05 is best met by the SST
model. On the other hand, the SBES model can better capture the steep velocity gradi-
ent around y/c = 0.15 and the velocity maximum at y/c = 0.2. Furthermore, the SBES
model can resolve features from the experiment like change in slope around y/c = 0.1
and y/c = 0.25 that are not captured by the RANS simulations. Regarding the v-
component, RANS models show a better agreement with the measurement compared
to SBES model in the region close to the wall of the cavitation tunnel (x/c < 0.1).
The steep gradient around x/c < 0.12, which results from the tip leakage vortex, is
better captured by the simulations SSTwCC and SBES. For the w-component, the
SST model with curvature correction shows the best agreement with the experiment
as it is the only simulation that has also a distinct velocity maximum at x/c ≈ 0.12.

A contour plot of all velocity components is displayed in figure 4.10. As already iden-
tified in the velocity distribution along the lines, the turbulence model has a relevant
effect on the results. The SST model, for instance, fails to accurately predict the steep
gradients caused by the tip leakage vortex that can be observed in u- and v-component
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Figure 4.9: Distribution of averaged u-, v- and w-component of the velocity along line
in x- or y-direction, respectively, at measurement plane z/c = 1. The lines
are located at x/c = 0.120 and y/c = 0.139. Experiments were performed by
Dreyer et al. [54]. Velocities are made dimensionless with wref = U∞ = 10 m/s.

(compare range between maximum and minimum velocity around x/c ≈ 0.12). This
results in reduced vorticity and can explain the shorter extension of the low pressure
region in figure 4.8 compared to the other models. Regarding the u-component, the
SBES model shows the best qualitative agreement with the measurement in the region
y/c < 0. For the w-component, the RANS simulations can better capture the region
of velocity deficit around y/c ≈ −0.12 and x/c > 0.2 that is caused by the wake of
the hydrofoil. As already identified in the line plot, the best qualitative agreement
with the experiment for the w-component can be achieved with the SST model with
curvature correction.

The results for the measurement planes located at z/c = 1.2 and 1.5 are not discussed
here as they show similar tendencies. For the interested reader the results are attached
in appendix A.
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Figure 4.10: Contour plot of the dimensionless velocity components u, v and w in mea-
surement plane z/c = 1 for measurement [54] and single-phase simulations
with different turbulence models.
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All in all, it can be summarized that the three turbulence models result in different
velocity distribution. Every model has regions where significant deviations to the
measurement can be observed. Nevertheless, it can be concluded that SSTwCC model
and SBES model show a better agreement with the experiment compared to the SST
model. They are thus used for further two-phase investigations.

4.2.3 Two-Phase Investigations

The investigations on the NACA66mod hydrofoil showed that variations of the two-
phase modeling resulted in a different extension of the cavity length. Consequently,
further two-phase analyses are performed for the NACA0009 case. For this test case,
no velocity profiles were measured for cavitating conditions. The only available data
from two-phase experiments are images that were recorded with a high speed camera.
On the one hand, single images can be compared with instantaneous snapshots from
the different simulation results. On the other hand, the superposition of hundreds of
images allows making a comparison with time-averaged results.

In figure 4.11, the cavitation regions for various simulation setups are displayed and
can be compared with the experiment. The cavitation regions are displayed by iso-
surfaces of the vapor volume fraction at two different thresholds. At first glance, it
can be stated that the turbulence model has a much more significant impact on the
developing cavitation regions. While the result with the SST model with curvature
correction is significantly different, the other simulation results resemble one another.

A comparison of the cloud cavitation at the leading edge shows that the setup that uses
the SST model with curvature correction underestimates the cavitation occurrence in
this region compared to the measurement. On the other hand, the SBES simulations
overestimate cavitation at the leading edge. Concerning the tip separation vortex,
again the SBES simulations overestimate the cavitation compared to the experiment.
Nevertheless, in the instantaneous snapshots it can be observed that vortical structures
can be observed. Contrary to that, these vortical structures are not present for the
SST model with curvature correction. However, for that setup a better agreement
with the measurement can be stated for the cavitation volume of the tip separation
vortex.

For all simulation setups the occurrence of the cavitating tip leakage vortex shows a
reasonable agreement with the experiment in the region up to two thirds of the chord
length. After that the SBES simulations suffer from the fact that the overestimated tip
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a) Experiment [54]

b) Homogeneous - SSTwCC - model constants Zwart

c) Homogeneous - SBES - model constants Zwart

d) Homogeneous - SBES - model constants Morgut

e) Inhomogeneous - SBES - dispersed 0.01mm - drag CD = 0.44

f) Inhomogeneous - SBES - dispersed 0.1mm - drag CD = 0.44

g) Inhomogeneous - SBES - polydispersed - drag CD = 0.44

h) Inhomogeneous - SBES - dispersed 0.01mm - drag Schiller Naumann

αv = 0.05αv = 0.5

Figure 4.11: Visualization of the cavitation volume with two isosurfaces - αv = 0.5 and
αv = 0.05 - of the vapor volume fraction. Left: Instantaneous snapshot. Right:
Time-averaged result over 20,000 time steps.
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separation vortex unites with the tip leakage vortex. This results in an overestimated
cavitating vortex diameter further downstream. Only the RANS simulation does not
show the massive increase of cavitation volume in that region. However, the RANS
simulation underestimates the extension of cavitation occurrence of the tip leakage
vortex.

To recognize differences between the different simulations with the SBES turbulence
model a close look is necessary. For the homogeneous model the variation of the cavita-
tion model constants from Zwart to Morgut results in a slightly bigger cavitation vol-
ume in all regions. This is in agreement to the observations made on the NACA66mod
hydrofoil but less distinct. Comparing the inhomogeneous results with dispersed phase
diameter 0.01mm, 0.1mm and polydispersed treatment also shows a slight increase
in the cavitation volume, which matches the findings from the NACA66mod test case.
It has to mentioned that the use of a dispersed phase diameter of 1 mm resulted in a
diverging simulation. This can be explained by an increased relative velocity between
liquid and vapor phase that has a negative impact on the robustness of the simulation.
Finally, the simulation result using a constant drag coefficient is very similar to the
results obtained with the Schiller Naumann model, which is also in agreement with
the observations made on the NACA66mod test case.

All in all, it can be concluded that the turbulence model plays an important role
while the use of the inhomogeneous model does not lead to a significantly increased
simulation accuracy that would justify the higher computational effort. This can be
explained with the dimensionless Stokes number (see section 3.1.4). Due to the small
density of the vapor phase and relatively small bubble diameters, a velocity equilib-
rium can be assumed between cavitation bubbles and the surrounding water (St� 1),
which is the assumption of the homogeneous model.

4.3 Summary and Discussion

The results from the test cases show that there are several factors that can significantly
affect the accuracy of two-phase simulations. First, the two-phase modelling can have
a relevant impact on the results. For the NACA66mod case a good agreement with the
experiments could be achieved by using the homogeneous model with either adapted
constants of the cavitation model or increased maximum density ratio. Similar results
could be obtained with the inhomogeneous model with a dispersed phase diameter of
1 mm or polydispersed treatment. For the NACA0009 hydrofoil the same trends could
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be observed as for the NACA66mod case, but the changes between different two-phase
modelling setups were significantly smaller. All in all, it can be concluded that for
both test cases a setup with the homogeneous model exists that has a similar level of
accuracy to a setup with the inhomogeneous model. Consequently, the homogeneous
model is used for further investigations on the Francis turbine as it has the lower
computational effort and the simulations are more robust.

Furthermore, the turbulence model plays a major role for simulations with relevant
vortical structures, like for the NACA0009 test case. There, the use of the SST model
with curvature correction and the SBES model showed the best agreement with the
experiment. Nevertheless, with both models deviations to the measurement could be
observed.

Another important factor for vortex induced cavitation is the use of a suitable com-
putational grid. In the vortex core a pressure minimum develops that needs to be
resolved by a fine mesh resolution. This is crucial as otherwise cavitation occurrence
is significantly underestimated.





5 Francis Turbine Full Load Instability

In this chapter, which consists of three parts, the physical mechanism behind the full
load instability in a Francis turbine is analyzed. First, the setup is described and
validation is performed. Thereafter, the results from simulations at several constant
cavitation numbers in the range of the instability onset are used to identify significant
characteristic changes in the flow field from stable to unstable conditions. Finally,
different simulations are performed for the transition from stable to unstable to further
investigate the cause of the instability.

5.1 Setup and Validation

In this section, the applied setup is described. First, geometry and investigated operat-
ing point are outlined. Thereafter, the concept for data analysis is presented, followed
by the numerical setup. Finally, the results of the validation are presented.

5.1.1 Geometry and Operating Point

The investigated model Francis turbine has a specific speed nq ≈ 43 min−1 and consists
of 20 stay and guide vanes and 16 runner blades. For the simulations, the components
spiral case (SC), stay and guide vanes (SVGV), runner (RU) and draft tube (DT) are
considered (see figure 5.1).

In the scope of this thesis, a full load operating point is analyzed that has a discharge
factor QED = 0.260 and a speed factor nED = 0.288. Compared to best efficiency point
(BEP) the discharge is increased by factor 1.3. The guide vane opening is 28°, which
is around 8° wider opened compared to BEP. Based on IEC 60193 [76] the Reynolds
number is 5.1 · 106. For the investigated operating point, the full load instability oc-
curs when the cavitation number is decreased below a certain value. In figure 5.2,
the measurement results for a transition from stable to unstable and back to stable
conditions are displayed. It can be observed that the amplitude of pressure fluctua-
tions is moderate down to a critical cavitation number, which is approximately 0.155

53
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Figure 5.1: Simulation domain of the Francis turbine.

in the measurements. Below this σ-value, the pressure fluctuations increase dramati-
cally, which characterizes the regime of the instability. When the cavitation number
increases, around 0.155 the pressure fluctuations reduce significantly and a transition
back to stable conditions takes place.
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Figure 5.2: Transition from stable to unstable conditions. Experiments were performed by
EPFL. The location C1N can be found in figure 5.3.

5.1.2 Concept for Data Analysis

In the scope of this thesis, simulation results are analyzed at different points, lines
and planes. The focus is on runner outflow and the flow in the draft tube cone (see
figure 5.3). In the draft tube cone, data analysis is performed in four planes that
are located equally spaced in z-direction. The planes are located approximately 0.05,
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0.39, 0.73 and 1.08 times D1 below the runner exit, where D1 denotes the outer runner
outlet diameter. For comparison of velocity distributions, the results are investigated
along lines in x-direction that are situated in the different planes. Furthermore, the
locations C1N and C2N that are situated at the draft tube wall are used for the
analysis of pressure fluctuations.

plane 1

plane 2

plane 3

plane 4

C1N

C2N

line 1

line 2

line 3

line 4

x

Figure 5.3: Location of points, lines and planes that are used for data analysis. On the
right the averaging ribbon that corresponds to point DTin08 is displayed in
green.

To investigate the role of variations of velocity components and relative flow angle
β at the runner exit on the onset of the full load instability, monitor points are set
downstream of the runner blades. As these monitor points have fixed locations, while
the runner is rotating, the wake of the runner blades occurs periodically in the results.
The monitor points are located along a line that follows the course of the runner trail-
ing edge and are equally spaced. In the scope of this thesis, the focus of data analysis
is on point DTin08, which corresponds to midspan and is consequently related to the
mid of the runner blade. To be able to get a correlation between evaluated quantities
at the monitor points and the occurrence of blade cavitation, averaging ribbons are
defined. They are used to get one characteristic value of the blade cavitation volume
for the corresponding ribbon. An averaging ribbon consists of the volume between two
xy-planes that have a small offset in z-direction. Exemplarily, the averaging ribbon
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that corresponds to monitor point DTin08 is displayed in green on the right side of
figure 5.3. The reason why this averaging ribbon is located higher than point DTin08
is that the monitor points are situated slightly downstream of the runner trailing edge.

Mean Phase Averaging

For the full load instability a well-established periodicity is characteristic that can be
found in quantities like pressure fluctuations or oscillation of the cavitation volume.
However, small variations in frequency can be observed between different instability
cycles. Consequently, it is useful to determine mean phase averaged results that fa-
cilitate to determine correlations that are valid for all cycles. To split the signal into
its different cycles, the cavitation volume oscillation is used. As the simulation results
show a clear minimum of cavitation volume it is used as trigger to detect the different
cycles (see figure 5.4).
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Figure 5.4: Cavitation volume oscillation and phase angle for σ = 0.21.

In figure 5.5, it is investigated how the number of instability cycles that are used for
the averaging affects the solution. The plot shows the cavitation volume in the draft
tube over swirl number at plane 2 for σ = 0.21. It shows that the use of more than ten
instability cycles leads to only minor changes of the phase averaged results, while for
six and eight cycles still relevant differences can be observed. The curve for eight cycles
shows a small jump around minimum cavitation volume that looks at first glance like
an evaluation error. However, this can be explained by the differences between the
start of the first cycle and the end of the last cycle. In figure 5.4 it can be seen that
in the case that eight cycles are used for the averaging, the first cycle (t/tRU ≈ 6.33)
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starts at very small cavitation volume, while the last cycle (t/tRU ≈ 20.0) ends at
significantly higher cavitation volume. With increasing number of cycles this effect
diminishes with the disadvantage that the computational cost increases.
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Figure 5.5: Evaluation of the necessary amount of cycles that are used for the phase av-
eraging. The results originate from location plane 2 and the pressure level for
the simulation is σ = 0.21.

For the other planes, other cavitation numbers and other quantities similar observa-
tions can be made. Consequently, it is concluded that the use of twelve instability
cycles for the phase averaging is suitable for the following investigations. All phase
averaged results that are presented in the following have an angular window size of
2.5°, which is selected similar to experimental studies [121].

5.1.3 Numerical Setup

The numerical setup of the Francis turbine is based on the findings of the test cases.
Consequently, all two-phase simulations are carried out with the homogeneous multi-
phase modeling approach. Spatial discretization is just like for the NACA0009 test
case, which means that for the RANS simulations a high resolution scheme is used and
a bounded central differencing scheme is applied to simulations with the SBES model.
Furthermore, all unsteady simulations are performed with a second order backward
Euler scheme for temporal discretization.

The boundary conditions are set as follows: At the inlet of the spiral case, a constant
mass flow is prescribed. This is contrary to the findings from a previous study [163],
which stated that a constant mass flow boundary condition is not suitable to capture
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the full load instability. A thorough discussion on this will be made later in this
thesis. At the outlet, the static pressure is set. Thereby, six different constant values
are prescribed for the simulation results that are presented in section 5.2 and the
pressure is lowered for the results in section 5.3. Furthermore, interfaces are needed
between the subdomains. While between neighboring stationary parts a general grid
interface (GGI) is applied, a transient rotor stator approach is used between stationary
and rotating parts.

In a previous study [166], it was observed that the shape of the runner nut has a signifi-
cant impact on the shape of the cavitation volume in the draft tube. Consequently, the
geometry of the runner nut that is used for the simulations is chosen to be as close as
possible to the geometry that was used for the measurements. Furthermore, the study
showed that the impact of cavitation model constants is negligible but curvature cor-
rection leads to a more accurate prediction of the length of the cavitating vortex rope
for RANS. Thus, all following simulation results use the model constants proposed by
Zwart and all simulations with the SST model include curvature correction.

Table 5.1: Mesh size of the subdomains for used grids in million elements.

SC SVGV RU DT total
14M 0.7 2.2 5.9 4.9 13.7
48M 1.3 21.6 19.4 5.6 47.9

Additionally, a mesh study was performed with single-phase steady state simulations
that concluded that the mesh resolution of the runner mesh has the biggest im-
pact [166]. The proposed mesh has an average y+-value of 1 and around 48 million
cells (48M) in total. In table 5.1, the distribution for the different subdomains is listed
that shows that the majority of cells are in the parts SVGV and RU. As the com-
putational effort is significant for a fine mesh with 48M cells, a second mesh is used
within this study to have a setup that is feasible to perform a variety of different
simulations. This mesh has 14 million cells (14M) in total and is based on the findings
from the mesh study. Consequently, the highest mesh resolution can be found in the
runner, as this showed the highest sensitivity regarding the integral quantities head
and torque as well as quantities that are important for two-phase investigations like
minimum pressure in the draft tube cone. To save cells, the boundary layer is resolved
with an average y+-value of approximately 50, which means that wall functions are
used. As only some of the following simulation results are performed with mesh 48M,
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they are labeled accordingly, while unspecified simulation results are from simulations
with mesh 14M.

The time step for the simulation with the SBES model is selected to fulfill the criterion
that the RMS Courant number should be below 1. This results in a time step that
corresponds to a runner rotation of 0.24°. For the simulations with the SST model
the time step size is less restricted and for that reason a time step that corresponds
to 0.96° of runner revolution is selected, which is based on findings of a two-phase
investigation at stable conditions [166].

Finally, an appropriate number of coefficient loops needs to be set, which corresponds
to the number of iterations that are performed within one time step before going on
with the next time step. In literature, at least two examples can be found that state
numerical issues at the moment of pressure peak for the simulation of a Francis tur-
bine facing a full load instability (see [21, 44]). Furthermore, previous investigations
identified that increasing the number of coefficient loops leads to a more robust simu-
lation setup [163]. A suitable measure to analyze the number of necessary coefficient
loops is how good the continuity equation 2.9 is fulfilled.
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Figure 5.6: Deviation from continuity equation 2.9 for one instability cycle at σ = 0.19.
Investigated is the impact of the number of coefficient loops.

This is investigated for σ = 0.19, which corresponds to unstable conditions in the
simulation. In figure 5.6, the deviation from continuity equation within an instability
cycle is displayed for three, five and seven coefficient loops. With only three coefficient
loops, continuity equation is violated quite early. Shortly after half a runner revolution
the deviations become too large and simulation diverges. With five coefficient loops,
continuity equation is fulfilled over a longer period. However, after approximately
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1.4 runner revolutions it comes to a sudden violation of continuity equation that
results in a diverging simulation. This moment coincides with the occurrence of a
huge pressure peak when the cavitation volume is minimal. Continuity equation is
satisfied over the whole range only with seven coefficient loops.
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Figure 5.7: Discharge variations Qout−Qin in the simulation domain caused by cavitation
and first time derivative of the cavitation volume dVc/dt for σ = 0.21 and 0.22.
All results are made nondimensional by dividing by Qin. When the curves for
Qout − Qin and dVc/dt lie on top of each other continuity equation 2.9 is
satisfied.

To show that this number of coefficient loops is also valid for other cavitation numbers
and is appropriate for the following investigations, dVc/dt and Qout −Qin are plotted
in figure 5.7 over 20 runner revolutions for σ = 0.21 and 0.22. For both conditions, it
can be observed that the course of dVc/dt and Qout −Qin matches and consequently
continuity equation is satisfied. The different amplitude for the two cavitation numbers
results from the fact that σ = 0.21 corresponds to unstable conditions, while at
σ = 0.22 stable conditions can be observed. All in all, it can be stated that seven
coefficient loops are suitable for stable and unstable conditions.

5.1.4 Validation

For validation of the simulation setup, simulation results are compared with exper-
imental results for σ = 0.37. This cavitation number corresponds to a quite high
pressure level for which no cavitation occurs in the runner and only a thin and stable
cavitating vortex rope can be observed in the draft tube cone. At the described con-
ditions, PIV measurements are available that allows to validate the simulation setup
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by a comparison of axial and circumferential velocity distribution that are displayed
for line 2 in figure 5.8.
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Figure 5.8: Averaged axial (left) and circumferential (right) velocity distribution along
line 2 for σ = 0.37. Experiments performed by EPFL and published by Decaix
et al. [44].

A comparison of the different simulations with mesh 48M shows that the RANS
simulation and the simulation with the SBES model have a similar axial velocity
distribution over a wide range. Significant differences can only be observed in the
center of the draft tube cone that indicates that the cavitating vortex rope behaves
different between these setups. The RANS simulation with mesh 14M shows differences
for axial velocity in the outer region of the draft tube (|x/xref | > 0.6) and also in the
center in the region of the cavitating vortex rope. A comparison with the experimental
data shows that all setups can accurately predict the velocity distribution in the
range −0.6 < x/xref < −0.25. The regions close to the draft tube wall and around
the cavitating vortex rope in the center of the draft tube cone show deviations for all
setups. In the center, the maximum deviation of the RANS simulations is around 10%.
However, it has to be taken into account that in this region measurement accuracy
may suffer from the occurrence of the vapor phase.

For circumferential velocity distribution, again, a comparison of RANS and SBES
simulation show the highest difference in the inner part of the draft tube cone
(|x/xref | < 0.5) for mesh 48M. The coarse mesh differs especially in the regions
close to the draft tube wall and in the region 0.2 < x/xref < 0.6. A comparison with
the experimental data show that the simulations with the finer mesh are in better
agreement with the measurement in the region close to the wall. Nevertheless, the
simulation with mesh 14M has a better agreement with the experimental results in
the regions −0.6 < x/xref < −0.25 and 0.2 < x/xref < 0.35. All in all, it can be
concluded that for axial and circumferential velocity the coarser mesh has a slightly
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higher deviation to the experimental results. However, this deviation is still in a range
that appears to be tolerable.

Another important analysis that needs to be performed for validation of the simulation
setup is how well the cavitation volume can be predicted by the different simulation
setups. High-speed recordings of the experiments are presented in figure 5.9 that allows
carrying out a qualitative comparison. To facilitate the comparison between simulation
and measurement, the simulation results are displayed in perspective view.

Experiment 14M-SSTwCC 48M-SSTwCC 48M-SBES

[44]

αv = 0.05

αv = 0.5

Figure 5.9: Visualization of the cavitation volume with two different isosurfaces of the
vapor volume fraction for σ = 0.37. To facilitate the comparison between sim-
ulation and measurement, the simulation results are displayed in perspective
view. Top: Instantaneous snapshot - Zoom to the runner nut. Middle: Instan-
taneous snapshot. Bottom: Time-averaged results.

In the upper part of figure 5.9, a comparison of the observed cavitation volume in the
region of the runner nut can be performed. For all simulation setups as well as the



5.1 Setup and Validation 63

experiment the cavitation volume is not connected to the runner nut. Qualitatively,
the RANS simulation with mesh 14M shows the best agreement with the measurement
as on the one hand the distance of the cavitation volume to the runner nut is met
best. On the other hand the thickness of the observed cavitation volume agrees well
with the experimental observations.

In the middle row of figure 5.9, a snapshot is presented that shows a side view onto the
draft tube cone and in the last row, additionally, the time-averaged simulation results
are presented. Again, the RANS simulation setup with mesh 14M shows qualitatively
the best agreement as it has a long extension and also the diameter of the cavitating
vortex rope is met best. The instantaneous snapshot and averaged results show only
negligible differences for both RANS simulations, which indicates that a stable cav-
itation volume develops. Contrary to this, a huge difference between instantaneous
snapshot and averaged results can be observed for SBES simulation results. This is
caused by an oscillation of the cavitation volume for this setup, which is not present
in the experiments. The oscillation of cavitation volume comes across with significant
pressure fluctuations that are displayed in figure 5.10 and are a result of equation 2.15.
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Figure 5.10: Pressure at location C1N for σ = 0.37. All presented simulation results are
for mesh 48M. For the SST simulation curvature correction is applied.

Only minor pressure fluctuations can be observed in the measurement for pressure
probe C1N. While the results for the RANS simulation (SSTwCC) show a similar
amplitude of pressure oscillations, the two-phase simulation results with the SBES
model differ substantially. Contrary to this, single-phase simulation results, with apart
from that the same simulation setup, show a similar behavior as observed in the
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experiments. Consequently, it can be concluded that the significant differences of the
two-phase simulation with the SBES model are a result of an unphysical interaction
of turbulence model and the multi-phase modeling. The unphysical results from the
two-phase simulation with the SBES model show characteristics that are similar to
those that can be observed when it comes to the full load instability. Thus, it is not
suitable to use this setup for further investigations on the full load instability and all
further analysis are performed with the SST model with curvature correction.

5.2 Simulations with Constant Cavitation Number

To get an insight into the physical mechanism behind the full load instability it is cru-
cial to understand the changes in the flow field from stable to unstable conditions. For
that purpose, unsteady simulations are performed for the following cavitation num-
bers: 0.15, 0.19, 0.21, 0.22, 0.23 and 0.25. In the first part of this section, time-averaged
simulation results are presented for various quantities. After that, the unsteady be-
havior of the instability is analyzed. Finally, an explanation for the development of
the full load instability is proposed.

5.2.1 Time-Averaged Quantities

Within this section, all quantities are time-averaged. While the results for stable con-
ditions are averaged over 20 runner revolutions, for unstable conditions the averaging
period consists of 12 instability cycles. For mesh 14M these 12 instability cycle cor-
respond to 22.2 runner revolutions for σ = 0.15, 21.1 runner revolutions for σ = 0.19
and 20.0 runner revolutions for σ = 0.21.

Results for Mesh 14M

In figure 5.11, the average static pressure at measurement location C1N is displayed for
different cavitation numbers. As expected, the average static pressure decreases with
decreasing σ. More interesting is a comparison of the standard deviation, which can
be seen as a measure for the amplitude of pressure fluctuations. Standard deviation is
low for high cavitation numbers (σ ≥ 0.22). However, a small reduction in the pressure
level from σ = 0.22 to 0.21 results in a significant increase of standard deviation, which
illustrates the transition from stable to unstable conditions. It has to be noted that
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a high standard deviation can result in a high standard error of the mean. However,
this error is negligible within this study as approximatly 8,000 time steps are taken
into account for the averaging.
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Figure 5.11: Time-averaged static pressure at measurement location C1N and standard
deviation for different cavitation numbers.

In figure 5.12, the average cavitation volume in the draft tube and the standard
deviation are plotted for different cavitation numbers. For stable conditions it behaves
as expected: With decreasing cavitation number the cavitation volume increases. The
reason for this, which is referred to as effect 1 in the following, is that for smaller
pressure levels the size of regions that fall below vapor pressure increases. However,
for unstable conditions the average cavitation volume in the draft tube does not further
increase and even decreases for low cavitation numbers compared to the volume at
σ = 0.22. This unexpected behavior indicates that some second effect, which acts
contrary to the pressure reduction, is superimposed and gets relevant with the onset
of instability. Similar to the observations for the static pressure, the standard deviation
increases significantly from stable to unstable conditions.

Figure 5.13 shows the time-averaged cavitation volume in the draft tube cone for
stable (top) and unstable conditions (bottom). For the visualization, isosurfaces of
the vapor volume fraction at 0.05 and 0.5 are displayed. All results have in common
that an axisymmetric vortex rope develops that shows a shape with standing waves.
For stable conditions, it can be observed that length and diameter of the cavitation
volume increase with decreasing cavitation number. Furthermore, over a wide exten-
sion of the vortex rope, the cavitation volume built with the isosurface at threshold
0.5 is only slightly smaller compared to threshold 0.05. This indicates that for the
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Figure 5.12: Time-averaged cavitation volume in the draft tube and standard deviation
for different cavitation numbers.

investigated operating point a strong stable cavitating vortex forms with a distinct
interface between liquid and vapor phase.

Contrary to this, the results for unstable conditions (σ ≤ 0.21) show a different
behavior. The cavitation volume built with the isosurface at threshold 0.5 reduces
with decreasing cavitation number. Regarding threshold 0.05, the cavitation volume
increases in length and diameter from σ = 0.21 to 0.19 but decreases significantly for
σ = 0.15. Furthermore, the results for unstable conditions show that the difference
between the cavitation volume built with the isosurface at threshold 0.5 is significantly
smaller compared to threshold 0.05, which is different compared to stable conditions.
This is a result of significantly bigger oscillations of the cavitation volume that are
characteristic for the full load instability.

Next, the time-averaged cavitation volume in the runner is investigated. Figure 5.14
shows that only a small region of blade cavitation is forming in the runner for σ = 0.23
and 0.25. It is located near the trailing edge close to the shroud. Additionally, a small
cavitation volume develops in the runner close to the trailing edge around midspan
for σ = 0.22. When the cavitation number is further decreased, these two cavitation
regions merge and form a cavity of relevant size. It is conspicuous that this occurs with
the onset of the instability. This gives a first indication that the simulation results
verify the findings from Müller [121] that cavitation in the runner plays a key role
for the development of the full load instability. Furthermore, it can be observed that
contrary to the observations for the vapor volume in the draft tube, the time-averaged
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Figure 5.13: Visualization of the cavitation volume in the draft tube with two isosurfaces
of the vapor volume fraction. Results are time-averaged. The lines represent
the location of evaluation planes 1 to 4. Top: Stable conditions. Bottom:
Unstable conditions.

cavitation volume in the runner increases with decreasing pressure level independent
of the instability onset.

Müller stated a connection between the occurrence of blade cavitation and a mod-
ification of swirl number S and relative flow angle β, which is investigated in the
following. In figure 5.15, the time-averaged swirl number for all evaluation planes and
the cavitation volume in the runner are displayed for different cavitation numbers.
The cavitation volume in the runner increases with decreasing σ and thereby follows
roughly a parabolic shape regardless of instability onset. For stable conditions, the
size of cavitation volume in the runner is small and the highest swirl number can be
observed for all planes. While for plane 1 and 2, a slight decrease in swirl number can
already be observed with decreasing σ, in plane 3 and 4 the swirl number remains
constant for stable conditions. Nevertheless, it can be stated that with increasing
blade cavitation the swirl number decreases. Consequently, a clear link between blade
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σ = 0.25 σ = 0.23 σ = 0.22

σ = 0.21 σ = 0.19 σ = 0.15

Figure 5.14: Visualization of the cavitation volume in the runner and upper draft tube
with two isosurfaces of the vapor volume fraction (green: αv = 0.5 - dark
grey: αv = 0.05). Results are time-averaged. Top: Stable conditions. Bottom:
Unstable conditions.
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Figure 5.15: Time-averaged swirl number and cavitation volume in the runner for different
cavitation numbers.

cavitation and the swirl number in all planes can be stated. At the onset of instability
(σ = 0.21) the swirl number in plane 1 is approximately 6% below the value for the
simulation with σ = 0.25.

The connection between the swirl number and the occurrence of blade cavitation can
be explained by velocity triangles at the runner exit that are presented in figure 5.16.
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For non-cavitating conditions, the relative flow angle β is equal to the blade angle at
the runner outlet when effects due to a reduced deflection are neglected. At full load
conditions, a typical velocity profile as presented on the left in figure 5.16 is present.
The circumferential component of the absolute velocity cu shows in the opposite di-
rection than the peripheral speed u, which is the cause of the counter-rotating vortex
rope at full load.

β

u cu

w
c cm

βc

uc cu,c

wc

cc cm,c

Figure 5.16: Velocity triangles for full load operating point. Left: Non-cavitating condi-
tions. Right: Cavitating conditions.

Due to the occurrence of blade cavitation (see figure 5.16 right), the flow is slightly
deflected at the runner exit, which results in an increased relative flow angle compared
to non-cavitating conditions: βc > β. If the blade cavitation is not oscillating, or the
mass transfer is small compared to the discharge through the turbine, the meridional
component of the absolute velocity remains constant: cm,c = cm. As a consequence cu
decreases: cu,c < cu. This results in the reduction of swirl number that has already
been pointed out in figure 5.15:

S = Gang

Gax

=

R∫
0
r2cucm dr

R1
R∫
0
rc2
m dr

>

R∫
0
r2cu,ccm,c dr

R1
R∫
0
rc2
m,c dr

= Sc (5.1)

A reduction of swirl results in a weaker vortex and consequently a smaller cavitation
volume in the draft tube can be expected, which is called effect 2 in the following. This
is the mechanism that acts opposite to the effect of cavitation volume increase caused
by pressure reduction (effect 1) and explains why a decreased cavitation number does
not necessarily lead to an increase of draft tube cavitation volume (see figure 5.12).

A closer look at figure 5.15 shows two correlations that are intuitively difficult to
understand. First, from plane 1 to 2 the swirl decreases while otherwise the swirl is
higher for the plane that is located further downstream. Secondly, the trend that the
swirl increases from plane 2 to 4 creates the impression that conservation of angular



70 5 Francis Turbine Full Load Instability

momentum is violated. To get a better understanding of these correlations, axial flux
of angular momentum Gang and axial flux of axial momentum Gax, which correspond
to numerator and denominator for the calculation of the swirl number, are presented
in figure 5.17.
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Figure 5.17: Time-averaged axial flux of the angular momentum Gang (left) and axial flux
of the axial momentum Gax (right) for different cavitation numbers in the
evaluation planes. The value of plane 1 at σ = 0.25 is used as reference for
both diagrams.

It can be observed that Gang decreases with decreasing cavitation number in a similar
parabolic shape as it can be found for the swirl number. This indicates that the main
shape of the swirl number over cavitation number results from the variation of Gang.
Furthermore, it can be found that for a specific cavitation number Gang is almost
equal for all planes with a slight trend that Gang decreases from plane 1 to 4. This is
probably caused by the slight decrease of axial velocity that is a result of the widening
of the draft tube cone. Consequently, angular momentum is not violated.

The axial flux of axial momentum Gax also slightly decreases with decreasing cavita-
tion number. However, this trend is less pronounced compared to Gang. A comparison
of the different planes shows that the unexpected behavior of plane 1 is a result of
Gax. From plane 2 to 4 it decreases mainly caused by the widening of the draft tube
cone, which finally results in the fact that swirl number increases (see figure 5.15 for
comparison). Contrary to this, plane 1 has a lower Gax compared to plane 2, which
also explains the unexpected behavior in the swirl number. The reason for the differ-
ent behavior of plane 1 can be found in the differences of the velocity profiles for the
different planes that are displayed in the upper part of figure 5.18.

It can be clearly observed that the axial velocity for line 1 behaves different in the
center of the draft tube compared to the other lines. This can be explained by the
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fact that line 1 is located only a small distance below the runner nut, which effects
the axial velocity distribution and consequently results in a different behavior of Gax

and swirl number. In the outer part of the draft tube, the trend can be found that
axial velocity decreases from line 1 to 4, which is caused by the widening of the cone.
For circumferential velocity distribution all lines show a similar behavior. Close to the
draft tube wall it can be observed that an uneven velocity distribution evens out with
increasing distance to the runner. Furthermore, for line 3 and even more for line 4
the zero crossing of circumferential velocity is not in the center anymore, which is a
result of the elbow.
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Figure 5.18: Time-averaged circumferential (left) and axial (right) velocity distribution
in draft tube cone. The reference length xref corresponds to the radius of
the draft tube cone at the location of line 2. Top: Along lines for σ = 0.19.
Bottom: Along line 2 for different cavitation numbers.

The influence of cavitation number on axial and circumferential velocity distribution
is presented in the lower part of figure 5.18 for line 2. It can be observed that the
circumferential velocity decreases with a reduction of cavitation number. This is in
good agreement to the findings from above that with increased cavitation volume cu
decreases. It has to be mentioned that the identified correlation is independent of the
instability onset.

The biggest influence of cavitation number on the axial velocity distribution can be
found in the center of the draft tube (|x/xref | < 0.35). There, axial velocity decreases



72 5 Francis Turbine Full Load Instability

with decreasing σ, which highlights that the size of cavitation volume has a significant
impact on this velocity component. In the outer part of the draft tube (|x/xref | > 0.5),
minor differences in the axial velocity distribution can be found. For example, there
can be observed that the gradient close to the wall increases with decreasing cavitation
number. Again, the identified correlations are independent of the instability onset.
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Figure 5.19: Time-averaged head and torque for different cavitation numbers.

Finally, the quantities head and torque are investigated (see figure 5.19). Both, head
and torque, are made dimensionless with experimental results that are available for
σ = 0.20. It has to be pointed out that at this cavitation number the measurement
shows stable behavior, while the simulation would already be in the unstable regime.
The simulation results show that head and torque decrease with a reduction of cavita-
tion number. For torque this can be explained with the occurrence of blade cavitation
on the suction side of the runner. The pressure reduction is limited by cavitation,
which limits the pressure difference between pressure and suction side compared to
non-cavitating conditions. Investigations of a part load operating point on a pump
turbine at model scale that were performed by Kirschner [91] show the same behavior
for head. For torque he did not observe a reduction for decreased cavitation number.
This can be probably explained with non-existent blade cavitation in the runner.

The simulation results show that head is underestimated for all cavitation numbers.
This comes across with a shifted operating point, which is displayed in figure 5.20.
Due to the underestimation of head, the operating point is shifted to higher QED and
nED. Furthermore, this shift increases with decreasing cavitation number and results
in an increased distance of the operating point to the rope free zone, which is located
between the dashed lines. While the general underestimation of head is caused by
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Figure 5.20: Detail from the hill chart with marked position of the simulated operating
point. Rope free zone is marked by dashed lines.

simulation inaccuracies, the shift within the simulation results is of physical nature
and can also be found in experiments (see e.g. [91]).

Comparison of Mesh 14M and 48M

So far, all presented results within this section originate from simulations with mesh
14M. In this subsection, comparisons are made to simulation results with mesh 48M
to investigate the impact of mesh resolution. Simulation results with the fine mesh are
available for the cavitation numbers 0.19, 0.22 and 0.25. The results for time-averaged
cavitation volume in the draft tube for different cavitation numbers is displayed in
figure 5.21. A general trend can be observed that the average cavitation volume in
the draft tube is smaller for simulations with the finer mesh.

In the stable regime, the results from simulations with the fine mesh are in agree-
ment with the findings from the coarse mesh that cavitation volume increases with
decreasing cavitation number. Furthermore, the standard deviation is moderate and
of comparable size for both meshes. At σ = 0.19, unstable conditions can be identi-
fied for both mesh sizes. Standard deviation is slightly smaller for mesh 48M, which is
probably a result of the smaller averaged cavitation volume in the draft tube as this
is a limiting factor for the amplitude of the oscillations.
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Figure 5.21: Time-averaged cavitation volume in the draft tube and standard deviation
for different cavitation numbers. For better clarity the cavitation number for
mesh 48M and σ = 0.19 is slighty shifted in the diagram.

Due to the smaller amount of simulated cavitation numbers for the finer mesh, the
onset of the instability can be predicted less precise. While for the coarse mesh the
onset can be identified to be in the range 0.21 < σ < 0.22, for mesh 48M it is in the
range 0.19 < σ < 0.22. Consequently, the grey shaded region in figure 5.21 marks the
unstable region for mesh 14M. For the coarse mesh it was identified that with the onset
of the instability the average cavitation volume in the draft tube does not increase
anymore. If these findings can be transferred to the fine mesh, it can be expected that
the instability onset is at slightly lower cavitation number for mesh 48M. However,
it is still higher compared to experimental observations that were already shown in
section 5.1.

In figure 5.22, the cavitation volume that forms on the runner blades is visualized
for both mesh sizes at three different cavitation numbers. Generally, the tendency
can be noticed that a smaller cavitation volume in the runner is present for the finer
mesh. For the coarse mesh it has been identified that the onset of the instability is
linked to the occurrence of a cavitation region at the runner trailing edge that ranges
approximately from midspan to the shroud. This correlation can also be found for
the fine mesh, as the characteristic cavitation region at the runner trailing edge can
only be found for σ = 0.19. Furthermore, the cavitation volume in the runner is also
smaller for the finer mesh, which supports the presumption that with mesh 48M the
instability onset is shifted to a slightly lower cavitation number.
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σ = 0.25 σ = 0.22 σ = 0.19

Figure 5.22: Visualization of the cavitation volume in the runner and upper draft tube
with two isosurfaces of the vapor volume fraction (green: αv = 0.5 - dark grey:
αv = 0.05). Results are time-averaged. Top: Mesh 14M. Bottom: Mesh 48M.
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Figure 5.23: Time-averaged swirl number in plane 2 and cavitation volume in the runner
for different cavitation numbers.

In figure 5.23, swirl number in plane 2 and cavitation volume in the runner are plotted
for different cavitation numbers. As already identified in figure 5.22, the cavitation
volume in the runner is smaller for the finer mesh. Furthermore, it is conspicuous
that for mesh 48M the instability onset occurs at a size of cavitation volume in the
runner where the coarse mesh is still stable. This can be explained by the formation
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of a bigger cavitation volume close to the shroud for mesh 14M that, however, does
not cause the instability. It is rather linked to the connected cavitation region from
midspan to the shroud, as described above.

The link between swirl number and the occurrence of cavitation in the runner can also
be found for the finer mesh. For σ = 0.25 the swirl number in plane 2 is slightly higher
for the coarser mesh. Due to the negligible cavitation volume in the runner for this
cavitation number, this difference is a result of differences in the velocity distribution
that are caused by a different mesh resolution. With a reduction of cavitation number,
both meshes show the trend of decreasing swirl number. Thereby, swirl number of the
finer mesh decreases more slowly, which can be explained by the shifted instability
onset that has been explained more detailed above.

All in all, it can be stated that the findings that were derived for the coarse mesh can
also be transferred to the fine mesh. This indicates that the identified correlations are
mesh independent. For the following, detailed investigations are carried out with the
coarse mesh due to the lower computational effort.

5.2.2 Unsteady Behavior Caused by Full Load Instability

After analyzing time-averaged quantities in the previous part, this subsection investi-
gates the unsteady behavior that is caused by the full load instability. While for some
results the variations are presented over time, most results at unstable conditions are
shown mean phase averaged according to the descriptions from section 5.1.2.

Plotting the pressure at location C1N as function of time (see figure 5.24) shows a
significant increase of the amplitude of pressure oscillations from stable to unstable
conditions. For stable conditions, all presented σ-levels show a similar behavior with
the occurrence of only small pressure fluctuations. However, this changes when the
pressure level is only slightly decreased from σ = 0.22 to 0.21. The result is that the
amplitude of the pressure oscillation increases significantly. This highlights that the
instability onset is somewhere between a cavitation number of 0.21 and 0.22 for the
used simulation setup. A comparison to measurement results (see figure 5.2) shows
that the onset of instability is at higher σ in the simulation. This is probably a result
of simulation inaccuracies and might be traced back to the shifted operating point as
shown in figure 5.20.

Within unstable conditions, differences for the investigated cavitation numbers can
be observed. The occurring pressure peak strongly depends on σ. For the investigated
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Figure 5.24: Static pressure at location C1N for different cavitation numbers as function
of runner revolutions.

pressure levels the trend is that the pressure peak increases with decreasing cavitation
number. Furthermore, a reduction of σ leads to a reduced frequency of the oscillation,
which can also be seen in measurements.
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volume in the simulation domain for σ = 0.21.
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In figure 5.25, the mean phase averaged static pressure at measurement locations
C1N and C2N is displayed for σ = 0.21. At location C2N the static pressure is higher,
which can be explained by the position further downstream in the draft tube cone,
where the cross-sectional area is bigger. A comparison of the two curves indicates that
there is no phase shift between location C1N and C2N, which has also been observed
in measurements [121, 124]. This is due to the fact that pressure propagates with
speed of sound, which is infinite for incompressible simulations. Besides the severe
pressure oscillation, the full load instability is accompanied by a strong oscillation of
cavitation volume in runner and draft tube. A comparison between the total cavitation
volume that occurs within the simulation domain and pressure shows that the pressure
peak coincides with the minimum cavitation volume. Additionally, pressure minimum
coincides with cavitation volume maximum.

 0

 0.001

 0.002

 0.003

 0.004

 0.005

 0.006

 0.007

 0  45  90  135  180  225  270  315  360
0

4.0E-5

8.0E-5

1.2E-4

1.6E-4

2.0E-4
0.50 0  0.25  0.75  1

DT RU

C
av

it
at

io
n
 v

o
lu

m
e 

V
c,

D
T
/V

co
n
e

C
av

it
at

io
n
 v

o
lu

m
e 

V
c,

R
U

/V
co

n
e

Phase in deg

Time t/T

cycle

phaseAve

Figure 5.26: Cavitation volume in draft tube and runner as function of phase angle. For
both quantities the mean phase averaged result and the result of one repre-
sentative cycle are presented.

The course of phase averaged cavitation volume in runner and draft tube over phase
are displayed in figure 5.26 exemplarily for σ = 0.19. Additionally, Vc,RU and Vc,DT are
plotted over time for one representative cycle. While in the draft tube, the mean phase
averaged results have approximately a sine shape, the runner behaves slightly different.
In the draft tube, minimum cavitation volume occurs at phase 0° and maximum
shortly after 180°. While the minimum cavitation volume in the runner also occurs
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at phase 0°, the maximum appears around 45° delayed compared to the draft tube.
This results in a slower increase of cavitation volume in the runner, while the re-
condensation is faster compared to the draft tube.

The maximum cavitation volume in the draft tube from the reference cycle occurs
slightly after the mean phase averaged result. This indicates that the occurrence
of cavitation volume maximum can slightly vary between different instability cycles.
Nevertheless, the shape of the cavitation volume oscillation in the draft tube is similar
between the representative cycle and the mean phase averaged results. Contrary to
this, the time course of Vc,RU shows oscillations within the representative cycle that
are cancelled out in the mean phase averaged results. In the following, snapshots at
different times of the representative cycle are presented.

0T 0.125T 0.25T 0.375T

0.5T 0.625T 0.75T 0.875T

Figure 5.27: Visualization of the cavitation volume in the draft tube with two isosurfaces
of the vapor volume fraction (green: αv = 0.5 - dark grey: αv = 0.05) at
different times of one instability cycle at σ = 0.19.

The oscillation of the cavitating draft tube vortex rope is visualized in figure 5.27 for
one instability cycle at σ = 0.19. At the beginning, the vortex rope is not cavitating.
This phase coincides with the severe pressure peaks that can be seen in figure 5.24.
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Thereafter, the cavitation volume increases and reaches its maximum shortly after
half of the period duration T . After that, the cavitation volume decreases. It has to
be highlighted that even though mean phase averaged results show approximately a
sine shape, this is not necessarily the case for one instability cycle. For the presented
cycle, it can be clearly observed that the oscillation is not symmetric as this would
result for example in a similar cavitation volume for the times 0.125T and 0.875T ,
which is obviously not the case.

0T 0.125T 0.25T

0.375T 0.5T 0.625T

0.75T 0.875T

αv = 0.05

αv = 0.5

Figure 5.28: Visualization of the cavitation volume in the runner and upper draft tube
with two isosurfaces of the vapor volume fraction at different times of one
instability cycle at σ = 0.19.

In figure 5.28, the cavitation volume in the runner is shown at different instants
of one instability cycle. At the beginning of the cycle, only a small vapor region is
present near the shroud close to the trailing edge. Afterwards, the cavitation volume
increases until, at maximum size, the cavity extends approximately from span 0.4 to 1.
Qualitatively, this extension agrees well with experimental observations at σ = 0.11
from Müller [121].

As already pointed out in figure 5.16, the occurrence of blade cavitation has an impact
on the relative flow angle β. In figure 5.29, the temporal progression of β and local
cavitation volume within the related averaging ribbon is displayed exemplarily for
σ = 0.19 and 0.25 at location DTin08. For a better clarity the moving average of β is
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Figure 5.29: Moving average of relative flow angle at location DTin08 and related cavita-
tion volume within the averaging ribbon.

displayed. For σ = 0.25, no blade cavitation occurs in the related averaging ribbon.
The small scale variations of the relative flow angle are below 0.5° and are a result
of velocity fluctuations that among other things result from rotor stator interaction.
Contrary to this, the volume of blade cavitation is facing an oscillation for the unstable
conditions at σ = 0.19. This oscillation is also present in the relative flow angle,
which states a clear link between these quantities. A small time delay between the
two oscillations is present. It can be traced back to the time that is needed for the
velocity variations to travel from the region of blade cavitation to location DTin08,
which is located slightly downstream of the runner trailing edge.

The link between the occurrence of blade cavitation and β that has been shown by
means of velocity triangles at the runner exit (see figure 5.16) is clearly confirmed.
At the moments when no blade cavitation occurs, for both cavitation numbers the
relative flow angle is around 20°. For σ = 0.19 the increase of blade cavitation comes
across with increased β.

For unstable conditions, the swirl number and cavitation volume in the runner show
significant oscillations. In figure 5.30, this is exemplarily displayed for σ = 0.19. The
mean phase averaged results show that the maximum cavitation volume in the runner
occurs around the phase 225° and the minimum at 0°. Previous findings stated that
for huge cavitation volumes in the runner, a small swirl number can be expected and
vice versa. This correlation is well met for the swirl at evaluation plane 1. There, only
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Figure 5.30: Mean phase averaged swirl number at different evaluation planes and cavita-
tion volume in the runner for σ = 0.19.

a small phase shift of 15° is present that can be explained by the short distance that
the swirl change has to travel from the runner exit to plane 1.

Table 5.2: Phase shift and swirl transport velocity in the draft tube for σ = 0.19. Phase
shift is specified as the difference between minimum of cavitation volume in
runner and maximum of swirl in the plane.

Plane 1 ∆1−2 2 ∆2−3 3 ∆3−4 4
Phase shift in deg 15 82.5 162.5 252.5
∆ phase shift in deg 67.5 80 90
Swirl transport velocity vS/w 0.94 0.86 0.85

For the other planes, significantly higher phase shifts can be determined (see table 5.2).
This strongly indicates that the swirl is transported with the flow, as the phase shift
increases with the distance to the runner exit. For table 5.2, the phase shift is de-
termined from the difference between minimum of cavitation volume in runner and
maximum of swirl in the plane. It can be observed that the time needed for the swirl
to travel from one evaluation plane to the next increases with the distance to the
runner exit. This can be explained by the draft tube cone, which has the effect that
the transport velocity decreases. While from plane 1 to 2 the swirl change travels 67.5°
in terms of phase, it increases up to 90° from plane 3 to 4.
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A comparison of the swirl transport velocity vS, which can be determined from the
phase shift between two planes, to the averaged axial velocity w is presented in ta-
ble 5.2. Therein, w is calculated as follows:

w1−2 = wareaAve,plane1 + wareaAve,plane2
2 (5.2)

Equation 5.2 is exemplarily for the calculation of the swirl change from plane 1 to 2. It
can be applied analog for the other planes. For all locations, the results show that the
swirl transport velocity is slightly below related averaged axial velocity. The maximum
difference can be found from plane 3 to 4 and is 15%. The difference between vS and
w can be explained by the reduction of axial velocity to one single averaged value. As
already seen in figure 5.18, axial velocity strongly depends on the radial position within
one evaluation plane. Therefore, it is not surprising that some deviation between vS
and w can be observed. However, the reasonable agreement supports the statement
that in the draft tube swirl changes are transported with the axial velocity.

Due to the swirl variation during one instability cycle, it can be expected that the
velocity distribution shows some unsteady behavior during one cycle. The mean phase
averaged results for circumferential and axial velocity at line 2 are presented in fig-
ure 5.31. The grey colored band highlights the variation of velocity within the mean
phase averaged instability cycle. Furthermore, the velocity profile at phase 90° and
337.5° are displayed as they represent the limits of the oscillations quite well.

For circumferential velocity it can be observed that the width of the band is approx-
imately constant over a wide range from |x/xref | ≈ 0.2 to 0.95. This indicates that
the variation of relative swirl angle caused by cavitation affects a wide range of the
distribution of circumferential velocity. In this outer range maximum velocity occurs
around a phase of 90° and minimum velocity at approximately 337.5°, which is in
good agreement with the behavior of swirl number in plane 2 (see figure 5.30). The
highest variations of circumferential velocity can be observed close to the center in
the region of the interface between cavitating draft tube vortex and the surrounding
fluid.

Contrary to this, axial velocity distribution shows a different behavior. In the range
|x/xref | > 0.5, axial velocity oscillates only slightly during one instability cycle. The
main variations of axial velocity can be found in the center of the draft tube. This
can be explained by the oscillation of the cavitation volume. Due to continuity equa-
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Figure 5.31: Mean phase averaged circumferential (top) and axial (bottom) velocity dis-
tribution along line 2 at σ = 0.19. The grey band highlights the velocity
variation within the mean phase averaged instability cycle. The reference
length xref corresponds to the radius of the draft tube cone at the location
of line 2.

tion 2.9, axial velocity is directly affected by the mass transfer between liquid and
vapor phase.

So far it has been shown that a reduction of the pressure level leads to two effects
that work opposite to each other, which is shown schematically in figure 5.32. On the
one hand, effect 1 represents that reducing the pressure level should lead to a bigger
cavitation volume in the draft tube. This effect can be seen for stable conditions (see
figure 5.12). On the other hand, a reduction of the cavitation number leads to an
increased cavitation volume in the runner, which results in a decreased swirl number.
A reduced swirl number comes along with a weaker vortex in the draft tube. For
that reason a smaller cavitation volume of the vortex rope can be expected caused by
effect 2.

In general, no statement can be made which of these two effects is dominant. Conse-
quently, assuming stable conditions, a superposition of both effects can result in the
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Figure 5.32: Schematic chart of the two counteracting effects that are caused by pressure
reduction.

two different solutions. First, the cavitation volume of the vortex rope increases as the
pressure reduction in the draft tube is dominant. Secondly, the cavitation volume of
the vortex rope decreases as the swirl reduction dominates. A review of figures 5.12,
5.14 and 5.15 shows that effect 2 already dominates when a connected region of blade
cavitation is forming close to the trailing edge. Even though at instability onset the
cavitation volume in the runner is rather small, it is big enough that effect 2 becomes
important.

All in all, the superposition of two counteracting effects does not inevitably result
in the formation of an instability. It could also be possible that a new stable condi-
tion develops. A first indication what else is relevant for the development of the full
load instability can be found in figure 5.30. The swirl reduction caused by the blade
cavitation needs some time to travel into the draft tube, where it affects the cavita-
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tion volume of the vortex rope. This is in agreement with the findings from Dörfler
et al. [45] that are presented more detailed in section 2.5. On the other hand, the
effect of increased cavitation volume of the vortex rope caused by pressure reduction
acts instantaneously as the pressure propagates with speed of sound (see figure 5.25),
which is infinite for incompressible simulations. Consequently, there is a time delay
between these counteracting effects, which fits also to the theory on auto-oscillation
from Jenkins [85] (see section 2.5).
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Figure 5.33: Cavitation volume in the draft tube as function of swirl number in the four
evaluation planes for different cavitation numbers. The results for unstable
conditions are presented mean phase averaged. Exemplarily, the full results
of 12 instability cycles are displayed in plane 1 for σ = 0.15 (grey line).

In figure 5.33, the cavitation volume in the draft tube is displayed as function of swirl
number for the different evaluation planes. The simulation results for stable conditions
(shades of blue), show that within 20 runner revolutions the swirl number fluctuates
only little and also the cavitation volume oscillates significantly less compared to
unstable conditions (shades of red). For unstable conditions, swirl number and Vc,DT
vary a lot more. All simulation results for unstable conditions are presented mean
phase averaged. Furthermore, the full results of 12 instability cycles are displayed
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exemplarily in plane 1 for σ = 0.15 (grey line), which shows that there is a variation
between individual cycles but in general all cycles show a similar behavior.

The above stated time delay can be determined by finding the representative location
in the draft tube cone where the correlation is satisfied that the cavitation volume of
the vortex rope increases with increasing swirl number. As shown in figure 5.33, this
location can be found to coincide with reasonable agreement with plane 3 for all three
unstable conditions. For all the other planes, the correlation is not fulfilled. Without
applying any phase shift to the results, in plane 1 the results even show that Vc,DT
increases for decreasing swirl number. This would be contrary to the expectations
but is a result of the time needed by the swirl to travel from the runner exit to the
representative location in the draft tube cone. For plane 2 and 4, it is even not possible
to find a correlation between Vc,DT and S. Exemplarily, this can be seen in plane 4
for σ = 0.15: Around S ≈ 0.26, Vc,DT changes significantly, while S remains almost
constant. However, there exists also a period within this instability cycle where there
is a change in swirl number (0.265 < S < 0.305) but the cavitation volume in the
draft tube remains almost constant (Vc,DT/Vcone ≈ 0.004).

A more thorough look into the results of plane 3 indicates that the location of the
representative plane - where the correlation between Vc,DT and S is satisfied - also
depends on the cavitation number. While the results for σ = 0.19 and 0.21 can be
approximated by a line with reasonable agreement, for σ = 0.15 this is partly violated
as there is a period where a change of swirl number (0.27 < S < 0.305) does not lead
to a variation of cavitation volume (Vc,DT/Vcone ≈ 0.004). This can be explained by
the average cavitation volume of the vortex rope that is displayed in figure 5.13. As
the volume is similar for σ = 0.19 and 0.21 this explains that the same representative
location is identified. The volume for σ = 0.15 is significantly shorter compared to the
other two pressure levels, which justifies the change in the representative location.

The phase shift between the swirl oscillations in the different evaluation planes has
already been presented in table 5.2. In figure 5.34, the cavitation volume in the draft
tube is presented as function of swirl number for σ = 0.19 when the determined values
of phase shift are applied. As pointed out above, for plane 3 the phase shift is 0° as
it is the representative location in the draft tube cone. The phase shift for the other
planes is applied in relation to plane 3. It can be observed that with the phase shift in
all planes the expected behavior is present that Vc,DT increases with increasing swirl
number.
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Figure 5.34: Cavitation volume in the draft tube as function of swirl number in the four
evaluation planes for σ = 0.19. The results are mean phase averaged and for
plane 1, 2 and 4 a phase shift is applied that corresponds to table 5.2.

All findings that have been presented so far, still cannot completely explain the physi-
cal mechanism behind the full load instability. A small pressure reduction from stable
to unstable conditions could still act the following way: The pressure reduction leads
to increased cavitation volume in runner and draft tube. After the reduced swirl -
caused from increased Vc,RU - reaches the draft tube, the current explanations would
allow that a reduced Vc,DT results in some new equilibrium if no significant pressure
oscillations would occur. However, this is not the case for unstable conditions as a
review of figures 5.11 and 5.24 shows. To close the gap in the physical mechanism
of the full load instability, it is thus necessary to investigate the correlation between
pressure and cavitation volume oscillations.

In section 2.6, it has been presented that the change of cavitation volume results
in the emission of radiated acoustic pressure. Equation 2.15 states a proportionality
of second time derivative of cavitation volume with the radiated acoustic pressure.
The second time derivative of cavitation volume d2Vc/dt

2 in the simulation domain is
displayed in figure 5.35 as function of pressure at location C1N for different cavitation
numbers. For σ ≥ 0.21, the simulation results reproduce well the proportionality
between d2Vc/dt

2 and p. It is conspicuous that the linear trend cannot be reduced to
one single line but is represented by a band. This can be explained by the superposition
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Figure 5.35: Second time derivative of cavitation volume in the simulation domain as
function of pressure at location C1N for different cavitation numbers. Results
display 20 runner revolutions for stable conditions and 12 instability cycles for
unstable conditions. The results are made dimensionless with the maximum
value that occurs at stable conditions.

of pressure oscillations that are caused by the change in cavitation volume (correlation
from equation 2.15) with other pressure oscillations that could also be observed at
non-cavitating conditions.

To be more precise: It is the acceleration of cavitation volume that leads to pressure
radiation (see also section 2.6). This acceleration is equivalent to the curvature of
temporal course of cavitation volume. Therein, a positive value of d2Vc/dt

2 represents
that Vc is curved convex, which corresponds to regions close to cavitation volume
minimum. Negative values of d2Vc/dt

2 stand for the case that Vc is curved concave,
which corresponds to regions close to cavitation volume maximum.

The proportionality between d2Vc/dt
2 and p can also be found with reasonable agree-

ment for σ = 0.15 and 0.19 in the range d2Vc/dt
2 ≤ 5 (see figure 5.35 left). However,

for d2Vc/dt
2 > 5 (see figure 5.35 right), which corresponds to the period of cavitation

volume collapse, simulation results partly deviate from the linear relation. This pe-
riod, which is very limited in time, is characterized by huge pressure gradients that
are caused by the cavitation volume oscillation. As cavitation volume cannot become
negative, curvature of cavitation volume oscillation is very high in this period, which is
the cause of the huge pressure peak. The deviations from the linear relation are caused
by simulation inaccuracies that can be explained by steep gradients within this period
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that cannot be accurately captured. However, as this period is only limited in time it
can be expected that these inaccuracies are negligible.

All in all, with the correlation between d2Vc/dt
2 and p all effects have been identified

that are relevant for the explanation of the physical mechanism of the full load in-
stability. As the interaction of the different effects that cause the full load instability
is the main finding of this thesis, a detailed summary will be given separately in the
next subchapter.

For the analysis of instabilities in hydraulic machinery, cavitation compliance and
mass flow gain factor are often investigated (see section 2.5). They describe the change
of cavitation volume caused by pressure and mass flow variations. In the following,
the correlation between cavitation volume in the draft tube and pressure as well
as discharge is analyzed, which draws upon the definitions of cavitation compliance
and mass flow gain factor. However, it has to be highlighted that for the presented
simulation results it is neither possible to determine cavitation compliance nor mass
flow gain factor. For cavitation compliance, the reason is that pressure level at the
outlet is kept constant and as explained above the pressure oscillation is a result of
cavitation volume oscillation and not vice versa. The mass flow gain factor cannot
be determined as the discharge at the inlet is kept constant and consequently the
discharge oscillations are also caused by the cavitation volume oscillation.

In figure 5.36, the cavitation volume in the draft tube is plotted over pressure pref .
Therein, pref is the area averaged pressure in evaluation plane 2. The figure shows that
for stable conditions the relation between Vc,DT and pref can be approximated by a
linear relationship. For unstable conditions, the range of high cavitation volume shows
also roughly a linear relation. However, for low Vc,DT a small reduction in cavitation
volume results in a significant change in pressure that has already been identified to
result from the correlation between d2Vc/dt

2 and p (see equation 2.15). Qualitatively,
the shape of the curves for unstable conditions agrees well with experimental results
on a micro-turbine with conical diffusor that is facing the full load instability (see
Müller [121]). Therefore, it can be expected that the results from figure 5.36 are
typical for the full load instability.

Finally, the correlation between the cavitation volume in the draft tube and the dis-
charge is investigated. In figure 5.37, this is shown on the left when the discharge at
the draft tube inlet QDT,in and on the right when the discharge at the draft tube outlet
QDT,out is used. For QDT,in, all simulation results can be approximated by a vertical
line. The highest fluctuations that are caused by variations of the blade cavitation
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plane 2. The results for unstable conditions are presented mean phase av-
eraged. Exemplarily, the full results of 12 instability cycles are displayed in
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Figure 5.37: Cavitation volume in the draft tube as function of discharge at the draft tube
inlet (left) and as function of discharge at the draft tube outlet (right) for
different cavitation numbers. The results for unstable conditions are presented
mean phase averaged.

volume in the runner are below 0.25% and occur for σ = 0.15. Consequently, the dis-
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charge variations at the draft tube inlet are negligible for the investigated cavitation
numbers, which is in agreement to the assumption made in figure 5.16 that cm,c = cm.

The discharge at the draft tube outlet varies only little for stable conditions. However,
this changes significantly under unstable conditions. Then, variations of up to ± 2%
can be observed. Without any phase shift the results give a roughly circular shape
that qualitatively agrees well with the experimental results on a micro-turbine (see
Müller [121]).
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Figure 5.38: Cavitation volume in the draft tube as function of discharge at the draft tube
outlet for three cavitation numbers at unstable conditions. The results are
presented mean phase averaged.

A review of equation 2.9 shows that Vc,DT is a function of QDT,in and QDT,out:

dVc,DT
dt

= QDT,out −QDT,in (5.3)

As QDT,in can be approximated to be constant for the simulation results, Vc,DT is
directly linked to the discharge at the draft tube outlet. For the oscillation of the
cavitation volume in the draft tube, it has been shown that it can roughly be approxi-
mated by a sine wave. Due to the fact that for sine oscillations the first derivative has
a phase shift of -90° this phase shift is applied to the simulation results. The outcome
is presented in figure 5.38.

For an ideal sine wave it could be expected that due to equation 5.3 the phase shifted
results show a linear correlation between cavitation volume in the draft tube and
the discharge at the outlet. The results show a slight deviation from this. For all
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investigated cavitation numbers the results with a phase shift of -90° show a propeller
shape. The reason for that is that the cavitation volume does not follow an ideal sine
wave, which among other things is caused by the fact that cavitation volume cannot
become negative. A more detailed discussion on that issue can be found in appendix B.

5.2.3 Physical Mechanism Behind Full Load Instability

In the previous subsection, all effects that are relevant for the development of the
full load instability have been described. All the findings are summarized in this
subsection. A schematic overview of the mechanism behind the full load instability is
presented in figure 5.39.

Figure 5.39: Schematic chart for the development of the full load instability.

Considered is the case that the pressure at the outlet pout is slowly decreased. At
time zero, pout is at the pressure level that corresponds to the onset of the full load
instability. Due to effect 1, the cavitation volume in the draft tube increases for t < t1.
Even though the occurrence of a cavitation volume in the runner leads to a reduced
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swirl, effect 2 does not affect the cavitation volume in the draft tube for t < t1, as
the changed swirl needs some time to travel into the draft tube. At instant t = t1 the
swirl change has reached the draft tube and consequently effect 2 becomes relevant.

For t > t1 it comes to a superposition of effect 1 and 2. This interaction is characterized
by a time delay between the effects that results from the fact that pressure travels at
the speed of sound, while swirl is transported with the flow. Effect 3 represents the
correlation between p and d2Vc/dt

2. Because of the superposition of effect 1 and 2, the
cavitation volume decreases shortly after t = t1. As a result d2Vc/dt

2 increases, which
causes the pressure to increase. This instantaneously results in a decreasing cavitation
volume in the runner that is accompanied by increased swirl. Due to the interaction
of the quantities Vc,DT , Vc,RU , p and S it comes to a negatively damped oscillation of
the cavitation volume. This self-oscillation shows all the features that represent the
full load instability.

5.3 Transition from Stable to Unstable

In the previous section, the physical mechanism of the full load instability has been
identified with simulations at different cavitation numbers around the instability on-
set. To verify the findings, simulation results of the transition from stable to un-
stable are analyzed in this section. For that, two different durations of the transi-
tion are investigated. For the fast transition the pressure at the outlet is linearly
decreased according to ∆σ/∆t = 0.08s−1 and for the slow transition according to
∆σ/∆t = 0.02s−1. The reduction of the outlet pressure for fast and slow transition
is presented in figure 5.40. The transition is starting from σ = 0.25 and to have a
continuously differentiable function for the outlet pressure, a cubic function is used
that bridges from constant pressure level to the desired speed of pressure reduction.
This procedure is applied to avoid effects that would result from the sudden jump
from constant pressure level to linear pressure reduction.

To be able to easily compare the results between fast and slow transition a dimen-
sionless transformed time scale τT is introduced that is defined as follows:

τT = t− ts
∆tT

(5.4)

Therein, ts denotes the time at the start of the transition and ∆tT stands for the time
from the start of the transition until the moment when the outlet pressure reaches
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the value that corresponds to σ = 0.15. Consequently, this time scale is defined to
be zero at the moment the transition starts and to be one at the moment the outlet
pressure is reduced to the value that corresponds to σ = 0.15. The blend in with the
cubic function is finished at τT = 0.113. It has to be pointed out that the definition
that τT = 1 for σ = 0.15 is rather random.
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Figure 5.41: Cavitation volume in the whole simulation domain during fast and slow tran-
sition for mesh 14M. Additionally, the results with mesh 48M are presented
for fast transition. All results are shown as function of τT . Cavitation number
is directly linked to τT and is shown in addition.
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The behavior of the cavitation volume of the whole simulation domain during the
transition as function of τT is displayed in figure 5.41. Additionally, the cavitation
number is shown on the second x-axis as a point of reference. It has to be noticed
that this does not give any additional information as it is directly linked to τT , but it
facilitates to get an impression of the particular pressure level. A comparison between
fast and slow transition is made and additionally the result of the fast transition with
the fine mesh (48M) is presented. For both simulations with mesh 14M a comparison
of fast and slow transition shows that only minor cavitation volume oscillations occur
until τT ≈ 0.37, which corresponds to a cavitation number that is slightly below
0.22. After that, for both transitions the amplitude of cavitation volume oscillations
increases, which indicates the onset of the full load instability. As this starts slightly
below σ = 0.22 this is in good agreement to the results presented in section 5.2.

However, a significant difference between fast and slow transition can be observed.
While amplitude increases quite fast in terms of transformed time scale for slow tran-
sition - the first time that Vc ≈ 0 occurs at τT ≈ 0.55, which corresponds to σ ≈ 0.20
- for fast transition this takes place at significantly lower pressure level (τT ≈ 0.8
and σ ≈ 0.17). This highlights that a certain amount of cycles is necessary until the
severe oscillations have built up to maximum amplitude. It has to be pointed out that
plotting the results over τT gives the impression that the building up of the instability
is faster for the slow transition, which, however, is not the case. For a plot over time
t, the results of the slow transition would be stretched by factor four compared to
fast transition. This can be observed in the fact that in figure 5.41 the oscillation
frequency of slow transition is four times the frequency of fast transition.

The results with mesh 48M show a smaller cavitation volume compared to the results
with mesh 14M. As a consequence, the frequency of the cavitation volume oscillations
is higher for mesh 48M as a smaller cavitation volume has a smaller inertia.

As described in section 2.5 self-oscillations may be described by a negatively damped
linear oscillation. The solution of differential equation 2.13 is shown in appendix C. In
figure 5.42, the results for representing the full load instability as a negatively damped
linear oscillation are presented for fast and slow transition with mesh 14M. For slow
transition the building up of cavitation volume oscillation can be represented by a
negative damping with good agreement in the period 0.475 < τT < 0.55. This gives a
further verification that the full load instability is of self-excited nature. The growth
of the amplitude of the cavitation volume oscillation is limited to the range when
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Figure 5.42: Representation of cavitation volume oscillation by a negatively damped linear
oscillation. Top: Slow transition. Parameters for negative damping:
C1 = C2 = 7.5 · 10−5, γ = 12.8 s−1, ω2 = 65000 s−2, φ0 = 0.75 and
∆y = 0.0037. Bottom: Fast transition. Parameters for negative damping:
C1 = C2 = 7.5 · 10−5, γ = 9 s−1, ω2 = 3200 s−2, φ0 = 3.1 and ∆y = 0.00375.

cavitation volume becomes zero (τT > 0.55). Then, the full load instability cannot be
expressed by a negatively damped oscillation anymore.

For fast transition the simulation results can also be represented by a negative damp-
ing. Even though the agreement is not as good as for slow transition, the character-
istics of a negatively damped oscillation can be found in the range 0.5 < τT < 0.875.
Differences from ideal negative damping can be explained by the complex flow in a
Francis turbine at off-design conditions. Other effects like pressure fluctuations that
are not caused by the full load instability are superimposed and also have an effect
on the cavitation volume oscillation.
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Figure 5.43: Cavitation volume in the whole simulation domain during fast transition for
mesh 14M. Fe0inDT: Suppressed cavitation in DT. Fe0inRU: Suppressed cav-
itation in RU. FeStandard: No suppression of cavitation.

In figure 5.43, the impact of cavitation in the runner and draft tube is investigated
for the fast transition. To be able to determine the impact of the different locations
where cavitation occurs, the cavitation model constant for evaporation Fe is locally
set to zero. Even though this methodology is unphysical, it is a great opportunity
to distinguish between the effects that result from cavitation on the runner blades
and from the cavitating vortex rope in the simulations, which would not be possible
in experiments. The simulation results that suppress cavitation in the draft tube are
denoted Fe0inDT, while those that suppress cavitation in the runner are labeled with
Fe0inRU. Furthermore, the results of the fast transition with standard cavitation
model constants are presented (FeStandard).

The results for the three different configurations differ significantly. As for the inves-
tigated operating point the cavitation volume in the draft tube is noticeable bigger
compared to the runner, for suppressed cavitation in the draft tube a significantly
smaller cavitation volume in the simulation can be observed compared to the other
configurations. For suppressed cavitation in the runner, the cavitation volume in-
creases with the pressure reduction. Even though the amplitude of cavitation volume
oscillation increases for a lower outlet pressure, this is smaller compared to the am-
plitude that can be observed for configuration FeStandard, which is the only setup
that shows the instability characteristics. Consequently, this verifies the mechanism
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described in section 5.2, which states that the instability is caused by an interaction
between cavitation in runner and draft tube.
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Figure 5.44: Cavitation volume in the draft tube during fast transition for mesh 14M.
For Fe0inDT a pseudo cavitation volume is shown, which is determined from
cells where pressure falls below vapor pressure. Pseudo cavitation volume is
multiplied by a factor to have the same magnitude of cavitation volume at
τT = 0.

A closer look into the results of the cavitation volume oscillation in the draft tube (see
figure 5.44) enables to differentiate between the cause of pressure reduction (effect 1)
and the occurrence of cavitation on the runner blades that reduces the swirl (effect 2).
It has to be pointed out that by setting Fe = 0 in the draft tube of course leads to
Vc,DT = 0. Nevertheless, a pseudo cavitation volume can be determined by summing
up the cell volume of all cells where pressure falls below vapor pressure. Normally,
this pseudo cavitation volume is larger than the equivalent cavitation volume from
a two-phase simulation as the pseudo cavitation volume counts all cells below vapor
pressure with 100% to the cavitation volume, while in the two-phase simulations the
volume fraction is decisive. For easier comparison the pseudo cavitation volume is
multiplied by a factor to have the same magnitude of cavitation volume at τT = 0.

While from the pressure reduction itself the cavitation volume in the draft tube in-
creases (Fe0inRU), the increased cavitation volume in the runner for reduced cavita-
tion numbers results in a reduced cavitation volume in the draft tube (Fe0inDT). It is
conspicuous that a superimposition of these two effects does not result in the results



100 5 Francis Turbine Full Load Instability

from configuration FeStandard. Consequently, both effects are important and only the
interaction of them results in the typical characteristic of the full load instability.
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Figure 5.45: Cavitation volume in the runner during fast transition for mesh 14M. For
Fe0inRU a pseudo cavitation volume is shown, which is determined from
cells where pressure falls below vapor pressure. Pseudo cavitation volume is
multiplied by the same factor that is used for figure 5.44.

Analog to the draft tube, the cavitation volume in the runner is analyzed (see fig-
ure 5.45). For suppressed cavitation in the draft tube it can be seen that, as expected,
the cavitation volume increases during the transition. Up to τT = 0.8 the amplitude of
the cavitation volume oscillation is small and becomes higher for 0.8 < τT < 1.2. After
that the amplitude decreases again. The pseudo cavitation that can be determined
for suppressed cavitation in the runner is quite constant. Nevertheless, oscillations
are present that can be explained by the pressure oscillation that is caused from the
changing cavitation volume in the draft tube (equation 2.15). Consequently, the find-
ings from section 5.2 are verified that there is a feedback from draft tube cavitation
volume oscillations to the cavitation on the runner blades.

The behavior of the pressure during the transition at location C1N is displayed in
figure 5.46. In the upper part of the figure the results for fast and slow transition
and additionally the results of the fast transition with mesh 48M is presented. Analog
to the findings for the cavitation volume it can be observed that for fast and slow
transition only minor pressure fluctuations occur until τT ≈ 0.4, while amplitude
increases afterwards. For slow transition the first dramatic pressure peak can be found
at τT ≈ 0.55, which coincides with the moment when Vc ≈ 0 for the first time. This can
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Figure 5.46: Pressure at location C1N during transition from stable to unstable. Top: Fast
versus slow transition. Bottom: Local suppression of evaporation.

be explained with equation 2.15. As the cavitation volume cannot become negative, a
cavitation volume minimum has to occur and the curve has a strong curvature, which
is the cause of the severe pressure peak. Peaks that are of similar magnitude can
be observed for the fast transition for both meshes. For mesh 48M a slightly higher
frequency of the pressure oscillations can be observed that can be explained by the
smaller cavitation volume.

In the lower part of figure 5.46, the results are presented for suppression of cavitation at
different locations. Analog to the results for the cavitation volume it can be found that
the three different configurations differ significantly. For suppressed cavitation in the
draft tube, high frequency pressure oscillations occur that have only small amplitude
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up to τT = 0.8. Even though amplitude is higher in the range 0.8 < τT < 1.2 it is by
factor 40 smaller compared to the most severe pressure peaks that are present for the
full load instability (FeStandard). For τT > 1.2, amplitude is low again, which is in
agreement with the findings from the cavitation volume.
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Figure 5.47: Moving average of relative flow angle at location DTin08 and related cavita-
tion volume within the averaging ribbon for fast transition.

In the following, the correlation between the occurrence of cavitation on the runner
blades and a modification of relative flow angle β as well as the swirl number is ana-
lyzed. The results for the moving average of β at location DTin08 and the associated
cavitation volume in the averaging ribbon are presented in figure 5.47 for fast tran-
sition. Similar to the observations from simulations at constant cavitation number, a
clear link between the occurrence of cavitation on the runner blades and an increased
relative flow angle can be stated. It is clearly noticeable that the modification of β
increases with increasing blade cavitation.

The link between blade cavitation and β can be further verified with the results with
suppressed cavitation in runner or draft tube (see figure 5.48). For suppressed cavita-
tion in the runner, β remains constant around 20° with only minor fluctuations that
are a result of velocity fluctuations. On the other hand, with suppressed cavitation in
the draft tube, the modification of relative flow angle can be observed. The behavior
of β in terms of the oscillations is different compared to the simulation without sup-
pression of cavitation, but this can be explained by the instability that only occurs for
configuration FeStandard. Nevertheless, the general trend of β is in good agreement
for configuration Fe0inDT compared to FeStandard.
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Figure 5.48: Moving average of relative flow angle at location DTin08 for fast transition.
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Figure 5.49: Swirl number in plane 1 during fast transition for mesh 14M.

Analog observations can be made for the swirl number. The results for plane 1 are
displayed in figure 5.49. Again, swirl number remains almost constant for suppressed
cavitation in the runner, while the other two simulation results show a strong depen-
dency on cavitation number. In the range of stable conditions (τT < 0.4), the results
for configuration Fe0inDT and FeStandard match well and swirl number reduces only
slightly as the cavitation volume in the runner is quite small. A further reduction of
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pressure level results in a faster reduction of swirl number for both configurations.
However, the results do not match anymore due to the onset of instability.
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Figure 5.50: Cavitation volume in the draft tube as function of swirl number in plane 3
for fast transition with mesh 14M. Cycles range from one cavitation volume
minimum to the next. Cycle 1 starts at τT ≈ 0.1.

In figure 5.50, the cavitation volume of the vortex rope is plotted as function of swirl
number in plane 3 for the simulation of the fast transition to investigate the link
between swirl number and cavitation volume in the draft tube. Therein, one cycle
extends from one cavitation volume minimum to the next. Cycle 1 starts around
τT ≈ 0.1 and cycle10 ends around τT ≈ 1.1. It has to be mentioned that even though
the instability onset is around τT ≈ 0.4 it is possible to define cycles for τT < 0.4
as cavitation volume oscillations of small amplitude can also be observed for stable
conditions. Plane 3 is selected as the results from section 5.2 showed that for this
plane the phase shift between the oscillations of cavitation volume and swirl number
tends to zero.

It can be observed that from cycle 1 to 4 the swirl number remains almost constant
while the cavitation volume increases. This can be explained by the small size of
cavitation volume in the runner that, until then, has only a negligible effect on the
swirl. On the other hand, the pressure reduction leads to an increased cavitation
volume in the draft tube. With cycle 5 the instability starts to build up. Due to
the fact that the cavitation volume in the runner becomes relevant, this results in a
reduced swirl number. The time delay between the effect of pressure reduction and
the counteracting effect of swirl reduction leads to the formation of the self-oscillation
as described in section 5.2.
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From cycle5 to cycle 8 the amplitude of the cavitation volume oscillation in the draft
tube increases. Simultaneously, the trend of decreasing swirl number can be observed
that is a result of increased cavitation volume in the runner. After cycle 8 cavitation
volume oscillation in the draft tube does not increase anymore. It is even possible that
single cycles have a significantly smaller amplitude like it is the case for cycle 9. Apart
from this cycle, all cycles in the instability regime show the correlation between Vc,DT
and S that decreasing swirl number results in a smaller cavitation volume.
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Figure 5.51: Head as function of transformed time scale for fast transition with mesh 14M.

In figure 5.51, the impact of cavitation in runner and draft tube on head is investigated.
For the investigated operating point, cavitation in the draft tube has only a minor
effect on head. Some oscillations can be detected, which, however, can be traced back
to the pressure fluctuations caused by the cavitation volume oscillation. Consequently,
the reduction in head that can be observed for the other two configurations can be
fully attributed to the occurrence of cavitation in the runner. Two huge peaks can
be found for configuration FeStandard around τT ≈ 0.88 and 1.12. These peaks have
the values H/Href = 2.55 and 2.32 and are caused by the severe pressure peaks that
occur when the cavitation volume collapses (see figure 5.43 for comparison).

The results for torque are presented in figure 5.52. Analog to the findings from head, it
can be found that torque is not affected by cavitation in the draft tube. Consequently,
the reduction in torque with decreasing pressure is a result of cavitation on the runner
blades. This can be explained by the occurrence of cavitation on the suction side
of the runner blades. First, this limits the pressure difference between pressure and
suction side. Secondly, the changed relative flow angle at the runner outlet plays also
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Figure 5.52: Torque as function of transformed time scale for fast transition with mesh
14M.

an important role, as cu changes and this affects the torque due to Euler’s turbine
equation. The maximum amplitude of torque fluctuation is around 5%, which agrees
well with experimental results from Müller [121], who monitored fluctuations with an
amplitude in the range of 4-6%. These strong fluctuations indicate that the full load
instability is accompanied by severe power swings that are not desirable for a safe
hydropower plant operation.



6 Discussion

The numerical investigations on the Francis turbine have revealed an explanation
for the physical mechanism behind the full load instability. Nevertheless, different
aspects need to be further discussed. First, the transferability of the findings to other
operating points has to be verified. Secondly, the use of a constant mass flow boundary
condition at the inlet needs to be discussed. Furthermore, similarities and deviations to
experimental observations have to be analyzed. Additionally, the variation of discharge
or rotational speed can lead to similar variations of the velocity triangle at the runner
outlet and consequently needs further explanation. Finally, an adapted 1D model is
proposed that takes into account the new findings.

6.1 Transferability to other Operating Points

All findings from chapter 5 have been acquired for one specific operating point. If the
identified physical mechanism is universal, it should be transferable to other full load
operating points. To verify this general validity, two further simulations of the fast
transition (see section 5.3) are performed for a guide vane opening of 27° and 29°. For
both simulations the rotational speed remains constant and the discharge is set to
have the same nED as for the simulations from the previous chapter. This results in a
decrease of discharge factor of 0.005 for a guide vane opening of 27° and an increase
of 0.005 for a guide vane opening of 29°. The location of the operating points in the
hill chart is displayed in figure 6.1.

Due to the fact that cavitation on the runner blades already occurs for higher cavi-
tation numbers, the transition for a guide vane opening of 29° (see figure 6.2) starts
at σ = 0.29. It can be observed that the operating point is stable for high cavitation
numbers, when the cavitation volume in the runner is close to zero. In these cases,
a huge cavitation volume in the draft tube is present that is bigger compared to 28°
guide vane opening, which corresponds to the expectations. With decreasing cavita-
tion number, the cavitation volume in the runner slightly increases and instability
develops. Even though a different operating point was investigated, the size of cavita-
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Figure 6.1: Detail from the hill chart with marked position of the investigated operating
points. Rope free zone is marked by dashed lines.

tion volume in the runner at the onset of instability is similar to the observations for
a guide vane opening of 28° (see figure 5.45 for comparison). Consequently, a trans-
ferability of the findings from the previous chapter to the operating point with guide
vane opening 29° can be stated.
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Figure 6.2: Cavitation volume in runner, draft tube and the whole simulation domain
during fast transition for a guide vane opening of 29°. Mesh 14M has been
used for the simulation.

In figure 6.3, the results for the transition with 27° guide vane opening are presented.
At σ = 0.25, neither cavitation occurs in the draft tube nor in the runner. Down
to σ ≈ 0.21, the cavitation volume in the draft tube increases. However, it is still
significantly smaller compared to the other two operating points with larger guide
vane opening. Due to the occurrence of cavitation in the runner, a further reduction
of the pressure level results in a reduced swirl, which provokes a decreasing cavitation
volume in the draft tube until it becomes zero around σ = 0.19. For this investigated
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operating point, no full load instability can be observed. This can also be explained by
the findings from the previous chapter. The development of the full load instability
results from an interaction of the cavitation volume in the runner and draft tube.
However, for 27° guide vane opening the vortex rope is too weak, thus the cavitation
volume in the draft tube is too small at the pressure level when blade cavitation
becomes relevant. Consequently, the self-oscillation cannot develop.
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Figure 6.3: Cavitation volume in runner, draft tube and the whole simulation domain
during fast transition for a guide vane opening of 27°. Mesh 14M has been
used for the simulation.

The results from this section clearly verify the universality of the identified physical
mechanism behind the full load instability. They highlight that the presence of cav-
itation in the runner as well as in the draft tube is essential for the development of
the instability. This also explains that for full load operating points that are close to
best efficiency point, no instability is to be expected.

6.2 Inlet Boundary Condition

In a previous publication [163], it has been stated that setting a constant mass flow
at the inlet boundary condition is not appropriate to capture the full load instability.
Based on the findings from this thesis, this statement is disproved. Nevertheless, the
use of a constant mass flow at the inlet boundary condition needs further discussion.
For stable conditions it can be expected that this boundary condition is a good ap-
proximation and for that reason it is common practice for simulations of hydraulic
turbines. Contrary to that, for the occurrence of the full load instability highly un-
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steady flow phenomena can be observed. Due to the severe pressure surge that is
caused by the collapse of cavitation volume it can be expected that the discharge
experiences variations that are not in agreement with a constant mass flow bound-
ary condition. To take into account the discharge variations in the simulation it is
necessary to perform simulations with 1D-3D coupling.
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Figure 6.4: Cavitation volume in the draft tube as function of discharge at the draft tube
inlet or outlet, respectively. All results are presented mean phase averaged.
Left: Experimental results from Müller [121] on a simplified test case. The
presented results are for σ = 0.13. Right: Simulation results for the Francis
turbine at 28° guide vane opening and σ = 0.19.

To quantify the relevance of a variable inlet discharge, experimental results from
Müller [121] on a simplified test case are analyzed. This test case consists of a micro-
turbine with a horizontal conical diffuser that is operated in a small scale hydraulic
circuit. The results show that the discharge at the draft tube inlet is constant over a
wide range of cavitation volume oscillation and only around cavitation volume min-
imum the experiments indicate a discharge reduction up to 4% (see figure 6.4 left).
This is qualitatively in good agreement to simulation results for the Francis turbine
that are presented on the right side of figure 6.4. For the Francis turbine the discharge
at the draft tube inlet is almost constant, while the experimental results show a pe-
riod of varying discharge at the inlet when the cavitation volume is small. However, as
the discharge variation is only present around minimum cavitation volume it can be
expected that the use of a constant mass flow boundary condition is reasonable. Fur-
thermore, taking into account that for the simplified test case the discharge variations
at the draft tube outlet are significantly higher compared to the investigated Francis
turbine, it can be expected that for the Francis turbine the discharge variations at
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the inlet are also smaller. However, the effect of the inlet boundary condition should
be studied more detailed in the future. At least for resonance conditions with the
pipe system that are not expected within this thesis, a constant mass flow boundary
condition at the inlet would not be suitable.

6.3 Comparison with Experimental Observations

The results from chapter 5 show that many characteristics of the full load instability,
which can be found in the experiments, are also present in the simulations. For exam-
ple a swirl variation can be observed as well as a link of the instability onset with the
occurrence of cavitation on the runner blades. However, also differences between sim-
ulation results and the measurement can be identified. While the experiments indicate
that the instability onset is around σ ≈ 0.155 the simulations with mesh 14M predict
an instability onset around σ ≈ 0.215. Due to this deviation no direct comparison be-
tween experimental and simulation results could be presented in the previous chapter.
It can be expected that the difference in instability onset comes from a deviation of
the onset of cavitation on the runner blades. As the simulation results predict blade
cavitation at too high cavitation numbers, the instability develops too early.

There is a variety of possibilities for the deviation between simulation and experiment.
First, the mesh has an impact as already identified in sections 5.2 and 5.3. With mesh
48M onset of instability can be expected at slightly lower cavitation number, which
is in better agreement to the measurements. However, a better agreement in terms of
cavitation volume in the draft tube is present for the coarser mesh.

As identified in section 4.2, the turbulence model can have a significant impact on
the simulation accuracy. This indicates that the turbulence model may also have a
relevant effect on the instability onset. However, as explained in section 5.1, for the
SBES model an unphysical interaction between two-phase modeling and turbulence
model could be observed. This highlights the high complexity of two-phase simulations
for turbulent flows. In future, the development of new turbulence models that have a
better interaction with two-phase models might overcome this issue. However, the un-
physical interactions with the hybrid RANS-LES turbulence model restrict to analyze
the impact of turbulence model on the instability onset for present setups. Never-
theless, it has to be highlighted that with the applied RANS approach the physical
mechanism behind the full load instability could be identified.
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One important aspect for the development of the full load instability is the time delay
between effect 1 and 2. For incompressible simulations this time delay is big as the
speed of sound becomes infinite, whereas the transport velocity of the flow is in the
order of 10 m/s. While for pure water the speed of sound in the experiments can be
expected to be around 1200 m/s, it may reduce due to the occurrence of cavitation to
the order of 100 m/s. This is still one order of magnitude above the transport velocity
of the flow, however, compressible effects might already have an impact on simulation
results. As these compressible effects result in a decreased time delay between effect 1
and 2, they might also partly explain that the instability onset is at smaller cavitation
number in the experiments.

Last, simulation inaccuracies resulted in a shifted operating point (see figure 5.20).
The deviation in operating point is a further cause for deviations of the onset of
instability between simulation and experiment. Compared to single-phase simulations
the accurate prediction of cavitation phenomena is much more challenging as already
small deviations in the flow field might result in differences in the pressure field. This
directly affects the mass transfer between liquid and vapor phase. All in all, it can be
stated that the accurate prediction of instability onset is very challenging.

6.4 Cause of Full Load Instability

The identified mechanism of the full load instability differs to the explanations of the
cause that can be found in state of the art literature. By means of 1D simulations,
variations of the discharge at the draft tube inlet (mass flow gain factor) are commonly
used as cause of the instability. Indeed, different effects that are presented in figure 6.5
can result in a swirl reduction and might consequently be the cause of the instability.

First, the occurrence of cavitation on the suction side of the runner blade can result
in an increased flow angle (βc > β), which results in a reduction of cu. Secondly, a
reduction of discharge (cm,Q↓ < cm) also leads to reduced cu. Finally, the same effect
can be found for increased rotational speed (un↑ > u). All effects have in common that
they change the velocity triangle at the runner outlet. The resulting swirl change needs
some time to travel into the draft tube, which is one requirement for the development
of self-oscillation. However, only for the case of cavitation on the runner blades the
time delay for the relevant location in the draft tube cone is guaranteed due to effect 3
(direct feedback due to correlation of p and d2Vc/dt

2). For discharge or rotational speed
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Figure 6.5: Velocity triangles for full load operating point. Top left: Initial velocity triangle
for non-cavitating conditions. Top right: Cavitating conditions. Bottom left:
Decreased discharge. Bottom right: Increased rotational speed.

variations, these oscillations might have a phase that excites instability but also might
have a phase that dampens oscillations.

Especially discharge variations that seem to be more likely compared to variations
of rotational speed might also be a possible explanation for the cause of the full
load instability. However, then the whole mechanism would be the result of a system
instability. This means that the occurrence of the instability highly depends on the
test rig or upstream pipe system of the hydro power plant as for different pipe lengths a
different traveling time of the pressure wave can be expected. Contrary to this, for the
occurrence of blade cavitation there is always a direct feedback (effect 3), which should
be almost independent from the system. Due to the fact that for the investigated
Francis turbine the full load instability can also be observed on prototype [132], a
system dependency cannot be found between model and prototype, which supports
the findings from this thesis.

6.5 1D Model

Based on the discussion in section 6.4, the nowadays typical 1D modeling of the cav-
itation volume oscillation caused by the full load instability based on the parameters
mass flow gain factor χ and cavitation compliance Cc (see section 2.5) has to be re-
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vised. To consider all relevant effects of the full load instability the following equation
is proposed2:

Q1 −Q2 = −dVc
dt

= χ
dQ1

dt
+ ε

dn

dt
+ ψ

dh

dt
+ Cc

dh

dt
(6.1)

Therein, ε denotes the rotational speed gain factor

ε = −∂Vc
∂n

(6.2)

that has already been proposed by Alligné et al. [6] in a similar way. Furthermore,
the cavitation gain factor ψ

ψ = −∂V
∗
c

∂h
(6.3)

is newly introduced. It takes into account the correlation between the cavitation vol-
ume in the draft tube and the changed flow angle caused by blade cavitation. The
cavitation gain factor has a special character. Even though it is caused by a change
of pressure, the actual change of cavitation volume in the draft tube is resulting from
the changed swirl. For that reason it is also assigned to the other gain factors. It
is important to notice that cavitation compliance (equation 2.7) and cavitation gain
factor (equation 6.3) have the same definition. However, they describe different effects
and consequently have different values. This is marked by the ∗ in equation 6.3. It has
to be highlighted that for the different gain factors a time delay has to be included in
the 1D model as proposed by Dörfler et al. [45]. As cavitation compliance and cavi-
tation gain factor depend on pressure level but second one has a time delay while the
former has not, this new proposed 1D model should be able to reproduce the physical
mechanism of the full load instability.

For the determination of cavitation compliance and the different gain factors with 3D
simulations, the different effects have to be identified separately. Mass flow gain factor
and rotational speed gain factor can be determined by setting a constant pressure
level at the outlet and varying the discharge at the inlet or the rotational speed,
respectively. As both, cavitation compliance and cavitation gain factor, are a result
of pressure variations, the two effects must be separated. This can be achieved by

2Analog to section 2.5 the index DT is omitted for the following equations. Consequently, Vc

denotes the cavitation volume in the draft tube.
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suppressing cavitation in the runner (Fe0inRU) for Cc or draft tube (Fe0inDT) for ψ,
respectively.
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Figure 6.6: Cavitation volume in draft tube for variation of discharge, rotational speed or
cavitation number. For variation of cavitation number in one case cavitation
in the runner has been suppressed (Fe0inRU), while for the other case cavita-
tion has been suppressed in the draft tube (Fe0inDT). For Fe0inDT a pseudo
cavitation volume in the draft tube is presented that is scaled to have the same
cavitation volume like no suppression of cavitation. Mesh 14M has been used
for the simulations and all simulations have been performed steady state.

Exemplarily, the determination of χ, ε, ψ and Cc is shown for the operating point
from chapter 5 (guide vane opening 28°). In figure 6.6, the cavitation volume in the
draft tube is displayed for a variation of discharge, rotational speed, or cavitation
number, respectively. All results are from steady state simulations with mesh 14M.
For variation of Q and n the pressure level is set to σ = 0.25.

The change of cavitation volume in the draft tube due to variations of discharge or
rotational speed, respectively, can be approximated by a linear behavior. Cavitation
volume Vc,DT increases with increasing discharge, while the same behavior can be
found for decreasing rotational speed, which is in agreement with the explanations
from section 6.4. It is conspicuous that a variation ofQ and n result in the same change
of Vc,DT , except of the sign of the variation. For variation of cavitation number no
linear relation can be observed. With suppressed cavitation in the runner (Fe0inRU),
Vc,DT increases with decreasing σ. With decreasing cavitation number the cavitation
volume in the draft tube increases stronger, which is probably a cause of increased
diameter of the cavitating vortex rope.
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For suppressed cavitation in the draft tube (Fe0inDT) a pseudo cavitation volume
is displayed in figure 6.6. This pseudo cavitation volume is scaled to have the same
cavitation volume Vc,DT like for no suppression of cavitation. Down to σ = 0.21, the
cavitation volume in the draft tube remains approximately constant. Further decreas-
ing the cavitation number results in a reduction of the pseudo cavitation volume that
becomes stronger with decreasing σ.



7 Conclusion and Outlook

In this thesis, the physical mechanism behind the full load instability in a Francis
turbine has been investigated by means of numerical simulations. All simulations
were performed at model scale. Due to the necessity to capture the interaction between
cavitation regions in the runner and draft tube, two-phase simulations were conducted.
In preliminary studies on simplified test cases it was shown that the homogeneous two-
phase modeling approach is suitable for cavitation simulations and the inhomogeneous
model has no added value. Investigations on the NACA0009 test case with a cavitating
tip leakage vortex showed that an appropriate turbulence model has to be selected
to capture the regions of vortex cavitation with reasonable agreement. For this test
case, the SBES model, which is a state-of-the-art hybrid RANS-LES model, and the
SST model with curvature correction showed the best results. However, the use of the
SBES model resulted in unphysical oscillations for the Francis turbine and for that
reason all investigations regarding the full load instability have been performed with
the SST model with curvature correction.

The analysis of the full load instability was made in two steps. In the first step,
simulations at six different cavitation numbers were performed of which the three
highest pressure levels showed stable conditions while for the other pressure levels
the full load instability developed. In the second step, the pressure at the draft tube
outlet was gradually decreased from stable to unstable conditions. For both procedures
similar observations could be made. During stable conditions, only minor oscillations
of pressure and cavitation volume in the draft tube are present and the cavitation
volume in the runner is of negligible size. Furthermore, the swirl number is similar for
different cavitation numbers at stable conditions. In the range of the instability onset
characteristically a small reduction of cavitation number results in a sudden increase
of pressure and cavitation volume oscillations. Moreover, a cavitation region at the
trailing edge of the runner blade forms that ranges from approximately midspan to
the shroud.

All in all, the physical mechanism behind the full load instability can be traced back to
three effects. Effect 1 represents the fact that the cavitation volume in the draft tube
increases when the pressure is reduced. As pressure is traveling at the speed of sound,
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which is infinite for incompressible simulations, this effect instantaneously affects the
cavitation in the draft tube. This effect is irrespective of whether stable or unstable
conditions are present. Effect 2 describes the behavior of the cavitation volume in the
draft tube caused by changes of the cavitation volume in the runner. For a pressure
reduction, the cavitation volume in the runner increases. When cavitation occurs on
the suction side of the runner blade close to the trailing edge, the relative flow angle
increases. This results in a changed velocity triangle that is characterized by reduced
cu, which in turn leads to a reduced swirl number. Finally, the reduced swirl results
in a smaller cavitation volume in the draft tube. As the changed swirl has to travel
with the flow from the runner outlet into the draft tube, it comes to a time delay at
the relevant location of the vortex rope (plane 3) between the counteracting effects 1
and 2. This time delay is indispensable for the development of the full load instability
as it is necessary for the formation of a self-oscillation. Since cavitation on the runner
blades is not present or of negligible size for stable conditions, effect 2 becomes only
relevant for unstable conditions. Furthermore, effect 3 is important for the formation
of the full load instability. It describes the change of pressure that is caused by the
cavitation volume oscillation. All in all, the existence of the three effects can result
in the development of the full load instability. The findings demonstrate that this
instability is a result of the interaction between cavitation in the runner and the draft
tube. As could be shown by locally suppressing cavitation in the runner or draft tube,
respectively, the instability does not develop when one of these regions is cavitation
free.

A similar change of the velocity triangle at the runner outlet as described for effect 2
would be possible for either reduced discharge or increased rotational speed. However,
the described mechanism is the most likely as only the occurrence of blade cavitation
in combination with effect 3 guarantee the correct time delay at the relevant location
of the vortex rope. Based on the findings of this thesis, an adopted 1D model has
been proposed that can also consider the occurrence of blade cavitation. All in all,
this thesis gives an in-depth explanation for the physical mechanism behind the full
load instability. This knowledge combined with the adopted 1D model gives the op-
portunity to assess the risk of full load instability already in the design process and
consequently facilitates the design of reliable turbines that can be used for a wide
operating range.
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Outlook

The present work reveals some deviations between simulation and measurement. For
instance, the onset of the instability occurs at a different cavitation number. To re-
duce the deviations, it is recommended that future work takes into account effects
that have not been considered due to simplifications. Consequently, it is advisable to
implement a 1D-3D coupling that could take into account the discharge reduction in
the period of when the cavitation volume collapses. This would eliminate the uncer-
tainty that is caused by the prescription of a constant mass flow at the inlet boundary
condition. Furthermore, increasing the accuracy of the simulations is promising to re-
duce the deviations between simulation and experiment. This could be possible with
the development of new advanced turbulence models that are specially developed for
multi-phase flows. Moreover, the development of new cavitation models might increase
simulation accuracy. Finally, it is worthwhile to include compressibility in the simu-
lations because the speed of sound is reduced due to the occurrence of cavitation. As
the consideration of compressibility reduces the time delay between effect 1 and 2 this
might lead to a delayed instability onset in the simulation and consequently decrease
deviations to the experiments.

Within this thesis, the transferability to other operating points has been proved.
However, one further step would be to validate the described mechanism on a different
turbine that also shows the occurrence of the full load instability. This would verify
the universality of the physical mechanism.

The understanding of the development of the full load instability enables future re-
search to investigate measures that suppress the occurrence of the instability, which
would allow an increased operating range. For example, a changed design of the runner
blades appears promising. Furthermore, the adopted 1D modeling gives the oppor-
tunity to perform stability analysis of a turbine and detect regions that are critical
for operation. However, this new proposed 1D modeling needs some discussion in the
community in terms of applicability.
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Figure A.1: Distribution of averaged u-, v- and w-component of the velocity along line
in x- or y-direction, respectively, at measurement plane z/c = 1.2. The lines
are located at x/c = 0.126 and y/c = 0.181. Experiments were performed by
Dreyer et al. [54].
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Figure A.2: Contour plot of the dimensionless velocity components u, v and w in mea-
surement plane z/c = 1.2 for measurement [54] and single-phase simulations
with different turbulence models.
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Figure A.3: Distribution of averaged u-, v- and w-component of the velocity along line
in x- or y-direction, respectively, at measurement plane z/c = 1.5. The lines
are located at x/c = 0.159 and y/c = 0.307. Experiments were performed by
Dreyer et al. [54].
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Figure A.4: Contour plot of the dimensionless velocity components u, v and w in mea-
surement plane z/c = 1.5 for measurement [54] and single-phase simulations
with different turbulence models.



B Discussion on Phase Shift for a Sine
Wave

In this section, consequences of a phase shift between two quantities are discussed.
As shown in figure 5.25, the cavitation volume oscillation can be approximated by a
sine wave:

Vc,DT (t) ≈ y0 sin (ωt+ φ0) + ∆y (B.1)

Therein, y0 denotes the amplitude, ω the angular frequency, φ0 the phase and ∆y
takes into account that the average cavitation volume is above zero. As the phase is
not relevant for the following explanations it is set to zero. As already discussed in
section 5.2, the link between cavitation volume and discharge is given by continuity
equation 2.9:

dVc,DT
dt

= QDT,out −QDT,in (B.2)

Furthermore, the cavitation volume is directly linked to the discharge at the draft
tube outlet QDT,out because the discharge at the inlet QDT,in can be approximated
to be constant. The time derivative of the cavitation volume dVc,DT/dt is a result of
equation B.1:

dVc,DT
dt

= y0ω cos (ωt) = y0ω sin (ωt+ 90°) (B.3)

As cosine has a phase shift ∆φ = −90° compared to sine, this phase shift should with
reasonable agreement be applicable for the correlation between Vc,DT and dVc,DT/dt or
QDT,out. In figure B.1, cavitation volume is presented as function of dVc,DT/dt. When
no phase shift is applied, an elliptical shape can be observed that is similar to the
correlation between Vc,DT and QDT,out in figure 5.37.

The actual correlation between Vc,DT and dVc,DT/dt can be found when a phase shift
∆φ = −90° is applied to dVc,DT/dt, which is also displayed in figure B.1. Then,
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Figure B.1: Exemplary correlation between cavitation volume in draft tube and its first
time derivative for shifted (∆φ = −90°) and not shifted (∆φ = 0°) dVc,DT /dt.
Oscillation of Vc,DT and dVc,DT /dt are based on an ideal sine wave (equa-
tions B.1 and B.3).

a straight line can be observed that states a linear correlation between Vc,DT and
dVc,DT/dt. Due to equation B.2, a linear relation can also be stated between Vc,DT

and QDT,out. This linear correlation is not perfectly met with the simulation results
for the full load instability. As shown in figure 5.38, the phase shifted results are
indeed not far away from a linear relation but actually show some propeller shape.
The explanation for this behavior can be found in the fact that cavitation volume is
limited at minimum to zero but has (almost) no limitation at maximum. Consequently,
amplitude y0 may not be constant during one instability cycle.

A variable amplitude is modeled by a sine wave. Compared to constant amplitude y0,
this leads to a smaller amplitude around minimum cavitation volume and a higher
amplitude in the region of maximum cavitation volume. The resulting correlation
between Vc,DT and dVc,DT/dt is displayed in figure B.2. A propeller shape can be
observed, which is similar to the observations from section 5.2. Consequently, the
deviations from a linear correlation between Vc,DT and QDT,out can be traced back to
variances from an ideal sine behavior.
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stant amplitude y0 and a variable amplitude that is modeled by a sine wave.





C Differential Equation for Negatively
Damped Linear Oscillation

In this section, the solution of the differential equation for a negatively damped linear
oscillation is presented. The differential equation for negative damping is according
to equation 2.13:

q̈ − γq̇ + ω2q = 0 (C.1)

This equation is a homogeneous linear differential equation of the second order with
constant coefficients. According to Papula [129] this type of differential equation has
the following characteristic polynomial:

λ2 − γλ+ ω2 = 0 (C.2)

This results in three possible solutions of which the complex-conjugated case is rele-
vant for the investigated case. Finally, this results in the following solution:

q = e
γ
2 t

[
C1 sin

(√
4ω2 − γ2

2 t

)
+ C2 cos

(√
4ω2 − γ2

2 t

)]
(C.3)

To express the cavitation volume oscillation by this solution, two further modifications
are necessary. First, a parameter ∆y needs to be added that takes into account that
the cavitation volume is not oscillating around zero but approximately the average
cavitation volume. Secondly, a phase φ0 needs to be introduced that offsets differ-
ent phases between cavitation volume oscillation from the simulation and negatively
damped oscillation. All in all, the following equation is used for the approximation of
cavitation volume oscillation by a negative damping:

Vc = e
γ
2 t

[
C1 sin

(√
4ω2 − γ2

2 t+ φ0

)
+ C2 cos

(√
4ω2 − γ2

2 t+ φ0

)]
+ ∆y (C.4)
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