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1. Abstract

1 Abstract
Multiscale  materials  modelling  (MMM)  has  been  recently  growing  and  simulta-
neously becoming a significant tool for understanding complexities of contemporary
materials as well as a valuable driver for their development. In view of that, this work
presents a MMM approach based on the application of different numerical tech-
niques for predicting the fatigue life of metallic materials.

The work contains several fatigue problems of metals where the modelling ap-
proach has been successfully applied, including its highlight, which is the virtual de-
termination of the fatigue life (S-N or Wöhler) curve. The approach is  realized by
coupling the analysis of microscopic (crack initiation on the basis of the physically-
based Tanaka-Mura model) and macroscopic (crack growth on the basis of clas-
sical Fracture Mechanics) fatigue behaviour, together with the molecular dynamics
(MD) and experimentally-based input determination. Particular emphasis has been
placed on the application of the modelling approach to demonstrate the impor-
tance of the parameter critical resolved shear stress (CRSS) for the fatigue perfor-
mance of several metals. The discovered relation between endurance limit and the
CRSS provides a facet of fatigue theory that is numerically predictive and which al-
lows the selection of those types of materials, which are more fatigue resistant. In
addition  to  the  CRSS,  factors  such  as  grain  size,  mean stress,  plasticity,  residual
stresses and others have been also investigated with the aim to identify their influ-
ence on the  S-N curves as well  as endurance limits  of various metallic materials.
Aside of that, it is now possible to estimate the length of the short crack at the initi-
ation end by application of the physically-based micromechanical simulations what
opens new doors to an easier detection of the critical crack lengths in practical ap-
plications, e.g. for component and plant inspection. The experimental determina-
tion of the Paris law constants is typically tedious and time consuming. The successful
determination of these constants by using the present physically-based multiscale
materials  simulation approach provides,  on the contrary,  an efficient  method to
equip engineers with these highly relevant fatigue data. 

As the results of this work demonstrate, the introduced MMM procedure for metal
fatigue characterization plays  an important  role in  the understanding of  present
days’  complex  and  advanced  materials.  Apart  from  that,  this  physically-based
MMM approach represents  a breakthrough in  the  field  of  fatigue research and
opens the door for fast and cost-effective development of virtual metallic materials
for present and future fatigue applications, such as, e.g., for additive manufactured
materials.
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1.1. Outline

1.1 Outline
The present  work  is  structured into 13  Chapters.  After  a  summary and outline in
Chapters  1 and  2, the technical part  of the work begins from Chapter  3, which
provides an introduction into the fatigue process happening under cyclic loading in
metallic material systems; it ends with Chapters 6 and 7 where a summary of the re-
search results obtained in this work and an outlook as well as details on applied tools
are given, respectively. These tools are the finite element method (Section 7.1) and
the Tanaka-Mura model (Section 7.2), which both together served as a foundation
of this work.

Chapter 4 discusses the fatigue process in more details, providing the existing ex-
perimental, numerical and theoretical approaches to understand and handle the
process under control. The concept of multiscale modelling and simulation of metal
fatigue is introduced in Chapter 4, too.

Application examples of the multiscale fatigue simulation approach are the topic
of Chapter  5. Among the important influencing factors like loading ratio, residual
stresses, grain and notch radius size, plasticity and crack initiation energy, the ana-
lysis of the relevance of the CRSS stands out as the leading study of this work. In ad-
dition, the study on the component fatigue life determination has a high practical
value. The results of these studies could be validated by experimentally obtained
measurements. This  validation reveals  excellent qualitative as well  as quantitative
agreement as shown in, e.g., Section 5.2.3. The successful numerical determination
of Paris law constants is a part of Chapter 5, too. 

Furthermore, the results obtained in this  work have been presented at interna-
tional conferences and resulted in several journal publications, the list of which can
be found in Chapter 8.1. Some of these results have been also incorporated in lec-
tures for different study courses by Prof. Siegfried Schmauder at the University of Stut-
tgart.

The work is a continuation and significant extension of work done during the mas-
ter’s study, in which the author numerically examined the fatigue crack growth in
plates subjected to cyclic tension load. More details on this pre-work can be found
in [10O]. Aside of that, the author has supervised several student research projects
(in German Studienarbeit), bachelor and master theses on the topic of fatigue dur-
ing the working time at IMWF (see Section 8.3).

The work concludes with the lists of figures, tables and references, respectively,
and with an acknowledgement and short biography of the author.
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2. Zusammenfassung

2 Zusammenfassung
Die Multiskalen-Materialmodellierung (MMM) ist  in  jüngster  Zeit  eingeführt  worden
und hat sich gleichzeitig zu einem wichtigen Instrument für das physikalische Ver-
ständnis der Komplexität des mechanischen Verhaltens aktueller Materialien sowie
zu einer wertvollen Triebfeder für deren Entwicklung entfaltet. In Anbetracht dessen
stellt diese Arbeit einen MMM-Ansatz vor, der auf der Anwendung verschiedener nu-
merischer  Techniken  zur  Vorhersage  der  Ermüdungslebensdauer  metallischer
Werkstoffe basiert.

Die Arbeit enthält darüber hinaus mehrere Ermüdungsprobleme von Metallen und
Legierungen, bei denen der MMM-Ansatz erfolgreich angewandt wurde, einschließ-
lich dem Höhepunkt, der die virtuelle Bestimmung der Ermüdungslebensdauer (S-N
oder Wöhler-Kurve) ist. Der Ansatz wird durch Kopplung der Analyse von mikroskopis-
chem (Rissinitiierung auf  der  Grundlage  des  physikalisch  basierten  Tanaka-Mura-
Modells)  und makroskopischem (Risswachstum auf der  Basis  klassischer  Bruchme-
chanik)  Ermüdungsverhalten realisiert,  zusammen mit  der  Molekulardynamik  (MD)
und  experimentell  basierten  Eingabeparametern.  Besonderes  Augenmerk  wurde
auf die Anwendung des Modellierungsansatzes gelegt, um die Bedeutung des Para-
meters  kritischen  Schubspannung  (CRSS)  für  das  Ermüdungsverhalten  mehrerer
Metalle zu demonstrieren. Die gefundene Beziehung zwischen der Dauerfestigkeit
und der  CRSS  bietet  einen neuen Aspekt der  Ermüdungstheorie,  der  numerische
Vorhersagen  erlaubt  und  der  ermöglicht,  diejenigen  Arten  von  Materialien  aus-
zuwählen, die ermüdungsbeständig sind. Neben der CRSS wurden auch Faktoren
wie Korngröße,  Mittelspannung,  Plastizität,  Eigenspannungen und andere  Größen
untersucht, um deren Einfluss auf die Wöhler-Kurven sowie die Dauerfestigkeit ver-
schiedener  metallischer Werkstoffe zu ermitteln.  Daneben ist  es  jetzt  möglich, die
Länge des kurzen Risses zum Ende der Initiierungsphase durch die Simulationen ab-
zuschätzen, was neue Türen für eine einfachere Erkennung der kritischen Risslängen
öffnet. Die experimentelle Bestimmung der Parameter des Parisgesetzes ist typischer-
weise mühsam und zeitaufwendig. Die erfolgreiche Bestimmung dieser Parameter
unter Verwendung des vorliegenden physikalisch basierten multiskaligen Simulations-
ansatzes bietet im Gegensatz dazu eine neue und effiziente Methode, um Berech-
nungsingenieure mit diesen hoch-relevanten Ermüdungsdaten zu versorgen.

Die Ergebnisse dieser Arbeit belegen, dass das eingeführte MMM-Verfahren zur
numerischen Charakterisierung der Metallermüdung eine wichtige Rolle für das Ver-
ständnis der heutigen komplexen Werkstoffe spielt. Abgesehen davon stellt dieser
physikalisch  basierte  MMM-Ansatz  einen  Durchbruch  im  Bereich  der  Ermüdungs-
forschung dar und öffnet die Tür für eine schnelle und kostengünstige virtuelle Ent-
wicklung verbesserter und neuer Materialien für aktuelle und zukünftige Ermüdungs-
anwendungen, wie z. B. für additiv gefertigte Werkstoffe.
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2.1. Gliederung

2.1 Gliederung
Die vorliegende Arbeit ist in 13 Kapitel gegliedert. Nach einer Zusammenfassung und
Gliederung in den Kapiteln 1 und 2 beginnt der technische Teil der Arbeit mit Kapitel
3, welches eine Einführung in den Ermüdungsprozess bei zyklischer Belastung in me-
tallischen Werkstoffsystemen enthält; er endet mit den Kapiteln  6 und  7, in denen
eine Zusammenfassung der in dieser Arbeit erzielten Forschungsergebnisse und ein
Ausblick sowie Einzelheiten zu den angewandten Werkzeugen gegeben werden.
Diese Werkzeuge sind die Finite-Elemente-Methode (Abschnitt 7.1) und das Tanaka-
Mura-Modell (Abschnitt 7.2), die beide zusammen als Grundlage dieser Arbeit dien-
ten.

In  Kapitel  4 wird  der  Ermüdungsprozess  ausführlicher  erörtert,  wobei  die
vorhandenen experimentellen,  numerischen und theoretischen Ansätze zum Ver-
ständnis und zur Steuerung des Prozesses erläutert werden. Das Konzept der Multi-
skalenmodellierung und -simulation der Metallermüdung wird ebenfalls in Kapitel 4
vorgestellt.

Anwendungsbeispiele  für  den  Ansatz  der  Multiskalen-Ermüdungssimulation sind
das Thema von Kapitel  5. Neben den wichtigen Einflussfaktoren wie Belastungsver-
hältnis,  Eigenspannungen, Korn- und Kerbgröße, Plastizität und Bruchenergie hebt
sich die Analyse der Bedeutung des Parameters CRSS als die Leitstudie dieser Arbeit
ab. Darüber hinaus hat die Studie zur Bestimmung der Lebensdauer von Bauteilen
einen hohen praktischen Wert. Die Ergebnisse dieser Studien konnten durch experi-
mentell gewonnene Messungen validiert werden. Diese Validierung zeigt eine her-
vorragende qualitative und quantitative Übereinstimmung,  wie z.  B.,  in  Abschnitt
5.2.3 gezeigt. Die erfolgreiche numerische Bestimmung der Parameter des Parisge-
setzes ist ebenfalls Teil von Kapitel 5.

Darüber  hinaus  wurden  die  in  dieser  Arbeit  erzielten  Ergebnisse  auf  interna-
tionalen Konferenzen vorgestellt und führten zu einer Reihe von Veröffentlichungen
in Fachzeitschriften, deren Liste in Kapitel  8.1 zu finden ist. Einige dieser Ergebnisse
flossen  auch  in  Vorlesungen  für  verschiedene  Studiengänge  von  Prof.  Siegfried
Schmauder an der Universität Stuttgart ein.

Die  Arbeit  ist  eine  Fortsetzung  und  wesentliche  Erweiterung  der  Arbeit,  die
während des Masterstudiums durchgeführt wurde, in dem der Autor das Ermüdungs-
risswachstum von Platten, die einer zyklischen Beanspruchung ausgesetzt waren, nu-
merisch  untersuchte.  Weitere  Details  zu  dieser  Vorarbeit  sind  in  [10O]  zu  finden.
Daneben betreute der Autor während des Arbeitszeitraums am IMWF mehrere stu-
dentische  Studien-  sowie  Bachelor-  und  Masterarbeiten  zum  Thema  Ermüdung
(siehe Abschnitt 8.3).

Die Arbeit endet mit der Auflistung der Abbildungen, Tabellen und Zitate sowie
einer Danksagung und Kurzbiografie des Autors.
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3. Introduction and Motivation

3 Introduction and Motivation
It has been estimated that over 75% of the failure problems in engineering systems
each year are due to fatigue [07L].  Fatigue damage has been recognized as a
fracture phenomenon occurring after a large number of loading cycles where a
single load of the same magnitude would do no harm to the mechanical structures
[03S]. In 1903, Ewing and Hunfrey [03E] carried out microscopic investigations, which
showed that fatigue crack nuclei in metallic materials appeared from slip bands.
From then on, fatigue damage began to be considered as more of a material prob-
lem, i.e. to be material dependent. 

Structural health monitoring and detection of fatigue failures are highly important
for fitness and service assessment of structures. Failure of structures under fatigue
loading can occur at load levels below the yield stress of the used material. There-
fore, it is of special importance to be able to make predictions of life cycles until
catastrophic fracture occurs. A well-known example of such catastrophic failure is
the huge train accident in Eschede where one wheel of the train broke due to cyc-
lic loading (Figure 1L) that has not been considered during construction [04E]. An-
other example in Figure 1R shows the root of a pressure turbine blade of the Boeing
747-400, that fractured as a result of the growth of a low stress/high cycle fatigue
crack. Luckily, the aircraft flying from Sydney to Singapore landed safely and without
casualties [12H].

However, not every single crack has to be critical immediately. Often structures
can withstand cracks up to a certain crack length until unstable fracture occurs. In
order to determine the point where the fatigue crack reaches its critical size, it is ne-
cessary to understand existing and develop new methods to estimate the total fa-
tigue life.
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4. Fatigue of Metals

4 Fatigue of Metals
Fatigue is one of the most important modes of failure in many mechanical compo-
nents. Its significance lays in the fact that it may occur even if the stresses in a spe-
cific region are below the stresses, which that component could bear without any
circumstances under static loading conditions. This kind of failure can be understood
by a simple example. If one tries to break a thin wire made out of e.g. copper or alu-
minium by hands, this can be done in two ways. One way is to stretch it, shear it or
bend it in one direction what would in most cases require a lots of effort. On the
other hand, if one tries to bend it by a hogging-sagging method (i.e. cyclically), as il-
lustrated in Figure  2, it would take considerable less time and effort to cause the
breakage. This fact highlights the specificity and importance of the fatigue process.

Extensive research studies have been carried out in the past decades, contribut-
ing to the understanding of mechanisms, which make fatigue damage in metallic
materials so specific, as well  as of its stages (short crack initiation and long crack
growth). However, a complete understanding of this process is still missing due to nu-
merous factors that affect its development. Generally speaking, these factors could
belong to one of the following aspects: i) Surface effects like surface roughness, sur-
face damage or various surface treatments; ii) Environmental effects like corrosion
and temperature; iii) Geometrical effects like stress concentrations, and iv) Micro-
structural effects, such as grain size and shape, second phase particles, precipita-
tion etc. [07L].
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4.1. Factors Controlling Fatigue Damage of Metallic Materials

4.1 Factors Controlling Fatigue Damage of Metallic Materials
In order to address fatigue, it is necessary first to understand the mechanisms that fa-
cilitate crack initiation inside microstructures of metallic materials (bottom right im-
age in Figure 2) [13S]. The microstructure, or in other words the crystalline structure,
consists of grains (i.e. crystals) abutting one another. The lines between these grains
are referred to as grain boundaries (Figure 2 – black lines in the bottom right image).
In general, the size of the grains influences mechanical properties of alloys, i.e. the
smaller the grains the better the properties – as more boundaries prevent the move-
ment of dislocations in the microstructure (see Section 5.5 for more details). Through
the use of powerful microscopy tools, it is possible to scan the microstructure of un-
loaded materials but also of the material that is stressed by outer loading and, fur-
thermore, to superimpose resulting strain fields spatially distributed over the micro-
structure, as shown in Figure 4 [09T, 10D, 11F, 12A]. More precisely, digital image cor-
relation (DIC) is the technique commonly used to analyse strain fields and strain loc-
alization  on  the  surface  of  a  specimen.  Electron  back-scatter  diffraction  (EBSD)
scans are typically used in addition to DIC to realize the grain orientation and grain
boundaries within the specimen's microstructure. Figure  4 illustrates an example of
strain localization in a cut-out surface of a nickel-based superalloy [12A, 13S]. A spe-
cimen from the figure was loaded in one cycle consisting of forward uniaxial loading
up to a strain of 2.2% and reverse unloading. During the cycle the recording of the
microstructure from EBSD and the strain fields from DIC was performed. At the end of
the cycle, the material retained deformed heterogeneously indicating by that the
role of microstructure in strain localization.

As described earlier, fatigue is characterized by a series of such forward and re-
verse loadings, i.e. cycles. Over the course of accumulated cycles, it is expected
that fatigue cracks will form in the vicinity of regions containing a large amount of
strain accumulation. Strains in this case represent defects in the form of dislocations,
which multiply and pile up over the area of slip bands. This behaviour results in an in-
crease in the dislocation density [14R, 13S]. The slip bands, or lines, appear fine and
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4.1. Factors Controlling Fatigue Damage of Metallic Materials

sharp in favourably oriented grains (crystals) within the microstructure, as depicted in
Figure 4. Furthermore, as more cycles accumulate, more grains display signs of form-
ing slip bands, the existing bands widen, and ultimately some of them nucleate fa-
tigue cracks [03E]. In the course of further cyclic loading some of the formed cracks
grow and link together forming in that way a dominant crack, which eventually can
result in failure of a specimen or a component. 

In general, the development of fatigue cracks can be divided into four stages
[01K, 09A]:

• Nucleation  due  to  cyclic  slip  and  early  growth  of  microstructurally  short
cracks (MSC in Figure 3; in further text: microcracks);

• Subsequent growth of physically short cracks (PSC in Figure 3; in further text:
short cracks);

• Transition of the dominant short crack into relatively long crack (LC in Figure
3;) and its growth; and

• Final fracture.
In engineering applications, the first two stages are usually termed as the crack

initiation period and long crack growth as crack propagation period (Figure 3). The
initiation period generally accounts for most of the service life (up to 90%) [15M]. Fig-
ure 5 gives an example of a fatigue crack that initiated from a notch in a high-purity
aluminium alloy (AA) [13N].

The number of slip systems in grains of metals is usually high. Under uniaxial cyclic
loading, those systems that get activated and eventually form cracks are inclined
approximately 45o to the direction of the applied outer loading. They can be recog-
nized as planes with maximum shear stress. Once cracks have nucleated due to
strain accumulation, i.e. cyclic slip, they grow on these slip planes in an early stage
as microcracks. In this early stage, the microcracks are typically in the order of the
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4.1. Factors Controlling Fatigue Damage of Metallic Materials

material’s grain size, or less, and nucleate all over critically stressed sections of the
microstructure (bottom left image in Figure  3). In metals and alloys they nucleate
and grow predominantly along crystallographic planes at erratic rate due to high
effects of microstructural barriers such as grain boundaries (see Figure  6) or larger
particles. Further, as some of the microcracks have grown through several grains
they are considered to be short cracks (the length of short cracks is usually in the
range from several grains up to 1 mm [84S]) (bottom middle image in Figure  3).
Eventually, one short crack evolves into a dominant crack and upon reaching the
end of the short crack regime where the microstructural influences become negli-
gible and such a crack starts propagating in a continuous manner, i.e. it turns into a
long crack (bottom right image in Figure 3). When the long crack has grown to such
a size that the remaining ligament can no longer carry the applied load, the com-
ponent fractures [01K]. The change from the short crack to the long crack regime is
called the transition from Stage I (crystallographic growth) to Stage II (non-crystallo-
graphic  growth) or  transition from the crack initiation to the crack growth stage
[80K]. 
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In the long crack regime the fatigue crack growth rate (FCGR or da/dN) can be
characterized by a dominant driving force named as stress intensity factor range
(ΔK). A typical fatigue crack growth rate curve for the long crack, commonly called
as da/dN versus ΔK curve, is illustrated in Figure 7. The curve is defined by three dif-
ferent regions – Region I, II and III [09B, 11B]. Region I, or already discussed Stage I,
represents the early development of the fatigue crack where its growth rate is typic-
ally of  the order  1E-12 mm/cycle or lower.  This  region is  highly influenced by the
crack growth threshold (ΔKth) or the values of ΔK below which the requirements for
the long fatigue crack growth are in practice not satisfied. Region II, or Stage II, rep-
resents the intermediate crack propagation zone where the crack propagates as
long crack and where the length of the plastic zone ahead of the crack tip is large
compared to the mean grain size, but still much smaller than the crack length. Re-
gion II  is  characterized by a linear relationship between log(da/dN)  and log(ΔK),
corresponding to stable crack growth. The crack growth rate is typically in the order
of 1E-12 to 1E-09 mm/cycle. Region III represents the fatigue crack growth at very
high rates – typically higher than 1E-09 mm/cycle – that is associated with unstable
crack growth, which ends with final fracture. The corresponding stress level at the
crack tip just prior to final fracture is very high and causes a large plastic zone in its
vicinity [01K, 11B].

When compared to the long crack growth, short cracks usually exhibit a faster
growth than predicted on the basis of the long crack methodology. They even grow
below the threshold of stress intensity factor (ΔKth) for long crack. The dashed blue
lines lying to the left of the long crack curve giving quite high growth rates are given
schematically in Figure 7. The fast growth rate of short cracks has often been attrib-
uted to reduced crack closure with respect to the long crack regime where the
closure is caused by residual plastic deformation (i.e. plastic zone) left in the wake of
an advancing crack [01K]. 

Another interesting observation with respect to the growth rate of short cracks is
that it gradually decreases as approaching the long crack regime (blue dashed
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lines in Figure  7). The explanation for this could be that with time, the number of
grains that are favourable for cracking reduces. However, as the length of a domin-
ant short crack increases, its data points eventually approach the long crack curve,
being coincident with it, what represents the transition from Stage I to Stage II [80K].
The transition from short crack growth to long crack growth depends, however, on
the magnitude of applied load (Figure 7). If the magnitude is insufficient, e.g. S1, for
the transition, the dominant short crack arrests. 

Nowadays there are two common approaches used in experimental studies to
evaluate fatigue damage in its early stages: The first one [06E, 14D, 14L] gives dis-
continuous evaluation of fatigue damage at the surface by scanning electron mi-
croscopy (SEM) in combination with EBSD. After certain numbers of cycles the speci-
mens are periodically removed from the testing machine and the damage-affected
areas are examined in a scanning electron microscope using electron channelling
contrast  and automated EBSD to evaluate short  crack lengths and the crystallo-
graphic orientations of the grains involved. 

The other approach is kind of novel [13N, 13L, 15L, 15N, 15O] providing in-situ sim-
ultaneous measurement of resonance frequency and crack growth by using optical
and DIC techniques without the need to stop the tests. This technique allows an ac-
curate relation between the two parameters to be established without the need for
estimations or changes in the loading conditions during testing. These techniques al-
low the measurement of  the crack length and growth as  well  as  interactions  of
cracks with the microstructure, as depicted in Figure 6.

Figure 8 shows an example of a bicycle pedal crank, which failed under fatigue
loading conditions. As depicted at the right side of the figure, the fatigue crack initi-
ated at the location of the maximum tensile bending stress generated by the force
on the pedal, close to the crank axle on the tensile side of the crank. After the initi-
ation completion (Stage I), the crack propagated (Stage II, bright area on the right
side of the fracture surface in the right image) slowly through the crank arm until the
moment  when the  remaining ligament  was  not  capable  any more  to  bear  the
bending moment and the crank arm fractured rapidly (dark area on the left side of
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the fracture surface in the right image). The fatigue crack in this common compon-
ent took a considerable time to nucleate from a machining mark and eventually to
break apart. Such unfortunate incidents can be however prevented by periodic in-
spections or by predicting them by means of fatigue assessment methods [05O].

As visible in the upper  crank example, fatigue crack nucleation does not invari-
ably occur only at slip bands. Machining marks or second phase particles and inclu-
sions in the microstructure are common crack nucleation sites, too. Crack nucle-
ation sites also depend on the applied fatigue regime. At low-cycle fatigue (LCF;
failure at around 1E04 cycles) and at high-cycle fatigue (HCF; failure at around 1E06
cycles), cracks usually nucleate at the surface or in the area close to the surface
while in the very high-cycle fatigue (VHCF; failure at around 1E08 cycles) they nucle-
ate inside the material, triggered by an inclusion or a void (see Figure 9) [09E].

4.2 Characterization of the Fatigue Process
The first reported method for characterizing the fatigue life emerged from the work
of the German scientist August Wöhler [60W, 70W]. Wöhler developed curves known
by his name, i.e. Wöhler curves, during the investigation of a train accident in Ver-
sailles, France, 1842, where the axle of the train locomotive failed on the railroad
during the everyday service. As introduced already in Section  4.1 as a typical fa-
tigue characteristics, this incident happened also under the repeated “low level”
cyclic stress, which was lower than the ultimate strength and/or yield strength of the
material used to manufacture the axle [16H]. Soon after, Wöhler introduced an ap-
paratus for testing the railroad axles under repeated loads. This allowed him to plot
the relationship between alternating/cyclic stress levels  S and number of repeated
cycles N to failure in controlled conditions. As Wöhler curves plot the relationship of S
against N, they are often called simply as S-N curves.

Until the Versailles accident, engineers were confident about designing axles to
withstand the static loads resulting from bearing a train during active and inactive
service. They shared the opinion that  an axle should carry the weight of  a train
without exception. However, the opinion has changed after the accident. For a ma-
jority of the investigators at that time, it seemed unpredictable when an axle might
suddenly fail, as the concept of low level cyclic stresses, repeated over a long time,
was relatively new and not well understood. This has changed after Wöhler intro-
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duced his fatigue life or S-N curves, what allowed the prediction of fatigue life in a
relatively consistent manner. These curves are nowadays often produced by using
fatigue testing machines. Namely, a test sample is placed into the machine and
subjected to a cyclic (or alternating) stress time history (see Figure 10) until a crack
or failure occurs. Several specimens need to be tested at different stress levels to
create a complete S-N curve. Figure 11 gives an example of an S-N diagram with a
curve derived from testing of  metal  specimens;  typically,  both the stress (S)  and
number of cycles (N) are displayed on logarithmic scales [16H]. 

In the case the stress cycles are completely reversed as shown in Figure  10, i.e.
the mean stress Sm is zero and the loading ratio R (= Slow / Sup) is equal to –1, the ap-
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plied stress amplitude  Sa is equal to the upper stress value Sup of the applied stress
range ΔS and thus the stress (S) on the y-axis of the S-N diagram can be expressed in
terms of any of those two stresses, as shown in Figure 11 (Sa =  Sup). For this specific
case, it is not required to put any additional information about the magnitude of Sm

or R in the S-N diagram. In other words, if the S-N diagram does not contain any in-
formation about the Sm or R value, it means that they are equal to 0 and -1, respect-
ively. However, the stress conditions in many practical cases often consist of an al-
ternating stress and a superimposed tensile or compressive mean stress [18A]. In this
case when Sm ≠ 0 (i.e. R ≠ –1) again both stresses, the Sa and Sup, can be used on the
y-axis, however, the applied Sm or (more often) R value needs to be indicated in ad-
dition. It is noteworthy that both diagrams, the Sa-N and the Sup-N diagram, have sim-
ilar relevance for the characterization of fatigue behaviour of technical materials
due to the fact that one can be handily transformed into the other one, and vice
versa. Therefore, the user is advised to apply that diagram, which better fits his/her
current needs. The reader is advised to see Section 5.3 for more details on the differ-
ence between the two diagrams and on the effect of the mean stress on their S-N
data. In further text the Sa-N diagrams are used as is done mostly in literature and
theses diagrams are denoted simply as  S-N diagrams. The current methods for de-
termining the S-N curves is given in detail in ASTM Standards [ATM].

An  S-N curve generally slopes downwards from the upper left to the lower right
part of the S-N diagram. This indicates that high level stresses are accompanied with
fewer number of cycles to failure compared to lower level stresses. Aside of that, an
S-N curve falls typically into several different regions: a plastic region, an elastic (def-
inite life) region and an infinite life region below the fatigue (endurance) limit, as
shown in the left image of Figure 12 [16H].

There are three key values that separate these regions, as depicted in Figure 12:
• Ultimate strength (Su): Stress level required to fail with one cycle
• Yield strength (Re): Dividing stress between elastic and plastic region
• Endurance limit (Se): Stress corresponding to the horizontal asymptote
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If the applied cyclic stresses are below a certain level, i.e. below the endurance
limit (horizontal asymptote in Figure 13), an “infinite” number of cycles (green area in
Figure 13) can be reached without causing a failure in a specimen or component.
Tests are, however, not performed for an infinite number of cycles in real life experi-
ments, but up to a few millions of cycles, typically up to 1E08 [16H]. The “infinite”
needs to be taken with caution as failure at extremely high numbers of cycles has
been recently detected in the case of VHCF [10C, 12W, 16T]. 

Table 1: Fatigue ratios for a number of materials in various crystal systems, data from [71G].
Lattice Material Su (MPa) Se (MPa) Se/Su

Body-centred
cubic
(BCC)

W 1,372 834 0.61
Mo 696 500 0.72
Ta 308 265 0.86
Nb 294 225 0.77

Fe (+0.2% Ti) 265 182 0.69
Mild steel (0.13% C) 421 224 0.53

AISI 4340 steel 1,103 482 0.44

Face-centred
cubic
(FCC)

Ni 303 108 0.36
Cu 301 110 0.37
Al 90 34 0.38

AA 2024-T3 483 138 0.29
AA 7075-T6 572 159 0.28

Hexagonal
close-packed

(HCP)

Ti 703 414 0.59
Co (+0.5% Ti) 521 165 0.32

Zn 145 26 0.18
Mg 182 30 0.16

Critical components, like engine crankshafts and rods, are typically designed to
operate in the infinite life region. In order to reach the infinite life of such compon-
ents, all the imposed cyclic stress levels must be below the endurance limit. As ex-
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pected, different metals have different endurance limits; some typical values are
shown in Table 1.

As Figure  14 depicts, many non-ferrous metals and alloys (e.g. aluminium, mag-
nesium, and copper) do not show well-defined endurance limits, in contrast to fer-
rous alloys. More details on this topic can be found in Section 5.2.3.

In the elastic region (yellow area in Figure 15), stresses relate to strains in a linear
manner, meaning that the material returns to its original shape and/or length upon
application and removal of a cycle. This  region is  also known as the HCF region
since a high number of stress cycles need to pass until the part fails [16H]. The relev-
ant stress value in this region is the fatigue strength, which is the maximum stress a
material can withstand repeatedly for a specified number of cycles without failure
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[18A]. Typical factors that influence the performance of a material in the elastic re-
gion  are  residual  stresses  (see  Section  5.4)  and  geometric  considerations  like
notches (see Section 5.6). Even though the region is named as elastic region, mater-
ial plasticity might play a role, especially in the upper part, close to the plastic re-
gion. This aspect is a topic of a later study, presented in Section 5.7. 

In the plastic region (red area in Figure 16), the material is exposed to high cyclic
stress levels, leading to irreversible shape and/or geometry changes. This region is
also known as the LCF region of the S-N curve (see [16Z]), where a low number of
stress cycles (< 1E04), accompanied with a high amplitude, lead to failure [16H]. If
possible, it is is recommended to avoid subjecting the material to cyclic stress levels
that characterize the plastic region. Calculation of the fatigue life or damage in
such  a  case  is  typically  accomplished  by  using  the  strain-life  approach,  which
provides e-N (strain versus number of cycles) curves as a result of analysis. A strain-
life approach takes into account the order or sequence in which varied loads are
applied [16H]. Typical components operating in the LCF region are reactor pressure
vessels.  Those components performing in the HCF region are vehicle door hinges
and those in the so-called endurance limit region are gear wheels, crankshafts, or
con-rods [18H]. 

Depending on the relevance, some materials have well-known S-N curves while
some materials do not. When a new alloy is developed, the S-N curve may be com-
pletely unknown and, thus, testing is required to determine it. Conventionally, five
different stress levels with three repetitions at each level are considered as the min-
imum when determining an S-N curve. With enough experiments, the S-N curve con-
sists of a series of results (scatter) around the averaged curve [16H] (see an example
in Figure 49). Often is complete fatigue life (Nf) divided into two stages in the S-N dia-
gram, namely the number of cycles for fatigue crack initiation (Nini), and for fatigue
crack growth or propagation, (Npro), respectively:
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N f=N ini+N pro (4.1)

Such a representation of these fractions of fatigue life is known as the so-called
French curve (Figure  17). As noted by various authors [79I, 00K, 09R, 15M] and in
some standard text books [80K, 98S], the portion of the crack propagation period
decreases continuously with the decrease of stress level, as visible from the figure. At
the HCF region close to the endurance limit  (horizontal asymptote), only a small
fraction remains. In other words, fatigue crack initiation dominates the complete fa-
tigue life in the HCF regime, especially at lower loading levels. In a study on a fa-
tigued steel, Ibrahim and Miller [79I] also concluded that the size of the short (initi-
ation) crack differs with fatigue life. The lengths of initiated microcracks in the invest-
igated steel decreased with the increase of fatigue life. They lied in the range of a
few hundreds of micrometres at higher stress levels and of a few micrometres at
stress levels below the French curve [33F, 15M] (see Sections 4.3.4 and 5.1 for more
details on the initiation crack length).

To summarize, the different nature of the crack initiation and propagation stages
gives rise to the importance of understanding the complete fatigue lifetime and also
of being able to estimate the lifetime quantitatively. In connection with this, the ap-
plication of numerical tools and a quantitative evaluation of the fatigue crack initi-
ation and propagation processes by means of physically-based material and dam-
age models, next to the experimental studies, are of high practical and economical
interest. As indicated earlier, the tests should be ideally repeated many times and at
many different stress levels to produce reliable S-N curve libraries, what can eventu-
ally be quite cost demanding. Therefore, it is advisable to apply numerical methods
to support or completely replace the experimental efforts.
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4.3 Multiscale Modelling and Simulation of Metal Fatigue
Structural health monitoring and detection of failures are highly important for fitness
and service assessment of structures. Failure of structures under fatigue loading can
occur at load levels below the yield stress of the used material. Therefore, it is of spe-
cial importance to be able to make predictions of life cycles until catastrophic frac-
ture occurs. On the other hand, not every single crack has to be critical immedi-
ately. Often structures can withstand cracks up to a certain crack length until un-
stable  fracture occurs.  In  order  to determine the point  where crack  growth be-
comes unstable, it is necessary to develop methods to describe crack growth nu-
merically.

Computational modelling and simulation is the process of representing real world
problems in mathematical terms in an attempt to find solutions to their associated
complex systems. A formal model is an abstraction of the real world onto a mathem-
atical/computational domain that highlights some key features while ignoring others
that are assumed to be secondary. A numerical model should not be considered as
representation of the truth, but instead as a statement of the current knowledge of
the phenomenon under research. One of the main objectives of any model is to
provide a predictive capability, that is, the possibility to make guesses in terms of
plausible hypotheses related to the behaviour of the observed phenomenon in dif-
ferent scenarios that are of interest to experts [14P]. With high-speed calculators and
the development of computational methods (e.g., finite element method – FEM),
simulation has become the favourite design tool, allowing optimization of the invest-
igated system. With mere experiments, it is nearly impossible to investigate the whole
design space for understanding still unexplained mechanisms in order to mimic nat-
ural processes and make steps towards enhanced application of these mechanisms
[15S].

In order to numerically analyse the total fatigue life of a structural component or
a test specimen, from crack nucleation within a grain up to long crack propagation
and final  failure,  a proper multiscale materials  modelling (MMM) approach is  re-
quired. Figure  18 shows a schematic description of scales  that need to be con-
sidered, starting with nanoscale, going up to micro-/mesoscale and ending up with
macroscale. The up-to-date nanoscale, i.e. atomistic, modelling techniques like ab-
initio [14K, 15K, 16B] or molecular dynamics (MD) [05K, 10P, 11P] can provide relev-
ant  material  parameters  needed  at  higher  scales  of  fatigue  process  modelling
scheme. One such parameter is the critical resolved shear stress (CRSS) on the relev-
ant, most active slip plane in a grain can be derived from MD simulations, e.g. by us-
ing the approach of Hummel [14B, 18B]. The CRSS can be used as the input para-
meter for the micromechanics-based model providing information on the number of
loading cycles to nucleate a microcrack and subsequent growth of a short crack, or
in other  words  comprising both,  the number of  cycles  to initiate  the short  crack
(Tanaka-Mura model [81T, 82T]). These initiation cycles are further transferred to the
macroscale fatigue crack growth model based on power law equations (e.g. Paris
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law), by means of which then a total fatigue life up to final fracture can be as-
sessed. By using the presented MMM workflow, the fatigue behaviour of a material
can be simulated more or less independently of the experimental input, as already
done in [14B, 17L, 17M, 17O, 18B, 18M, 18L]. 

Generally,  polycrystalline  materials  in  a  microstructurally-based  finite  element
analysis (FEA) are modelled as a two-dimensional (2D) or three-dimensional (3D) ag-
gregate of grains (crystals) with a specified grain size. Material anisotropy can easily
be introduced by assigning crystallographic orientations in a prescribed or random
manner to each grain in the generated structure. After having modelled the micro-
structure in a proper way, a crack nucleation model can be used in combination
with the FEM to simulate when a grain is likely to form a slip band and subsequently a
crack.  The driving force for nucleation depends on the orientation of  each indi-
vidual grain with respect to the applied loading and on their location with respect to
global stress concentration. Once a crack forms in a grain, several growth scenarios
should be considered. First, can the crack grow into the next grain? Can it coalesce
with an existing crack in the neighbouring grain to form a longer crack? Under which
conditions should the crack arrest at a grain boundary? When the crack growth is
not  affected  by  the  microstructure  any  more  and  by  that  transforms  into  long
crack? When will final failure occur? [96S] All these questions raise the importance of
having comprehensive models (e.g. as given in Figure  18) to realize and quantify
each of these scenarios.

Accordingly, the fatigue crack growth modelling procedure in the HCF regime
should include the following steps [96S]: 

• Microcrack nucleation within a grain;
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• Coalescence of already existing microcracks and/or arrest at grain boundar-
ies;

• Short crack or Stage I growth;
• Transition from Stage I to Stage II growth; and
• Long crack or Stage II growth.

Studies on the numerical determination of the CRSS on an atomistic scale are
given later in Section 5.2.2, while the relevant crack growth modelling steps are dis-
cussed in the following sections.

4.3.1 Crack Nucleation within a Grain
Fatigue crack growth or propagation in engineering materials has been extensively
studied for several decades. While the behaviour of the long crack can be quanti-
fied using the Paris law [63P] and its numerous modifications [80K, 88B], the growth
behaviour of the short crack is still on its way of being completely understood in a
qualitative as well as quantitative manner. Hence, using just the data of long cracks
in fatigue lifetime calculations of specimens and components where the growth of
short cracks represents a large proportion of the lifetime (more than 90% in HCF and
VHCF), can lead to considerable overestimates in the fatigue lives. Some authors like
Haddad et al. [79H] and Chapetti et al. [03H] proposed models based on linear-
elastic fracture mechanics (LEFM) to describe the behaviour of short cracks. How-
ever, the disadvantage of these models is that they do not take into account micro-
structural features like grain size, microstructural texture, etc. A huge benefit of mi-
crostructurally enriched and physically-based numerical models is that they enable
the growth behaviour of short cracks to become more and more quantitatively and
qualitatively understood. Such models can be found in several papers like in [10M,
14C, 14T, 16D, 17G] etc.

A physical model based on dislocation theory of a double pile-up proposed by
Tanaka and Mura in 1981 [81T, 82T] is often used to determine when a grain will de-
velop a slip band and subsequently a crack [96S]. This model receives its popularity
because it captures the essence of crack nucleation via dislocation slip and pre-
dicts the dependence of fatigue crack nucleation life on the cyclic plastic strain
range Δτ -, which agrees with the Coffin Manson relationship [18W]. According to the
Tanaka-Mura  (TM)  theory  of  fatigue  crack  nucleation,  the  forward  and  reverse
plastic flows within slip bands under cyclic loading are caused by dislocations with
different signs moving on two adjacent crystallographic planes. It is assumed that
their movements are irreversible. Based on this model, the monotonic build-up of dis-
locations is systematically derived from the theory of (continuously distributed) dislo-
cations. The number of loading cycles up to the nucleation of a crack about one
grain diameter in length is reached when the self-strain energy of the accumulated
dislocation dipoles reaches a critical value. The number of cycles required for micro-
crack nucleation (Ng) in a single grain (g) can be determined using the TM equation
[81T, 82T]:
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N g=
8G W c

(1−υ)d (Δ τ̄−2CRSS)2 (4.2)

Equation (4.2) presumes that microcracks  form along slip bands of  grains, de-
pending on the slip band length d, and average shear stress range on the slip band
Δτ [10G, 10N]. When Equation (4.2) is included in an FEA (see Appendix I, Section

7.1), the Δτ is an input to it from the FEA and accordingly attains a key role in the
simulation of the fatigue crack nucleation process. Other material constants, such as
shear modulus G, crack initiation energy Wc, and Poisson’s ratio υ, can be for most
materials either found in literature or obtained experimentally, when required. The
crack initiation energy is the value of the  J-integral at the moment when the first
crack nucleates inside a material; often given in literature as Ji [88R, 98D]. The CRSS is
particularly interesting because it can be obtained by means of the lately popular
micropillar test (MPT) [13B, 13O, 16O, 17P] or alternatively by MD simulations [14B], as
already introduced in Section 4.3. The CRSS represents a critical value of the shear
stress along the glide direction that must be overcome for the dislocation to move. If
the resolved shear stress is lower than the CRSS, no dislocation movement is allowed
and, consequently, no pile-up at the grain boundary is produced in the grain. The
value of the CRSS depends on the mechanisms that rule the dislocation motion on
the slip plane, including the interaction with obstacles such as dissolved atoms or
fields of fine precipitates [59A, 08B]. More details on the CRSS and its importance in
the fatigue performance of steels and other metals are given in Section 5.2. Further-
more, the theory behind the TM equation (Eq. 4.2), including the irreversible disloca-
tion motion (Figure 19), is given in Appendix II (Section 7.2).

Several authors [98H, 06B, 07G, 12B, 12N, 13G, 13K, 14B] used TM equation-based
FEM models to simulate the Stage I crack growth process. Significant work was done
by Jezernik et al. [10G, 10N] who introduced a numerical model for fatigue crack ini-
tiation in high strength martensitic structural steel S960QL based on the improved TM
equation. In this work the TM equation has been implemented into the FEM-based
software Abaqus, by a plug-in (written in Python programming language) that has
been developed especially for handling microcrack nucleation and coalescence,
i.e. crack initiation, inside a model containing the microstructure of a metallic mater-
ial. Furthermore, an FEM model containing a microstructure (i.e. an aggregate of
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grains)  was enhanced in the way that  each grain was  filled in  with multiple slip
bands. The slip bands of a certain grain have the same orientation and are equi-dis-
tanced one from each other with an offset, as shown in Figure 20.

According to Figure 20, each slip band of each grain in a polycrystal is divided
into equally-sized segments. This means that in each simulated sequence, solely one
slip band segment of a particular grain gets cracked but also if a segment belong-
ing to one grain cracks in one sequence, it can happen that in the succeeding se-
quence a segment belonging to another grain breaks [17L, 17M]. Segments belong-
ing to different slip bands have accordingly different lengths. Consequently, the ori-
ginal equation, (Eq. 4.2), was adjusted by replacing the grain-breaking cycles,  Ng,
by segment-breaking cycles, Ns, and slip line length, d, by slip line segment length, ds

[10G, 10N]:

N s=
8GW c

(1−υ)ds [Δ τ̄s(1−R)−2 CRSS]2 (4.3)

In the case of this modified Tanaka-Mura equation (in further text: TM equation/
model) the average shear stress range on the slip line segment Δτs, is an input from
FEA. Additionally, the original equation was extended by a factor (1 – R), taking into
account the loading ratio sensitivity, R value [10N]. 

By decomposing Equation (4.3) with respect to its constitutive parameters, they
can be divided into two groups. One group composes those parameters, which re-
main constant throughout  the analysis.  The non-varying parameters  are material
constants; namely the shear modulus G, the crack initiation energy Wc, Poisson's ra-
tio υ, and the CRSS. The other group comprises parameters that vary from segment
to segment. Those segment-specific parameters are the length ds of a segment and
the average shear stress  Δτs that acts along the segment. The  ds and Δτs act ac-
cordingly as differentiating factors between the segments. As already hinted, the
Δτs is an input to Equation (4.3) from an FEM-based analysis and accordingly has
one of the key roles in the simulation of the fatigue crack nucleation process. The
variance of ds is depicted and explained in Figure 20. 
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The following text explains, on the example of a single grain (see Figure 21), how
the modified TM equation is implemented into FEM-based modelling. A single grain
has been isolated from an aggregate of more grains and is used to explain the seg-
mented cracking in more details. Generally, in the microstructural model consisting
of an aggregate of grains, a crack can form on different slip band segments of the
grains inside the model depending on the stress field inside and in the vicinity of the
grains. The stress field in a grain is influenced by loading and boundary conditions
(typically transferred from a global model), microstructural configuration (shape and
orientation of each individual grain), material properties (e.g. elastic constants) and
geometrical factors (e.g. presence of a notch and/or voids in the microstructure, as
well  as the presence of already formed cracks etc.). The slip band segment with
highest stresses, i.e. the potentially weakest segment over which a first microcrack is
expected to nucleate, is  identified by using the Abaqus plug-in that incorporates
the TM model, Equation (4.3) [10G, 10N]. Such a segment can be located in a grain
lying at the surface or in a grain from the area close to the surface [03L, 14M] of a
specimen/component operating under HCF regime conditions (see middle image in
Figure 9). The criterion for the identification of the weakest segment says, according
to the TM equation, that the absolute value of Δτs has to be higher than two times

the CRSS  (Δτs >  2CRSS).  Namely,  the denominator  of  the equation contains  the
factor (Δτs – 2CRSS), which is the indirect explanation for the criterion: The slip band
segment that fulfils the criterion and which, next to that, needs the lowest number of
cycles to nucleate the crack according to the TM model gets cracked. The micro-
structural model is  remeshed after introducing a newly nucleated crack and the
process is repeated until the moment when there are no more segments favourable
for cracking.

Figure  21 shows the formation of a crack throughout the whole grain together
with accompanying stresses inside the grain, which eventually cause crack forma-
tion. The top left image in Figure 21 depicts the undamaged grain and the orange
solid line shows that Δτs varies inside of it. The reader can notice the presence of a
stress concentration in the same image, visible by red and turquoise colours. These
high stresses indicate the location where a slip band could be activated and, ac-
cordingly, where a crack could nucleate along the activated slip band. Upon activ-
ation of a particular slip band in a grain, new cracks can form in that grain only
along the activated slip band. Furthermore, all segments of the activated slip band
have the same length (ds). In such an isolated case, the ds can be grouped in the list
of the constant parameters, while the Δτs remains the only variable in Equation (4.3),
i.e. the only differentiating factor between the segments. This means in particular
that there can be more segments on the activated slip line that fulfil the stress cri-
terion (i.e. Δτs > 2CRSS, where 2CRSS is represented by the red dashed line in Figure
21).  However, the sequence of  breaking depends on the magnitude of  Δτs.  This

means that the segment with the highest Δτs, and according to Equation (4.3), with
the lowest number of cycles for the formation of a crack is the one which breaks first.
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Upon nucleation of a first segmental crack in the microstructural model or, in this
case, in the isolated grain (top right image, Figure 21), the cycles required to nucle-
ate a new crack are again calculated for all slip line segments on the basis of the
new stress  field that  is  locally influenced by the newly nucleated crack.  Stresses
either relax (dark blue colour) or increase (red colour) in the neighbouring segment/
segments. The new stress field can also change the likelihood of some grains for the
crack formation, in both directions. In the same manner as in the case of the un-
damaged microstructure, the next segment that is stressed beyond the 2CRSS and
that needs a minimal number of cycles for crack nucleation is identified and a crack
is introduced in the model. Figure 21 contains four simulation sequences where the
stress range surpasses the criterion for the nucleation and accordingly the micro-
crack progresses through all segments and is finally formed along a whole slip band.
The line representing an average shear stress along the whole slip band Δτ (black
dot-dashed line) shows the significance of using segmental cracking; Namely, in the
non-segmental  case,  the  crack  would  nucleate  instantaneously  throughout  the
whole grain as Δτ is higher than the required threshold value (red dashed line) [10G,
10N]. In another non-segmental case, Δτ might be just slightly lower than the 2CRSS
leading to no crack nucleation. However, by applying the segmental growth in such
a situation,  there could  exist  a  particular  segment  whose  Δτs is  higher  than the
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2CRSS, what would trigger the nucleation of a crack on that segment of the slip
band.

Each crack segment (i.e. microcrack) is formed in the grain model in a separate
simulation run, i.e. sequence. Furthermore, after the crack condition has been satis-
fied in one simulation sequence, the model is updated with the latest crack and
remeshed for the following sequence where the condition is applied again and a
new weakest slip line segment is traced. The crack generation and remeshing pro-
cess are done automatically by the Python-based Abaqus plug-in in every single se-
quence – by entering the Interaction (Seam Crack option) and Mesh module (Mesh
option) of the software Abaqus. The simulation sequences run automatically one
after the other, too.

Every segmental crack that forms in the micromodel on the basis of the TM equa-
tion (Eq. 4.3) possesses its length, da, and its formation lifetime, dN. The length da
can be quantified using the Abaqus graphical interface or can be rather gathered
from output data. By taking the measured da and the corresponding dN, one can
derive the da/dN (fatigue crack growth rate) for each formed crack. Such a crack
growth rate curve plotted as a function of the number of broken slip band segments
can be seen in Figure 22 for the single-grain example discussed above. One can no-
tice easily that the crack growth rate develops in an oscillating manner, similar as in
Figure 6, which shows the da/dN of an aggregate of grains. The significance of this
oscillating manner of the crack growth for the fatigue life prediction is discussed in
more details in Section 4.3.4.

Since the Stage I of the fatigue crack growth, containing microcrack nucleation
and subsequent short crack growth, is one highlight of this work, details about it are
given in the following section.
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4.3.2 Stage I Growth of Fatigue Crack
After the crack has formed in a single grain, as in Figure 21, however, this time in an
aggregate of more grains, it has three available options to take; it can arrest at the
grain boundaries, it  can propagate into the neighbouring grain by triggering the
nucleation of a new crack in that  grain or it  can coalesce with already existing
crack in the neighbouring grain. Which option will be realized depends on the inter-
action between the crack and the affected grain boundary. Several authors [00Z,
03L, 03Q, 12M] performed experimental as well as numerical investigations on that
interaction. In [00Z], Zhai et al. pointed out the twist and tilt angles (see Figure 23) of
the crack-plane deflection at a grain boundary as the key factors that control the
path and growth rate of a crack. A grain boundary with a large twist component
could cause a short crack to arrest or branch. Ludwig et al. [03L] used Synchrotron
Radiation X-ray microtomography to visualize and analyse simultaneously the 3D
shape of crystallographic grains containing a short fatigue crack in a cast Al alloy.
The 3D analysis of the crack with respect to the grain structure indicated that the
passage of the crack into a new grain occurs preferentially from regions on the
grain perimeter, where the growth can be accommodated by tilting of the crack
plane. On the contrary, the crack has difficulties in entering a new grain from re-
gions where twisting of the crack plane is  required and tends to grow along the
grain perimeter. Qiao et al. [03Q] reported that the twist misorientation across a high
angle boundary has a more profound effect on cleavage fracture resistance than
the tilt misorientation. Miao et al. [12M] performed investigations on a polycrystalline
nickel-base superalloy and noted that most fatigue crack nucleation grains are loc-
ated within grain clusters within which misorientations between grains are less than
20o.

Besides the aforementioned studies on roles of the tilt and twist angles in crack ar-
rest/coalescence, Murakami and Endo [86M] have conducted extensive investiga-
tions on the threshold behaviour of short cracks. Their data suggest a threshold con-
dition for coalescence that is determined by the grain size and endurance limit of
the material:

Δ Kthgb=Y Δτn√πd /2 (4.4)
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where ∆τn is the shear stress endurance limit, Y is a geometry factor and d/2 is the
maximum distance along a single grain facet.

Similarly, it was reported in [96S] that two cracks in neighbouring grains in AISI 1045
medium carbon steel will coalesce when a threshold condition is satisfied and when
the distance between their crack tips is less than some critical distance r, as shown in
Figure 24. The maximum distance along a single grain facet r would be d/2 based
on experimental observations of the cracking behaviour in this material. If these con-
ditions are not satisfied, the crack arrests at the grain boundary.

On the other hand, Jezernik et al. [10G, 10N] used a relatively straightforward cri-
terion for the coalescence of transgranular cracks in  the numerical simulation of
crack initiation on the basis of the modified TM equation (Eq. 4.3). Namely, if two mi-
crocracks meet each other at the same grain boundary (red solid line in Figure 25)
and if the average stress in between their tips surpasses the elastic limit Re of the ma-
terial (in this case pure iron with Re = 260 MPa, grey area in Figure 25), a grain bound-
ary crack is created on this line, effectively transforming the two transgranular micro-
cracks  into a single crack. The coalescence in such cases results  in  a significant
stress relaxation, as visible in Figure  26. As indicated already, intergranular cracks
along the grain boundaries occur in rare situations and only if two already nucle-
ated transgranular cracks are located near the same grain boundary. The formation
is simulated as being instantaneous and no cycles are prescribed to the event [18L].
Additionally, a crack on the grain boundary cannot be formed without the pres-
ence of at least one transgranular crack.
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By combining the  nucleation within a single  grain (see  Section 4.3.1) with the
above-described crack coalescence, the Stage I growth of the fatigue crack (i.e.
initiation)  modelling  in  an  aggregate  of  grains  (i.e.  polycrystal)  can  be accom-
plished.  In  the  following,  an  example  of  crack  development  in  a  polycrystalline
model on the basis of the modified TM equation is given. Profound information on
material properties, loading and boundary conditions are intentionally left out here
since the sole purpose of the example is to present the methodology. Those details
can be found in Section 5 where the methodology is applied to concrete cases. 

The polycrystalline (microstructural) model is given in Figure 27. The microstructure
of the model contains around 250 grains in total, with the average grain size of 60
μm. The size approximately corresponds to a grain size of high purity AA [15L]. 

Although looking like a 2D model, the microstructural model in Figure 27 is a 3D
deformable shell model meshed with membrane elements with reduced integration
(M3D4R). The model is created as a 3D representative volume element (RVE) where
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grains have been generated by the Voronoi tessellation technique [07G] and are
meshed with around 170,000 finite elements. According to Abaqus documentation
[ABQ], general membrane elements are often used to represent thin components
offering strength in the plane of the elements in solid structures, such as a reinforcing
layer in a continuum. However, these elements have no bending stiffness, i.e. the
stress being normal to the membrane surface (S33) is always zero for membrane ele-
ments [ABQ]. Accordingly, they can be used to model a layer of material inside a
bulk, taking additionally the microstructure of the bulk into account. Additionally,
software Abaqus uses a membrane section definition to define the section proper-
ties, including the thickness. The thickness of membranes can be defined as con-
stant or as varying using a spatial distribution. In this specific case, the thickness of
the 3D shell submodel is selected to be equal to the average grain size (60 µm), rep-
resenting in that way a layer of grains in the XY plane, Figure 28. It is visible that each
grain has its own local coordinate system.

The model has been subjected to an arbitrary loading, sufficiently high to trigger
crack nucleation governed by the TM equation. Upon applying the loading, the
shear stress distribution has been plotted in Figure  27, with an evident influence of
the microstructure. Grey and black grains in the right image of Figure 27 are those
where the condition for crack nucleation is satisfied according to the TM model, i.e.
the absolute value of average shear stress in those grains is higher than two times
the CRSS. In this example case, 2CRSS equals 28 MPa, as the typical value of the
CRSS for high purity aluminium is 14 MPa [11N].

As aforementioned, the shear stresses differ from grain to grain as well as inside
each individual grain on the segmental level. Based on that, the first microcrack is
nucleated along the grain slip line segment with the shortest lifetime estimated using
the TM equation. This means in particular that there can be more segments in the
model that fulfil the stress criterion (Δτs > 2CRSS), however, the sequence of breaking
depends on the sequence of fulfilling the condition with respect to the lowest num-
ber of cycles for the formation of cracks. Aside of Δτs, the cycles are influenced by
the segmental length ds (see Eq. 4.3), which varies from grain to grain in the polycrys-
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talline model. The Δτs is an input to Equation (4.3) from the FEM analysis and accord-
ingly has one of the key roles in the simulation of the fatigue crack initiation process. 

Upon nucleation of a first segmental crack in the model, the cycles required to
nucleate a new crack are again calculated for all grains and all slip line segments in
the microstructure on the basis of the new stress field that is locally influenced by the
newly nucleated crack. The new stress field can also change the likelihood of some
grains for the crack formation, in both directions. In the same manner as in the case
of the undamaged microstructure, the next  segment that is  stressed beyond the
2CRSS and that needs a minimal number of cycles for crack nucleation is identified
and a crack is introduced in the RVE. Each microcrack is formed in the model in a
separate simulation sequence. After the crack condition has been satisfied in one
simulation sequence, the model gets updated with the latest crack and remeshed
for the following sequence where the condition is applied again and a new weakest
slip line segment is traced. The crack generation and remeshing process are done
automatically by Python-based Abaqus plug-in in every single sequence – by enter-
ing the Interaction (Seam Crack option) and Mesh module (Mesh option) of Abaqus
software. The simulation sequences run automatically one after the other, too. It is
necessary to indicate that all slip planes of a predefined slip system in a grain are
considered for crack nucleation until the moment when the weakest one becomes
activated. All  the remaining parallel  slip  planes of  the grain are not further  con-
sidered for cracking after the activation of the weakest slip plane. Nucleation of
cracks in additional different slip systems remains one point for further development
of the modelling scheme.

Figure 29 shows results of the crack development analysis for an arbitrary loading
level and after  several  simulation sequences.  The microstructural  model  contains
nucleated cracks, which can be easily perceived with the help of von Mises stress
distribution field. Figure  29 Left (L) contains also one isolated grain with a marked
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(black solid line) slip band, which got activated in the first simulation sequence. Con-
cerning the damage evolution, cracks tend to nucleate in the model in a scattered
manner and in those grains that are favourably oriented. Under uniaxial loading the
planes of cracks are typically inclined approximately 45o to the direction of the ap-
plied loading. Already nucleated crack segments tend to extend along the whole
grain, causing local stress relaxation as well as concentrations at their tips and by
that amplifying the likelihood for new crack formation in the vicinity. In the course of
further sequences of simulating, cracks formed along these slip bands grow and link
together – as in the example of Figure 29 Right (R).

As already mentioned, the TM model-based microcrack modelling considers just
the transgranular cracking. Intergranular cracks along the grain boundaries occur in
rare situations and only if two already nucleated transgranular cracks are located
near the same grain boundary. In such cases, the yield stress is the cracking criterion
and no cycles are prescribed to the event. The intergranular cracking is a topic of
further development of the modelling approach.

It is necessary to indicate that the model has been loaded once in tension up to
the maximum loading level, not cyclically as one could assume. The damage and
resulting cycles  to nucleate each individual crack evolve on the basis  of the in-
duced stress field inside the model and on the basis of the TM equation. Besides
varying the maximum loading level, different loading ratios can be covered by the
extension factor (1 – R) in Equation (4.3) [10G, 10N]. More details about the loading
ratio (R) influence are given in Section 5.3.

Since the microcrack nucleation and subsequent short crack growth, or Stage I,
are the highlight of this work, details about the theory behind the TM model that is
used to quantify them are provided in Appendix II (Section 7.2).

4.3.3 Shell Versus True 3D Modelling of Stage I
When comparing to 3D shell, the true 3D modelling of fatigue crack initiation pro-
cesses inherently seems preferable, although the availability of a significant set of
quantitative 3D microstructure data are often limited for a given material. For short
cracks,  very few studies in the literature [03L,  11R, 13R,  14M] have attempted to
measure their 3D nature and the sequence of formation and propagation events.
According to these studies, the crack initiation at the surface may sometimes corres-
pond to subsurface crack initiation and growth to the surface, for example. Accord-
ingly, there is a tremendous need for reliable experimental strategies that could con-
tinuously track 3D crack formation during the short crack growth rather than just rely-
ing on optical surface measurements [10M]. 

Nevertheless, there are studies dealing with true 3D crack modelling in the initi-
ation stage. Huang et al. [07G] introduced a computer model based on a simplified
3D model of the microstructure, which is defined to simulate the inhomogeneous
stress distribution and its influence on multi-crack initiation behaviour in a martensitic
steel by using the TM model. Johnston et al. [06J] also performed 3D modelling of the
crack initiation process, but based on a crystal plasticity modelling approach. Quey
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et al.  [11Q] presented a methodology for  the generation and meshing of large-
scale 3D random polycrystals by using Voronoi tessellation (Figure 30).

If the case an engineer is looking at can be well represented by 2D or 3D shell
analysis,  it  would generally be a good idea to start with such a relatively simple
model – it may always be expanded to true 3D later, if needed to, but it can be
much harder to wind a 3D model back to a 2D or 3D shell model. The benefit of this
approach – start simple, add complexity as required – is that it provides the possibil-
ity to do numerous very fast “proving runs” with small simple models. More detailed
models (if necessary) for final design checking can be created later if the simple ap-
proach has obvious weaknesses. Large complex models (especially 3D solid models)
can be much harder to debug, and take much longer to run, than simple models.
The 2D models as well as 3D shell models will generate sensible answers that can be
used for “what if” scenarios, and to gain confidence about the results from the more
complex models. Moreover, the 2D theory encompasses plane stress, plane strain,
and axisymmetric theory, so one of these might be very useful even for a problem
that is initially thought of as being a 3D problem. By using 3D shell models, a layer of
grains in the microstructure can be reliably simulated, as shown in the studies of this
work.

4.3.4 Transition from Stage I to Stage II
The change of the crack plane from active crystallographic plane to a non-crystal-
lographic plane perpendicular to the external stress axis is called the transition from
Stage I (crystallographic growth) to Stage II (non-crystallographic growth) or trans-
ition from crack initiation to crack growth stage, as depicted in Figure 3. This division
between crack initiation and propagation is often difficult to quantify reliably. As
broadly explained by using the French curve in Figure  17, at high cyclic  loading
levels, crack growth takes the larger part of fatigue life. The situation becomes more
complex as the loading level decreases. The problem from the experimental point
of view lies in the fundamental difficulty to precisely define the crack initiation stage.
While the rate of crack growth can be measured accurately down to almost one
atomic spacing per cycle, as has been done for many different materials and load-
ing histories [79R], the reliable definition of the transition from crack initiation to crack
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growth has always been difficult. The problem lies predominantly in the definition of
the crack length at the transition from initiation to long crack growth. In this sense,
Mughrabi [06M] proposed a possibility to define the initiation process in the way to
include in it  all  stages of the cracking process until the crack has become large
enough to describe its  propagation by means of  fracture mechanics  (FM) [96L].
However, this definition may seem arbitrary, as stated by Mughrabi [15M].

The crack length aini at which the transition occurs depends mainly on the mater-
ial and the stress level, but seldom exceeds a few tenths of a millimetre. In Stage II of
fatigue crack growth, only one crack usually propagates while the remaining cracks
usually retard by the end of Stage I. Stage I fatigue crack growth along slip bands is
controlled by the shear component of the applied stress while non-crystallographic
growth in Stage II is in turn controlled by the stress component normal to the crack
growth direction [80K]. 

A useful way of determining the aini where the transition happens is by applying
the Kitagawa–Takahashi diagram, which provides a plot of the stress-range neces-
sary to cause fatigue failure versus crack length  l,  as shown in Figure  31. The Kit-
agawa-Takahashi diagram shows typical data obtained during short crack examin-
ations that fall on a curve between the two straight-line regimes in such a way that it
is possible to define two values of l, l1 and l2. These values represent the points of de-
viation  from constant  stress  and constant  stress  intensity  behaviour,  respectively.
Thus, cracks whose lengths lie between  l1 and  l2 can be expected to grow more
quickly, and to have a lower value of  ΔKth,  than cracks of length greater than  l2
[81Y]. The microstructural length l1 has been observed to be either the average grain
size or any microstructural barrier spacing, depending on the material microstruc-
ture, and below which the initial crack length has no effect on fatigue strength [81Y,
09A]. On the other hand, the point l2 represents the crack length beyond which mi-
crostructural  interactions  no  longer  produce  non-uniform  effects  on  the  crack
growth rate. This leads to the conclusion that l2 is the length which corresponds to aini

[81Y]. Santus et al.  [09A] investigated different steels and different titanium alloys
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and observed that a good estimate of l2 is:  l2 = 10l1, what is also in agreement with
Taylor and Knott [81Y].

Concerning  the  modelling  example  from  Section 4.3.2,  each  microcrack  or
cracked segment that forms in the microstructural model on the basis  of the TM
equation possesses its length, da, and its formation lifetime, dN, as explained in Sec-
tion 4.3.1 on the example of a single grain. By taking the measured da and the cor-
related dN one can evaluate the da/dN for  each simulation sequence.  Such a
crack growth rate curve in Stage I plotted as a function of the number of failed slip
line segments can be seen in Figure 32L. It can be observed that the common crack
growth rate is not a constant value, but develops in an oscillating manner (compare
to Figure 6) and that it drops down after a certain time. Furthermore, a rough stabiliz-
ation of the crack growth rate (after the green cross in Figure 32L) follows the drop
[17O]. More details on crack development in the initiation stage are given in Section
5.1.

A similar descending behaviour for the short crack growth was reported by New-
man et al. [99N] and other researchers in [81Y, 83R, 84S] and is illustrated in Figure
32R, where the dashed and dot-dashed lines representing the growth of short cracks
are lying to the left of the long crack curve (solid line). The (dot-)dashed lines give
relatively high growth rates at ΔK values less than the long crack threshold (ΔKth). For
higher loading levels (blue dashed lines), the growth of the short cracks turn from
descending into ascending trend and eventually approach the long crack regime,
being coincident with it [14]. This is the point where the short crack transformed into
the long one. This appearance has been used to derive a next methodology, be-
sides the TK diagram, to estimate when the crack initiation process (Stage I) finishes
and transition to the long crack growth regime (Stage II) takes place. Namely, as
soon as the crack growth rate drops significantly as in Figure 32L, it is assumed that
the crack exits the initiation stage and transits to the long crack growth regime. This
methodology can be named as rate-drop method (in further text RdM). Generally,
what happens in such cases is that the formation of microcracks in the microstruc-
tural model ceases after a certain number of sequences. The reason for this lies in
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the fact that grains that are favourable for cracking on the basis of TM-based condi-
tions fade out [16S]. Accordingly, the number of cycles for crack initiation can be es-
timated by summing the cycles required for all segmental cracks (Ns) that nucleated
until the observed rate drop [17O, 18M, 18L]. This can be formulated by the following
expression:

Nini= f (∑
s=1

n

N s , da /dN) (4.5)

However, the dominant short crack does not always continue propagating as a
long crack. Namely, in the case of a lower loading (purple dot-dashed lines in Figure
32R), the short crack may stop growing, i.e. it retards. Such situations are typically
known as run-outs. The microstructurally-based crack initiation modelling approach
coupled with the TM model is capable of simulating these scenarios, too. The load-
ing cyclic stress level can be decreased incrementally until the point where just few
or no cracks appear inside the microstructural model and where extreme cycles,
accompanied with excessively low da/dN magnitude, are reached for those few
nucleated cracks. Besides these aspects characterizing crack development at low
loading levels, the da/dN does not show the typical decreasing characteristics. An
example is given for a high purity AA in Figure 33 where an extremely large number
of cycles as well as relatively low crack growth rates have been reached for only
two nucleated cracks in the microstructural model. Such situations of the short crack
retardation are considered as run-outs in the simulation analysis. This methodology of
determining the run-outs can be named as run-out method (in further text RoM).

To be able to simulate the complete fatigue life of a specimen or component, it is
necessary to add the long crack growth cycles to the above-described crack initi-
ation cycles. The modelling of the long crack growth and estimation of the cycles
required for this type of fatigue crack to become unstable and causing thus the fail-
ure of the mechanical system, are discussed in the following section.
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4.3.5 Stage II Growth
For most engineering alloys, the long fatigue crack growth rate in Region II of Figure
34, under a certain stress level, can be described accurately by the Paris law [63P],
based on LEFM:

da
dN=C (Δ K)

m
(4.6)

where da/dN is the crack growth increment per cycle, ΔK is the range of stress in-
tensity factor (ΔK = Kmax – Kmin), and C (intercept with the y-axis in Figure 34, red cross)
and m (slope of the curve in Region II of Figure 34) are material constants that are
deducted by fitting the experimental data or alternatively by using numerical meth-
ods [16S, 17M]. Numerically-based determination of Paris law constants C and m for
carbon steel using the present multiscale fatigue simulation approach is explained in
details in Mlikota et al. [17M] and in Section 5.11.

Since the Paris equation (Eq. 4.6) covers only one R value, many generalizations
of the equation are derived to allow for a unique set of material parameters to be
taken into account. Several generalizations of the Paris law are available in literat-
ure, e.g. [97E]. The lines for different R values are often parallel, i.e. they have equal
slope in Region II of the typical da/dN versus ΔK curves (see Figure 34). Thus all these
lines would have the same m-value (slope of the curve), but different C-values (in-
tercept with the y-axis); the latter depending upon R as C(R). Hence, the following
equation covers all R values:

da
dN=C (R)(Δ K)

m
(4.7)

For many materials,  the exact dependence of  C and  R can be described by
means of the Walker or Forman equations [88B]. For example, the Forman equation
is given as follows:
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da
dN=

C(ΔK−ΔKth)
m

((1−R)KIc−ΔK )
(4.8)

where KIc is a critical level of ΔK, or the so-called fracture toughness, correspond-
ing to unstable fracture. Other generalizations of the Paris law are designed, for ex-
ample, to model the smooth transition at the near threshold condition. One popular
modification introduced by Zheng and Hirt [83Z] assumes as an effective parameter
the difference between the stress intensity factor range and the threshold stress in-
tensity factor range:

da
dN=C (Δ K−Δ Kth)

m
(4.9)

The Npro, counted from the point of finished crack initiation up to the point of final
failure, is determined from the crack length versus number or cycles, a-N, curve ob-
tained by integrating the power-law equations from e.g. Equation (4.6) [88B]:

N (a )= 1
C∫a0

a f da
(Δ K)

m (4.10)

where a0 is the initial crack length and af the crack length at failure. In addition to
a-N,  KIc is  used to derive numerically the exact value of  Npro,  meaning that  Npro =
f(N(a), KIc). More details on this topic are given in Section 5.1, where a practical ap-
plication of the present modelling approach is made for a specimen. Other authors
[07H, 07F, 14E] applied crack propagation methods, like the virtual crack extension
method, to simulate Stage II crack growth. It should be indicated that the Paris law
and its  modifications can only be used to calculate the endurance of structural
components containing initial cracks.

The ranges of  J-integral (ΔJ) and crack tip opening displacement (Δδ, ΔCTOD)
are widely used in elastic-plastic FM (EPFM); and their accurate estimation for postu-
lated flaws under given load conditions is an important aspect of the use of EPFM in
design [ABQ]. The domain integral method of Shih et al. (1986) provides a useful
method for numerically evaluating contour integrals for the ΔJ and ΔK values. This
method provides high accuracy with rather coarse models  in  two dimensions; in
three dimensions, coarse meshes still give reasonably accurate values. It adds only a
small  increment  to  the  cost  of  the  stress  analysis  and  can  be  specified  easily.
Abaqus [ABQ] offers the evaluation of these parameters for FM studies based on
either the conventional FEM or the extended finite element method (XFEM). Contour
integral evaluation is available in Abaqus for any loading (mechanical, thermal etc.)
and for elastic, elastic-plastic, and viscoplastic (creep) behaviours, the latter two
cases being based on the equivalent hypoelastic material concept. The evaluation
of the contour integral in 3D cases is also often of interest. Figure 35 shows the finite
element  model  of  a  3D  quarter  model  of  the  double-edged  notch  specimen
meshed with  one layer  of  C3D20 elements (second-order  20-node bricks)  that is
used for the calculation of FM parameters (K, J and δ) [ABQ]. 
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One advantage of  using second-order elements  with the conventional FEM in
LEFM is that they can be used to model the desired singularity at the crack tip. To
obtain the singularity, the following conditions must be met [ABQ]:

• The elements around the crack tip must be focused on the crack tip. One
edge of each element must be collapsed to zero length (as shown in Figure
35) so that the nodes of this zero length edge are located at the crack tip.

• The “midside” nodes of the edges radiating out from the crack tip of each of
the elements attached to the crack tip must be placed at one-quarter of the
distance from the crack tip to the other node of the edge.

Power-law models based on ΔK, ΔJ and Δδ have been used by the author in pre-
vious studies on fatigue crack growth [11B, 11C, 14B]. It  has been shown in these
studies that fatigue crack growth can be better described by using EPFM paramet-
ers ΔJ and Δδ, when a large-scale plastic zone occurs in the vicinity of the crack tip.
The models can be adapted for fatigue crack growth simulation in Stage II, up to
fracture, which occurs as a final event in the total fatigue life of a specimen or com-
ponent. It should be indicated that the Paris law and its modifications can only be
used to calculate the endurance of structural components containing initial cracks
(see Section 4.3.2). However, according to FM rules [88B], these initial cracks need,
without exception, to be much larger than any possible short crack length that can
be  obtained from  the  microstructurally-based  modelling  approach  (see  Section
4.3.4).

Furthermore, the long crack modelling needs to be performed in accordance to
standard procedures [88B]. A user needs to preselect few lengths for the long crack,
for which he/she calculates ΔK. Eventually, the user determines cycles to failure by
applying, for instance, Paris law. The only input that is needed from crack initiation
modelling is the number of cycles spent for crack initiation. Nevertheless, this does
not influence the final results. A first reason is that the long crack takes only a minor
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part (up to around 20%) of the complete lifetime and the second reason is that long
crack growth is not simulated explicitly (where an initial crack size would matter), but
(as mentioned above) ΔK is calculated for preselected stationary long cracks.

Despite being standard, FM is a well-proven method and accordingly often em-
ployed for the characterization of long crack growth. Long crack modelling is widely
used in the field of fatigue research and is accordingly well understood [18L]. 

4.3.6 Numerical Estimation of Fatigue Life (S-N, Wöhler) Curves
By applying the multiscale fatigue simulation approach (Section  4.3), the total fa-
tigue life N (or Nf) for the cyclic stress levels S from the HCF region are obtained nu-
merically by summing the number of cycles to initiate a fatigue crack  Nini (Section
4.3.4) and the number of cycles to propagate it  Npro (Section  4.3.5),  representing
that way one point in the S-N diagram; Nf = Nini + Npro. In the endurance (infinite) re-
gion, the  Nf is  equal to the run-out  Nini as the short cracks from this region do not
transform into long cracks, i.e. they retard (see Section 4.2 and Figure  17 for more
details). By performing this simulative approach for different stress levels, a complete
fatigue life or S-N (S-Nf) curve can be determined, as schematically shown in Figure
36. 

Furthermore, the white-filled points forming the slopes of the S-N curves in Figure
36 are determined by using the rate-drop method (RdM; see Section 5.1), while the
red-filled points by using the run-out method (RoM; see Section  5.1). The transition
between the white- and red-filled points represents the fatigue endurance limit (hori-
zontal line).

In connection with this, numerical investigations on complete fatigue lifetime in-
cluding its keystone, the short fatigue crack growth, is of high practical interest and
therefore, is the central topic of further studies.
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5 Application  of  the  Multiscale  Fatigue  Simulation
Approach

This chapter deals with the initiation of a short crack and subsequent growth of the
long crack in different metals under cyclic loading, concluding with the estimation
of the complete lifetime represented by the fatigue life or  S-N (Wöhler) curve (see
Section 4.3.6). The finite element method (FEM) has been applied to calculate the
non-uniform stress distribution in a micromodel containing the microstructure of a
material.  Simultaneously  and in combination  with the  FEM results,  the  physically-
based Tanaka-Mura (TM; Eq. 4.3, Section  4.3.1) model has been used to estimate
the number of cycles needed for crack initiation in the microstructural model, as de-
scribed in Section  4.3.4. The long crack growth is handled using standard fracture
mechanics (FM). For more details  on the introduced multiscale fatigue simulation
approach see Section 4.3.5.

5.1 Determination of the Fatigue Life Curve for a Specimen
The purpose of this section is to put into use the modelling methods for the complete
fatigue crack development and the estimation of accompanying life cycles, that
have been discussed in details in the previous Section 4.3. An example based on a
flat notched specimen and a vanadium-based microalloyed AISI 1141 steel repor-
ted in the work of Fatemi et al. [04F] has been examined for this purpose. The FEM-
based model of the specimen (macro- or global model) is used for the assessment
of the global output variables that are further transferred to a micromodel (micro-
structural model or submodel). The microstructural model is on the other hand used
for the assessment of crack initiation process based on the TM equation. Addition-
ally,  the macromodel has been applied to calculate stress intensity factor range
(ΔK) values, which are input to the evaluation of the long crack growth based on
the Paris law [63P]. The exact geometry of Fatemi’s specimen is shown in Figure 37.
The relevant dimensions are 141.73 mm height (horizontal in Figure 37) and width of
63.50 mm, while the thickness is 2.54 mm and the notch radius 9.128 mm.

Error: Reference source not foundError: Reference source not found 51



5.1. Determination of the Fatigue Life Curve for a Specimen

The specimen failed in experiments from Fatemi et al. [04F] under stress-controlled
cyclic loading conditions, with the loading ratio  R  = 0, i.e. under pulsating loading
stress between the upper stress of a loading cycle Sup and the lower stress of a load-
ing cycle Slow = 0 (see Figure 38): the Sup values ranged from 130 to 256 MPa, and ac-
cordingly the stress amplitude Sa (= Sup / 2 = Sm in case of R = 0) from 65 to 128 MPa. 

The reader is advised to see Section 5.3 for details on the difference between us-
ing the Sa and Sup values in fatigue applications and on the effect of the mean stress
Sm on their magnitudes. In brief, the  Sup-N diagram is suitable when it is needed to
know if a cyclically investigated material operates in the HCF or in the LCF regime.
On the other hand, the Sa-N diagram is preferable for the correct understanding of
the effect of the mean stress (and R ratio).
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The left image in Figure 39 shows the stressed three-dimensional (3D) model of the
specimen; in this case a half of it due to applied symmetry boundary conditions in
the direction of x-axis. The numerical model is created and analysed by using the
FEM-based software Abaqus and is meshed with 25,752 linear hexahedral elements
of type C3D8R, from the Abaqus element library [ABQ]. The critical (notch) site of the
specimen – marked with a red square – that becomes vulnerable under cyclic load-
ing is shown in Figure 39L. 

The global 3D model (see Figure 39L) is subjected to a forward loading equal to
the Sup magnitude (Sup = 130-256 MPa, same as in experiments of Fatemi et al. [04F]).
As introduced previously, this global model served to provide boundary conditions
for the microstructural model (Figure 40L), which is used for the crack initiation ana-
lysis based on the resulting stresses and on the Tanaka-Mura equation (Eq. 4.3). The
transfer of the boundary conditions is accomplished by using a two-fold submodel-
ling technique. Namely, in the first step, a 3D solid submodel is created at the loca-
tion of interest (notch) with the aim to get more precise information about the ac-
companying stresses, as shown in Figure 39R. In the second step, the microstructural
model (3D shell submodel)  is embedded in the 3D solid submodel, where the dis-
placements have been transferred over edges marked with numbers from 1 to 3 in
Figure 40L. The submodelling technique can be generally used to drive a local part
(submodel) by nodal results, such as displacements (node-based submodelling), or
by the element stress results (surface-based submodelling) from the global model
mesh [ABQ]. The reason that the microstructural shell model is driven in this study by
the displacements of the 3D solid submodel is that the applied FEM software Abaqus
allows the application of a stress-based submodelling only when solid-to-solid mod-
els are combined, as in the case of Figure 39.

The global model is loaded in a way to act in the high-cycle fatigue (HCF) re-
gime.  That  is,  the  stresses  in  the  notch  region,  where  the  two-fold  connection
between the global model and the submodels has been established, are generally
kept below the elastic limit through the whole loading span (Sa = 65-128 MPa; see y-
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axis in Figure  49 showing the simulation-based S-N diagram for the steel AISI 1141).
More precisely, the transferred displacements from the 3D submodel to the micro-
structural one did not generate stresses in it  that are higher than the  elastic limit,
which is equal to 564 MPa for the steel AISI 1141.

The microstructure in the shell submodel is created on the basis of a microstruc-
ture of  the steel  AISI  1141 reported in the experimental study of Mirzazadeh and
Plumtree [12P]. The model is created as a 3D representative volume element (RVE)
generated by the Voronoi tessellation technique [07G]. The average grain size is es-
timated to be around 60 µm, and is accordingly applied during the modelling of the
polycrystal. The submodel from Figure  40L contains 253 grains, which  are meshed
with 171,288 elements in total, giving a relatively fine mesh with approximately 677
elements per grain. 

Although looking like a two-dimensional (2D) model, the microstructural model is
a 3D deformable shell model meshed with membrane elements with reduced integ-
ration (M3D4R); reduced integration is often used as a means to avoid shear locking
in thin shell structures [81T], such as the one investigated in this study. In addition and
according to Abaqus documentation [ABQ], general membrane elements are of-
ten applied to represent thin stiffening components in solid structures, such as a rein-
forcing layer in a continuum. In this study, they are similarly used to model a layer of
material  inside a bulk,  taking  additionally  the microstructure of  the bulk  into ac-
count. As further stated in [ABQ], general membrane elements should be used in 3D
models in which the deformation of the structure can evolve in three dimensions, as
in the present investigation. 

Furthermore with regards to the microstructural model, the software Abaqus uses
a membrane section definition to define the section properties, i.e. the thickness of
a membrane model. In this specific case, the thickness of the 3D shell microstructural
model is equal to the average grain size (60 µm), representing in that way a layer of
grains in the XY plane (see Figure 28). 

Concerning  the  material  model  definition,  the  pure  isotropic  elasticity  with
Young’s modulus E = 200 GPa, shear modulus G = 78,125 MPa and Poisson’s ratio υ =
0.3 [04F] is adopted in the 3D solid global mode and the 3D solid submodel while an
elastic orthotropic material behaviour is assumed in the microstructural model. The
components of the material stiffness matrix in elastic orthotropic description, i.e. the
material elastic constants for cubic crystal symmetry are:  C11 =  C22 =  C33 = 255,682
MPa, C12 = C13 = C23 = 99,432 MPa, C44 = C55 = C66 = 78,125 MPa. The constants are
calculated using the following equations: C11 = E(1 – υ)/(1 – υ – υ2); C12 = Eυ/(1 – υ –
2υ2);  C44 =  G [16R]. The material parameters of the TM model (Eq. 4.3), used in this
study for the steel AISI 1141 are crack initiation energy (Wc) equal to 19 kJ/m2 [88R]
and the critical resolved shear stress (CRSS) equal to 117 MPa, which was determ-
ined by Hummel et al. [14B, 18B] by using molecular dynamics (MD) calculations.

Aside of the microstructure of the material, Figure 40L on page 53 shows the shear
stress distribution – with an evident influence of the microstructure – that is obtained
in the FEM-based analysis for the 128 MPa loading stress amplitude and which is the
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input to the TM equation (Δτs – average shear stress range on the slip line segment;
see Eq. 4.3, Section4.3.1). Grey and black grains are those grains where the condi-
tion for crack nucleation is satisfied according to the TM model, saying that the ab-
solute value of the average shear stress on a slip band segment has to be two times
higher than the CRSS, i.e. 234 MPa in this case. It can be noticed that these grains,
which are conditioned for cracking, are in close proximity of the notch. The model
has been loaded in this study with five different Sa levels (see Figure 38), 75.5, 90, 100,
112 and 128 MPa, in accordance with the data available from the experimental
study of Fatemi et al. [04F], and with additional stress amplitudes ranging between
75 and 65 MPa that served for the estimation of the endurance limit (see Table  3).
The applied R is the same as in the study of Fatemi, i.e. R = 0, and is a direct input to
the TM equation (see Section 5.3 for more details on the effect ot the R ratio).

An example of (damaged) model with a corresponding microstructure selected
for  the numerical  analysis  of  the fatigue crack initiation lifetime of the specimen
made of AISI 1141 steel is shown in Figure 41L. More precisely, Figure 41 shows results
of the crack initiation analysis for the 128 MPa loading amplitude, i.e. it shows the
moment  when the  initiation stage has  been considered  as  being completed  in
terms of required cycles and when the crack should grow further as the long crack.
The left image in Figure  41 depicts the microstructural containing nucleated seg-
mental cracks, which can be easily perceived with the help of the grain boundaries
and the von Mises stress distribution field. Concerning the damage evolution, cracks
tend to nucleate in the model in a scattered manner and in those grains that are fa-
vourably oriented, and where the conditions for microcrack nucleation according
to the TM equation are fulfilled (see Section 4.3.1 for more details). Already nucle-
ated crack segments tend to elongate along the whole grain, causing local stress
relaxation as well as concentrations at their tips and by that amplifying or decreas-
ing the likelihood for new crack formation in the vicinity. At higher loading levels,
some of the formed cracks grow and link together forming in that way a dominant
crack, as in the case shown in Figure  41L. 
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It  has  been noticed  by  analysing  the  damaged  models that  stresses  –  even
though defined in this study as purely elastic by the three elastic constants for cubic
crystals, as described earlier – go beyond the theoretical elastic limit of the material
(Re = 564 MPa). This happens due to microstructural effects such as grain boundar-
ies, grain shapes and orientations as well as due to formed cracks whose tips act as
stress concentrators. The grey-coloured regions in Figure 41L represent stresses that
surpass the elastic limit of the investigated AISI 1141 carbon steel and are created
by using a user-defined option for plotting the output variable (von Mises stress) in
Abaqus/Visualization module. 

The image on the right of Figure  41 presents the accompanying crack growth
rate and the cycles for the initiation completion that are estimated on the basis of
the assumption that the short  crack  initiation finishes with the drop of  the crack
growth rate (see Section 4.3.4 for more details on the rate-drop method). This point is
marked with a green cross and hereinafter referred to as c2. In this case, the num-
ber of cycles is equal to 30,325 (Nc2; see Table 2). In general, the number of cycles
up to c2 (Nc2) equals the sum of cycles of all segmental cracks that nucleated until
the observed crack growth rate drop. Aside of the cycles that are necessary for the
short crack to initiate, it is also possible to roughly estimate  the length of the most
dominant crack. This crack can be also considered as the initiation crack length aini,
or even the transitional crack length between Regions I and II (see Section 4.3.4) for
higher loading levels. As it can be seen from Figure 41L, the length of the most dom-
inant short crack equals roughly 270  μm, which enters into a range defining short
cracks of ≤ 0.5-1 mm, as reported by Suresh and Ritchie [84S].

Table 2: Segmental cycles (Ns) for the stress amplitude level of 128 MPa.

Segment Ns Σ cycles

1 2,870 2,870
2 1,013 3,883
… … …
9 667 7,324
10 68 7,392
… … …
65 1,879 26,145
66 (c1) 12 (Ns,c1) 26,157 (Nc1)
67 (c2) 4,168 (Ns,c2) 30,325 (Nc2)
68 1,394 31,719
… … …

In the majority of cases, segmental cycles at c2 (Ns,c2) are typically at least three
times higher than the average number of cycles needed for the nucleation of the
first ten segments (Ns,1-10) in a considered microstructure. In the case given in Figure
41 and tabulated in Table 2, the average of the first ten segments equals Ns,1-10 = 739
cycles, what is 5.64 times less than 4,168 (Ns,c2) that are attributed to the segment
cracking at c2. Furthermore, the number of cycles  Ns,c2 accompanied to the seg-
ment that broke at c2 is typically much higher than the cycles of the previous seg-
ment (Ns,c1) and of all the preceding segments, as for example given in Table 2. The
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complete number of cycles up to failure of this previous segment (Nc1) are marked
with orange cross in Figure  41R and hereinafter this point is referred to as c1. Both
points (c1 and c2) are considered in the estimation of the total number of cycles to
initiate a short crack Nini, i.e. they are averaged as shown in Table 3; Nini = (Nc1 + Nc2)/
2. This is done to reduce the relatively large deviation of c2 from the other values.

Table 3: Simulation-based crack initiation cycles Nini for different loading levels; calculated by
averaging Nc1 and Nc2 values of both investigated microstructures (ms1 and ms2). The green
colour represents transition cases, while the red colour depicts run-outs.

S (MPa) Nc1 / ms1 Nc2 / ms1 # of
cracked

seg-
ments at
c2 / ms1

Nc1 / ms2 Nc2 / ms2 # of
cracked

seg-
ments at
c2 / ms2

Nini (cycles)
averaged

128 51,912 55,034 103 26,157 30,325 67 40,857
112 91,667 101,726 54 27,478 34,009 26 63,720
100 107,883 134,131 31 63,179 78,602 27 95,949
90 297,240 384,876 22 110,853 141,365 22 233,584
75.5 574,959 1,605,591 7 204,662 349,758 8 683,743
75 10,476,408 16,504,438 8 246,201 370,581 7 6,899,407 *
72.5 33,118,944 33,553,719 5 436,802 864,971 7 16,993,609 *
70 275,380 911,586 3 3,884,775 9,944,255 8 2,753,982 *
67.5 479,919 2,453,766 3 2,862,187 2,872,130 6 2,417,001 *
65 1,046,427 23,948,429 3 1,245,818 360,668,973 5 96,727,412 *

* Run-outs (see red-filled squares in Figure 49).

The methodology of initiation estimation can be further facilitated in the majority
of cases by plotting the averaged fatigue crack growth rate (da/dN), as shown in
Figure  42R, where every point is  averaged with two preceding and two following
neighbouring points. The derived average rate is smoother than the original one and
allows easier detection of the drop (green square). However, the Nini is estimated by
considering the points c1 and c2 from the original da/dN diagram.

The ratio between the number of cycles at c2 and averaged cycles of the first
ten segments (Nc2 > 3xNs,1-10) as well as the smoothed da/dN rate are used as auxili-
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ary criteria for the estimation of the initiation end, next to the rate-drop method
(RdM).

The crack initiation analysis  is performed for different loading levels  and for two
different microstructures (ms1 and ms2) with the same average grain size of 60 μm.
Both microstructures are generated by using the Voronoi tessellation technique and
have been assigned with the same material properties. The results for crack initiation
for the two investigated microstructures are tabulated in Table 3. The final value of
Nini (last column in Table 3) is averaged between the microstructures ms1 and ms2,
and their Nc1 and Nc2 values, what resulted e.g. for the amplitude level of 128 MPa in
40,857 cycles. It is assumed in all investigated cases above the endurance limit, as
exemplarily shown in Figure 41L, that the damage in the microstructural model after
the initiation completion is large enough to reach the transition to the long crack
growth regime (see Figure 43). Therefore, the final Nini value has been prescribed as
a starting number in the long crack growth analysis, as shown later in Figure 48 and
Table 5. 

An interesting observation can be drawn from Table Table 3; namely, the number
of cracked segments at point c2 decreases with the decrease of the loading stress
amplitude. Furthermore, the development of cracks proceeds even after the estim-
ated initiation based on the Rate-drop Method (RdM), as can be realized by the
slightly fluctuating curve on the right hand side of the green cross in Figure 41R. Con-
cerning colouring in Table Table 3, the green fields represent cycles determined by
using the RdM while the red represent cycles determined by the run-out method
(RoM). For more details on the RdM and RoM see Section 4.3.4.

In general, the RoM is used at lower stress amplitude levels in order to estimate the
cases when the short crack arrests (run-out), i.e. it  does not transform into a long
one. Figure  44 shows a run-out example for  the 70 MPa loading case where just
three crack segments nucleated before the simulation has stopped, meaning that
the crack retarded completely.  Typically is  point c2 in the run-out scenarios (red
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cross in Figure 44R) accompanied by less than ten cracked segments and by a very
high number of cycles, as can be seen in the red fields of Table  Table 3. Aside of
that, the pronounced drop of the crack growth rate typical for higher loading stress
levels  does not show itself at the loading levels resulting in run-outs.

Another interesting observation can be made by plotting da/dN versus the num-
ber of cracked segments curves of the investigated microstructures in a common
diagram. Such a plot is obtained for different loading levels and is shown for micro-
structure designated as ms2 in Figure  45. What can be seen there, especially for
lower  loading levels  (Figure  45L)  is  that  da/dN increases  with  increasing  loading
amplitude. Curves representing da/dN for higher loading amplitudes at which short
cracks satisfy conditions for the transition into the long crack (as suggested in Figure
43) do not differ from each other as clearly as those from Figure 45L due to higher
number of cracked segments and stronger fluctuations of the curves, as can be
seen from Figure 45R. Generally, these fluctuations in da/dN are resulting from differ-
ent lengths of each individual cracked segment (da) and from different accompa-
nying cycles (dN), which are estimated by using the Tanaka-Mura equation (Eq. 4.3);
for more details on this topic, see Section 4.3.1.
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Furthermore, a correlation can be recognized between Figure 45L and Figure 43
by comparing tendencies of da/dN curves in Region I. Namely, as the loading stress
amplitude increases, the accompanying curves tend to move upwards and to the
right. Eventually, at certain loading level the conditions for the transition from crack
initiation stage are satisfied and the crack grows further  in  Region II  as  the long
crack, as schematically shown in Figure  43. As depicted in Figure  45L, the lowest
stress amplitude at which the short crack can grow further as a long one is equal to
77.5 MPa (green cross denotes the transition). 

Figure 41 shows an example of the crack length at the end of the initiation stage
aini (270  μm) at the loading  amplitude of 128 MPa; in this case it is the transitional
crack length, too. Similarly, the aini for the last run-out case from Figure 45L (75 MPa
stress amplitude; red crosses denote the run-outs) of 191 μm is determined by sum-
ming the lengths of all nucleated micro-cracks before their arrest (run-out). The sum-
mation has been applied due to the absence of a dominant crack at this relatively
low loading level. The ΔK value for this representative crack length – the last one be-
fore the transition starts taking place – of 9.39 MPa√m is calculated and can be con-
sidered as the simulation-based threshold ΔK value, i.e. ΔKth, for the steel AISI 1141.

Furthermore, an example of the transition between Region I and Region II at the
loading level of 90 MPa is shown in Figure 46. The fluctuating da/dN curve (as those
in Figure 45) of the short crack at this loading level has been averaged (by using a
polynomial function), scaled to fit the da/dN ranges of the da/dN versus  ΔK dia-
gram and visualized in Figure 46 by the blue dotted line. The da/dN value at the end
of the initiation phase (see green crosses in Figure  45), i.e. at the moment of the
transition, is indicated by the green cross, too, and by the green dashed horizontal
line in Figure 46. Aside of that, the red horizontal line shows the highest growth rate of
this short crack. Even thought the ΔK values on the x-axis of Figure 46 are often given
in a logarithmic scale, this is avoided in the present case due to visualization reasons.
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In order to characterize the long crack growth numerically, a 2D macromodel is
created having the same geometry as the 3D solid model from Figure 39L. In addi-
tion, a special Abaqus technique termed as the seam crack is applied to this mac-
romodel in order to represent the crack and eventually to determine the ΔK values.
A seam defines an edge or a face that is originally closed but can open as a crack
during an analysis [ABQ]. As  in the case of the 3D solid model only one half of the
specimen needs to be modelled, as shown in Figure 47L. The symmetry is realized by
using boundary conditions on the vertical y-axis, with fix displacements in x-direction
as well as rotations of any kind. The long crack growth analysis is performed by using
classical linear-elastic fracture mechanics (LEFM), where ∆K values have been cal-
culated for the Sa = 90-128 MPa loading span by means of Abaqus procedures. 

Continuum plane stress 8-node elements with reduced integration (CPS8R) have
been used to mesh the macromodel. In order to deal with the stress singularity at the
crack tip in the case of  ΔK values calculation, special elements have to be used
that are able of handling the infinite stresses. This is done in Abaqus by collapsing
one side of an 8-node isoparametric element in the way that all three nodes from
that side have the same geometric location – in this case on the crack tip [ABQ] – as
can be seen in Figure  47R. In addition, the middle nodes of the edges forming a
newly created collapsed tip are moved to one fourth of the edges’ length in the dir-
ection of the tip. Furthermore, the crack tip is  modelled with a ring of collapsed
quadrilateral elements.

Since a relatively small plastic zone at the crack tip is expected (see Figure 47), no
plastic material data are necessary to be used. That is, the material behaviour is as-
sumed to be purely linear elastic, as in the case of the 3D global model and the 3D
submodel from Figure 39. The isotropic material data for the specimen made of AISI
1141 carbon steel are the same as those that have been used in the crack initiation
modelling, E = 200 GPa, G = 78,125 MPa and υ = 0.3 [04F]. 
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As aforementioned, the long crack growth analysis  is performed solely  for  the
transition cases marked with the green crosses in Figure 45 and in green in the last
column of Table Table 3. The crack size where final failure occurs af depends on the
loading stress level S and on the critical value of ΔK or fracture toughness KIc for the
investigated steel AISI 1141;  af =  f(S,  KIc). More precisely, the  af values for different
loading levels are estimated by integrating Paris law (Eq. 4.6, Section 4.3.5), which is
based on S- and a-dependent ΔK values, and in combination with KIc, which is equal
to 67 MPa√m for AISI 1141 carbon steel [96Y]. The Paris constants used for AISI 1141
carbon steel are m = 3.57 and C = 1E-12, according to Hui et al. [16I].

Table 4 exemplarily shows ΔK values calculated for different crack lengths under
128 MPa stress amplitude. According to the table (4), the modelled specimen failed
at that loading level  when the crack reached length  af = 7.0 mm, i.e. when ΔK
(66.58 MPa√m) magnitude reached KIc value (ΔK ≈ KIc, marked bold in the table).
The same procedure has been performed for other stress amplitude levels. 

Table 4: Calculated stress intensity factor range (ΔK) values for different crack lengths (a) at
the 128 MPa loading level.

a (mm) 1.5 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0

ΔK (MPa√m) 36.47 39.82 44.97 49.45 54.16 59.66 66.58 76.06 90.72 118.47

Since KIc has been reached at a crack length of 7 mm, according to Table 4, the
number of cycles to propagate the crack up to failure Nf can be easily determined
by drawing a vertical line from the point where the a-N curve – obtained by integ-
rating Paris law and coloured in red in Figure  48 – intersects the magnitude of the
crack length of 7 mm. Aside from that, Figure 48 contains the calculated number of
cycles for both analyses, i.e. for short crack initiation (Nini) and long crack growth
(Npro), including the overall lifetime (Nf). Namely, as already mentioned earlier in the
text, the value Nini for the 128 MPa loading stress amplitude is derived by averaging
c1 and c2 values of two investigated microstructures (see Table 3), resulting in 40,857
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cycles. These cycles have been prescribed as a starting number for the long crack
growth. On the other hand, by applying the line intersection method based on  af

and described above, it has been estimated from Figure 48 that final failure occurs
at Nf = 46,307 cycles. In the following step, the value Npro has been obtained by sub-
tracting the Nini from the Nf what resulted in 5,450 cycles. The same procedure has
been applied for other loading levels. A comparison of cycles spent for crack initi-
ation and crack propagation, respectively, including the number of cycles  at final
failure, at different stress levels is presented in Table 5. 

Table 5: Comparison between contributions of different fatigue life phases.

Sa (MPa) Nini (cycles) Nini (%) Npro (cycles) Npro (%) Nf (cycles)

128 40,857 88 5,450 12 46,307
112 63,720 87 9,170 13 72,890
100 95,949 90 10,661 10 106,610
90 233,584 92 2,674 8 254,258
77.5 (Se = 76) 683,743 100 0 0 683,743

Finally, the resulting Nf for all loading cases are presented in Figure 49 versus the
accompanying stress level (S) in the form of an S-N curve. The variance (or scatter)
of the slope-building crack initiation cycles from Table 3 (c1 and c2 for two different
microstructures) is introduced by means of error bars (red horizontal lines). 

Aside of the slope of the S-N curve, the modelling approach allows to determine
the endurance limit Se (in this case Se,a), too, as visible from Figure 49. The determina-
tion of the endurance limit – the boundary between the definite life (slope of the S-N
curve) and the infinite life (below the endurance limit) – has been accomplished by
lowering the loading stress amplitude in a step-wise manner, starting from 75 MPa,
until  the  point  where  no  cracks  have  been  observed inside  the  microstructural
model or where extreme number of  cycles (> 2E+06)  for the  formation of micro-
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cracks have been reached. More precisely, the horizontal line denoting the Se mag-
nitude (see Figure 49, horizontal blue line) is drawn at the transition between the S-N
points  determined  by  applying  the aforementioned RdM (grey-filled squares,  i.e.
transitional cases) and the RoM (red-filled  squares, i.e. run-outs), respectively. The
magnitude of the endurance limit (Se) is estimated to be 76 MPa for the steel AISI
1141.

In addition,  the number of  cycles  required for crack initiation (Nini)  have been
plotted in the form of a French curve, as shown in Figure 50. This curve together with
data from Table 5 confirm the statement from Section 4.2 that the initiation phase
takes the majority of the fatigue life, especially in the region close to the endurance
limit.

The two-scale approach used to produce the results from this study has already
been reported by the author in [14B, 16S, 17L, 17M]. However, in [17O] the approach
was applied for the first time to numerically construct the S-N curve in its whole ex-
tend, including the endurance limit; as shown in this study, too. Furthermore, a crack
initiation criterion based on the crack growth rate  drop is  another  novelty intro-
duced here  in [17O]. Similarly, this has been also reported later in [18M, 18L, 19M].
The results of the study presented in this section have been published in [18M].

To conclude, fatigue crack initiation and subsequent long crack growth in a poly-
crystalline material has been successfully simulated using the multiscale fatigue ap-
proach. The TM equation has been applied in the modelling of the crack initiation
stage while the classical LEFM has been used for the long crack growth, up to final
failure. By combining those two approaches, it is possible to construct the S-N curve
numerically. However, an agreement could not be achieved by comparing the sim-
ulation-based  S-N curve from Figure  49 and the experimentally obtained results of
Fatemi et al. [04F], performed on the same specimen made of the same steel AISI
1141 and under the same loading conditions (R = 0). Namely, the experimentally de-
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termined endurance limit (Se) is equal to 155 MPa [04F], which is approximately two
times higher than the calculated Se value of 76 MPa. It needs to be remembered
that these Se values represent the stress amplitude of the applied cyclic stress range
(Sa, see Figure  38) with the loading ratio  R equal to 0. It is expected that a better
agreement with the experimental results can be achieved by selecting another –
considerably  higher  –  magnitude of  the  CRSS.  According to  the TM model,  the
higher the CRSS, the better the durability of a material; or in other words, with higher
values of the CRSS, the S-N curves shift upwards. More details on the influence of the
CRSS follow in Section 5.2.

The CRSS of 117 MPa calculated by means of molecular dynamics for BCC α-iron
by Hummel et al. [14B] is used in this study due to the lack of a more appropriate
value for the steel AISI 1141. The reason to expect a higher CRSS magnitude – and
by that a higher Se value – for the used vanadium-based microalloyed steel AISI 1141
[04F] are its improved mechanical properties over conventional counterparts – and
thus over iron – achieved by microstructural modifications, i.e. by the addition of
small  amounts  of  the microalloying element  vanadium (V,  0.053 wt%) [96Y].  It  is
known that such alloying elements contribute to the strength in general, but also to
the CRSS magnitude. Another reason to expect a higher CRSS is the relatively high
elastic limit Re of around 560 MPa for this steel. More details on the influence of alloy-
ing elements on the CRSS as well as on Re can be found in Section 5.2.1. Aside of
that, a repeated study on the same material and same specimen but with a higher
CRSS value (232.5 MPa) is  shown in Section  5.2.3. In this repeated study, a good
agreement has been achieved by comparing the simulation-based  Se = 152 MPa
and the experimentally obtained Se = 155 MPa values [04F].

5.2 Determination  of  the  CRSS  and  its  Relevance  in  the
Fatigue Process 

This study can be considered as an extension of the previous one (see Section 5.1). It
deals with the numerical estimation of the fatigue life represented in the form of
stress- or strength-life (S-N, or Wöhler) curves of metals with different crystallographic
structures, namely body-centred cubic (BCC) and face-centred cubic (FCC). Their
life curves are determined by analysing the initiation of a short crack under the influ-
ence of the microstructure and the subsequent growth of the long crack, respect-
ively, as discussed in previous sections. The long crack growth analysis is conducted
using Paris law. The purpose of the study is to analyse the importance of the crystal-
lographic and grain structure as well as the parameter CRSS on the shape and posi-
tion of the fatigue life curve in the S-N diagram.

A scientific approach to the question of fatigue strength is to consider the effects
of crystal structure on fatigue mechanisms [64F, 65F, 67B, 71G]. Researchers from the
field of fatigue have long been aware of the ratio between endurance limit and ulti-
mate ultimate strength, Se/Su. This ratio is also known as the fatigue ratio and is typic-
ally higher for ferrous materials (including steels), which are of the BCC type, than for
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non-ferrous materials, which are FCC. Table 1 shows the fatigue ratio Se/Su for a se-
lection of technical materials. Furthermore, ferrous materials generally show a sharp
"knee" in the S-N diagram at about 1E06 cycles, after which the strength-life curve in-
creasingly flattens. The strength at this point is known as the endurance limit. Interest-
ingly,  most  other  materials  exhibit  a  gradual  flattening  between  1E07  and 1E08
cycles (see Figure 14 and Figure  51). Although these effects have been explained
by some researchers in terms of strain ageing and dislocation locking (see [71G]),
there is also evidence that the crystal structures of the materials play an important
role.

Ferro et al. [64F, 71G] examined two groups of iron-nickel alloys, which included
an alloy with 96.5% iron and pure nickel. In these tests, the ferrous or iron-rich group
(BCC)  exhibited  consistently  higher  fatigue  strengths  than  the  nickel-rich  group
(FCC), as well as showed a definite endurance limit at about 1E06 cycles in contrast
to the FCC-based group. Figure  51 illustrates  these effects.  All  materials  had the
same geometry, all  had the same preparation process (annealing) and all  have
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been tested under the same cyclic conditions. More details on the preparation and
fatigue experiments can be found in References [64F, 71G]. These same authors col-
lected data on the fatigue ratio for a large number of pure materials with different
crystal structures and concluded that the fatigue ratios of BCC materials are consist-
ently higher than for FCC and HCP (hexagonal close-packed) materials [65F], as
aforementioned as well as shown in Table 1 from Section 4.2. The comparisons are
most meaningful for pure metals in which the effects of alloying, ageing, etc., are
absent.

 According to Grosskreutz [71G], there is certainly evidence that the crystal struc-
ture plays a contributory role on the height and appearance of the endurance limit
under constant cyclic stress range. Besides the importance of the crystal structure,
the aforementioned differences could be explained in terms of dislocation move-
ment within the crystalline lattice of the grains. A question that can be posed is why
should this influence exist. Since the reasons have not been proven, some general
statements can be made. First, coherent slip leading to well-defined bands is not as
likely in BCC structures simply because there are so many available slip systems, usu-
ally 24 to 36 compared to 12 in FCC structures and 3 to 6 in HCP materials, depend-
ing on the material (titanium is a special case, with 12 possible slip systems). There-
fore,  slip  is  well  dispersed in  BCC metals  and slip  band cracking is  not  as  easily
achieved. Furthermore, slip activity at a crack tip in BCC metals is not “exhausted”
easily by hardening. Therefore, energy is consumed that might otherwise be avail-
able for crack extension. This capability to keep well-dispersed dislocation mobility,
also in the case of extended fatigue cycling, is seemingly the most significant char-
acteristic of the BCC system with respect to fatigue resistance. A second, assumingly
related and thus equally relevant, reason for the superior performance of the BCC-
based systems under fatigue conditions is the larger stress required to move disloca-
tions. This stress is called the critical resolved shear stress (CRSS) which may be 100
times as large in BCC as in FCC structures. The yield stress of BCC metals is corres-
pondingly higher, too. This fact, together with the work hardening rates, which are
lower in BCC-based systems [65F], affects the endurance limit. Namely, BCC metals
possess  higher  endurance  limits  than  FCC metals,  placing them  for  that  reason
closer to the ultimate strength.

Accordingly, the effects of crystal structure and the CRSS provide an interesting
investigation site, which could eventually provide clues on the effective prediction
of materials that are more fatigue resistant. Materials science and numerical meth-
ods are promising in combination that possesses capabilities to shed light on this not
sufficiently resolved research topic. The aim of this section is to provide relevant in-
formation on the CRSS and to numerically investigate its importance in the fatigue
performance of steels and other metals with different crystallographic structures.
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5.2.1 Compression Testing of Small Pillars
A major interest in present-day materials science is to understand material deforma-
tion and failure mechanisms that are present in a vast number of applications and
at different scales (predominantly at micro- and nanoscales). A method based on a
new type of compression testing of pillars of the order of nano- and micrometer size
has been developed and thereby opened a novel perspective on the investigation
and measurement of the CRSS value for various materials. The method is becoming
increasingly popular due to its cost-efficient and relatively simple procedure and the
ability to analyse deformation mechanisms and material properties by focusing at-
tention on a restricted material volume isolated from single crystals (see Figure 52).
The experimental technique used to isolate these small-sized pillars is Focused Ion
Beam (FIB)  machining. Furthermore, the method of  pillar  compression testing en-
ables the investigation of specific areas on the surface of a polycrystalline material,
and thereby deeper insight into the underlying dislocation mechanisms that eventu-
ally contribute to the plastic flow resistance [15R].

 The pioneering research in the field of pillar testing published by Uchic et al. [04U]
in 2004 showed the example of cylindrical Ni micropillars, which at that time was an
entirely  new  behavioural  regime.  Namely,  the  investigated  pillar  exhibited  low
hardening rates and discrete strain bursts (see Figure 53 for the two effects), and a
power-law relationship between the CRSS and pillar diameter (D), or the so-called
size effect (see Figure  54e) [11N]. It has been noted that the CRSS values of both
FCC and BCC pillars  decrease as the pillar  size increases,  conforming to inverse
power-law scaling [04U, 11G, 16C]. Aside of already mentioned publications, a large
number of other publications regarding small-scale plasticity are available today,
some of them are [06D, 06K, 07C, 10J, 13B, 14G, 15C, 16A, 16J, 17P].

Figure 52 shows an example of a pillar cut within the austenitic grain (austenitic
stainless steel AISI 316L), done by Monnet and Pouchon [13O]. After compression,
the deformation markings visible as slip traces on the surface of investigated cyl-
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indrical single-crystalline pillars indicate single slip mechanism, as Figure 52R depicts.
Figure  53 gives resolved shear stress versus strain curves (deduced from the force
versus displacement curves by using Schmid factors) of the pillars considered in their
study. The strain bursts that emerge as flat regions have been observed as in the
study of Uchic et al. [04U]. The first strain burst has been understood to be a product
of the first motion of a dislocation while the succeeding strain bursts represent col-
lective movements of dislocations in an avalanche-like manner [13O, 06D, 07C]. The
small-scale yield (shear) stress, i.e. the CRSS, for pillars is determined as the stress at
which the first strain burst occurs [16C].

A significant discrepancy in the value of the CRSS measured for the 5 µm pillars,
160 MPa (Figure 53L), is to be noted with respect to the larger 15 µm pillar, where the
CRSS is equal to 110 MPa (Figure 53R). This confirms that the size effect is also present
in AISI 316L steel. Another observation, from the same figures, that is in analogy to
the general findings from the pillar compression testing are the fluctuations of the
CRSS that decrease as the pillar size increases [13O].

 Okamoto et al. [16O] investigated the behaviour of high-enthalpy alloy (HEA)
CrMnFeCoNi-based pillars under similar compression tests. Figure 54b,c show cases
where these researchers applied two different loading-axis orientations ([126] and
[123], Figure 54a) in order to obtain stress-strain curves of micropillars. Values of the
CRSS  are  calculated  by  using  the  small-scale  yield  stress  magnitudes  and  the
Schmid factors that correspond to the two investigated orientations (0.488 and 0.467
for [126] and [123], respectively) and are given in Figure 54e versus micropillar size. It
follows from Figure  54e that the CRSS values for  the two considered orientations
match to each other over the whole range of investigated micropillar sizes. This un-
doubtedly indicates that the CRSS values for slip on the (111)[101] slip system are in-
dependent of crystal orientation. This was used by the authors [16O] to combine the
data points from the two tests into one master curve, shown in Figure 54e by the red
dashed line. Similar to what has been recognized in single crystalline micropillars of
many other FCC and BCC metals [04U, 06D, 06K, 09C, 10J, 11G], the size effect has
been also observed for the CrMnFeCoNi HEA.
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A size effect or a power-law relationship between the CRSS and pillar diameter,
invoked in the previous section, is known to affect two features of plastic deforma-
tion: (i) the CRSS becomes stochastic and increases with decreasing pillar dimen-
sion; (ii) the hardening rate decreases strongly in pillars of micron scale. However,
concerning the CRSS, several studies have shown that the size effect vanishes bey-
ond a given pillar size D. In pure nickel, D was found being close to 20 µm by Uchic
et al. [04U] and 30 µm by Dimiduk et al. [05D]. In gold, the size effect seems to de-
crease strongly in pillars of sizes larger than 7 µm [05G]. However, in heterogeneous
materials, such as Ni-based superalloys, the effect on the CRSS persists even in large
pillars [04U, 12S, 13O]. However, as concluded by various researches [04U, 05D, 05G,
10J, 11N, 14O, 16O], this decrease of the CRSS continues until the micropillar size
reaches a value of 20 to 30 μm, at which the estimated CRSS may be further taken,
for e.g. FEM-based simulations, as the representative value of the bulk material. In
other words, by extrapolating the micropillar data obeying the inverse power-law
scaling to the critical pillar size, the bulk CRSS values can be estimated. Accordingly,
the bulk CRSS value for the HEA is estimated in between 33 and 43 MPa (Figure 54e),
what fits the range of determined values for pure FCC metals (e.g., ~14 MPa for Al
[11N]).

The increased strength with reduced size follows a power law that explains the
general relationship:

τc=KD−n (5.1)

where τc is the CRSS,  D is the top-surface diameter of a cylindrical pillar sample
(see Figure 53), K is the power-law coefficient and n is the power-law exponent, i.e.
the power-law slope [15R].
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Despite being a matter of major discussions, it is generally agreed that the size ef-
fect is a consequence of the dislocation nucleation-governed plasticity, which is ap-
parent from the higher stresses that arise during mechanical deformation of small-
sized nanopillars. The explanation of the dislocation nucleation-governed plasticity
can be found in its dependency on dislocation storage ability of FCC and BCC sys-
tems. Namely, dislocations moving inside the small-sized pillars are attracted to the
free surface, and in order to sustain further deformation, new dislocations have to
nucleate either inside the pillars or at their surface. This phenomenon especially con-
cerns the strained FCC pillars deep in the sub-micron size region where they experi-
ence the so-called “hardening by dislocation starvation”. In such cases, the pillars
remain without dislocations, which vanish from the free surface at faster rates than
they multiply inside the bulk [8, 20, 24]; and to nucleate new dislocations,  higher
stresses are required. According to experiments on FCC and BCC pillars [08G, 09C,
09S, 16A], the more pronounced size effect in FCC materials, with respect to BCC
materials, is related to the lattice resistance to plastic flow, as aforementioned. A dis-
location-starved condition is unlikely in the BCC system as a longer residence time is
attributed to its dislocations, together with the ability to multiply new dislocations be-
fore the existing ones exit the pillar surface [16A]. On contrary, the longer residence
time of dislocations in BCC systems might be an explanation for their higher strength
at higher scales, what is also in accordance to the statement from Section 5.2 about
higher values of the CRSS in the BCC systems and their superiority in fatigue perform-
ance with respect to FCC systems.

The plastic deformation of e.g. iron single crystals shows size dependent features
that can be related to the underlying dislocation structure. In large single-crystal
samples,  the  initial  dislocation  structure  exists  in  a  variety  of  configurations.  The
plastic flow initiates when the stress is high enough to move the first dislocations. The
first  dislocations  can move over  relatively large distances before interacting with
other dislocations, so-called easy glide. The shear stress necessary to produce the
easy glide is named as Peierls-Nabarro stress. The interactions between dislocations
form barriers for further slip and cause work hardening of the crystal. In small single-
crystal samples, the included dislocation structure is expected to vary between indi-
vidual samples [08N]. When the first dislocations start to move, the movement is re-
stricted by the nearby sample surface. The manufacturing process of the sample
can truncate existing dislocations [07P, 07R] or possibly form new ones, e.g. from the
FIB-induced deformation and damage process [07K].  Similarly as Kraft et al. in [10K],
Rogne et al. [15R] summarized the plastic deformation into three regimes on the ex-
ample of iron single crystals. The regimes are indicated in the upper part of Figure
55.

Regime 1 is the bulk-like regime, where the macroscopic stress–strain curves are
relatively smooth. In this regime, the samples are typically a few microns or larger, up
to the size of conventional samples for tension tests. The sample includes larger dislo-
cation segments and parts of dislocation structures [08N]. When comparing the flow
curves to mm-sized single-crystal samples, the flow stress is  the highest in the μm-
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sized samples and the work hardening is about equal [05D, 11T, 13T]. However, the
limited volume constrains the dislocation movements and interactions and causes a
strengthening effect [5].

Regime 2 is the intermediate regime for which the stress–strain curve presents ir-
regular plastic flow with elastic segments and strain bursts (see Figures 53 and 54), for
load-controlled experiments. Since the sample is smaller than the average distance
between dislocations, it is likely that few and small dislocation segments are present
in the sample. The truncated dislocation segments need a higher stress to operate in
a stochastic way. The smaller the segment, or sample, the higher the stress neces-
sary for deformation. Mobile dislocation segments may move to the free surface
and annihilate [05G, 06G, 11K], or possibly multiply on the way [08C, 08G, 08W].

Regime 3 is the surface nucleation regime and has a plastic flow characterized
by large elastic segments and abrupt strain bursts, where the stress is typically sev-
eral GPa. The small volume makes it unlikely that dislocation segments from the ini-
tially annihilated dislocation structure exist in the sample. For plasticity to occur, dislo-
cations have to propagate from surface irregularities introduced during the FIB fab-
rication [09H, 07K, 10L].

The experimental results obtained in micropillar tests (MPT) mainly fall under Re-
gime 2, the intermediate regime.

Strengthening mechanisms in single-crystals,  such as dislocation density (as ex-
plained in the text above in relation to the dislocation residence time) and solute
atoms, directly influence the deformation behaviour  in pillars,  and thus the CRSS
magnitude. An important strengthening source in industrial materials is solid solution
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strengthening, or the alloy friction, that results from solute alloying elements, espe-
cially from substitutional elements, within the matrix. Furthermore, a significant con-
tent of added elements usually induces the formation of precipitates within the mat-
rix of the host material, leading to another strengthening mechanism known as pre-
cipitation strengthening. In  some industrial  materials,  like annealed AISI  316L-type
austenitic  stainless  steel,  no  precipitation  is  observed,  leaving  the  solid  solution
strengthening as the prevailing source to the strengthening process [13O].

The resistance for the dislocations to move through the crystal, or the CRSS (τc), is
dictated by the present strengthening mechanisms in the crystal [15R]. To recall, the
CRSS  for  compressive failure  may have several  components:  The  Peierls-Nabarro
stress  τ0,  the dislocation  hardening  τdh,  the  solid  solution hardening  τssh,  and the
strengthening  induced  by  particles  τps.  Irrespective  whether  all  or  just  particular
strengthening components are present, linear superposition may be applied when
calculating the CRSS (τc) [13O]:

τc=τ0+(τdh+τssh+τps) (5.2)

In the case of high purity materials, with zero initial dislocation density and with no
added alloying elements, the CRSS comprises merely the Peierls-Nabarro stress  τ0,
which is the minimum requirement for initial dislocation motion [13B].

Furthermore, the global yield stress Re comprises the CRSS and further strengthen-
ing  mechanisms  that  are  present  in  bulk  metals,  namely  the  grain  boundary
strengthening  τgbs and the phase boundary strengthening  τpbs. Equation (5.3) sum-
marizes all the mechanisms that contribute to the strength of metallic materials.

Re=τc+τgbs+τpbs=τ0+τdh+τssh+τps+τgbs+τpbs (5.3)

An example of strengthening can be given with iron; The shear strength of large
single-crystal samples, in mm size, can go below 10 MPa [63S, 83F, 15R] at room tem-
perature in the case of high purity iron. Previous studies on iron with different impurity
contents [66S, 15R] confirm the importance of interstitial solute atoms in the strength-
ening of crystals. In general, increased amounts of impurity elements lead to an in-
creased shear strength in the crystal due to more resulting obstacles that hinder the
gliding  of  dislocations.  Based  on  these  results,  it  has  been  estimated  that  the
strengthening contribution of C and O is about 40 MPa; which is significantly higher
than the 10 MPa for the high purity single-crystal iron. The strengthening from solute
atoms and impurities is the same in different-sized pillars; and it should not be par-
tially responsible for the size effect that is discussed in Section 5.2 [15R].

An interesting study was done by Guo et al. [14G] on the measurement of the
CRSS for phases in a multiphase material. In their work, coupled with the electron
back-scatter diffraction (EBSD) technique, micropillar compression was used to eval-
uate the CRSS of ferrite, which is BCC, and FCC austenite in a cast duplex stainless
steel (Z3CN20-09M). Compression tests were carried out by compressing free-stand-
ing micropillars of ~5 μm diameter that were fabricated by FIB. The results reveal that
BCC ferrite has a much higher strength than FCC austenite; while austenite pos-
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sesses better ductility values than ferrite. The CRSS values are, quantified to be ~194
MPa and ~318 MPa for austenite and ferrite, respectively. Strengthening mechan-
isms can be regarded as responsible for the higher strength of ferrite. Firstly,  solid
solution strengthening is introduced by the higher alloying content of substitutional
chromium in ferrite (26.74 wt.%) than in austenite (21.11 wt.%) [03C]. Although aus-
tenite contains a higher nickel content than ferrite, i.e. 9.14 wt.% in austenite com-
pared to 5.18 wt.% in ferrite, it has been reported that the solid solution strengthening
caused by chromium is higher than that of nickel [12R]. Secondly, as already stated
in this section, the low mobility of screw dislocations in BCC crystals usually results in
higher strengthening as well as a higher strain hardening rate through dislocation-
dislocation interactions or kinetic pile-ups of the screw dislocations in an area close
to the dislocation sources, which in turn leads to an enhanced strength of the ferrite
phase [08G, 09S, 14G].

Quantification of the strengthening components is a challenging task but is also
necessary for the understanding and eventual modelling of the mechanical beha-
viour of metals.  For BCC and FCC materials, the slip event is  usually activated in
unique crystal systems when the applied stress is higher than their CRSS, which is as-
sociated with the intragranular crystal plasticity [14G]. Therefore, it is of great import-
ance to be able to determine the CRSS of  a phase or more different  phases in
metallic materials to understand the mechanical behaviour of their bulks and to fur-
ther establish appropriate material and damage models (e.g. crystal plasticity the-
ory and/or TM equation/model) for the simulation studies.

5.2.2 Atomistic Simulations
Atomistic  methods,  e.g.  MD,  are  methods  used  to  numerically  simulate  physical
movements of atoms. In the most common version of MD, the trajectories of atoms
are determined by numerically solving Newton's equations of motion for a system of
interacting atoms, where forces between the atoms and potential energy are de-
fined by molecular mechanics  force fields. The method was originally conceived
within theoretical physics in the late 1950s  [59A,  64R] and, besides in materials sci-
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ence,  is  applied  today  also  in  chemistry,  chemical  physics  and  modeling  of
biomolecules. Many authors applied atomistic methods such as MD to calculate dif-
ferent strengthening mechanisms.

Healy [14H] carried out compression simulations on a Cu nanopillar. These simula-
tions showed deformation mechanisms, which are likely to resemble those seen ex-
perimentally in plasticity of nanowires, nanopillars, and micropillars. The pillar with the
side faces of 8 nm in width, 18 nm in length and containing around 100,000 atoms
was placed in  between two compression plates  which consisted of  constrained
atoms. An image of the pillar prior to deformation and at a strain of 22% can be
seen in Figure 56.  The stress versus strain response on the indenter plate surfaces is
characterised by increasing stress as the pillar is compressed followed by sudden
decreases in the stress when a dislocation is generated and moves through the pil-
lar. This can be seen in Figure 57. 

Kositski et al. [17K] calculated the conditions for nucleating dislocations in  α-iron
(Fe) faceted nanowires under compression. In this configuration, dislocations were
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nucleated at points of stress concentration but formed dislocation pile-ups (Figure
58), which contributed to strengthening [17K]. The cross-split mechanism was also
identified with the observation that it occurs when the core of two opposite sign
edge dislocation coalesce [17K].

In order to examine the effect of  specimen size on the dislocation nucleation
stresses, as well as on the stress needed for a cross-slip to occur, nanowires of various
heights were constructed by Kositski  et al.  [17K]. The nucleation stresses at every
nucleation event, as well as the stress needed for cross-slip for different heights of
nanowires, are summarized in Figure 59. The extrapolation method for MPT discussed
in the previous section (5.1) has not been applied for the numerical results from [17K]
due to the fact that the stresses shown in Figure 59 are nucleation stresses and not
the stresses required to move a dislocation. 

Similarly,  Rogne  et  al.  [15R]  performed  calculations  of  the  theoretical  tensile
strength based on density functional theory calculations [03F], represented as upper
strength limit in Figure 55 and plotted together with available data on single-crystal
iron samples of various types. Here, the upper limit for loading along [0 0 1] was 12.7
GPa and along [1 1 1] was 27.3 GPa. As seen in the same figure, the strength levels
from MD simulations were lower than the results for density functional theory calcula-
tions. Results from MD simulations of defect-free single-crystal iron nanopillars [12E]
were different from the experiments, too. Three pillars of the same size, D ≈ 150 nm,
reached in experiments highest yield stresses between 2.7-3.1 GPa, as visible from
Figure 55. This is about 45% lower than the values predicted from MD simulation of a
pillar with the same loading direction and a diameter of 40 nm [12E]. An important
difference, however, is that the MD pillar is initially defect free and that the deforma-
tion initiates when new dislocations nucleate from the surface of the pillar. The differ-
ence in yield stress between the experiments and MD simulation seems to be a con-
sequence of the difference in the initial defect structure and the deformation mech-
anisms when plasticity starts. The atomistic simulations, with surface nucleated dislo-
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cations, can be considered as an upper limit to the micropillar compression experi-
ments [15R].

IMWF has a strong background concerning the usage of atomistic  simulations
[05K,  10P] on  fundamental  aspects  of  materials  science,  such  as  strengthening
mechanisms  and  dislocation  multiplication.  In  [11S],  Schmauder  and Kohler  per-
formed atomistic MD simulations of solid solution strengthening of α-iron by alloying it
with substitutionally or interstitially dissolved atoms. Figure 60L shows the results for the
strengthening, i.e. an observed increase in the CRSS with different concentrations of
Cu and Ni atoms. In another paper, Kohler et al. [05K] performed MD simulations of
the interaction of edge dislocations with precipitates in  α-Fe in order to determine
the CRSS for various morphologies of precipitates: pure copper and nickel precipi-
tates, ordered and unordered copper/nickel precipitates, copper and nickel pre-
cipitates with substitutional iron atoms etc. The values of the CRSS values for these
precipitates for typical dislocation-based glide planes are plotted in Figure 60R. Fur-
thermore, Hummel [14B] performed MD simulations of cyclic deformation of the α-Fe
system (Figure 61) in order to determine the CRSS magnitude. 

The results from the study illustrate the development of the system from reversible
plastic deformation to irreversible plastic deformation including dislocation nucle-
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ation, propagation, back-propagation and multiplication. The typical glide planes
appearing under cyclic loading are plotted in Figure 61R. In these simulations, the in-
tention was to force dislocation nucleation and to study such naturally formed dislo-
cations as a realistic basis for dislocation movement analyses rather than to use arti-
ficially implanted dislocations in the model.

Further, dislocation nucleation takes place as the irreversible deformation begins.
The small spikes in the stress-time curve are identified (see Figure 62) as single dislo-
cation movement. The height of the spike, which is related to the CRSS to move a
dislocation, is calculated to a value of 117 MPa, which is in very good agreement
with an experimental value of 108 MPa that has been used for microscale modelling
of fatigue by different authors [98H, 10G, 10N, 12N]. The 117 MPa value was used in
the study on AISI 1141 steel from Section 5.1 as well as on Fe 99.9% from Section 5.2.3.

This  value  representing  principally  the  stress  required  to  move  a  dislocation
through a perfect lattice with zero initial dislocation density and with no added al-
loying elements is also known as the Peierls-Nabarro stress (τ0). As already mentioned
in Section 5.2.1, the CRSS comprises merely the Peierls-Nabarro stress in the case of
such a high purity material. In the presence of additional strengthening mechanisms
in single-crystals of metallic materials, the linear superposition (Eq. 5.2) may be ap-
plied to calculate the overall CRSS (τc). A nice example of Fe-Cu steel for which the
superpositioning principal can be applied is given in [04T]. By knowing the concen-
tration of solute Cu (1.5 mass% [04T]), the diagram from Figure 60L [11S] can be used
to estimate the  solid solution hardening (τssh).  On the other  hand,  Cu clusters  of
around 0.9 nm size were observed in this steel, too. Here the diagram from Figure 60R
[05K] can be used to estimate the strengthening induced by these clusters (τps). By
assuming a zero initial dislocation density, the CRSS for this specific case is estimated:

CRSS = τ0 + (τdh + τssh + τps) = 117 + (0 + 70 + 125) = 312 MPa
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Furthermore,  the  global  yield  stress  (Re)  can  be  calculated  by  adding  the
strengthening mechanisms that are present in the bulk material to the known CRSS
magnitude (see Eq. 5.3). The grain boundary strengthening (τgbs) can be determined
from the Hall-Petch  relationship for steels (see Figure  63) by knowing the average
grain size, which is equal to 1  µm for the considered Fe-Cu steel [04T].  The other
strengthening mechanism contributing to  Re is the phase boundary strengthening
(τpbs), and is equal to zero since the Fe-Cu steel contains a full ferritic microstructure.
Accordingly, Re is calculated for this steel:

Re = CRSS + (τgbs + τpbs) = 312 + (405 + 0) = 717 MPa
Finally, the global dislocation density introduced by cold-working can be used to

estimate the dynamic dislocation hardening (τddh), which builds the tensile strength
(Su) together with the known Re magnitude. According to Tanaka et al. [18Y], Su for a
grain size of 1 µm for the considered Fe-Cu steel [04T] is estimated:

SU = Re + (τddh) = 717 + 623 = 1340 MPa
The obtained Su values fits quite well to the range of 1180-1350 MPa, reported by

Takaki et al. [04T] for steels alloyed by Cu, what indicates that the superpositioning
principle can be applied when the individual strengthening contributions for a spe-
cific metal are known.

5.2.3 The CRSS and its Effect on the Fatigue Life Curve
In order to numerically analyse the total fatigue life of structures, i.e. structural com-
ponents or a specimen, from the moment when the first microcrack nucleates within
a grain up to the moment when the dominant crack evolves into a critical one lead-
ing to final failure, a multiscale fatigue simulation approach can be applied, similar
as done as in the case of AISI 1141-based specimen from the previous section (5.1). 
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Figure 18 on page 30 shows a scheme of scales that need to be considered, start-
ing with the nanoscale,  going up to micro-/mesoscales  and ending up with  the
macroscale. The up-to-date nanoscale, i.e. atomistic, simulation techniques like ab-
initio [14K, 15K, 16B] or  molecular dynamics (MD) [05K, 10P, 11P] can provide the rel-
evant material parameters needed at higher length scales of fatigue modelling and
simulation  scheme.  One of  these  parameters  is  the  critical  resolved  shear  stress
(CRSS) on the most active slip plane in a grain, that can be derived from MD simula-
tions, e.g. by using the approach of Hummel et al. [14B, 18B]. Other methods for the
derivation of the CRSS is micropillar testing (MPT), as discussed above. The CRSS is
used as the input  parameter  for  the micromechanics-based model  (see Section
4.3.1) providing information on the number of loading cycles to nucleate a micro-
crack and subsequent growth of a short crack inside the microstructure (see Sec-
tions  4.3.2 and 4.3.4) of an investigated material. These initiation cycles are further
transferred to the macroscale fatigue crack growth model  based on power law
equations (e.g., Paris law), which are finally used to estimate the total fatigue life, up
to final fracture. By using the presented modelling workflow, the fatigue of metals
can be simulated more or less independently of the experimental input [14B, 17L,
17M, 17O, 18B, 18M, 18L]. As stated in previous sections, the TM parameter CRSS is a
threshold value of the shear stress along the glide direction that a dislocation needs
to surpass in order to start moving. If the resolved shear stress is lower than the CRSS,
no dislocation is  moving on the glide plane and, consequently,  no pile-up takes
place at the grain boundary.

In order to approach the question of fatigue strength in a proper way, it is interest-
ing from the scientific point of view to consider effects of the crystal structure on fa-
tigue mechanisms. Besides the importance of the crystal structure, an assumption for
the reason of superior fatigue behaviour of BCC metals, in terms of higher endur-
ance limits, is generally the higher stress needed to move dislocations through their
system, i.e. a higher CRSS. It is thus worthwhile to analyse numerically the fatigue life
curves of materials with different CRSS values, but also by having their crystal struc-
tures in view. 

Table 6: Critical resolved shear stress (CRSS) values for different materials.

Material Crystal
structure

CRSS
(MPa)

Method Source

AISI 304 (X5CrNi18-10) FCC 160 MPT Monnet and Pouchon [13M]
AISI 1141 (40Mn2S12) BCC 117 MD Hummel et al. [14B, 18B]
Fe 99.9% BCC 35 MPT Rogne and Thaulow [15R]
AA 1050 (Al 99.5%) FCC 14 MPT Jennings et al. [10J]

The purpose of this section is therefore to present the derivation of the CRSS para-
meter for materials of interest by using different methods of determination (MPT and
MD simulations) and its implementation in numerical analyses for fatigue initiation life
determination, based on the TM model. To meet the purpose, four materials are se-
lected and are tabulated in Table 6.
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Aside of the AISI 1141 steel with BCC crystal structure that was analysed in the
previous section (5.1), three additional materials taken into account are FCC aus-
tenitic stainless steel AISI 304, high purity iron (Fe 99.9%) that is BCC and a high purity
aluminium alloy (AA) 1050 with an FCC structure. To remind the reader, as it has long
been known that ferrous materials (BCC) typically show a sharp "knee" (endurance
limit) in the S-N diagram at about 1E06 cycles, while most other metals (FCC) exhibit
a gradual flattening between 1E07 and 1E08 cycles (see Figures 14 and 51). This is a
strong reason to pay attention to the crystal structure in the numerical estimation of
the fatigue life curves of materials with different magnitudes of the CRSS. Their life
curves are determined by analysing the initiation of a short crack. Micromodels con-
taining microstructures of the materials are set up by using the FEM and are applied
in combination with the TM equation in  order  to estimate the number  of  cycles
needed for crack initiation.  The long crack growth has not been simulated in this
section for materials AISI 304, Fe 99.9% and AA 1050 since it has been shown in previ-
ous section (5.1) that the initiation phase takes the majority of the fatigue life, espe-
cially in the region close to the endurance limit.

Values of the CRSS from Table  6 are estimated by using methods presented in
Sections 5.2.1 and 5.2.2. Namely, the CRSS of 160 MPa for AISI 304 steel is taken from
the MPT performed by Monnet and Pouchon [13O]. The 117 MPa high CRSS is taken
from the study of  Hummel et  al.  on  α-Fe [14B,  18B]  performed by using the MD
method. This value has been applied for AISI 1141 steel in the numerical determina-
tion of its fatigue life curve in Section  5.1. To quantify the size-strengthening effect
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and to determine the CRSS of 99.9% pure iron, the experimental data from Refer-
ence [15R] were plotted and extrapolated, as introduced in Reference [16O] (see
Figure 54e), as a function of pillar diameter in the double logarithmic plot in Figure
64. The CRSS is estimated to be 35-45 MPa for this material by applying the afore-
mentioned extrapolation methodology, as explained in Section  5.2.1 in detail. An-
other example is given in Figure  64 where the data for high purity aluminium from
[11N] were plotted and extrapolated as a function of pillar diameter. Here the val-
ues of CRSS are estimated to be 11-16 MPa. A third example found in literature is for
copper [10J], with an estimated CRSS of 19-25 MPa. The data for copper are given
for comparison reasons, but have not been considered in this numerical study. It is
worth noting the observation that  the power-law slopes of  all  three investigated
metals (BCC iron and FCC aluminium and copper) are in the same range, namely
−0.618 for pure iron, −0.602 for copper and −0.625 for aluminium. Furthermore, the
slope of a BCC HEA from the study of Okamoto et al. [16O] is given as −0.63. 

A notched specimen from the experimental study of Fatemi et al. [04F] is ana-
lysed in this study by using the above presented multiscale approach for fatigue life
prediction. Figure 39L contains the 3D model of the specimen in a stressed state that
was applied for FCC-based AISI 111 steel in Section 5.1 and for the three additional
metals  from Table  6 in  this  study,  however with different material  properties (see
Table 7). Details about the specimen are provided in Section 5.1. The specimen frac-
tured in experiments from Fatemi et al. [04F] under stress-controlled cyclic conditions
with the  R = 0, i.e. under repeated tensile stress loading, which is employed in this
study, too.

The ranges of applied stress amplitude levels vary from material to material and
are discussed in the following text. Furthermore, the global models of the considered
metals serve to provide boundary conditions (in this case displacements) to the mi-
crostructural submodels, which are located at the notch ground of the global mod-
els and are used for the crack initiation analysis (see Figures 40 and 65). Similar as in
the study on steel AISI 1141 (Figure 40), an intermediate submodel has been used to
obtain more precise stresses in this critical region. The microstructures of all the in-
vestigated materials,  i.e.  their  grains,  are created by using a Voronoi tessellation
technique. The average sizes  of  grains  of  the considered materials  are shown in
Table 7. Figure 65 shows exemplarily the microstructural submodel of AISI 304 steel in
the stressed state (110 MPa amplitude level).

Table 7: Input data for the considered materials.

Material E
(GPa)

G 1

(MPa)
υ 1

-
C11

(MPa)
C12

(MPa)
C44

(MPa)
Wc 1

(N/mm)
d 1

(µm)

AISI 304 188 79,000 0.26 233,026 80,820 79,000 69 ~30
AISI 1141 200 78,125 0.28 255,682 99,432 78,125 19 ~60
Fe 99.9% 205 81,000 0.28 262,073 101,918 81,000 19 ~65
AA 1050 72 26,000 0.33 106,678 52,543 26,000 11 ~65

1 TM model parameters.
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As already mentioned, Table  7 contains simulation-relevant material properties;
namely, the Young’s modulus E, the shear modulus G, the Poisson’s ratio υ, the three
elastic constants  C11,  C12 and C44, the crack initiation energy Wc, and the average
grain size d for all materials considered in this study. The length of slip band segment
ds, which is an input to the TM equation (Eq. 4.3), is calculated from the grain size d
as recommended in [10G, 10N], i.e.  ds =  d/4. The constitutive laws of the materials
are purely linear elastic, defined by using orthotropic elasticity [ABQ], i.e. the three
elastic constants.

Figure 66 shows an example of damaged microstructural model of Fe 99.9% after
the analysis  has been performed. The model  contains  visible microcracks,  which
have been introduced by applying the TM equation for the crack nucleation phase
in the FEM-based analysis. A damaged state in the figure represents the end of the
crack initiation stage, under a 37.5 MPa amplitude level. The method for the estima-
tion of the moment when crack initiation (Nini) is accomplished is well-documented
in Section 4.3.4. An example is given in Figure 67, where the da/dN estimated for the
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damaged model from Figure  66 (Fe 99.9%) is plotted in relation to the number of
nucleated microcracks, i.e. number of developed crack segments.  

It can be observed in the present as well as in previous studies [17L, 17M, 17O,
18M, 18L] that the rate drops down and stabilizes after a certain time. The methodo-
logy of initiation estimation in this study is facilitated by plotting the averaged da/dN
(Figure 67R), where every da/dN point is averaged with two preceding and two fol-
lowing neighbouring points. This da/dN plot is smoother than the original plot and al-
lows an easier  detection of the drop. For more details  on averaging da/dN,  the
reader is advised to see Section  5.1. The number of cycles for the crack initiation
phase is estimated by summing all the cycles spent for nucleation of individual seg-
mental cracks that occurred in the microstructural model until  the observed rate
drop of the original  da/dN curve, Figure 67L. Generally, when combined together,
the initiation and the succeeding FM-based long crack  growth (see  References
[17M, 18M, 10G, 10N] for more details) allow the estimation of the specimen’s com-
plete fatigue life. The combined results are typically given as the finite life region
(slope region) of the S-N diagram (see Section 4.3.6).

With the decrease of the loading stress level, the finite life region comprises more
and more of just the crack initiation stage and eventually transforms into an infinite
life region, as reported by Mughrabi [15M]. The aforementioned knee in the dia-
gram, which also represents the fatigue endurance limit, can be typically recog-
nized as the transition point between definite life (slope in the typical S-N curve) and
infinite life (below the endurance limit). Thus, the endurance limit can be determined
by solely calculating the initiation number of cycles as the transition of a short crack
into the long crack does not take place in the endurance limit region [15M]. Ac-
cordingly, the loading level can be decreased incrementally in the microstructure-
based crack  initiation modelling  approach,  until  the  point  where just  few or  no
cracks  appear  inside  the  microstructural  model  and  where  extreme  cycles  are
reached for those few nucleated cracks. An example is given for AA 1050 in Figure
68 where a large number of cycles as well as relatively low crack growth rates have
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been reached for only two nucleated cracks in the microstructural model. Such situ-
ations of short crack retardation are considered as run-outs in the simulation analysis.

Figure 69 comprises results of crack initiation and long crack growth for AISI 1141
and of crack initiation for AISI 304, Fe 99.9% and AA 1050 in the form of fatigue life
curves.  Symbols  in Figure  69 represent averaged results  from two different micro-
structures analysed per material in the initiation analyses.

Figure 47 gives the global model of the notched tensile specimen (half) that has
been applied for the long crack modelling and simulation in AISI 1141 by using the
ΔK-based Paris law [63P]. As aforementioned, the long crack growth has not been
simulated in this section for materials AISI 304, Fe 99.9% and AA 1050.

The magnitudes of the fatigue endurance limits (Se) of the investigated materials
have been extracted from the numerically obtained  S-N diagram, tabulated and
compared with the experimental values in Table 8. As reported by several research-
ers, the CRSS may be up to 100 times as large in BCC steels as in metals with FCC
crystal structures. However, after a detailed survey, it has been observed that there
exist  also certain FCC steels,  which have an unusually high CRSS (e.g.  austenitic
stainless steel AISI 304 with a 160 MPa high CRSS). Besides that, BCC metals typically
show the “knee” and, on the other hand, certain FCC metals with a low CRSS show
no sharp “knee” in the S-N diagram. Fatigue life curves in Figure 69 illustrate, how-
ever, the existence of definite endurance limits in both the BCC (AISI 1141) and the
FCC steels (AISI 304). According to these numerical observations, the magnitude of
the CRSS is directly responsible for the magnitude of the definite endurance limit (Se).
From the microstructure- and TM equation-based modelling point of view and from
the resulting fatigue life curves in Figure 69, the following explanations for this recog-
nition are listed:

• The transition from infinite life (below the endurance limit) to definite life (slope
in the typical S-N curve) takes place when a sufficient number of microcracks
develop in the material microstructure (typically >10). The cracking condition

Error: Reference source not foundError: Reference source not found 85



5.2.3. The CRSS and its Effect on the Fatigue Life Curve

according to the TM equation says that the absolute magnitude of average
shear stress on a grain slip band has to be higher than two times the CRSS.

• The higher the CRSS magnitude of the metal of interest, the higher the load-
ing stress level needed to accomplish the transition from infinite to definite life,
as shown in Figure  69. In other words, the higher the CRSS magnitude, the
higher the accompanying fatigue endurance limit. Despite having different
crystal structures, FCC austenitic stainless steel AISI 304 and BBC vanadium-
based microalloyed forging steel  AISI  1141 are accompanied by relatively
high CRSS values (160 MPa [13M] and 117 MPa [14B], respectively) and as a
result endurance limits at considerably high positions in the S-N diagram, Fig-
ure 69. 

• In the case of very high CRSS values, the stresses within the microstructural
model are at a relatively high level at the moment of transition from infinite life
to definite life, resulting in a high number of grains that are favourable for
cracking. The higher the number of grains favourable for cracking after the
transition from infinite life to definite life, the steeper the slope of the finite life
region in the S-N diagram.
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• The study showed that the crystallographic structure is not the predominant
factor that determines the shape and position of a fatigue life curve in the S-
N diagram, but it is rather the CRSS magnitude. Namely, the higher the CRSS
of a certain material, the higher is the curve position is in the diagram, and
the more pronounced is the transition between the definite and the  infinite
life region. Despite being an FCC material, the austenitic stainless steel AISI
304 shows an untypically high Se of 103 MPa, which is higher than the estim-
ated Se of the BCC vanadium-based microalloyed forging steel AISI 1141 (76
MPa, see Section 5.1). The remaining two investigated metals, the BCC-based
pure iron (Fe 99.9%) and the FCC-based high purity aluminium (Al 99.5%) pos-
sess, according to this numerical study, relatively low endurance limits, i.e. 22
and 8 MPa, respectively.

The simulation-based magnitudes of Se, determined for a loading ratio R = 0 and a
stress concentration factor Kt ≅ 2.45, are summarized in Table 8 (see fourth column)
and depicted in Figure  69 as well as published in [18L]. Furthermore, these values
from the fourth column of  Table  8 have been converted to the case of  an un-
notched sample (Kt = 1) with purely alternating stress (R = −1) in order to compare
them with the experimental  Se values; see fifth and sixth columns, respectively. For
more details on how to determine Se values for  R = −1 and Kt = 1, see Sections  5.3
and 5.6, respectively. It is necessary to remind the reader that these Se values repres-
ent the allowable stress amplitude of the applied cyclic stress range Sa (see Figure
38; R = 0).

Table  8:  Simulation-based endurance limits  (Se)  from  [18L] of the investigated materials  in
comparison with  experimental  values  (Se values  are expressed in  terms  of  nominal  stress
amplitude Sa). For details on how to determine Se values for loading ratio R = −1 and stress
concentration Kt = 1 (axial loading), see Sections 5.3 and 5.6, respectively. Values of Kt are
determined from the numerical model of the notched sheet sample from Section  5.1 and
vary between each material slightly due to different material properties defining their stress-
strain responses. Kt = 2.45 is the average value for the investigated materials.

Material Lattice CRSS
(MPa)

Se (MPa) / Sim.
R = 0, Kt ≅ 2.45

Se (MPa) / Sim.
R = −1, Kt = 1

Se (MPa) / Exp.
R = −1, Kt = 1

Su (MPa)

AISI 304 FCC 160 [13M] 103 303.7 325 [11A] 574 [85K]
AISI 1141 BCC 117 [14B] 76 190.7 450 [04F] 875 [04F]
Fe 99.9% BCC 35 [15R] 22 49.7 222 [11L] 414 [11D]
AA 1050 FCC 14 [10J] 8 19.5 29 [20M] 110 [15L]

As visible from Table 8, the numerical study provides relatively good agreement of
the calculated  Se values with the experimentally determined  Se values of some in-
vestigated materials (AISI 304 and AA 1050). This observation refers firstly to AISI 304
steel for which the numerically determined Se value of 303.7 MPa is perfectly fitting
the experimental value of 325 MPa that can be found in literature [11A]. A relatively
good agreement, however with a slight underestimation, has been achieved for AA
1050 (19.5 MPa versus 29 MPa [20M]). An exception is the value determined for the
steel  AISI  1141 of  190.7  MPa,  which is  considerably  lower  than the experimental
counterpart (450 MPa [04F]). The reason for this mismatch is elaborated in detail in
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Section  5.1. Another divergence from the values that can be found in literature is
seen for Fe 99.9%; the numerically obtained Se of 49.7 MPa is considerably lower than
the experimental value of 222 MPa, reported in [11L]. Here the CRSS magnitude can
be considered as a reason for the discrepancy,  same as in the case of AISI 1141.
Namely, the CRSS of 35 MPa extracted from MPT of Rogne and Thaulow [15R] and
used in the study is considerably lower than the MD-based CRSS of 117 MPa of Hum-
mel et al. [14B] for BCC α-iron. 

Interestingly,  when  these  four  simulation-based  Se values  of  the  investigated
metals are plotted versus their  SU values (see Table  8), again a similar observation
from Figure 70 follows; namely, the Se-Su points of AA 1050 (green circle) and AISI 304
(golden circle) – agreeing well with the Se experiments in Table 8 – fall into the range
of points characteristic for their groups of materials, i.e. to light metals and steels, re-
spectively. On the other hand, the  Se-Su points of the two other metals – Fe 99.9%
(purple circle) and AISI 1141 (blue circle in Figure  70) – deviate considerably from
the data representing steels and BCC metals, the same as they deviate from the ex-
perimental  Se values  in Table  8 (see red crosses in Figure  70). This observation sug-
gests that the  Se values and by that the CRSS values, too, of the last two metals
might be too low. It is necessary to point out once again that simulation-based Se

values for the standard loading case characterized by loading ratio  R = −1 and
stress concentration factor Kt = 1 (Figure 70) are obtained from the Se values charac-
teristic for  R = 0 and  Kt ≅  2.45 (direct results from the simulations) by using an ap-
proach taking into account mean stress and/or loading ratio (see Section  5.3) in
combination with the notch sensitivity approach (see Section 5.6).
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Furthermore, when the numerically determined Se values of the four investigated
metals are plotted with respect to their prescribed CRSS magnitudes (see Table 8),
an interesting relation can be observed, as shown in Figure 71.

Namely, the Se values and the CRSS values relate to each other in an almost lin-
ear manner; despite considering incorrect CRSS values in some cases (AISI 1141 and
Fe 99.9%). This relation can be expressed by a power-law:

Se=m0 CRSSs
(5.4)

where m0 is  the intercept with the y-axis in Figure 71 and s the slope of the grey
dotted line. According to the power-law approximation, m0 = 0.5142 and s = 1.0477
for a loading ratio R = 0 and an average stress concentration factor Kt ≅  2.45 (see
Section 5.6 for more details). Interestingly, the slope factor s is approximately equal
to 1 in this case. The Se-CRSS relation can also be expressed by using a linear func-
tion, as Se = 0.65CRSS for these specific R (= 0) and Kt ≅ (  2.45) values. However, the
power-law approximation is preferably used due to higher accuracy, while the lin-
ear relationship is simpler and easier to use in practice. It is noteworthy that the para-
meters  m0 and  s of Equation (5.4) are dependent on the  R ratio,  Kt,  etc. For the
standard loading case (R = −1 and Kt = 1), m0 = 1.0331 and s = 1.1123, while the slope
of the linear function is equal to 1.8625 (see Section 5.3 for more details).

Even though based purely on the simulation results and just partly validated, the
Se-CRSS relation (Eq. 5.4) can be used as valuable tool in the next step to shed some
light on the cases in Table 8 (Fe 99.9% and AISI 1141) where discrepancies with re-
spect to the experimental results have been observed. A rather straightforward case
to clarify is the one of Fe 99.9%, where by using the CRSS = 117 MPa of Hummel et al.
[14B] for BCC α-Fe directly in the Se-CRSS relation, an endurance limit of 75.5 MPa is
obtained. To prove the validity from the numerical side, an additional simulation with
the CRSS value of 117 MPa was performed, resulting in an Se value of 74 MPa, which
matches well the experimental Se = 222 MPa [11L] when translated to the case char-
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acterized by R = −1 and Kt = 1 (200 MPa; see Table 9 as well as Sections 5.3 and 5.6
for more details). This could be a confirmation that the initially used and MPT-based
CRSS of just 35 MPa [15R] is too low. The other case of AISI 1141 can be approached
from another  side; namely, by knowing the target  Se = 155 MPa from the experi-
mental study of Fatemi et al. [04F], an estimation of the necessary CRSS to reach this
Se value by using the multiscale fatigue simulation approach can be done by means
of the Se-CRSS relation, e.g. CRSS = s√(Se / m0) = 1.0477√(155 / 0.5142) = 232.5 MPa. To
validate this estimation, is was necessary to perform additional simulations by taking
all the input parameters the same as in the study on AISI 1141 from Section 5.1 and
just by replacing the previous CRSS value of 117 MPa [14B] with the new Se-CRSS re-
lation-based value of 232.5 MPa. Finally, the resulting failure cycles are presented in
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Figure 72 versus the applied amplitude levels (Sa = 140-165 MPa; R = 0) and, at the
same place, compared with the experimental result. These results (Figure 72) confirm
the estimation of the CRSS magnitude of 232.5 MPa for the steel AISI 1141 – by using
the Se-CRSS relation – as being correct; the numerically obtained value Se = 152 MPa
is slightly lower than the experimentally derived value Se = 155 MPa [04F] (= 450 MPa
for R = −1 and Kt = 1; see Table 9), what is an acceptable deviation of 2% only. 

Table 9: Simulation-based Se values of the investigated materials (revised with the new results
for the steel AISI 1141 and for the Fe 99.9%, marked with *) in comparison with experimental
values.

Material Su (MPA) CRSS (MPa) Se (MPa) / Sim.
R = 0, Kt ≅ 2.45

Se (MPa) / Sim.
R = −1, Kt = 1

Se (MPa) / Exp.
R = −1, Kt = 1

AISI 304 574 [85K] 160 [13M] 103 303.7 325 [11A]
AISI 1141* 875 [04F] 232.5 (Eq. 5.4) 152 438.5 450 [04F]
AISI 1141 875 [04F] 117 [14B] 76 190.7 450 [04F]
Fe 99.9%* 414 [11D] 117 [14B] 74 200 222 [11L]
Fe 99.9% 414 [11D] 35 [15R] 22 49.7 222 [11L]
AA 1050 110 [15L] 14 [10J] 8 19.5 29 [20M]

Moreover, Table 8 and Figure 71 can now be revised with the new results for the
steel AISI 1141 and for the Fe 99.9% (marked with *) in Table 9 and Figure 73. These
results are published in [20L].

It is important to note that no matter the CRSS values are correct (i.e. validated
by a correct resulting Se value of an investigated existing material) or incorrect, there
is always a linear relation (see Eq. 5.4) between the used CRSS values and numeric-
ally obtained Se values, as can be seen in Figures 71 and 73. In addition, and in con-
trast to the initial data from Figure 70, the Se-Su points of the two revised metals – Fe
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99.9% (purple diamond in Figure  74) and AISI  1141 (blue diamond in Figure  74) –
agree well with the experimental values for these metals (see red crosses in Figure
74) as well as fall into the acceptable range of points characteristic for steels and
BCC metals. This suggests that the revised Se values of these two metals should be
correct – as well as the accompanying CRSS values – similar to those of AA 1050
(green circle  in  Figure  74)  and AISI  304 (golden circle  in  Figure  74),  which were
already considered as being correct in the initial study (see Figure 70).

It follows from these observations that the  Se-CRSS relation (Eq. 5.4) introduces a
valuable new description of fatigue strength relations to material properties and a
new perspective on the overall  understanding of  the fatigue process,  especially
when considering  contemporary  relations  where  Se is  being  related to,  e.g.,  the
tensile strength Su in a non-unique manner (see Figure 70 and/or 74). Accordingly, it
seems to be more logical to relate Se to CRSS due to the scattering of Su that is de-
pending on the strain hardening (i.e. cold-working) of the material after substantial
plastic deformation has occurred [08S]; in addition to other strengthening mechan-
isms like grain boundary strengthening and phase boundary strengthening, which
on the other hand have no influence on the CRSS (see Section  5.2.1 for more de-
tails). The scattered positions of Se values for the four investigated metals in Figure 74
are especially eye-catching when compared to their linear distribution in Figure 73.

Furthermore, by having the  Se-CRSS relation (see Eq. 5.4) at disposal, it  is quite
handy to calculate the Se value for any material with available CRSS data, and the
other way around if the Se value is known and the CRSS is required; CRSS = s√(Se / m0).
Namely, the Se values of technical materials are far more accessible than the CRSS
values; which have relative recently gained more attention in the materials research
community. The pioneering research in the field of CRSS determination by using the
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micropillar testing was published only in 2004 by Uchic et al. [04U] (see Section 5.2.1
for more details). An example of a relatively vast amount of available Se data (and
accompanying Su data) is given in Figure 74. By using the discovered Se-CRSS rela-
tion in this case, the CRSS data set can be calculated for the groups of metals with
FCC and BCC (as well as HCP) crystal lattice, respectively, from the figure and even-
tually plotted against the accompanying Su data (see x-axis of Figure 70), as shown
in Figure 75. In comparison to the Se, the Su values are even more accessible in ma-
terials databases (see, e.g. [98B]), meaning that by using the newly derived Su-CRSS
diagram it is now possible to roughly estimate the CRSS value of almost any metallic
material; and by that the Se value, too. 

Another big benefit of having the Su-CRSS diagram is possibility to check whether
a certain Su-CRSS data point (see Table 9) of a material considered in the multiscale
fatigue simulations is fitting the range of  Su-CRSS data for its group of metals (see,
e.g., yellow circle representing the steel AISI 304 in Figure  75). The same checking
procedure can be performed for a data point consisting of the simulation-based Se

and available Su values by using the existing Se-Su diagram (see again yellow circle
representing the steel AISI 304 in Figure 74). 

As aforementioned, the relations between, for example, the Su and the CRSS val-
ues from Figure 75 can be approximated by a linear or a power law, which can be
later on used to estimate one of the values if the other one is known. Similarly, the
approximation functions can be derived for other relations like Re-Su [20M, 98B] or Se-
Su (see Figure 70), too. Figure 76 comprises these relations between the four fatigue-
relevant material parameters, expressed in terms of both the linear (for fast estima-
tion) and the power law (for more precise estimation), for two also technically-relev-
ant groups of metals, i.e. BCC and FCC metals. It is necessary to point out that the Se

parameter in Figure 76 represents the standard loading case characterized by fully
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reversed tension-compression (loading ratio  R = –1)  and the stress concentration
factor Kt = 1.

Furthermore, these relations can be used to get a clue on the mutual influence of
the considered parameters. For this purpose, the stress-strain diagrams are used, as
shown in  Figure  77.  Figure  77L shows the normalized stress  versus  strain diagram,
where the stress components are normalized by the Su value (golden diamond sym-
bol), which was in addition taken as the same for both considered groups of the
materials, BCC (blue full line) and FCC (red full line). It is visible from the diagram that
BCC and FCC materials with a hypothetically same Su magnitude would also have
the same approximate  Re magnitude (golden square in Figure  77L), however, the
BCC metal would have a higher accompanying CRSS value (blue circle in Figure
77L) and an accordingly higher  Se value (blue dashed horizontal line). Similar was
done  in  Figure  77R,  where  the  CRSS  was  taken  as  a  normalization  parameter
(golden circle). In this case, the resulting Se values are the same for equal CRSS val-
ues (see Eq. 5.4) for both the BCC and FCC metals (golden horizontal dashed line in
Figure 77R). The Re and Su values are, however, higher for FCC metals in such a case.
These observations bring new insights into these relations, as in the past only the rela-
tion between the Se and Su values was widely known (see Figure 70). It is noteworthy
that the strains on the x-axes of both diagrams of Figure  77 are arbitrarily chosen
since the stress-strain curves represent no specific BCC or FCC metal, but rather gen-
eral cases.

On the other hand, Figure 78 shows a typical case, showing higher values of all
the four technically-relevant material parameters in the case of BCC metals.

To conclude, the presented analysis yields a groundbreaking view on the import-
ance of the parameter CRSS for the estimation of the fatigue strength of different
groups of metallic materials. The newly discovered linear relation between the  Se

and the CRSS values provides a facet of fatigue theory, which is numerically predict-
ive and which allows the selection of those types of materials that are fatigue resist-
ant. Furthermore, if proven with additional simulation as well as experimental studies,
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the Se-CRSS relation can be used to estimate the Se values of various metallic materi-
als just by knowing their CRSS values.

It is noteworthy that the parameters m0 and s of Equation (5.4) are dependent on
the R ratio (see Section 5.3), the stress concentration factor  Kt (Section 5.6), etc. A
quantification of the possible dependencies require, however, additional numerical
studies.  

5.3 Effect  of  Mean  Stress  on  Fatigue  Behaviour  of  Metallic
Materials

The cyclic loading in real-life applications typically involves changeable amplitudes
and loading stress ratios (R), what results in changeable mean stress (Sm), too [16Y].
For the reminder, R is defined as usual as the lower value of the applied cyclic stress
Slow (see Figure  79L) divided by the upper value Sup in a cyclic loading pattern, i.e. R
= Slow / Sup [16H]. On the other hand, the mean stress can be also determined as fol-
lows: Sm = (Sup + Slow)) / 2. The two fatigue influencing factors (R and Sm) are directly
related to each other by the following expression: Sm = Sup (1 + R) / 2. This means that
an increase of one of these factors automatically results in the increase of the other
factor, too, and the other way around. Accordingly, the effect of one factor on the
fatigue behaviour of metallic materials implies the effect of the other factor in the
same manner. When conducting tests intended for the development of a compon-
ent, R values (i.e. Sm values) are typically selected in the way to represent the stress
state that is present in the component while in operation. For example, many com-
ponents of aerospace systems are tested under an R value equal to 0.1, what en-
sures a tension-tension loading pattern (see Figure 79L) on the component. Gener-
ally, fatigue tests in controlled experimental conditions are performed under various
R values, typically ranging from –1 to 0.5 [16H]. Consideration of the effects of cyclic
loading in terms of stress variance is a basic requirement for adequate fatigue life
predictions [16Y]. 
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For example, Wu [96W] conducted fatigue tests on titanium alloy Ti-6Al-4V and
aluminium alloy AA 2024-T3 with the aim to investigate the influence of R ratio on the
fatigue performance of these two materials. Both materials have been tested under
three different R values (–1, 0.1 and 0.5). As visible in Figure 80 [96W], there is an obvi-
ous effect of R ratio on crack growth rate (da/dN). Namely, by increasing the mag-
nitude of R, da/dN is enhanced under a given stress intensity factor (ΔK) range [16Y].

Figure 81, on the other hand, shows experimentally obtained S-N curves of Ti-6Al-
4V and AA 2024-T3 [09G], again both tested under three different R values of –1, 0.1
and 0.5. Generally, it can be concluded from these results that the S-N curves shift
downwards in the S-N diagram with increasing R (and increasing Sm value) when the
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applied stress is expressed in terms of the allowable stress amplitude Sa (= ΔS / 2 = (Sup

– Slow)) / 2; see Figure  79L). In other words, this means that higher  R values result in
lower endurance limits (Se) when they are expressed in terms of Sa. According to the
test results of Ghidini and Donne [09G],  Se magnitudes of the Ti-6Al-4V alloy (Figure
81L) for the three R levels are 345 MPa (R = –1), 252 MPa (R = 0.1) and 178 MPa (R =
0.5) [16Y].

Furthermore, Mayer et al. [13M] investigated the fatigue performance of AA 2024-
T351 (T351 – Solution heat treatment and cold working by stretching) at the same R
values (–1, 0.1 and 0.5) as in the tests of Zhang et al. [16Y]. Figure 82 shows S-N data
from these tests given in two different forms. In Figure 82L, the S-N curves are presen-
ted in relation to Sa. In this case, the curves shift downwards with increasing R values,
as already shown in Figure 81. On contrary, as depicted in Figure 82R, the S-N curves
shift upwards with increasing R values when presented in relation to Sup [13M].

Such a tendency in the Sa-N diagrams, as well as the opposite tendency in the
Sup-N diagrams, can be understood with the help of the Smith diagram (sometimes
called in English literature the modified Goodman diagram or the Goodman-Smith
diagram [14J, 08S, 15B]),  which is shown in Figure  79R. Namely, according to this
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practically relevant diagram [14J, 08S, 15B], higher R values (i.e. higher Sm values; in-
crease to the right over the x-axis) result in lower allowable stress amplitudes (Se,a, or
simply  Se) in the fatigue safe life region (green area in Figure 79R). This means that
the decrease of the fatigue life is conforming with the decrease of the Se,a. On con-
trary, higher  R values result in higher allowable upper stresses of the loading cycle
(Se,up), which is represented by the upper boundary of the fatigue safe life region. 

In the ultimate case in the Smith diagram denoting failure due to fracture (dark
red area in Figure 79R), the Sm, Sup and Slow magnitudes equal each other and reach
the tensile strength  Su, the R ratio becomes equal to 1 (=  Slow/  Sup) and the  Sa be-
comes zero, meaning that the loading turns from cyclic into static.

It  is  noteworthy that both diagrams, the  Sa-N (and  Se,a)  and the  Sup-N diagram
(and  Se,up), have similar relevance for the characterization of fatigue behaviour of
technical materials due to the fact that one can be handily transformed into an-
other one, and vice versa (see Eq. 5.6). Therefore, the user is advised to apply that
diagram, which better fits his/her current needs. One application where the  Sup-N
diagram is preferable is when it is needed to know if a cyclically investigated mater-
ial operates in the HCF or in the LCF regime. Namely, the material operates in the
HCF regime as long as the applied Sup value is below the yield stress (Re) of that ma-
terial. As soon as the Sup surpassed the Re values, the materials enters the LCF regime.
However, for the correct understanding of the effect of the mean stress (Sm; and R
ratio),  the  Sa-N diagram is  better reflecting the reality since it  is  evident from the
Smith diagram that the decrease of the fatigue life (see narrowing of the fatigue
safe region in Figure 79R) is conforming with the decrease of the allowable Sa (i.e.
Se,a) and not the increase of the allowable Sup (i.e. Se,up) magnitude.

As already introduced in Section 4.3.1, the R value is taken into account in the TM
equation (Eqs. 4.3 and 5.5;  R marked in red) in the relation to the average shear
stress range on the slip line segment Δτs .

N s=
8G W c

(1−υ)ds [Δ τ̄s(1−R)−2CRSS]2 (5.5)

According to Equation (5.5),  the  R level  tunes the magnitude of  the average
shear stress on a slip band segment Δτs. Since this part of the equation, Δτs(1 – R), is
placed in the denominator, it influences the resulting segmental cycles (Ns) in a re-
verse manner. Namely, by considering the boundary situations, e.g. when R is equal
to –1 (fully reversed loading), Δτs gets multiplied by the factor of two, what leads to
a minimum Ns. In the other boundary situation where R is equal to 1 (static loading
case), this factor becomes zero leading to infinite Ns. The third interesting situation is
when  R equals 0 (repeated tensile loading) and where the prefactor (1 –  R) be-
comes equal to 1. To conclude, as R increases, the multiplication factor (1 – R) of the
TM equation decreases and, as a result, the segmental cycles increase as well as
the complete initiation duration does (see Eq. 5.5), what is in agreement with the ex-
perimental observations when the Sup-N diagrams is applied (see, e.g., Figure 82R).
This implies that the Δτs values from the TM equation are resulting from the applied

98 Error: Reference source not foundError: Reference source not found



5.3. Effect of Mean Stress on Fatigue Behaviour of Metallic Materials

Sup, and not from the  Sa values. Accordingly, the  Sup has been used in all previous
and all following simulation studies to impose the loading to the investigated numer-
ical models.

Similarly  as  in  the  experimental  investigation,  a  numerical  study  by  using  the
multiscale fatigue simulation approach (see Section 4.3) based on the TM equation
has been performed under consideration of different R values. Simulation results for
R = 0 (see Section 5.1) and for two additional arbitrarily chosen R values of 0.1 and –
0.1 are given in Figure 83 in the form of  Sa-N and Sup-N curves. The model and the
material properties of Fatemi’s specimen made of AISI 1141 steel have been taken
from Section 5.1 (see there for more details). The long crack growth has been man-
aged with the help of Forman power law (Eq. 4.8, Section 4.3.5), which accounts for
the R value.

It is visible from Figure 83 that the simulation-based analysis obeys qualitatively the
rules observed in the experiments, i.e. higher R values shift the fatigue life curves up-
wards in the Sup-N diagram, and downwards in the Sa-N diagram. The validation of
the fatigue life curve for the R = 0 case is discussed in Sections 5.1 and 5.2.3, while
the other two R values were chosen arbitrarily and thus could be validated just qual-
itatively as aforementioned.

The diagrams from from Figure 83 contain the estimated endurance limits (Se) for
different R values. If there is a need to convert the Se values expressed in terms of the
allowable stress amplitude (Se,a) to the values expressed in terms of the upper value
of the applied stress range (Se,up) for a given R ratio and/or Sm value, and vice versa,
this can be easily done by using the following expression:

Se ,up=
2Se ,a

1−R=Se ,a+Sm (5.6)

An example can be given for the lowest endurance limit Se,up = 140 MPa from Fig-
ure 83L, which is accompanied with R = –0.1, i.e. with Sm = Se,up (1 + R) / 2 = 63 MPa.
The converted Se,a based on Equation (5.6) equals 77 MPa (see Figure 83L).
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Furthermore, any endurance limit for a non-zero mean stress (Sm ≠ 0, i.e. R  ≠ -1)
can be translated to the zero  Sm case (R = –1; often referred to as the standard
case), where Se,up equals Se,a (see the Smith diagram in Figure 79R), as follows [19S]:

Se=
Se , a

√1−
Sm

Su

=
Se , up

2 √1−
Sm

Su

(5.7)

Here an example can be also given for the Se,up = 140 MPa case from Figure 83L,
which is accompanied with the Sm =  63 MPa and with the tensile strength Su = 875
MPa [04F]. The translated zero mean stress  Se based on Equation (5.7) equals 72.6
MPa. 

Table 10: Simulation-based Se values for different R and Kt cases.

#2 #3 #4 #5 #6 #7 #8

Material Se,a / Sim.
(MPa)
(R = 0,

Kt = 2.36)

Kfat 
(see S.

5.6)

Se,a

(MPa)
(R = 0,
Kt = 1)

Sm (= Se,a)
(MPa)
(R = 0,
Kt = 1)

Su

(MPa)
Se / Eq. 5.7

(MPa)
(R = -1,
Kt = 1)

CRSS 
(MPa)

AISI 304 103 2.2699 233.80 233.80 574 [85K] 303.7 160 [13M]
AISI 1141 152 2.2510 342.15 342.15 875 [04F] 438.4 232.5 (Eq. 5.4)
Fe 99.9% 74 2.1280 157.47 157.47 414 [11D] 200.0 117 [14B]
AA 1050 8 2.2264 17.80 17.80 110 [15L] 19.4 14 [10J]

By having the means of calculating the Se values for the standard case charac-
terized by fully reversed tension-compression loading (R = –1, Sm = 0) in the form of
Equation (5.7), it is possible to derive the Se-CRSS relation (Se = m0 x CRSSs, see Eq. 5.4)
for this specific cyclic loading case. Firstly, the derivation of the Se-CRSS relation for
the R = 0 loading case (and for the stress concentration factor Kt = 2.36 [04F]) is dis-
cussed in details in Section  5.2.3. Table  Table 10 contains the simulation-based Se,a

values for four metals investigated in that same section (see 2nd column). The 3rd
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column of Table Table 10 contains the fatigue stress concentration factors Kfat of the
four investigated metals (see Section 5.6 for more details on the determination of the
Kfat values), which are used to calculate the Se,a values from the 4th column (for R = 0
and Kt = 1) by multiplying the Se,a values from the 2nd column (for R = 0 and Kt = 2.36).
Finally, the Se values for R = –1 and Kt = 1 (7th column) are determined by means of
Equation (5.7) and plotted against the CRSS values (from the 8th column) in Figure 84.
The parameters m0 and s of the Se-CRSS relation for this standard case are equal to
1.0272 and 1.1134, respectively (see full black line in Figure 84). For the reminder, the
Se,a and Se,up values are equal to each other for R = –1, i.e. simply Se can be used for
this case (see the 7th column of Table Table 10). Aside of that, the Se,a values for any
R value are denoted in further text simply as Se, with the addition of the applied R ra-
tio.

The Se-CRSS relation for the standard zero mean stress case (Se = 1.0272 x CRSS1.1134,
see #7 in Figure 84) allows the determination of the endurance limit (Se) of any metal
with known CRSS value, and later the recalculation of it for a specific R ratio and for
a specific stress concentration factor (Kt), in the opposite direction to the one ex-
plained in the previous paragraph.

By knowing the  Se value for the standard zero mean stress case (7th column of
Table Table 10) and the Se value for a non-zero mean stress case (see the 4th column
of Table Table 10 for the Se,a values and the 5th column for the accompanying Sm val-
ues, respectively) as well as by knowing the tensile properties of a metal (the elastic
limit Re and the tensile strength Su), it is possible to draw its Smith diagram [19S]. Figure
85 shows an example of such a diagram for the aluminium alloy AA 1050. Since the
cyclic stress conditions in many practical cases often consist of a stress amplitude
and a superimposed tensile or compressive mean stress, the Smith diagram allows
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for an easy verification if the combination of the two stresses (Sa and Sm) falls in the
fatigue safe region (see Figure 85).

To conclude, this study shows that the multiscale fatigue simulation approach is
capable of properly taking into account the mean stress and/or the R ratio, as well
as the stress concentration factor  Kt (see Section  5.6 for more details),  which are
high practically relevant influencing factors during the designing of structural com-
ponents. 

5.4 Influence of  Local  Residual  Stresses  on the  Fatigue Life
Curve

This section is devoted to the investigation of the influence of local residual stresses
on the fatigue life curve of AISI 1141 steel. It has been long known that local residual
stresses at the surface of a material can contribute to its durability (compressive re-
sidual stresses) or, in contrast, can harm the structure (tensile residual stresses), de-
pending on the nature of these residual stresses. A common treatment technique
named as shot-peening (SP), where the surface of a structures is shot by small hard
particle, is often used to introduce compressive residual stresses on the surface and,
to a certain degree, in the depth of the material of the structure. These compressive
stresses introduced by SP have beneficial effects on the overall fatigue life. The SP
technique is visualised in Figure 86. 

Rios et al. [95R] confirmed in their experimental study a basic 'engineering' rule of
SP, saying that it affects fatigue crack behaviour by delaying fatigue failure and by
increasing the fatigue endurance limit. Fractographic studies [01Z, 02T, 07J] showed
that the formation of fatigue cracks in shot-peened specimens starts deeper in the
material because of the induced stresses, what is the opposite scenario to non–shot-
peened specimens where microcracks typically nucleate at the surface in the HCF
regime [12P]. Accordingly, nucleation of fatigue cracks in subsurface layers of shot-
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peened specimens results  in the reduction of  the density of  surface microcracks
[12P, 95R]. This mechanism of shifting the fatigue cracks to the subsurface layers ad-
ditionally minimizes the usually detrimental effect of surface roughness, which is typ-
ically high in the shot-peened structures. The increased surface roughness is influ-
enced by the hardness of the surface and the size of the shots, although according
to [95F] the former seems to be more dominant. 

Figure  87 shows results  of a study where the fatigue performance of the shot-
peened, quenched and tempered AISI 1151 steel has been enhanced in compar-
ison to the same but intact material [12P]. Further,  Figure  88 gives an example of
compressive residual stresses’ profile on the surface of S355 structural steel [17W]. The
shape of the curve shows a typical distribution of these stresses; i.e. they have their
minimum close to the surface of the material, which is followed by an increase with
the distance from the surface until eventual dissipation. Such a compressive stress
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profile was applied in the microstructural model of Fatemi’s specimen made of AISI
1141 steel previously investigated in Section 5.1 (more details on model and material
properties can be found there). Figure 88 depicts the profile applied into the model,
and additionally, compares it with the profile reported by Wang et al. [17W].

Figure 89L shows von Mises stresses resulting solely from the implied compressive
residual stresses. On the other side, Figure 89R depicts resulting displacements in the
surface area of the model. Concerning the modelling of the compressive stresses,
the profile from Figure 88 has been applied using Abaqus subroutine SIGINI. 

During the loading of the microstructural model by an external stress (transferred
from the global model using the submodelling technique, see Section 5.1 for more
details), the compressive residual stresses are superimposed upon them, as done in
most of the analyses to date [63F, 95R]. Figure 90 shows the comparison of the mi-
crostructural model with the stresses resulting solely from the outer loading versus the
microstructural model where the compressive residual stresses are acting together
with the externally induced stresses. It is visible that the residual stresses (Figure 90R)
modify the relatively uniform stress (von Mises) distribution present in Figure 90L and
by that apparently relocate the potential sites for microcrack nucleation. 
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From the crack initiation modelling point of view, it is interesting to compare shear
stresses in the models without and with induced residual stresses. The shear stresses
obtained from the FEM analysis are of particular relevance as they are connected
to the TM equation (see Eq. 4.3, Section 4.3.1) in the form of an average shear stress
range on the slip line segment  Δτs. Figure  91R of the microstructural model acting
under  the combined stresses  indicates  changes  in  the distribution of  this  fatigue
modelling-relevant variable shear stress (designated by S12 in the figure). 

Namely, grey and black areas in both images of Figure  91 represent grains (or
portions  of grains)  where absolute values of the shear stress  are higher  than the
2CRSS, meaning that the condition for the crack nucleation criterion is fulfilled (see
Section 4.3.1 for more details). By isolating an arbitrary set of nucleation-favourable
grains with a sphere, it is visible by observing the grey areas that the residual stresses
(Figure 91R) reduce those areas and by that the likelihood of the grains to form a fa-
tigue crack, too (Figure 91L).

In the following step, the crack initiation analysis has been performed with the
model exposed to the superimposed stresses (Figure 91R) and compared with the
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results from Section  5.1 where solely outer loading has been considered. The pro-
cedures  of  modelling the crack  initiation and evaluating the accompanying life
cycles are the same as in all previous sections. 

Figure 92 shows exemplarily the results of both analyses performed under 100 MPa
outer loading. Aside of the reduction of the area containing crack nucleation-fa-
vourable grains, the residual stresses move to a certain degree the crack nucleation
sites from the surface to the subsurface regions (Figure 92R), when compared to the
pure outer loading case (Figure 92L). This coincides with the aforementioned experi-
mental observations [12P, 95R].

Eventually, by plotting the fatigue life curve, of e.g. shot-peened specimen in Fig-
ure 93, and comparing it with the non-shot-peened specimen, it is apparent that the
analysis provides qualitative agreement with the experimental observations, i.e. that
the compressive residual stresses enhance the fatigue life of the investigated struc-
ture. Namely, the definite life portion of the fatigue life curve (the slope) of such a
structure is shifted to the right in the S-N diagram for the selected compressive resid-
ual stresses’ profile, while the infinite portion of the curve (endurance limit Se) is shif-
ted upwards, from 76 MPa (see Section 5.1) to 80 MPa.

5.5 Influence of the Grain Size on the Fatigue Life Curve
Experimental tests demonstrate that there is a sharp drop in resistance to fatigue
fracture with the increase of the grain size. This is a known effect proven decades
ago, e.g. by Clemens et al. [79C] in 1979, where the grain size of annealed AISI
316LVM (X2CrNiMo18-15-3) stainless steel has been increased from 75 to 150 µm. It
has been also shown that plastic strains associated with fatigue cycling increase
with increasing grain size. There are vast numbers of other publications, like [65K, 65Y,
79C, 85B, 08K, 14S], which argue or give experimental evidence for other specific
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metallic  materials  where a reduced fatigue performance is  related  to a coarse
grain size [79C]. The size of the grains determines mechanical properties of alloys, i.e.
the smaller the grains the better the properties – as more boundaries prevent move-
ment of dislocations in the microstructure. To achieve reduced a grain size, alloying
elements such as iridium or ruthenium may be added to alloys in some cases. These
elements are called grain refiners. 

Kanemaru et al. [08K] demonstrated the difference between fine-grained (~6.5
μm) and coarse-grained (~20 μm) commercial carbon steel by means of  S-N dia-
gram (Figure 94). According to this study, the resistance to crack initiation becomes
increased by refining the grain size. An interesting study was performed by Sharifi et
al. [14S] where the effect of ferrite grain size on the fatigue properties of dual phase
steels was investigated. Figure  94R  shows the relationship between the endurance
limit (at 1E07 cycles) and ferrite grain size in dual phase steels with a constant 25%
volume  fraction  of  martensite.  According  to  the  results,  the  endurance  limit  in-
creased through decreasing the grain size of ferrite from 74.3 μm to 9.3 μm. Aside of
that, it can be observed that the endurance limit varied linearly [14S].

Accordingly, a numerical study on the influence of grain size on the fatigue life-
time has been performed by using the fatigue modelling approach as introduced in
Section 5.1. The specimen and the material are the same as in the previous study
from Section 5.1, i.e. the specimen geometry is taken from the experimental study of
Fatemi et al. [04F], as well as the material AISI 1141 steel. The reference microstruc-
ture (60 µm grain size) in the submodel is created on the basis of a typical etched
microstructure of AISI  1141 from the study of Mirzazadeh and Plumtree [12P] (see
Section 5.1). The model was created in the previous study as a 3D shell RVE, gener-
ated by the Voronoi tessellation technique and comprises 253 grains. The reference
grain size of 60 µm has been slightly decreased in an additionally created micro-
structural model to 50 µm (313 grains in total) in order to capture the general grain
size effect on the fatigue crack initiation stage. Figure 95 shows the reference and
the additionally created microstructural models.
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As visible from Figure 96, the results from the numerical study are in accordance
to the experimental observations showing that the finer the grain size, the higher the
initiation cycles and accordingly the complete fatigue life. i.e. the fatigue life curve
shifts to the right and upwards in the S-N diagram. The endurance limit has been in-
creased from 76 MPa (60 µm grain size; see Section 5.1) to 78.5 MPa (50 µm grain
size).

Aside of the experimental studies  that  show the decreasing fatigue resistance
with the increasing grain size, the expectations to obtain the same trend in the nu-
merical studies has been based on the TM equation. Namely, the grain size, or actu-
ally the slip band length,  d is a part of the equation’s denominator, meaning that
the estimated cycles  Nini should increase by decreasing the d if all other factors of
the equations are kept constant.
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5.6 Influence of Notch Radius on the Fatigue Life Curve
Numerous researchers [03M, 03R, 04F, 08M, 13C] reported the influence of notch size
on the S–N curve, as Lorenzino et al. [15L] did for aluminium AA 1050. As expected,
an increase in the size of the notch radius resulted in an evident decrease in fatigue
resistance of this material. The data displayed in Figure 97 correspond to the case of
3.46 mm grain size, but a similar trend has been observed for the other investigated
grain sizes, although a stronger decrease in fatigue resistance has been observed
for finer grains [15L].

In order to investigate the influence of notch radius using the advanced fatigue
modelling approach introduced in this work, the model that was used in previous
studies has been modified, as depicted in Figure 98. The notch radius of the modi-
fied numerical model has been arbitrarily selected to be 0.25 mm, what is consider-
ably smaller than the radius of the original model of 9.128 mm (see Section 5.1). The
difference of the radii is expected to ensure a difference in the fatigue life curves.
The basic dimensions of the specimen are the same as in previous studies, i.e. the
global model in Figure 98L is based on the specimen from the experimental study of
Fatemi et al. [04F], while the considered material is the AA 1050, which has been
already  introduced,  together  with  the  simulation-relevant  parameters,  in  Section
5.2.3. The average grain size in both cases is 60 µm.

The transfer of the boundary conditions has been accomplished by using the two-
fold  submodelling  technique,  the  same  as  already  introduced  in  Section  5.1.
Namely, in the first step, a 3D solid submodel has been created at the location of in-
terest (notch) with the aim to get there a precise displacement distribution. In the
second step, the microstructural model (3D shell submodel) has been embedded in
the 3D solid submodel. 

The two-fold submodelling approach is  shown in Figures  98 and  99. The global
model has been loaded in a manner to act in the HCF regime. That is, the stresses in
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the most critical regions are kept below the yield stress through the complete load-
ing span (see y-axis of the S-N diagram in Figure 100). Namely, the transferred dis-
placements from the 3D solid submodel to the microstructural one did not result in
stresses that are higher than the yield stress (Re = 95 MPa [15L]). This especially counts
for  the  notch  region  where  crack  initiation  is  expected.  Figure  99L  shows  shear
stresses in a 3D deformable shell submodel, acting as a result of the transferred dis-
placements to the boundary edges (denoted with numbers from 1 to 5) of the sub-
model. 

After completing the estimation of fatigue life of the modified specimen, its  S-N
curve has been compared with the curve of the same specimen but with a 9.128
mm notch radius from Section  5.2.3. As visible from the comparison in Figure  100,
there is evident qualitative agreement with the experimental results from [03M, 03R,
04F, 08M, 13C, 15L] and wiht Figure 97, i.e. the decrease of the notch size (from 9.128
to 0.25 mm) resulted in an evident increase in fatigue performance of the specimen
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made of the AA 1050 alloy. Namely, the endurance limit has been increased from 8
MPa (9.128 mm notch radius; see Section 5.2.3) to 13 MPa (0.25 mm notch radius).

In addition, Figure  101 shows the effect of different notch radii (r), i.e. different
stress concentration factors (Kt), on the relation between Se and CRSS values of the
metals investigated in Section 5.2.3. The relation for the value Kt = 1 (r = 0 mm – un-
notched, blue dot-dashed line) has been deduced from the relation for the value Kt

= 2.36 (r = 9.128 mm [04F], red dotted line) – introduced in Section 5.2.3 (see Eq. 5.4)
– by multiplying its  Se values by a factor  Kfat,  which is commonly called a fatigue
stress concentration factor (Se,Kt1 =  Se,Kt2.36 x  Kfat) [15B]. The factor  Kfat is  determined
from the factor  Kt by using the expression:  Kfat = 1 + q(Kt – 1); where q is the notch
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sensitivity and can be obtained for different types of metals from a diagram q versus
r, as shown in Figure 102 [15B].

The relation between Se and CRSS values for Kt = 1.83 (r = 0.25 mm, grey dashed
line in Figure 101) has been inversely deduced from the relation for the unnotched
case (Kt = 1) by using the expression: Se,Kt1.83 = Se,Kt1 / Kfat. It is noteworthy that the simu-
lation-based Se value calculated for the AA 1050 and for Kt = 1.83 in this section (see
Figure  100) of 13 MPa is matching almost perfectly the value of 13.86 MPa, which
can be calculated from the Se-CRSS relation law for that specific Kt factor (Se = m0 x
CRSSs; m0,Kt1.83 = 1.0359, sKt1.83 = 0.9828, see Figure 101; CRSS = 14 MPa [10J]). Aside of
that, this study goes in line with a statement from Section 5.2.3 saying that the para-
meters m0 and s of the Equation (5.4) are dependent on the notch radius, the load-
ing ratio R, etc.

To conclude, this study shows that the multiscale fatigue simulation approach –
supported by the existing knowledge on the notch sensitivity (see Figure 102) – can
handle the notch radius effect with a high reliability, what promotes its application
during the designing of structural components where notches play a predominant
role.

5.7 Influence of Plasticity on the Fatigue Life Curve
Previously investigated materials in this  work have been defined as purely elastic
(global 3D models in macroscale simulations) and as orthotropically elastic (shell 3D
microstructural models). The aim of this section is thus to show the influence of plastic
properties, i.e. hardening, on the endurance limit. By adding the plastic aspect to
the materials’ constitutive laws, it can be imagined that certain effects on the en-
durance limit in the S-N diagram could be achieved.
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Figure 103 shows the hardening law (curves) for the two considered materials, the
aluminium alloy AA AlSi8(Cu3) and its modified variant. These initial hardening rela-
tions presumably play a role in the fatigue behaviour in the endurance limit region.
The modification of the AlSi8 hardening law has been done arbitrarily in order to
have  a  relative  difference  with  respect  to  the  original  one.  Additionally,  AlSi8
defined just by the elastic mechanical properties has been analysed for comparison
reasons. The original stress-strain curve has been taken from the internal database of
IMWF [19M].

Among various  metal plasticity models  in Abaqus, isotropic hardening can be
specified. Specification of this type of work hardening means that the yield surface
changes its size uniformly in all directions such that the yield stress increases (or de-
creases) in all stress directions as plastic straining occurs. Although the model is re-
ferred to as a “hardening” model, strain softening or hardening followed by soften-
ing can be defined. If isotropic hardening is defined, the yield stress can be given in
tabular function of plastic strain and, if required, of temperature and/or other pre-
defined field variables. By having a look at Figure  103, symbols (squares and dia-
monds) defining hardening curves as well  as representing one plastic stress-strain
state are given in tabular form in Abaqus. The yield stress at a given state is simply in-
terpolated from this table of data, and it remains constant for plastic strains exceed-
ing the last value given as tabular data [ABQ].

On the other hand, the elastic response of all three materials is the same and is
defined by using the components of the material stiffness matrix in the elastic ortho-
tropic description, i.e. by the material elastic constants for cubic crystal symmetry:
C11 =  C22 =  C33 = 106,678 MPa,  C12 =  C13 =  C23 = 52,543 MPa and  C44 =  C55 =  C66 =
26,000 MPa. Table 11 contains all the simulation-relevant mechanical properties, in-
cluding the TM equation parameters, which are also the same for the three con-
sidered AlSi8 variants.
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Table 11: Input data for AlSi8 and its modifications.

Material E
(GPa)

G
(GPa)

υ
-

Re

(MPa)
CRSS

(MPa)
Wc

(N/mm)
d

(µm)

AlSi8 26 72 0.33 210 31 11 ~50

After performing simulations by using the advanced fatigue modelling approach
and with the aforementioned input data, the results have been plotted and presen-
ted in Figure  104 in the form of  S-N curves. Simulation results in Figure 104 indicate
that materials defined by using elastic-plastic constitutive laws show better fatigue
durability than purely elastically defined materials. Namely, the modified AlSi8 alloy
with the lowest hardening rate (purple dot-dashed line with diamonds in Figure 103)
has the highest endurance limit of ~37 MPa, while the purely elastic alloy possesses
the lowest endurance limit of ~35.4 MPa (black line with Xs). The original AlSi8 alloy
has an intermediate endurance limit of ~36.6 MPa, which fits quite well to the experi-
mental one of 35.6 MPa. According to the outcome of this study, the conclusion can
be drawn that a lower hardening rate leads to a higher fatigue endurance limit, i.e.
a higher fatigue resistance. A similar observation in the sense that the lower work
hardening rates  of  BCC-based systems,  aside of  the higher  CRSS,  provides them
higher  endurance limits  with  respect to FCC systems  as  reported  by  Grosskreutz
[71G] and Ferro et al. [65F]. On the other hand, as the loading level gets higher in
the definite region of the fatigue life, the difference between the results of the three
considered alloys becomes less pronounced.

To shed some light on the aforementioned observations, it is worthwhile to have a
look at the stresses around microcracks that formed in the microstructural models of
the three investigated materials under loading levels that are in the range of endur-
ance limits. Figure 105 shows first the comparison of von Mises stresses between the
microstructural models of the elastic material (left image) and the original material
(right image) at the stress amplitude of 38.125 MPa. By using Abaqus visualization op-
tions, the stresses that are higher than the yield stress of the original AlSi8 alloy (Re =
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210 MPa) have been coloured in grey Figure 105R. The grey-coloured stress repres-
enting plastic zones in Figure 105R are not present in Figure 105L as the elastic mater-
ial  is  given there.  Nevertheless,  the highest stresses  in both models can be com-
pared: it is visible from the legends that the highest stresses at the tips of microcracks
in the elastic materials reach 413 MPa, while in the original materials these stresses
are equal to 322 MPa.

By further comparing the maximum stresses and plastic zones between the two
elastic-plastically defined materials, it is apparent from Figure 106 that the modified
AlSi8 alloy (right image), characterized with the lower hardening rate (see Figure
103), produces lower maximum stresses (286 MPa) in the microcrack tip regions. The
original alloy produces maximum von Mises stresses of 322 MPa under the amplitude
level of 38.125 MPa, as mentioned earlier. It can be concluded from the comparison
of the stress fields that the plasticity is acting as means of relieving stresses. It is im-
portant to note that all the results in Figures 105, 106, but also 107 and 108 are plot-
ted for the same loading level and at the end of the initiation stage; all three alloys
exited the initiation stage after 9 broken segments at the aforementioned loading
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level, what has been determined by using the RdM. The damage pattern was the
same in all three cases, too.

A further interesting comparison between the modified and the original alloy is
presented in Figure  107 where shear stresses are plotted. These stresses are again
higher in the original alloy (153 MPa in Figure  107L versus 139 MPa in Figure  107R),
what is in accordance with previous observations and what explains the difference
in the fatigue life curves in Figure 104 as the higher shear stresses result in shorter fa-
tigue initiation life according to the TM equation. In addition, Figure 108 shows the
equivalent plastic strains (PEEQ [ABQ]) in the original (left image) and the modified
AlSi8 alloy (right image). In contrast to the von Mises stresses, the PEEQ is higher in the
materials with lower hardening rates, as expected.

The analysis brings new insight into the influence of plasticity on the fatigue life
curves of metallic materials. According to the outcome of this study, the conclusion
can be drawn that lower hardening rates lead to higher fatigue endurance limits,
i.e. to higher fatigue resistance. Even though this influence is not excessive (e.g., de-
crease of around 13% in hardening rate in Figure 103 leads to an increase in the en-

116 Error: Reference source not foundError: Reference source not found



5.7. Influence of Plasticity on the Fatigue Life Curve

durance limit of 1%, 36.6 MPa versus 37 MPa in Figure 104), it can be detrimental in
certain applications and thus provides a useful hint, which facilitates the selection of
those types of materials with lower hardening rates, which are more fatigue resistant.
These results are published in [19M].

It is suitable to indicate here that all the materials’ constitutive laws in the previous
studies have been defined as purely elastic, i.e. just by using the material elastic
constants for cubic crystal symmetry C11,  C12 and C44. Since these studies are done
before the current one and since the here investigated influence of plasticity on, for
example, the endurance limit is quantitatively not significant, their repetition with the
plasticity model would qualitatively bring no difference and is thus avoided.

In addition, the microstructural model with the elastic-plastic properties of the ori-
ginal AlSi8 alloy has been analysed with the aim to compare its stress versus strain re-
sponse when in the undamaged state (prior to the fatigue analysis) and when it
contains cracks (e.g. at the end of the initiation stage, Figure 105R or Figure 108L).
For this purpose, one displacement controlled forward loading and one reverse un-
loading have been applied to the top side of the model and the reaction forces
have been  measured accordingly.  The  desired  stress-strain  response  of  the  two
cases (damaged and undamaged microstructural 3D shell models) has been ob-
tained by dividing the reaction forces by the area of the top side of the model
(width of 1 mm multiplied with the shell thickness of 0.05 mm, which is also equal to
the average grain size d of the alloy AlSi8, see Table 11) and by dividing the applied
displacements by the height of the model (0.8 mm), respectively. Figure 109 shows
that the damage introduced after the fatigue analysis influences the stress-strain re-
sponse of the microstructural model. Namely, the microstructural model containing
cracks (full red curve in Figure  109) lost some of its toughness (the area under the
loading part  of  the curve)  when compared to the undamaged model  (dashed
black curve). Aside of that, the results demonstrate that the difference between the
two models is influenced by both the level of the damage and by the plasticity ef-

Error: Reference source not foundError: Reference source not found 117



5.7. Influence of Plasticity on the Fatigue Life Curve

fects. Namely, the models needed to be loaded to such an extend to enter the
plastic regime, which can be perceived in Figure 109 by the changes of the slopes
of  the loading parts  of  the curves.  Otherwise,  no influence on the  S-e response
would be seen.

To conclude, the applied fatigue simulation approach is capable of analysing
the influence of plasticity on the fatigue performance of metallic materials as well as
the influence of the fatigue induced damage on their stress-strain response on the
microstructural level. 

5.8 Crack Initiation Energy and its  Effect on the Fatigue Life
Curve

Relevant  properties  of  structural  materials,  regarding  safety  against  failure,  are
strength and toughness. These two properties are primarily influenced by the micro-
structure of  the material  and are typically determined by means of  mechanical
tests, or in some cases by means of numerical models, as done in Section 5.5 where
the fatigue strength of AISI 1141 steel has been determined under the influence of
grain size. A significant aspect of FM used for characterising ductile materials is the J-
integral, in particular the fracture toughness JIc, which is the value of the J-integral at
the final fracture of a structure subjected to cyclic loading conditions. Another relev-
ant value of the J-integral is the physical crack initiation Ji. [98D] The Ji value is also
known as the crack initiation energy (Wc), which is a constituent of the TM model
(Eq. 4.3, Section 4.3.1).

These  two  characteristic  values  of  elastic-plastic  (ductile)  fracture  mechanics
(EPFM) are determined from the crack resistance J-R curve [88R]. Extensive investig-
ations on tensile specimens of different kinds of steels, titanium, aluminium and cop-
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per  alloys,  aiming  to  understand  the  microstructural  deformation  processes  of
ductile materials, have been performed in [85V, 90T, 98D]. In particular, the Ji value is
determined from the  J-R curves as the ordinate at the abscissa  Δa =  Δastr, where
Δastr is the stretched zone (see Figure 110) measured on the fracture surface of the
compact tension specimen. Some values of Ji for selected steels are listed together
with the Δastr-values in Table 12 [98D]. 

The stretched zone Δastr represents the region of extreme plastic deformation of
the crack tip prior to stable crack growth. Figure  110 gives an example of a  J-R
curve for 22 NiMoCr 3 7 steel. The Ji value determined from this curve is equal to 69
N/mm at Δastr = 0.066 mm [88R]. The value is also tabulated in Table 12.

Table 12: Stretched zone Δastr and experimental Ji-values determined for different materials.

Material Δastr (µm) Ji (N/mm)

10 MnMo Ni 5 5 49 63 [98D]
20 MnMoNi 5 5 19 19 [98D]
22 NiMoCr 3 7 66 69 [88R]
X 20 CrMoV 12.1 46 54 [98D]

As aforementioned, the Wc (Ji) is an essential part of the TM equation (Eq. 4.3), in
particular of its numerator. Based on that, it can be assumed that the Wc proportion-
ally influences the number of cycles to nucleate a single crack segment in a micro-
structural model. To prove this mathematical assumption, a test simulation has been
performed. The numerical model created for the AA AlSi8 from Section 5.7, together
with the given material input data, has been used for the purpose of this parametric
study. The only difference to the previous study, is the increased value of Wc, from 11
N/mm to the doubled value of 22 N/mm.

Table  13:  Segmental cycles (Ns)  of the AlSi8 alloy in  dependence on the crack initiation
energy (Wc) for an amplitude level of 40 MPa.

Iteration Slip band 
length

Wc = 11 N/mm Wc = 22 N/mm

 Ns Σ cycles Ns Σ cycles

1 0.04817 15,013 15,013 30,026 30,026
2 0.02568 23,992 39,005 47,985 78,011
3 0.06604 472 39,477 943 78,954
4 0.06604 36,232 75,709 72,464 151,418
5 0.02568 19,573 95,282 39,146 190,564
6 0.02568 10,891 106,173 21,782 212,346
7 0.06236 69,697 175,870 139,394 351,740
8 0.04817 21,428 197,298 42,856 394,596
9 (c1) 0.06604 54,121 251,419 108,242 502,838
10 (c2) 0.06488 927,685 1,179,104 1,855,370 2,358,208
11 0.06488 995,321 2,174,425 1,990,643 4,348,851
… … … … … … 

Table  13 contains results from the study, which has been performed at 40 MPa
stress amplitude (see Figure 104). The results comprise cycles spent for the nucleation
of each individual segmental crack at the two Wc magnitudes, 11 and 22 N/mm. By
having a close look at these results, it is easy to notice that the segmental cycles (Ns)
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are two times higher for the doubled  Wc of 22 N/mm. Accordingly, the summed
cycles are two times higher, too. These results prove the assumption that the Wc (Ji)
proportionality alters the number of cycles to nucleate a single crack segment in a
microstructural  model.  Aside  of  that,  it  also  alters  proportionally  the  complete
(summed) number of cycles after each iteration of the fatigue crack initiation simu-
lation.

Another interesting result to have a look at in Figure  111 is the one showing the
da/dN for the two Wc magnitudes. Again, as in the case of cycles, the higher mag-
nitude of  Wc proportionally increases the da/dN (in this case also by the factor of
two). This could be expected as cracks nucleating in both cases are the same in
each iteration, having the same length, too (see second column of Table  13). The
rates in Figure 111 are obtained simply by dividing the length of the iteration-specific
segmental cracks (ds, one fourth of the slip band length, see Section 4.3.1) by the it-
eration-specific  segmental cycles  (Ns).  However,  there is  one exception and this
study gives an opportunity to address another interesting aspect, which can be of-
ten encountered during the evaluation of the results coming out of fatigue crack ini-
tiation simulations.
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Namely,  by observing Table  13,  iteration 3  comes into focus  as  its  segmental
cycles for both Wc magnitudes are considerably lower than all the other earlier and
later segmental cycles (472 cycles for Wc of 11 N/mm and 943 cycles for 22 N/mm).
When such relatively low segmental cycles are taken into account when plotting
the da/dN, extreme peaks are typically formed, as visible in Figure 112L. 

Accordingly, the initiation completion is difficult to determine in such cases, as ex-
plained in Section  5.1, since other smaller peaks are visually not recognizable. This
problem can be solved by modifying those problematic cycles, what in the end pro-
duces uniform da/dN values as in the graphs from Figure 111. For the record, the 472
cycles obtained for the Wc of 11 N/mm has been modified to 20,000, and 943 cycles
of 22 N/mm to 40,000 cycles. Modifying the extreme peak in Figure 112L leads to a
significantly larger number of peaks becoming visible in the graph, as Figure  111
demonstrates. It is, however, important to indicate that the original segmental cycles
(472 and 943, respectively) are used to calculate the overall number of cycles spent
in the crack initiation stage. As mentioned earlier, the iteration after the first signific-
ant drop of da/dN (see Rate-drop Method in Section 4.3.4) is used for determining
the end of the initiation process (marked with a green cross) [17S].

On the other hand, Figure 112R shows the averaged da/dN, which has been de-
rived from the original segmental cycles (Table 13). It can be seen here that a con-
siderably lower segmental number of cycles from iteration 3 does not lead to the
appearance of the extreme peak from Figure 112L as it has been averaged by oth-
ers.  Averaging of  the da/dN and its  role in determining the end of  the initiation
phase was discussed in details in Section 5.1.

Since the test simulation proved that the  Wc alters proportionally the complete
(summed) number of cycles after each iteration, and by that the cycles characteriz-
ing the initiation completion, the results for the other than 40 MPa stress amplitudes in
the case of Wc being equal to 22 N/mm have been determined simply by multiply-
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ing the initiation cycles of Wc equal to 11 N/mm by the factor of two. Eventually, the
results have been summarized in Figure 113 in the form of S-N curves. 

By observing these curves, it is useful to conclude that the  Wc shifts the definite
parts of the fatigue life curves left and right depending on its magnitude, while the
endurance limit (Se = 36.6 MPa, see Section 5.7) stays unaltered. This observation can
be used to understand a slight disagreement between experimental and simulation
results in the slope (definite) regions of S-N curves in Section 5.1, where the steel AISI
1141 was analysed. Meaning that the application of a Wc lower than the used 19 N/
mm would lead to a better agreement in the slope regions.

5.9 Crack Initiation inside a Replicated Microstructure
In  contrast  to  the previous  sections  where the investigated microstructures  have
been created by using the Voronoi tessellation technique (see Section 4.3.2), in this
section the microstructure has been modelled based on the real microstructure of a
material. Namely, the left image in Figure 114 shows an etched microstructure of the
high-purity AA 1050, which has been used to create a replicated model, shown in
Figure 114R.

The replication process consists of drawing a sketch containing grain boundaries
of the real microstructure by using the free software Acme TraceArt, importing the
sketch into Abaqus software and creating the microstructural model where grains
are separated from each other by the drawn grain boundaries, as depicted in Fig-
ure  114R. Additionally,  local orientations have been prescribed to the grains. The
created microstructural model has been used in a test simulation, with the purpose
of showing the capability to simulate the crack initiation process inside such a replic-
ated models. For this purpose, one amplitude level of 25 MPa has been selected.
The model of the AA 1050 alloy, with the same material properties as the model in
Section 5.2.3 and Section 5.6, has been placed at the notch tip of the global model,
Figure 98. To illustrate this more precisely, a schematic representation in Figure 115
has been created with the purpose to put the replicated model in relation to the
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model of the AA 1050 alloy that has been created by using the Voronoi tessellation
technique  (see  Section  5.6).  The  average  grain  size  in  the  tessellated  model  is
around 60 µm, and the largest grains of the replicated model are in that range, too.
As visible in Figure 114R, every replicated grain has its own arbitrary coordinate sys-
tem. Concerning the size of the model, a mismatch is evident due to the unavailabil-
ity of a larger real microstructure of the AA 1050, which would allow the creation of
a replicated model (currently 280 µm dimension in y-direction, Figure 115) in the size
of tessellated model (currently 800 µm dimension in y-direction, Figure 115).

Figure 116 shows the results of the test simulation performed at 25 MPa amplitude
level. The same loading level was applied to the tessellated model in Section 5.6 by
using the submodelling technique. The left image presents the damaged replicated
(microstructural) model (with the help of shear stresses) at the moment when the ini-
tiation process has been completed. The end of the initiation phase has been de-
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termined by using the crack growth rate from the right image and by using the RdM,
as explained in previous sections. 

Even though the tessellated and the replicated models of the AA 1050 alloy (Fig-
ure 115) differ considerable in size and to a certain extend in the grain size, it is op-
portune to compare the resulting cycles, which have accumulated during the crack
initiation at the same loading level. Despite the differences, those cycles match to
each other relatively good. Namely, the tessellated model lasted 232,802 cycles until
the initiation completion, while the replicated model took 213,642 cycles (averaged
between Nc1 and Nc2, Figure 116R). 

For  comparison reasons,  Figure  117 shows von Mises  stresses  in  the replicated
model at the end of the initiation phase (left image; green cross in Figure 116R) and
at the 25th simulation sequence belonging to the post-initiation phase (right image;
white cross in Figure 116R, 867,309 cycles). 

To conclude, this study shows that replicated microstructural models can be used
in the crack initiation simulations as reliably as the tessellated models. However, it is
opportune to indicate that numerical studies on artificial (random) microstructures
allow much easier performance of parametric studies, while replicated microstruc-
tures make those studies much harder to perform due to increased temporal de-
mand during their generation.

5.10 Determination of the Fatigue Life Curve for a Component
The topic of this study is the numerical determination of the complete fatigue life-
time of a dosing module flange made of austenitic stainless steel, by taking into ac-
count the influence of the material’s microstructure in the stage of crack initiation.
The number of cycles needed for crack initiation has been estimated on the basis of
the TM equation as in all previously presented studies. The long crack growth dura-
tion has been estimated with the help of Paris law. 
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The dosing module flange analysed in this work is shown in Figure 118. The left im-
age in Figure 118 gives the relevant dimensions of the flange together with the crit-
ical site – marked with red squares and number 1 – that becomes vulnerable under
the cyclic loading. The right image shows, on the other hand, a cut of the already
fractured flange, which failed at the location (Figure 118R, number 2) that is indic-
ated in the left image. The flange failed under force-controlled cyclic loading con-
ditions with the load ratio R = –1, i. e. under fully reversed fatigue loading or, in other
words, under pure cyclic loading. The material of the flange is AISI 304 (X5CrNi18-10,
1.4301) austenitic stainless steel with a yield stress of 294 MPa, a Young’s Modulus of
188 GPa and a Poisson’s ratio of 0.26.

A numerical model of the dosing module flange has been set up and analysed
by using the FEM-based software Abaqus. The model has been loaded under the
same conditions as the flange in experiments and is shown in Figure 119L. This global
model served in further studies for two purposes. The first one is to provide boundary
conditions for microstructural, i.e. crack initiation, analyses and the second one to
perform long crack growth analyses, similar as done in Section  5.1 where a speci-
men has been analysed. In order to perform the crack initiation analysis, where the
microstructure plays a crucial role, the modelling scheme has been hierarchically
split into multiple levels.  The first level model has been already introduced and is
shown in Figure 119L. In the following, the submodelling technique has been used for
two lower levels. On the first sublevel, the critical site of the flange has been ana-
lysed by means of a 3D solid submodel (Figure 119R), with the purpose to obtain a
more  precise  displacement  and stress  distribution  than  in  the  first  level  3D  solid
model. This displacement distribution has been then applied to the second submod-
elling level where a detailed microstructural analysis has been performed. Namely,
loading of the 3D shell-based microstructural model (Figure 120L) is applied by using
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local displacements transferred from the 3D solid submodel to the boundary edges
of the microstructural model (marked with numbers from 1 to 4 in Figure 120L). 

The microstructural model for crack initiation analysis is  placed at the location
where crack initiation is expected, i.e. at the location with the highest stresses. This
location (see Figure 119R) corresponds to the failure location marked with number 2
in Figure 118. The size of the micromodel has been chosen arbitrarily to be 0.7 x 0.7
mm in size, by taking care that it is big enough to assess the crack initiation process.
The model is generated by the Voronoi tessellation process [07G] and it contains a
radius of 0.3 mm corresponding to the geometry of the flange at the critical site. Al-
though looking like a 2D model in Figure  120L, it  is  a 3D deformable shell  model
meshed  with  membrane  elements  with  reduced  integration  (M3D4R),  from  the
Abaqus element library [ABQ].  Its microstructure has been created on the basis of
etched a microstructure from an experimental study. The average grain size in the
model is fixed as 26 µm, in accordance to the data from the experimental study.
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There are 344 grains in the model, which are meshed with 74,779 elements in total.
Figure 120L presents the shear stress distribution obtained in the FEM analysis for the
aforementioned alternating loading conditions (amplitude forces of 150, 300 and
450 N for R = –1), with the evident influence of the microstructure.

The elastic orthotropic material behaviour is  assumed in the micromodel, while
pure isotropic elasticity (E = 188 GPa and υ = 0.26) is adopted in the macromodel
and in the 3D submodel of the micromodel, too. The components of the material
stiffness matrix in an elastic orthotropic description, i.e. the elastic material constants
for cubic crystal symmetry applied in the micromodel are: C11 = C22 = C33 = 230,026
MPa, C12 = C13 = C23 = 80,820 MPa, C44 = C55 = C66 = 79,000 MPa. 

The TM-based crack initiation model described in the previous sections is used to
determine when a grain is likely to form a slip band and subsequently a crack. The
driving force for crack nucleation depends on the orientation of the individual grains
with respect to the applied loading. The material parameters of the TM model (Eq.
4.3, Section 4.3.1), used in this study are G = 79 GPa, υ = 0.26, and Wc = 69.0 kJ/m2
[88R]. The CRSS value of 160 MPa has been used, which was obtained for austenitic
stainless steels by compression of pillars extracted from single grains by Monnet and
Pouchon [13O].

The  microstructural  model  (Figure  120L)  has  been loaded with  three  different
amplitude forces, 150, 300 and 450 N, in accordance with the data available from
the experimental study. The grains with highest stresses, i.e. the weakest grains in
which first microcracks are expected to nucleate, are identified using the Abaqus
plug-in enhanced with the TM model. It is visible from Figure 120L, which presents the
undamaged micromodel, that the shear stresses differ from grain to grain as well as
inside each individual grain. 

Figure 121 presents results of the analysis for the 300 N loading level. The left im-
age in Figure 121 depicts the micromodel containing nucleated microcracks, which
can be easily perceived with the help of the von Mises stress distribution field. The
other image on the right (Figure 121R) shows the accompanying crack growth rate
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versus number of cracked slip band segments and the cycles for the initiation com-
pletion that have been estimated on the basis of the RdM; in this case the number
of cycles equal to 8,157. For the 150 N case shown in Figure  120L, 188,480 cycles
have been estimated.

The grey-coloured regions in Figure 121L represent stresses that surpass the yield
stress (Re = 294 MPa) of the investigated AISI 304 stainless steel. These regions are
visualized by using a user-defined option for plotting output variable von Mises stress
in the Abaqus/Visualization module. However, this does not mean that plasticity is in-
troduced in the constitutive model; the material  constitutive law is  purely elastic,
defined by the elastic  constants  for  cubic  crystal,  as  described earlier.  Same as
other  regions  of  the  microstructural  model,  the grey area behave elastically.  As
shown in Section 5.7, the influence of plasticity on the fatigue life curve is present but
not significant and, therefore, it is not considered in this study.

Aside from different loading levels, 150, 300 and 450 N, the analysis has been per-
formed for five different microstructures in the case of 150 N loading and three for
the two other loading cases. All microstructures have been generated randomly in
the same manner and have the same properties as the microstructure shown in Fig-
ure 120L.

The calculations of long crack growth are performed in accordance with LEFM
principles: The crack driving force as a measure of the stresses and strains in the vi-
cinity of the crack front is expressed using the effective stress intensity factor ΔKeff,
which needs to be considered under  mixed-mode loading typically  occurring in
structural components (see Figure 122). 

The values of ΔKeff are calculated by using the following expression [13F]:

Δ Keff=√Δ KI
2
+ΔKII

2
+

1
1−υ Δ KIII

2 (5.8)
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The component ΔKI represents mode I (opening) stress intensity factor, ΔKII repres-
ents mode II  (in-plane shear) and ΔKIII mode III  (out-of-plane or transverse shear)
stress intensity factor. The three fracture modes that can occur in structural compon-
ents are shown in Figure  123 [05A, 08S]. These components of the parameter  ΔK
have been calculated using the contour integral. For this purpose, the extended fi-
nite element method (XFEM) implemented into Abaqus [ABQ] has been applied for
different stationary cracks (Figure 122). 

Table 14 contains ΔKeff values calculated for different crack lengths for the 150 N
loading case. 

Table 14: Calculated ΔKeff values for different crack lengths at the 150 N loading level. 

a (mm) 3.64 4.85 6.06 7.27 8.49 9.70 10.79 13.34 14.55

ΔKeff (MPa√m) 17.80 20.96 22.65 27.28 38.51 40.89 45.93 67.36 76.95

Paris constants used for the AISI 304 steel are m = 3.59 and C = 1.42E-12, accord-
ing to Krompholz and Ullrich [85K].

Crack front, crack angle and crack extension direction are on the other hand de-
termined by the virtual crack extension technique, which is based on XFEM, too (Fig-
ure 124). The number of cycles needed to grow the crack to the size where final fail-
ure occurs has been estimated (as above in Section 5.1) by integrating Paris law (Eq.
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4.6, Section 4.3.5), which is based on ΔK (or in this case ΔKeff) values, Table Table 14.
The critical value of ΔK, KIc equal to 75 MPa√m [85K], has been applied to determine
when final failure should occur. Since  KIc has been reached at a crack length of
14.55 mm for the loading level of 150 N, according to Table 14, the number of cycles
Nf to propagate the crack up to failure can be easily obtained from the correspond-
ing a-N diagram (see Figure Figure 125). 

The initiation number of cycles Nini for the 150 N loading level have been derived
in previous microstructural analysis by averaging the values for five different micro-
structures, what resulted in 172,169 cycles (see the averaged value and scatter in
Figure 126). This number of cycles is prescribed as the starting number for the long
crack growth. For  the present  loading level  of  150 N, final  failure occurred after
222,000 cycles. The results are summarized in Figure 125, in the form of an a-N dia-
gram.

The same procedure has been performed for the two other loading levels. Finally,
the results for all investigated cases are presented in Figure 126 in the form of an S-N
(Wöhler) diagram and, at the same place, compared with the experimental results.
Figure 126 contains the lifetime results of both simulations, i.e. of short crack initiation
and long crack growth that comprise the overall lifetime.

Besides the slope of the Wöhler curve, the modelling approach allowed to de-
termine the endurance limit (Fe expressed in terms of force) as in Section 5.1. The fi-
nal loading below which the infinite life has been reached is 93 N, Figure  126. Ac-
cordingly, the endurance force has been chosen to be that one, i.e. 94 N what is in
relatively good agreement with the experimentally obtained endurance limit of 105
N [17O]. Based on conclusions from previous studies on the CRSS (Section 5.2) and
Wc, even better agreement could be achieved by applying a higher CRSS value
and a lower Wc. 

Aside from that and as shown already in the case of specimen made of steel AISI
1141 (see Section  5.1), the results from Figure  126 confirm that the initiation phase
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takes the majority of the fatigue life also in the case of the component.
Next to the study on the CRSS influence in Section 5.2.3, this was a second study

where the steel AISI 304 was successfully analysed. Moreover, in these two studies
different loading ratio values R were applied (R = 0 and R = -1, respectively), what
proves the sensibility of the multiscale fatigue simulation approach to this high prac-
tically relevant influencing factor.

5.11 Determination of Paris law constants C and m
A very common and often used method for the characterization of the long crack
growth is the Paris law (Eq. 5.9) which gives a relationship between the fatigue crack
growth rate (FCGR) da/dN and the stress intensity factor range ΔK at the crack tip
during stable crack growth [04E]. A typical fatigue growth rate curve – also known
as da/dN versus ΔK curve – has been already shown earlier (Figure 36) and is shown
again in Figure 127 due to its relevance for this study. The curve is defined by regions
I, II and III. The Paris law relationship can be visualized as a straight line for the region
of stable crack growth – region II [11B]. The accompanying mathematical equation
contains two material parameters C and m, where m represents the slope of the line
in Figure 127 and C the y-axis-intercept [88B]: 

da
dN=C (Δ K)

m
(5.9)

The crack growth rates in the region II are typically in the order of 10E-9 to 10E-6
m/cycle and correspond to stable crack growth. The constants C and m are usually
determined in experiments [09N, 12C, 14A, 16U, 16N, 09Z] and depend on the mater-
ial and various influencing factors such as temperature, environmental medium and
R ratio [09N, 09Z]. The last is probably the most significant and usually results in closely
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spaced lines parallel to each other [88B]. For metals the slope m is typically of the or-
der of 2 to 4 [09Z].

Since the experimental determination of the Paris law constants is typically tedi-
ous and time consuming, the objective of this study is to determine them numerically
considering the influence of microstructure on the crack growth rate. 

Simulations for the determination of the Paris law constants are performed by ap-
plying the same modelling framework as in previous sections. The framework con-
tains the microstructural model that is used to calculate da/dN at a crack tip on the
basis of the Tanaka-Mura equation (Eq. 4.3, Section 4.3.1) and the macromodel that
serves for the calculation of ΔK values on the basis of LEFM (see Section 5.1 for more
details), as shown in Figure 127. In order to get the typical da/dN versus ΔK diagram,
da/dN and ΔK parameters for six different crack lengths are determined. The con-
stants can be then determined from the interpolated straight line, representing Re-
gion II in Figure 127 and defining the slope m and the y-axis-intercept C. The grain
structure is assigned to the submodel to consider microcrack initiation processes in
the vicinity of the crack tip.

Table 15: Considered structural crack lengths. 

Crack designation a1 a2 a3 a4 a5 a6

a (mm) 9.9 20.1 29.9 39.1 49.3 59.3

In order to accomplish the goal of the present study it was necessary to create
two slightly different full-scale macromodels. Both models represent the same geo-
metry, however, the ways of modelling the crack for determination of ΔK values on
the one side and fatigue crack growth rate da/dN on the other require certain ad-
justments at the regions of interest, i.e. on the crack-affected path. More specific-
ally,  the macromodel  for  the  calculation of  ΔK requires  the  usage of  a  special
Abaqus technique to model the crack named as seam crack (Figure 128). A seam
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defines an edge or a face in a model that is originally closed but can open as a
crack during a numerical analysis [ABQ]. The macromodel (further: global model) for
determination of da/dN on the other hand needs to be geometrically adjusted to
the submodel that is placed at the tip of the structural crack, as shown schematic-
ally in Figure 129. The considered structural crack lengths for the simulations are listed
in Table 15.

The models were built on the basis of a specimen with a central pre-crack pre-
pared for fatigue testing, shown in Figure 130, considered in the paper of Božić et al.
[11B]. At the initial state the specimen has a notch of 0.2 mm and a pre-crack of 2a
= 8 mm (Figure 130, A – Crack detail), which is considered in the creation of the mi-
crostructural model and accompanying global model (Figure 129). 

Only half of the specimen was modelled due to symmetry with respect to the ver-
tical y-axis.  Symmetry boundary conditions  fix  the displacements  in  x-direction as
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well as rotations of any kind (Figure 128). The symmetry with respect to the x-axis is
aligned with the crack and, therefore, cannot be used in either case. Namely, for
ΔK determination, the applied seam cannot extend along the boundaries or edges
of a part; it must be embedded within a face of a 2D part or within a cell of a solid
part  [ABQ].  In the other  case, the used submodel (microstructural model) at the
crack tip area requires the transfer of boundary conditions – in this case displace-
ments – from both parts of the global model, as depicted by blue lines in Figure 129. 

All models which are used here are built as 2D, in accordance to the geometry of
the specimen and the fact that the main central part has a thickness of just 4 mm
along the z-direction. The areas in the upper and lower part of the models with relat-
ively higher thickness (54 mm) were also modelled as 2D. Those two parts are used to
apply loading conditions and movement constraints, respectively, as shown in Fig-
ure 128. The thicknesses of the specimen in both regions, the central and outer, were
considered by assigning plane stress thickness [ABQ] to their belonging sections. 

The material behaviour is assumed to be purely linear elastic; only a small plastic
zone at the crack tip is expected, therefore, no plastic material data are necessary
to be used. The isotropic material data for the specimen made of conventional mild
carbon steel were adopted from the study of Božić et al. [11B]. The material para-
meters applied to both models are: E = 206 GPa, υ = 0.3, Re = 235 MPa and G = 80
GPa. Concerning the material description, the microstructural model requires ortho-
tropic material data, i.e. elastic constants of cubic crystals. These constants are C11 =
277,307 MPa, C12 = 118,846 MPa and C44 = 80,000 MPa. Furthermore, the microstruc-
tural model enriched with the Tanaka-Mura equation requires two additional mater-
ial properties, namely the critical resolved shear stress (CRSS) and the crack initiation
energy (Wc). With respect to this, the following values were applied: CRSS = 117 MPa
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[14B] and Wc = 69 N/mm [88R]. It is opportune to introduce the experimentally ob-
tained Paris law constants for the selected material in order to provide validation
data for the numerical results that follow later; C = 1.43E-11 and m = 2.75 [11B].

As the material data, loading and boundary conditions were taken from [11B].
The testing specimen was exposed to constant amplitude cyclic tension load in a
hydraulic  fatigue  testing  machine.  The  load  was  applied  to  the  pin  which  was
placed in the hole in the upper part of the model while the pin in the lower hole was
fixed (Figures 128 and 130). The force range and the stress ratio applied to the half-
model were ∆F = 76,800 N and R = 0.0253, respectively [11B]. In contrast to the exper-
iments, simulations on the global models were performed with static loading condi-
tions,  however,  in  combination with LEFM for the ΔK determination and with the
Tanaka-Mura equation for the determination of da/dN. 

For both models continuum plane stress 4-node bilinear elements with reduced in-
tegration and hourglass control (CPS4R) were used. In order to deal with the stress
singularity at the crack tip in the case of ΔK calculation, special elements have to
be used that are able to handle the infinite stresses properly. In Abaqus this is done
by collapsing one side of an 8-node isoparametric element connected to the crack
tip [ABQ], as already introduced in Figure 47 of Section 5.1. The submodel was very
fine meshed (CPS4R elements); what in the end gave smooth stress distribution in the
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undamaged as well as in the damaged submodel, as visible in Figure 131. To depict
the mesh fineness, a single grain has 120 elements in average. 

The submodel  or microstructural  model is  placed right at the tip of the global
model structural cracks (Table 15) where their extension is expected. The geometry
of the submodel can be seen in Figure 129, as well as the location where it is placed
with respect to the global model. As already mentioned, the Tanaka-Mura equation
is typically used to estimate the duration of the short crack initiation stage. In this
study, however, the equation is applied within the microstructural model with the
aim to estimate the rate of the infinitesimal crack extension. Its size is selected to 0.4
mm x 0.4 mm including the tip of the structural crack of 0.1 mm radius, which can be
identified as a notch. Moreover, the submodel takes into consideration the micro-
structure of the investigated material and its influence on the crack growth rate in
the initial extension phase. The resulting average grain size, i.e. average slip band
length is 50 µm, what is appropriate for the used material.

The von Mises stress state before the first formed crack segment is shown in Figure
131 as well as the stress states after 5, 15 and 25 broken crack segments. Those four
figures show the simulation results for the crack length of 20.1 mm. Results for other
considered structural cracks from Table 15 are principally similar and, therefore, not
shown in the paper. Generally what happens for all considered structural cracks is
that the formation of cracks in the submodel ceases after a certain number of steps
– the number varies from one model setup to another. The reason for this is  that
grains that are favourable for cracking on the basis of the aforementioned condi-
tion fade out (see Section 4.3.2 for more details).

In order to determine the fatigue crack growth rate  da/dN, both the cycles dN
and the accompanying length da of each individual crack segment that formed in
the microstructural model (Figure 131) have to be determined. The crack length da
can easily  be quantified using the Abaqus graphical interface or  can be rather
gathered from output data. By taking the measured da and the correlated dN from
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the Tanaka-Mura equation-based results, one can evaluate da/dN for each simula-
tion sequence. It is necessary to indicate that the common growth rate da/dN is not
a constant value, but it fluctuates as it can be seen in Figure 132 for the case of the
20.1 mm long structural crack. An assumption has been taken that the average da/
dN before the initiation stage ends or before the drop of da/dN (see Section 4.3.4
for more details) represents the da/dN value required for its plot versus accompany-
ing ΔK values. 

For  the  structural  crack  length  of  20.1  mm  this  averaging  results  in  da/dN =
8.49421E-06 mm/cycle, which fits into the range of expected values according to lit-
erature [11B,  11C].  This  averaged growth rate can be considered as extensional
growth rate for the structural crack. The same procedure was applied for the re-
maining structural crack lengths from Table 15. 

The ΔK as well as the J-Integral and other fracture mechanics characteristics, can
be requested in Abaqus as history output data. In order to get ΔK values for each in-
dividual crack of six in total from Table  13, the same number of variations of the
global model were modelled. By evaluating ΔK values for each crack length and
putting  the  results  into  a  common  diagram  the  expected  linear  relationship
between ΔK and the crack length a has been achieved (see Figure 133).

Finally, the results for da/dN and for ΔK values are put into a common log-log dia-
gram, Figure 134. The resulting six single points were interpolated with a straight line
from which the material constants of Paris equation (Eq. 5.9) were determined; the
slope of the line is m = 2.75 and the y-axis intercept C = 3.8E-12, agreeing quite well
with the experimentally determined values of m = 2.75 and C = 1.43E-11 [11B]. 

To conclude, the aim of this part of the thesis was to numerically determine the
Paris law material constants C and m and this was successfully accomplished by ap-
plying a two-scale modelling framework. Namely, ΔK values for six different structural
cracks  were calculated using the global  model  based on classical  LEFM. In  the
second part, the fatigue crack growth rates at the tips of the same structural cracks
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were determined by using the microstructural model enriched by the Tanaka-Mura
equation. 

Since this study was the first, to the author’s knowledge, attempt to determine the
Paris constants in a numerical way by taking into account the microstructure of the
material,  and  considering  that  the  literature  values  of  the  investigated  material
match the numerically obtained ones quite good, the study and its working hypo-
thesis  seem to prove their  worthiness.  This  study was part  of a supervised master
thesis [16S] (see Section 8.3) and was published in [17M].
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6 Summary and Outlook
The work presents successful application of a multiscale materials modelling (MMM)
approach developed with the aim to characterize the fatigue behaviour of metallic
materials. The approach takes into account numerical analyses of the fatigue crack
initiation and the fatigue crack growth stages in a sequential manner. The sequenti-
ality means that upon determining the number of cycles needed for the fatigue
crack to initiate by using the physically-based Tanaka-Mura model, the number of
cycles needed for the long crack to propagate until the final failure are estimated
by means of standard fracture mechanics. Another important part of this MMM ap-
proach is the determination of the critical resolved shear stress (CRSS) by using mo-
lecular dynamics (MD) or micropillar testing. The CRSS is an input parameter for the
Tanaka-Mura model and among the other influencing parameters like the grain size
or the crack initiation energy it proved to have the highest impact on the fatigue
endurance limit. By sequentially combining the results from all the three scales it is
possible to numerically predict the complete fatigue life of different specimens and
components made of different metals on a physical basis, independent of empirical
models.

In addition, it is now possible to investigate the material properties as well as differ-
ent loading conditions in much greater depth and detail, as the multiscale model
can be  used to  determine and quantify  the influences  of  the nano,  micro and
macro levels on crack initiation and final fracture. The numerical determination of
Paris law constants, and by that a reduction of the need for fatigue experiments, is
one example showing importance and practical  value  of  the multiscale  fatigue
modelling approach. Furthermore, the discovered relation between endurance limit
and CRSS provides a facet of fatigue theory that is numerically predictive and which
allows the selection of those types of materials, which are fatigue resistant. If proven
with additional simulations as well as experimental studies, this relation can be used
in future to estimate the endurance limits of various metallic materials just by know-
ing their CRSS values. The parameter studies can also serve to provide practical re-
commendations in terms of material optimization, e.g. covering the optimum num-
ber of grains in the thickness direction, the optimum grain orientations and/or shapes
in critical areas, and even the minimum level of porosity in order to improve the fa-
tigue  strength  of  metallic  specimens  and  components  exposed  to  alternating
stresses.  Such  findings,  which  aim  to  understand  the  fatigue  behaviour  of  and,
above all, to improve the life of the investigated structures, provide a basis to re-
searchers and manufacturers for future development of new material structures. 

The 3D shell model-based approach that is applied to simulate the crack initiation
inside the microstructure leaves a lot of space for further development and numer-
ous  future  studies.  Even  though  these  present  simulations  of  the  crack  initiation
phase deliver more than satisfactory results in its present state, a full 3D modelling is
one of the important aspects that should be incorporated in the approach in the fu-
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ture. Other aspects that should deserve a certain attention in future studies are, e.g.,
effects of more glide systems in grains, investigations of low-cycle fatigue, very high-
cycle fatigue where grain refinement takes place before micro-cracks start nucleat-
ing, thermo-mechanical fatigue at elevated temperatures, the influence of varying
loading amplitudes, consideration of plasticity by using crystal plasticity theory, an
additional determination of stress-strain hysteresis loops and especially an extended
study on the relation between the numerically determined endurance limits and the
CRSS magnitudes of various metallic materials. 

Furthermore, based on previous studies, different microstructures (with varying ori-
entation, shape, size, etc. of the grains) yield different crack initiation lives at the
same stress level, i.e., they result in scattering in the numerical fatigue life curves.
Within  the scope of  a  future  work,  these scattered results  could be handled by
means of statistical analyses. Additional mathematical models can be established,
too, to evaluate the statistical analyses. This can be further used to set generally ap-
plicable rules for sizing of components or for the selection of suitable materials. Thus,
engineers would be able to design components perfectly on target by selecting
suitable setting levers with regard to crack initiation and fatigue fracture paramet-
ers.
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7 Appendices
The appendix provides an introduction into the finite element method (FEM; Section
7.1)  and  theoretical  background  of  the  Tanaka-Mura  (TM)  model  (Section  7.2),
which both acted as a basis of this work.

7.1 Introduction into the FEM
The FEM is a numerical method for solving problems of engineering and mathemat-
ical physics. Typical problems of interest in these two areas that are solvable by use
of the FEM include structural analysis,  heat transfer,  fluid flow, mass transfer,  and
electromagnetic analysis [12L].

The principal idea behind the FEM is the process of modelling a body by dividing
it into an equivalent system of smaller bodies or units (finite elements) interconnec-
ted at points  common to two or  more elements  (nodal points  or  nodes)  and/or
boundary lines and/or surfaces. This process is also named as discretization. Figure
135 shows an example of a mechanical part meshed by finite elements. The benefit
of this approach is that instead of solving the problem for the entire body in one op-
eration, the FEM formulates the equations for each finite element and combines
them to obtain the solution of the whole body [12L].

For problems involving complicated geometries, loadings, and material proper-
ties, it is generally not possible to obtain analytical mathematical solutions. Analytical
solutions are those given by a mathematical expression that yields the values of the
desired unknown quantities at any location in a body (here the total structure or
physical system of interest). These analytical solutions generally require the solution
of  ordinary  or  partial  differential  equations,  which,  because  of  the  complicated
geometries, loadings, and material properties, are not usually obtainable. Hence,
numerical methods are necessary, such as the FEM, for acceptable solutions. The fi-
nite element formulation of the problem results in a system of simultaneous algebraic
equations for the solution. These numerical methods yield approximate values of the
unknowns at discrete numbers of points in the continuum. The FEM has been spe-
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cifically applied to problems, where the governing differential equations are avail-
able [12L].

The method is illustrated with an example from the guide of FEM-based software
Abaqus, shown in Figure 135. Details about the geometry of the investigated com-
ponent are given in Figure 136. In this example, a connecting lug is welded firmly to
a massive structure at one end. The other end contains a hole. When it is in service,
a bolt is placed through the hole of the lug. An engineering problem could be in this
case to determine, for example, the static deflection of the lug when a 30 kN load is
applied to the bolt in the negative 2-direction [ABQ].

In  order  to perform such an analysis,  the first  step in  creating the model is  to
define its geometry. In this case, a three-dimensional (3D) part is created, as shown
in Figure 136. The next step involves defining and assigning material properties to the
part.  Here, for example, linear elastic properties of a steel can be prescribed by
Young's modulus E = 200 GPa and Poisson's ratio υ = 0.3. Furthermore, the left-hand
end of the connecting lug needs to be constrained in all three directions. This region
is where the lug is attached to its parent structure. Rather than to include the com-
plex bolt-lug interaction in the model, the user can simplify the loading boundary
conditions and use a distributed pressure over the bottom half of the hole to load
the connecting lug. 

A further important step is the design of the finite element mesh for the lug. A pos-
sible mesh created by 3D continuum elements is shown in Figure 135 [ABQ]. The user
needs to consider the type of elements that will be used before building the mesh
for a particular problem. Elements  that are commonly employed in practice are
shown in Figure 137, including the type used in the above shown example (third ele-
ment from left in the last bottom row; first order, or linear, cubic elements). The im-
portant decision regarding the mesh design is how many elements to use in the crit-
ical regions. For this example the critical region is around the circumference of the
lug's hole. The influence of mesh density in a simulation result can be optionally in-
vestigated by performing a mesh convergence study.

When going from left to the right in Figure  137, shape function within each ele-
ment  set  becomes more  complex.  This  complexity  is  defined  by the number  of
nodes on an edge of the element. As the complexity of the functions increases, the
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accuracy of  the FEM-based analysis  results  increases,  too. The purpose  of  these
functions is  to interpolate variables between nodes. Linear, quadratic, and cubic
polynomials are frequently used functions because they are simple to work with in fi-
nite element formulations. However, trigonometric series can also be used. The FEM
is one in which a continuous quantity, such as the displacements throughout the
body, are approximated by a set of piecewise-continuous functions defined within
each finite domain or finite element.

Another thing to consider during the FEM analysis are the output requests, i.e. the
type of results required from the simulation. These can be displacements, stresses, re-
action forces etc. The exemplary contour plot in Figure 138 displays the variation of
an output variable, the von Mises stress, at the surface of the model. On the basis of
such results, the engineer/analyst can decide whether to improve the structure in
the sense of adjusting the geometry, material or some other aspect, or to leave it in
the existing state. For the connecting lug example from Figure  138, 20-node hexa-
hedral elements with reduced integration (C3D20R) are used [ABQ].

Typically, for the structural stress-analysis problem, the engineer seeks to determ-
ine displacements and stresses throughout the structure, which is subjected to ap-
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plied loads. There are two general direct approaches traditionally associated with
the FEM that are applied to describe equilibrium of such a structure. One approach,
called the force, or flexibility, method, uses internal forces as the unknowns of the
problem. The second approach, called the displacement, or stiffness, method, as-
sumes the displacements of the nodes as the unknowns of the problem. It has been,
however, shown in [74K] that, for computational purposes, the displacement (or stiff-
ness) method is more desirable than the force method because its formulation is sim-
pler for most structural analysis problems. Furthermore, a vast majority of general-
purpose finite element programs have incorporated the displacement formulation
for solving structural problems. There are other general methods available besides
those two most common that can be used to develop the governing equations for
both structural and non-structural problems [12L]. Further in text, only the displace-
ment method will be explained.

As already hinted, the FEM involves modelling the structure using small intercon-
nected elements called finite elements. A displacement function is associated with
each finite element. Displacements are calculated at the nodes while all other dis-
placements  are  interpolated  from the  shape functions.  The  strain  (and resulting
stress) is found by taking the derivative terms from the shape functions. Every inter-
connected element is linked, directly or indirectly, to every other element through
common (or shared) interfaces, including nodes and/or boundary lines and/or sur-
faces. By using known stress/strain properties for the material making up the struc-
ture, e.g. Hooke's law for elastic materials (Eq. 7.1), one can determine the beha-
viour of a given node in terms of the properties of every other element in the struc-
ture. 

S=Ee (7.1)

where S is the stress, e the strain and E the Young's modulus of a material. It follows
from Equation (7.1) that the stress computation procedure begins with strain compu-
tations,  which are again derived from displacements.  Computation of nodal dis-
placements (and its derivative strains and stresses) and nodal forces in elements of a
structure follows from the total set of algebraic equations describing the behaviour
of each node, expressed in matrix notation.

Ku= f (7.2)

where K is the global stiffness matrix, u the nodal displacements and f the nodal
forces.

In the applications, the stress can be evaluated at the element nodal points (1, 2,
3 and 4 in Figure 139L located on the corners and possibly midpoints of the element
by using the briefly  explained procedure.  These are called element  nodal  point
stresses. It is, however, important to realize that the stresses computed at the same
nodal point from adjacent elements will not generally be the same, since stresses
are not required to be continuous in displacement-assumed finite elements. They
are, therefore, in most software evaluated at the Gauss points, which are identified
as 1', 2', 3' and 4' in Figure 139R, by passing their natural coordinates to the shape
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function of the element. Empirical evidence indicates that this approach generally
delivers better stress values for quadrilateral elements whose geometry departs sub-
stantially from the rectangular shape [05F].

One significant aspect of applying the FEM is the analysis of structural integrity of
a body, or in other words the analysis of damage, which reduces its integrity. To sim-
ulate damage, however, FEM solely is not able to serve the purpose. Namely, it has
to be enhanced by a damage model. One such form is the extended finite element
method (XFEM), which allows studying crack growth along an arbitrary, solution-de-
pendent path without needing to remesh a model. Additionally, one can choose to
study a crack that grows arbitrarily through the model or a stationary crack. Some
more details about the method can be found in Section 5.10. Besides XFEM, there
are other forms of introducing the damage in combination with the FEM, e.g. by ap-
plying the Roussilier model for void nucleation and growth or the TM model for fa-
tigue crack nucleation and short crack growth (see Sections 4.3 and 5).

Concerning computer programs, or software, for the FEM, there are numerous
options on the market. The interested user should carefully select a software that
suits his/her needs the best. Below is a partial list of existing software for solving prob-
lems by using the FEM [12L]:

• Abaqus
• ADINA
• ANSYS
• COMSOL Multiphysics
• LS-DYNA
• MARC
• MSC NASTRAN
• HyperMesh
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7.2 The Theory Behind the Tanaka-Mura Model
The slip band formed in a grain on the material surface is a preferential site for crack
initiation during low strain fatigue of polycrystalline metals. The forward and reverse
plastic flow within the slip band can be modeled according to the theory of Tanaka
and Mura [81T,  82T] by dislocations with different signs moving on two neighboring
atomic planes, and it is assumed that their movement is irreversible. Based on the
model, the monotonic buildup of dislocation dipoles piled up at the grain boundary
is systematically derived using the theory of continuously distributed dislocations. This
buildup is associated with the progress of extrusions or intrusions. The number of stress
cycles up to the nucleation of a crack of the grain size order is defined as the cycle
when the stored strain energy of accumulated dislocations reaches a critical value.
The relation between the nucleation life and the plastic strain range derived theo-
retically is in agreement with a Coffin-Manson type law [81T].

MODEL OF DAMAGE ACCUMULATION

In the fatigue of specimens of polycrystalline materials, a slip band crack is ex-
pected to nucleate in a grain (on or close to the surface) which has a high value of
cyclic shear stress resolved from the applied stress on the slip plane in the slip direc-
tion. Under uniaxial stress,  the resolved shear stress becomes maximum when the
normal of the slip plane and the slip direction are inclined at 45o to the stress axis.
Figure 140 and Figure 141 illustrate two extreme cases of the most favorably oriented
grains located at the surface. Figure 140 is a section perpendicular to the specimen
surface. The slip plane is perpendicular to the sheet face and the slip direction is in it.
Figure 141 is a picture of the section parallel to the surface inside the specimen. The
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slip plane is perpendicular to the specimen surface and the slip direction is at the
specimen surface. In  the following discussion, the former case is  denoted as the
case of orientation A and the latter one as that of orientation B [81T].

The dislocations generated in a most favourably oriented grain under a tensile
stress are piled up against the grain boundary. As exemplarily shown in Figures 140
and 141, the dislocation pile-ups on plane I appear under such stress conditions. The
difference is that the dislocations in Figure 140 are generated at the surface of the
specimen and move to the interior of a grain, while those in  Figure 141 are gener-
ated inside a grain and move to the grain boundary. 

If the dislocations piled up on plane I would move in the opposite direction under
reverse loading, there would be no accumulation of dislocations, so no fatigue frac-
ture would take place. In the following model, it  is  assumed that the dislocations
formed by previous forward loading are irreversible and that the reverse plastic flow
is taken up by the motion of dislocations with the opposite sign on the other slip
plane,  which is  located very  close to  the  previous  one.  The  dislocation pile-ups
made under reverse loading are those on plane II shown in Figure 140 and Figure
141. 

In the following sections, the progress of dislocation accumulation will be calcu-
lated by using the theory of continuously distributed dislocations. The calculation is
carried out in two-dimensional (2D) cases and the material is assumed to be iso-
tropic. By considering long-life fatigue, the slip band is  isolated and the distance
between two neighbouring planes is negligible compared with the length of pile-up
planes.

The applied shear stress cycle is shown in Figure  142, where  τ1 is  the maximum

stress, τ2 is the minimum stress and Δτ = τ1 – τ2 is the applied shear stress range. The
slip  deformation localized  within  grains  (crystals)  under  moderate  and low stress
levels is associated with the high-cycle fatigue (HCF) of polycrystalline metals such
as low carbon steels. The localized slip band extended from x = –a to a is shown in
Figure 141. Points –a and a are the grain boundary, where the dislocation motion is
blocked. The first forward loading introduces the dislocation pile-up on plane I. The
dislocation stress due to dislocation pile-up on plane I acts in the direction of the ap-
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plied forward loading and furthermore helps the negative pile-up of dislocations on
plane II located very close to  plane I during the following reverse loading. In the
same manner, the dislocation stress due to dislocations on plane II helps the further
dislocation pile-up on  plane I during the following forward loading. Successive re-
versals of stress, therefore, give the ratcheting accumulation of plastic flow (disloca-
tion dipoles).  Although the macroscopic  stress-strain  hysteresis  shows a saturated
closed loop,  the pile-up of  dislocation dipoles  increases monotonically by cyclic
loading [82T].

DISLOCATION ACCUMULATION FOR THE CASE OF DOUBLE PILE-UP

The cyclic shear stress on the primary slip plane in a most favourably oriented
grain (Figure 141) is shown in Figure 142, where τ1 is the maximum stress and τ2 is the
minimum stress in one cycle. The Cartesian coordinates x, y are used as indicated in
the figure. The grain size is 2a [81T].

Under the first loading of stress τ1 (half cycle from 0 to 1 – Figure 143) greater than
the critical resolved shear stress (CRSS), or in other words the frictional stress, the dis-
location distribution (with density DI(x)) is produced on plane I. By assuming the CRSS
to be constant, the equilibrium condition of dislocations inside plane I is expressed
as:

τI
D
+τ1−CRSS=0 (7.3)

That is:

τI
D
=CRSS−τ1=−(τ1−CRSS) (7.4)
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where τI
D is the dislocation stress (back stress) which in this case acts in the direc-

tion of the applied shear stress τ1. The CRSS acts reversely, i.e. in the direction oppos-
ite to τ1.

According to the present model, the reverse loading from the stress τ1 to τ2 (e.g.
from 1 to 2  – Figure  144) causes the dislocations with a negative sign piling up on
plane II, instead of the dislocations moving in the reverse direction on  plane I. By

denoting the density of dislocations piled up on plane II as DII(x) and the dislocation
stress due to DII(x) by τII

D, the equilibrium condition in plane II is expressed as:

τII
D
+τI

D
+τ2+CRSS=0 (7.5)

where the dislocation stress τI
D due to dislocations on plane I from the previous for-

ward loading enhances the negative pile-up of dislocations  on  plane II located

very close to plane I during the current reverse loading. Since the distance between
planes I and II is assumed to be very small compared with the pile-up length, τII

D on
plane II can be regarded as the same as on  plane I.  Furthermore,  the frictional
stress CRSS is additionally acting on the motion of negative dislocations.

Substitution of Equations (7.4) into Eq. (7.5) yields the following:

τII
D
−(∆τ−2CRSS)=0 (7.6)

That is:

τII
D
=∆τ−2CRSS (7.7)

where Δτ = τ1 – τ2. Only when Δτ is larger than 2CRSS the dislocations on plane II
can be generated from x = 0 and pile up at –a ≤ x ≤ a.

The dislocation stress increment τi
D at the ith step of forward and reverse loading

processes is obtained in a similar manner:

τi
D
=(−)

i
(∆τ−2CRSS) (7.8)

The index i takes 2n at the minimum stress after n-cycles and 2n + 1 at the maxi-
mum stress after n-cycles. This is explained graphically in Figure 145.

The stress field Ti after n-cycles can be given as the sum of three components: the
applied stress and the internal stresses due to the dislocation pile-ups on  planes I
and II.

The stress field TI due to the dislocation pile-up on plane I is given as:

Error: Reference source not foundError: Reference source not found 149



7.2. The Theory Behind the Tanaka-Mura Model

T I=τ1−CRSS+n(∆τ−2CRSS) (7.9)

The stress  field  TII due to the dislocation pile-up on  plane II is  identical to that
caused by a crack under the negative shear stress:

T II=−n(∆τ−2CRSS) (7.10)

CRACK NUCLEATION

An embryonic  crack forms  in  a dislocation pile-up accumulated under  cyclic
stress. A large tensile stress built up between two planes at the top of the pile-ups of
vacancy dipoles shown in Figure 141 could become large enough to create the nu-
cleus of a crack. The following growth of a crack embryo will take place along the
slip bands. The condition of the growth of the crack embryo will be treated from the
viewpoint of energy balance. If the stored strain energy due to dislocations accu-
mulated after n-cycles becomes equal to the surface energy, the planes of disloca-
tion dipoles can be transformed into a free surface. 

The self-energy of dislocations introduced in the first loading (from 0 to 1 – Figure
143) [82T] can be expressed as follows:

U1=
γ1(τ1−CRSS)

2
(7.11)

where the plastic displacement γ1 in –a ≤ x ≤ a is equal to:

γ1=
(τ1−CRSS)ba2

2 A
(7.12)

the domain of the dislocation distribution in the case B (Figure 141) between –a <
x < a:

A=
Gb

2π(1−υ) (7.13)

b is the Burgers vector, G the shear modulus, and υ the Poisson's ratio.
From Equations (7.11), (7.12) and (7.13), the following expression can be derived:
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U1=
(τ1−CRSS)2 πa2(1−υ)

2G
(7.14)

which obeys the formulation of mechanics developed using energy that states
that work, a function of energy, is force times distance.

The increment of the self-energy ∆U per half cycle (from e.g. 2 to 3 in Figure 144)
has the same form in each load reversal and is given by substituting Δτ = τ1 – τ2 and

the 2CRSS in places of τ1 and the CRSS in Equation (7.14), respectively [82T]:

ΔU=
(Δτ−2CRSS)2 πa2(1−υ)

2 G
(7.15)

The total amount of the self-energy stored after n cycles is given as [82T]:

∑
i=1

2n

U i=U 1+2n ∆U (7.16)

where Ui is the increment of the self-energy stored in the ith stage of stress reversal. 
For a long-life fatigue, the first term in the above equation is negligible compared

with the second term. According to Tanaka and Mura [81T, 82T], the crack can nu-
cleate on the slip band when the following energy condition is satisfied:

2 n ∆U=2 (2 a)W c=4 aW c (7.17)

The condition is valid for the case shown in Figure 141 with the pile-up length 2a.
The value of Wc is the specific fracture energy per a unit area along the slip band, or
in other words the crack initiation energy.

From Equations (7.16) and (7.17), the following life law can be derived:

n=
4G W c

π a(1−υ)(∆τ−2CRSS)2 (7.18)

where  n is defined as the number of stress cycles required for the crack nucle-
ation.

By taking into account that the grain size is d = 2a and by replacing n by Ng, the
life law based on the theory of Tanaka and Mura takes its final form:

N g=
8G W c

πd (1−υ)(∆τ−2CRSS)2 (7.19)

The above equation is of the Petch-type when the crack initiation life is fixed. It is
also found that Equation (7.19) is equivalent to the Coffin-Manson law when Δτ is ex-
pressed in terms of the plastic strain range Δγ. More details on the derivation of the
Tanaka-Mura model (Eq. 7.19), can be found in [81T] and in [82T].
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