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Abstract

Energy storage is an essential component of future energy systems with a large share

of renewable energy. Apart from pumped hydro storage, large scale energy storage is

mainly provided by underground energy storage systems. In this thesis we focus on

chemical subsurface storage, i.e., the storage of synthetic hydrogen or synthetic natural

gas in porous formations.

To improve understanding of the complex and coupled processes in the underground

and enable planning and risk assessment of subsurface energy storage, efficient, con-

sistent and adequate numerical models for multiphase flow and transport are required.

Simulating underground energy storage requires large domains, including local features

such as fault zones and a representation of the transient saline front, and simulation

times spanning the whole time of plant operation and beyond. In addition, often a large

number of simulation runs need to be conducted to quantify parameter uncertainty, and

efficient models are needed for data assimilation as well. Therefore, a reduction of model

complexity and thus computing effort is required.

Numerous simplified models that require less computational resources have been de-

veloped. In this thesis we focus on a group of multiscale models which use vertically

integrated equations and implicitly include fine-scale information along the vertical di-

rection that is reconstructed assuming vertical equilibrium (VE). Classical VE models

are restricted to situations where vertical equilibrium is valid in the whole domain dur-

ing most of the simulated time. This may not be the case for underground energy

storage, where simulated times may be too short and locally a high degree of accuracy

and complexity may be required, e.g., around the area where gas is extracted for the

purpose of energy production. The three core chapters of this thesis present solutions

to adapt VE models for the simulation of underground energy storage, with increasing

complexity.

XVII



In the first main part of this thesis we investigate situations with slow gravity drainage

dynamics, e.g., due to highly nonlinear relative permeability relationships. In these

cases, classical VE models may not be applicable even for very long simulation times.

A modified VE model is developed which introduces a pseudo-residual brine phase

saturation inside the gas-phase plume that is initially higher than the natural residual

brine phase saturation. During simulation, the pseudo-residual brine phase saturation

is updated via explicit analytical calculations to approach the natural residual brine

phase saturation. We test the pseudo-VE model on a range of injection scenarios

with different parameters, and show that the pseudo-VE model has a much broader

applicability than classical VE models while preserving the low computational cost.

The second main part of this thesis focuses on local areas in the domain that have

not reached vertical equilibrium due to, e.g., continuing injection or geological hetero-

geneities, while most other parts of the domain can be considered to be in vertical

equilibrium. In such cases, classical VE models may not capture the relevant vertical

dynamics locally, which may have an impact on the overall global solution. A multi-

physics model is developed which couples an immiscible VE model to an immiscible full

multidimensional model. The subdomains are assigned adaptively during simulation

based on local criteria that identify regions of the domain where the VE assumption

is valid. This way, model complexity can be matched to process complexity. We test

the multiphysics model on an injection scenario in a heterogeneous domain and show

that the developed model is computationally efficient and maintains a high degree of

accuracy, particularly in regions where vertical equilibrium is not valid.

In the last main part of this thesis we investigate situations where compositional pro-

cesses play a role, e.g., around the extraction region where the composition of the

extracted gas phase is of interest. For this purpose we extend the model hierarchy

with two compositional models: a compositional VE model and a compositional full

multidimensional model. We use our multiphysics framework to adaptively couple both

models in one domain, and select subdomains using a compositional VE criterion dur-

ing simulation. We test our models on a horizontal injection test case and an idealized

energy storage test case, where we simulate several injection and extraction periods

in a radially symmetric dome-shaped aquifer. The compositional multiphysics model

shows to be computationally efficient with a high local accuracy.

XVIII



Zusammenfassung

Energiespeicherung ist ein wesentlicher Bestandteil zukünftiger Energiesysteme, die

einen hohen Anteil Erneuerbarer Energien aufweisen. Neben der Pumpspeicherung wer-

den große Energiespeicher hauptsächlich durch unterirdische Energiespeichersysteme

bereitgestellt. Diese Arbeit befasst sich mit der chemischen Speicherung im Unter-

grund, d.h. der Speicherung von synthetischem Wasserstoff oder synthetischem Erdgas

in porösen Formationen.

Zur Verbesserung des Verständnisses der komplexen und gekoppelten Prozesse im Un-

tergrund und um die Planung und Risikobewertung von Energiespeichern im Unter-

grund zu ermöglichen, sind effiziente, konsistente und adäquate numerische Modelle für

Mehrphasenströmung und -transport erforderlich. Die Simulation unterirdischer Ener-

giespeicherung erfolgt auf großen Simulationsgebieten, welche lokale Besonderheiten wie

Verwerfungszonen einschließen, und setzt voraus, dass auch die Bewegung der Sole dar-

gestellt werden kann. Simulationszeiten reichen dabei über die gesamte Betriebsdauer

der Anlage und darüber hinaus. Zudem muss häufig eine große Anzahl von Simulati-

onsläufen durchgeführt werden, um Parameterunsicherheit zu quantifizieren. Auch für

Datenassimilation werden effiziente Modelle benötigt. Daher ist eine Reduzierung der

Modellkomplexität und damit des Rechenaufwands erforderlich.

Es existieren zahlreiche vereinfachte Modelle, die weniger Rechenressourcen erfordern.

Diese Arbeit konzentriert sich auf eine Gruppe von Multiskalenmodellen, die verti-

kal integrierte Gleichungen verwenden und implizit Information der feinen Skala ent-

halten, welche entlang der vertikalen Richtung unter der Annahme eines vertikalen

Gleichgewichts (VE) rekonstruiert werden. Klassische VE-Modelle sind auf Situatio-

nen beschränkt, in denen das vertikale Gleichgewicht im gesamten Simulationsgebiet

während des überwiegenden Teils der simulierten Zeit gültig ist. Dies ist bei unterirdi-

schen Energiespeichern möglicherweise nicht der Fall, da die simulierten Zeiten zu kurz
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sein können und lokal ein hohes Maß an Genauigkeit und Komplexität erforderlich sein

kann, zum Beispiel in Bereichen, in denen Gas zur Energieerzeugung gefördert wird.

Die drei Hauptkapitel dieser Arbeit präsentieren daher Lösungen zur Anpassung von

VE-Modellen für die Simulation von unterirdischen Energiespeichern, mit steigender

Komplexität.

Im ersten Hauptteil dieser Arbeit untersuchen wir Situationen mit langsamer Schwerkraft-

getriebener Drainage, zum Beispiel durch stark nichtlineare relative Permeabilitäts-

beziehungen. In diesen Fällen sind klassische VE-Modelle selbst für sehr lange Simu-

lationszeiten möglicherweise nicht anwendbar. Wir entwicklen ein modifiziertes VE-

Modell, welches eine pseudo-residuale Sättigung der Sole in der Gasfahne annimmt,

die anfänglich höher ist als die natürliche residuale Sättigung der Sole. Während der

Simulation wird die pseudo-residuale Sättigung der Sole durch explizite analytische

Berechnungen aktualisiert, wobei sie sich der natürlichen residualen Sättigung der Sole

annähert. Das Pseudo-VE-Modell wird anhand einer Reihe von Injektionsszenarien mit

unterschiedlichen Parametern getestet und es zeigt sich, dass das Pseudo-VE-Modell

einen viel breiteren Anwendungsbereich aufweist als klassische VE-Modelle, wobei zu-

gleich die geringen Rechenkosten erhalten bleiben.

Der zweite Hauptteil dieser Arbeit konzentriert sich auf lokal begrenzte Bereiche im

Simulationsgebiet, welche sich aufgrund von beispielsweise fortgesetzter Injektion oder

durch geologische Heterogenitäten nicht im vertikalen Gleichgewicht befinden, während

der übrige Großteil des Simulationsgebiets vertikales Gleichgewicht aufweist. In solchen

Fällen erfassen klassische VE-Modelle nicht die möglicherweise vorhandene, lokal rele-

vante vertikale Dynamik, welche Auswirkungen auf die globale Gesamtlösung haben

kann. Wir entwickeln ein Multiphysikmodell, welches ein nicht mischbares VE-Modell

mit einem nicht mischbaren volldimensionalen Modell koppelt. Teilgebiete werden den

einzelnen Modellen während der Simulation adaptiv anhand lokaler Kriterien zuge-

wiesen, welche Bereiche im Simulationsgebiet identifizieren, in denen die VE-Annahme

gültig ist. Auf diese Weise kann die Modellkomplexität an die Prozesskomplexität ange-

passt werden. Wir testen das Multiphysikmodell an einem heterogenen Injektionsszena-

rio und zeigen, dass das entwickelte Modell rechnerisch effizient ist und ein hohes Maß

an Genauigkeit aufweist, insbesondere in Regionen, in denen vertikales Gleichgewicht

nicht gültig ist.

Im letzten Hauptteil dieser Arbeit untersuchen wir Situationen, in denen Mischungs-
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vorgänge eine Rolle spielen. Dies ist beispielsweise um das Extraktionsgebiet herum

der Fall, da dort die Zusammensetzung der extrahierten Gasphase von Interesse ist.

Zu diesem Zweck erweitern wir die Modellhierarchie um zwei weitere Modelle, die bei-

de Mischungsvorgänge berechnen können: ein Zweikomponenten-VE-Modell und ein

volldimensionales Zweikomponenten-Modell. Wir verwenden unser Multiphysikkonzept,

um beide Modelle in einem Simulationsgebiet adaptiv zu koppeln und identifizieren

während der Simulation Teilgebiete anhand eines Zweikomponenten-VE-Kriteriums.

Wir testen unsere Modelle an einer horizontalen Injektion und einem idealisierten Ener-

giespeicher. Letzterer simuliert mehrere Injektions- und Extraktionsperioden in einem

radialsymmetrischen, kuppelförmigen Aquifer. Das Zweikomponenten-Multiphysikmodell

erweist sich als rechnerisch effizient mit einer hohen lokalen Genauigkeit.
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1 Introduction

1.1 Motivation

The Intergovernmental Panel on Climate Change (IPCC) concludes in its Fifth As-

sessment Report [IPCC, 2014] that climate change is unequivocal, and that human

activities, in particular emissions of greenhouse gases (GHG), are extremely likely to

be the dominant cause. The report states that changes are observed in all geograph-

ical regions: the atmosphere and oceans are warming, the amounts of snow and ice

are diminishing, sea levels are rising and extreme weather events like, e.g., warm tem-

perature extremes and heavy precipitation are more intense and frequent. According

to the IPCC, continued emission of GHG will cause further warming, further rise in

sea levels, and long-lasting changes in the climate system, increasing the likelihood of

critical, pervasive and irreversible impacts for people and ecosystems. To prevent the

most severe impacts of climate change, parties to the UN Framework Convention on

Climate Change agreed a target of keeping the rise in average global temperature since

pre-industrial levels below 2 ◦C, and to consider lowering the target to 1.5 ◦C in the near

future [UNFCCC, 2010]. However, this goal will require an urgent and fundamental

departure from business as usual. Moreover, the longer action is delayed, the more it

will cost and the greater the technological, economic, social and institutional challenges

will be.

Global CO2 emissions are largely associated with the burning of fossil fuels and the

energy sector. Emissions of CO2 from fossil fuel combustion and industrial processes

caused about 78% of the total GHG emissions increase from 1970 to 2010 [IPCC,

2014]. In 2010, CO2 emissions from fossil fuel combustion, cement production and

flaring contributed to about 90% of the global CO2 emissions, as shown in figure 1.1.

In 2019, the electric power sector alone accounted for nearly 40% of GHG emissions
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Figure 1.1: Global anthropogenic CO2 emissions from forestry and other land use as well as
from burning of fossil fuel, cement production and flaring. Cumulative emissions
of CO2 from these sources and their uncertainties are shown as bars and whiskers,
respectively, on the right hand side. Reprinted from IPCC [2014], figure 1.5, with
permission from IPCC, copyright 2015.

across the energy sector, dominated by emissions from burning coal [IEA, 2020a].

According to IPCC [2014] there are multiple mitigation pathways that are likely to limit

warming to below 2 ◦C relative to pre-industrial levels. These pathways would require

substantial emission reductions over the next few decades and near zero emissions

of most GHG by the end of the century. Among other measures, the share of low-

carbon electricity generation, e.g., renewable energy, will need to triple or quadruple by

2050. Driven by the significant potential for reducing GHG emissions, renewable energy

sources are becoming more competitive. According to IEA [2020b], renewables-based

electricity generation increased by 6.5% in 2019, which is the highest rate of generation

growth. Moreover, in 2019, renewable energy provided 27% of the world’s electricity

supply – the highest level ever recorded. Only a small fraction of renewable potential

has been tapped so far; estimates suggest that aggregated global technical potential for

renewable energy as a whole is significantly higher than global energy demand [IPCC,

2014].

However, renewable energy like wind or solar power experiences intermittency as a

combination of natural variability and partial unpredictability. The energy output

is therefore typically not aligned with industrial and consumer needs. Additionally,

most renewable energy depends on resources that are location-dependent. As a result,
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electric energy is produced at a location that is not necessarily the same where it is

needed, resulting in challenging transmission and distribution of energy. Energy stor-

age is therefore an essential component of future energy systems that use large amounts

of variable renewable resources [Denholm et al., 2010]. Large-scale energy storage is

mainly provided by pumped hydro storage, which is restricted to a suitable topogra-

phy and limited by ecological and social constraints [Kanakasabapathy, 2013]. In this

context, underground energy storage can be a way to ensure large-scale energy storage

in the future, since geological formations have the potential to store large volumes of

fluids with minimal impact to environment and society [Matos et al., 2019].

1.2 Energy storage in the subsurface

Subsurface energy storage may potentially provide medium to long term (within a day

up to several weeks or seasons) storage of energy required for bridging power and en-

ergy management [Evans, 2007, Bauer et al., 2013]. Three categories of subsurface

energy storage can be identified, associated with three physical mechanisms: mechan-

ical, chemical and thermal energy storage. Mechanical storage includes compressed

air energy storage (CAES) and underground pumped hydro storage, chemical storage

means synthetic hydrogen and synthetic natural gas storage, and thermal storage is

associated with underground thermal energy storage. Conventional CAES are hybrid

air-storage/gas-combustion plants, but can be combined with thermal storage to form

adiabatic CAES that functions without the combustion of natural gas [Barbour et al.,

2015]. Synthetic hydrogen can be produced by using surplus electric energy for hydrol-

ysis. In a subsequent step via the Sabatier process and by adding CO2, hydrogen can

be converted to synthetic methane. Due to its high energy density, chemical storage

offers a good possibility to store large amounts of energy, as opposed to mechanical

and thermal storage [Bauer et al., 2013]. Two types of geological formations can be

identified that are suitable for large-scale subsurface energy storage: engineered cavi-

ties, such as salt or hard-rock caverns, and porous formations, such as saline aquifers or

depleted hydrocarbon reservoirs. In this thesis we focus on chemical subsurface storage,

i.e., methane and hydrogen, in porous formations, i.e., saline aquifers.

The increased need for large-scale geological storage capacities leads to a competition

for storage sites and with other planned or already existing types of subsurface use
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[Bauer et al., 2013]. The numerous ways of using the subsurface include groundwater

abstraction for drinking water purposes, shallow or deep geothermal energy production,

mining of ores, coal or geomaterials, hydrocarbon production, CO2 storage, or disposal

of hazardous materials or waste. Underground energy storage systems are often located

in the same aquifers used for public drinking water supply [Bonte et al., 2013]. In ad-

dition, environmental risks are of concern, including impacts on hydrological, thermal,

chemical, and microbiological systems [Bonte et al., 2011]. As an example for gas stor-

age in porous formations, the pressure in the formation will increase due to the injection

of the storage gas, and the pressure signal will have a much larger radius of influence

than the plume of the injected gas itself (see, e.g., Birkholzer et al. [2009], Zhou and

Birkholzer [2011], Benisch and Bauer [2013]). The increased pressure may lead to rock

deformation, causing land rise or subsidence. In addition, brine movement may be

induced, which may rise to higher formations and could reach drinking water aquifers

in cases of conductive pathways. Leakage of gas is of concern as well as geochemical

reactions, either directly where the gas phase is located or through dissolved gas trans-

ported in brine. As a result, a thorough understanding of the governing processes is

required for a sustainable and optimal planning of subsurface use.

1.3 Modeling challenges

Numerical models can be a tool to gain understanding of the complex and coupled

processes associated with subsurface energy storage and enable planning of subsurface

storage applications. Numerical models face several challenges in this context: De-

pending on the storage purpose, energy must be stored for a certain time interval and

reproduced within a certain time span, defining the boundary conditions and constraints

on the technology. However, physical processes inside the domain take place on several

scales in space and time, ranging from meters to kilometers and seconds to years. As

an example, the storage aquifer may be only a few tens of meters thick, but can span

several hundred to thousand meters in the horizontal direction, whereas heterogeneities

on relatively small length scales of several meters may significantly influence the overall

flow and transport processes. Additionally, complex processes such as dissolution only

take place in some parts of the domain (e.g., near the injection area where two phases

are present), on the pore scale. Dissolution may be quick across these scales, while
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transport of dissolved components by, e.g, diffusion, is a much slower process. Model-

ing all complex physical processes on the smallest scales everywhere is computationally

expensive and may practically be unfeasible. In addition, often a large number of sim-

ulation runs need to be conducted to quantify parameter uncertainty, e.g., by Monte

Carlo simulation. Efficient models are needed as well to integrate measurements during

simulation to improve predictions, e.g., by means of data assimilation. Additionally,

limited data on geological parameters often prevent the use of complex models with

a high number of input parameters. Therefore, a reduction of model complexity and

thus computational cost is required.

Various methods have been developed to efficiently model flow and transport phenom-

ena in porous media on large scales. Two groups of models can be identified, which

match model complexity to complexity of the physical processes: multiphysics mod-

els (see, e.g., Wheeler and Peszyńska [2002] and Helmig et al. [2013] for an overview

regarding multiphase flow) and multiscale models (see, e.g., Singh et al. [2019] for a

comparison between upscaling and multiscale methods, and Hajibeygi et al. [2020] for

a benchmark study on homogenization and multiscale methods), as well as a combina-

tion with adaptive grid refinement [Trangenstein and Bell, 1989]. Multiphysics concepts

adapt the model complexity locally, e.g., by splitting the domain in subdomains that

are treated with a different set of equations and coupled across the subdomain bound-

ary. Multiscale models decrease the number of global degrees of freedom, preserving

important fine-scale features. Grid adaptation can be considered as an efficient method

for global downscaling.

A group of multiscale models solves vertically integrated equations, implicitly using fine-

scale information along the vertical direction that is reconstructed assuming vertical

equilibrium (VE) of the two fluid phases [Yortsos, 1995, Lake, 1989]. Vertical equi-

librium forms when gas (e.g., methane or hydrogen) is injected into a saline aquifer.

A two-phase flow system develops in which the gas phase displaces the resident brine

phase and moves laterally outward from the injection point. At the same time, the in-

jected gas phase tends to move upward because of the large density contrast between gas

phase and brine phase. Such a vertical equilibrium assumption allows elimination of the

vertical dimension by vertical integration of the three-dimensional governing equations,

which significantly reduces the computational cost. Some of these vertically integrated

models can be solved analytically while more complex versions including, e.g., capillary

pressure or heterogeneities, require a numerical solution [Nordbotten and Celia, 2011].
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VE models are computationally efficient and have been widely used for modeling fluid

migration in the subsurface, e.g., for field-scale applications of CO2 storage. However,

VE models are usually restricted to situations where the VE assumption, i.e, gravity

segregation of the fluid phases, holds in most of the domain during most of the simu-

lated time. While this is usually given for CO2 storage, which involves simulation times

of several hundred to thousand years [Nordbotten and Celia, 2011], it may not be the

case for subsurface energy storage, which involves a typical operation time of less than

100 years. Moreover, pressure development near the injection/extraction area as well

as composition of fluid phases may be of great interest for subsurface energy storage

since the gas is to be extracted again. In particular, the VE assumption usually does

not hold in the following situations relevant to subsurface energy storage:

1. Slow gravity drainage dynamics, e.g., due to very nonlinear relative permeability

relationships, can significantly prolong the time until VE is reached and render

VE models unsuitable for shorter time scales.

2. Around the injection/extraction area the VE assumption may not be valid at

all times, due to continuous injection or extraction of gas and resulting vertical

movement of the fluid phases.

3. The advancing gas-phase plume may encounter heterogeneities that cause time-

and space-dependent vertical movement of fluid phases in the domain.

4. Compositional processes are typically not included in simpler VE models, and

the requirements for VE may be even stricter if components are involved.

In each core chapter of this thesis, one or two of the above described situations in which

the VE assumption may not be valid are investigated, and solutions are developed that

are suitable for the application of subsurface energy storage. In particular, an immisci-

ble VE model is adapted for slow gravity drainage dynamics by introducing a pseudo-

residual saturation inside the gas-phase plume that accounts for the slow drainage and

is analytically updated throughout the simulation. Further, a multiphysics model is

developed that uses a full multidimensional model everywhere in the domain where the

VE assumption does not hold, and a VE model everywhere else. Subdomains are as-

signed adaptively based on a local VE criterion. Finally, a VE model for compositional

two-phase flow is presented, and the multiphysics framework is expanded to include

compositional processes.
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While hysteresis may play a role in scenarios involving repeated injection and extraction

of gas into brine, and can be included in a VE framework, we focus in this work on the

VE assumption and applicability of our models, neglecting hysteresis. We refer, e.g., to

Doster et al. [2013b] for the analysis of a hysteresis model in a VE context, to Doster

et al. [2013a] for a study on the impact of such a hysteresis model, and to Nilsen et al.

[2016a] for application of hysteresis and VE to a large-scale test case.

1.4 Structure of the thesis

Objective of this thesis is the development of efficient, consistent and adequate nu-

merical multiscale and multiphysics models for multiphase flow and transport, tailored

to the application of subsurface energy storage. In particular, these models should be

suitable for:

� description and prediction of the highly coupled multiphase flow processes and

dynamic changes in boundary conditions of subsurface storage;

� assessment of risks concerning the effect of a subsurface storage operation, espe-

cially on protected entities like groundwater;

� optimization of operation of subsurface storage applications (e.g. infiltration/with-

drawal rates).

The thesis is structured as follows. First, chapter 2 gives a short introduction to the

fundamental concepts and equations for modeling flow in porous media. Then, chapter

3 presents a pseudo-VE model that is suitable for situations with slow gravity drainage

dynamics. Chapter 4 introduces a multiphysics model that couples an immiscible VE

model to an immiscible full multidimensional model, and adaptively assigns subdomains

during the simulation, according to the validity of the VE assumption in space and

time. Chapter 5 finally extends the multiphysics model and the local VE criteria to

compositional flow. Efficiency and accuracy of all models are demonstrated on suitable

test cases of gas injection and storage. The thesis is concluded with a summary and an

outlook in chapter 6.





2 Fundamentals

A porous medium is a material containing small voids called pores. Natural substances

like soil or biological tissues, or manufactured materials such as cement or the gas

diffusion layer of fuel cells, can be considered porous media. The pore space of a porous

medium is completely occupied by fluids, i.e., gases and liquids. A fluid is a substance

that continually deforms under an applied shear stress while solids can at least to some

degree resist. If two or more fluids filling the pore space are mostly immiscible and

separated by a sharp interface, e.g., water and oil, these fluids are called phases. Phases

consist of one or more components. A component represents a chemical element, e.g.,

hydrogen, or a molecular substance, e.g., pure water. A collection of substances can be

considered a (pseudo) component if its composition is assumed to remain constant, e.g.,

air. While phases are mostly immiscible, they may exchange components by processes

like dissolution and evaporation. In this work, the solid matrix defining the pore space

of the porous medium is considered to be rigid and inert, hence we do not consider it

as a separate, solid phase but refer to it as the solid matrix.

In this chapter, the main concepts and equations applied in this thesis for modeling

flow in porous media are presented. Section 2.1 introduces the concept of represen-

tative elementary volumes and defines averaged quantities describing the state of a

porous medium on a macroscopic level. Based on this, section 2.2 presents the main

macroscopic, full multidimensional balance equations describing isothermal two-phase

flow in porous media.

2.1 Macroscopic considerations

Flow processes take place inside the pore space of the porous medium. Because of

the highly complex geometry of the solid matrix, it is in most cases unfeasible to
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Figure 2.1: Averaging process from pore scale to REV scale

describe the microscopic structure of the pores and compute the flow within each pore,

especially when a spatial scale much larger than several pores is of interest. Instead,

this thesis uses an REV-based continuum approach to describe porous media on a

macroscopic level. For this purpose, properties on the pore scale are averaged over a

representative elementary volume (REV), as illustrated in figure 2.1. The concept of

the REV was introduced by Bear [1972]. Each phase as well as the solid matrix fill the

REV continuously.

The size of an REV is chosen depending on the properties of the porous medium. If a

very small part of the porous medium is considered, e.g., on the size of one single pore,

and averaged properties of this sample are measured, e.g. volume of pore space, the

result of the measurement tends to change dramatically depending on the location of

the sample. The sample may consist of one whole pore (100% pore space) or only of

solid material (0% pore space). As the sample size increases, these oscillations dampen

out until a consistent result is reached. This sample size is referred to as the REV. If

the sample size is increased beyond the REV, measurements will remain stable until

the sample size starts to include macroscopic heterogeneities.

2.1.1 Porosity and saturation

On the REV scale the exact pore geometry is not accessible anymore. The same

REV is continuously filled by several phases and the solid matrix at the same time.

Therefore, new averaged quantities to describe the pore space and the distribution of
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phases within one REV are required. These quantities are porosity and saturation.

Porosity [-] is defined as the ratio of pore space in the REV to the volume of the REV:

φ =
volume of pore space in the REV

volume of the REV
. (2.1)

It represents the fraction of REV that is filled by fluids. Porosity can change, e.g., due

to the deformation of the solid matrix. Since we consider the solid matrix to be rigid

in this thesis, porosity is constant and independent of pressure or other variables.

The pore space is completely filled with fluids. If more than one phase is present, each

phase occupies a certain volume of the pore space. The phase saturation [-] represents

the fraction of the pore space of an REV that is filled by that phase. It is defined as

the ratio of the volume of one phase α to the pore space of the REV:

sα =
volume of phase α in the REV

volume of pore space in the REV
. (2.2)

The sum of the phase saturations of all present phases must equal one, as the whole

pore space is filled with fluids.

2.1.2 Wetting and non-wetting phases

In the following we consider a two-phase system, where we distinguish wetting and

non-wetting phases. The degree of wettability is determined by a balance of adhesive

and cohesive forces. Cohesion refers to the tendency of similar particles to cling to

one another. Adhesion refers to the same tendency between dissimilar particles. The

cohesive forces among particles of a liquid are responsible for surface tension. Inside

the liquid where each molecule is surrounded by other molecules, every molecule is

pulled equally in every direction by its neighbor. Consequently, the net forces sum up

to zero. The molecules at the surface however are not completely surrounded by other

molecules and mainly pulled inside by their neighbors. This results in internal pressure

and forces liquids to minimize their total systems potential energy by contracting their

surface to a minimal area. Adhesive forces on the other hand cause an extension of

the surface area. The resulting tension at the interface between two phases is called

interfacial tension.
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At the interface between two phases and the solid matrix the interaction of these forces

results in a boundary angle between the solid matrix and the phases. The interfacial

tension [M/T2] between a phase α and the solid matrix is denoted by σsα, while σ12

refers to the interfacial tension between phase 1 and phase 2. At equilibrium, the sum

of the forces is zero and the boundary angle θ [-] between solid matrix and phase 1 can

be calculated by Young’s equation [Young, 1805] as

θ = arccos

(
σs2 − σs1
σ12

)
. (2.3)

The phase with an acute boundary angle is referred to as the wetting phase, denoted

with a subscript w. The phase with an obtuse boundary angle is referred to as the

non-wetting phase, denoted with a subscript n.

2.1.3 Capillary pressure and residual saturation

The equilibrium between wetting and non-wetting phase leads to a pressure discontinu-

ity at the interface between both phases. This pressure difference is called the capillary

pressure pc [M/(L T2)]:

pc = pn − pw, (2.4)

where pn and pw are the non-wetting and wetting phase pressure [M/(L T2)], respec-

tively. The Young-Laplace equation [Young, 1805, Laplace, 1806] formulates the cap-

illary pressure in a single column filled with two phases depending on the interfacial

tension σ12, the boundary angle θ and the pore diameter d [L]:

pc =
4σ12 cos θ

d
. (2.5)

According to the Young-Laplace equation, capillary pressure increases with decreasing

pore diameter, and decreases with increasing pore diameter.

On the REV-scale, capillary pressure is defined as the pressure difference between non-

wetting and wetting phase as well, and formulated depending on the phase saturation:

pc = pc(sw). (2.6)



2.1 Macroscopic considerations 13

When a wetting phase is replaced by a non-wetting phase it retreats to smaller pores

while the non-wetting phase fills the larger pores. In accordance to the Young-Laplace

equation (2.5), capillary pressure in the REV is thereby increased. In contrast to

that, a wetting phase tends to displace a non-wetting phase from small pores, thereby

decreasing capillary pressure. Capillary pressure-saturation relationships reflecting this

behavior are given by empirical laws, e.g., by the Brooks-Corey law [Brooks and Corey,

1964]:

pc = pe(sw,e)
−1/λ = pe

(
sw − sw,r

1− sw,r − sn,r

)−1/λ

, (2.7)

where sw,e is the effective wetting phase saturation [-], λ is a model parameter [-], and

sw,r and sn,r are residual wetting and non-wetting phase saturations [-], respectively. A

residual saturation is a volume fraction of a phase that cannot be removed by further

displacement. When a wetting phase is displaced by a non-wetting phase it retreats, as

mentioned above, to smaller pores. There it can be trapped by the non-wetting phase.

When a non-wetting phase is displaced by a wetting phase it retreats to larger pores.

There it can be trapped surrounded by the wetting phase in the center of the larger

pores. The model parameter λ captures the structure of the porous medium, i.e., the

uniformity of pore size, and needs to be determined by fitting to experimental data. In

the Brooks-Corey law, the capillary pressure does not reach zero for full wetting-phase

saturation but instead reaches the entry pressure pe [M/(L T2)]. The entry pressure

can be viewed as the pressure that is required to displace the wetting phase from the

largest occuring pore.

2.1.4 Intrinsic permeability and relative permeability

The intrinsic permeability k [L2] is a measure of the inverse resistance that is encoun-

tered by fluids flowing through a porous medium. The intrinsic permeability depends

only on the structure of the solid matrix and, in the general case of an anisotropic

porous medium, is a symmetric and positive definite tensor.

If more than one phase fills the spore space, the presence of the other phases acts like an

obstruction that increases flow resistance. If, for example, the saturation of the wetting

phase decreases, it retreats to smaller pores. The cross-sectional area for flow is hereby

decreased. In addition, the wetting phase is forced to flow through smaller pores and
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around bigger pores. The resulting increase in tortuosity lengthens the flow path of

the wetting phase. The relative permeability kr,α [-] accounts for this mutual influence,

depending on the phase saturation. Relative permeability-saturation relationships are

given by empirical laws, e.g., by the Brooks-Corey law [Brooks and Corey, 1964]:

kr,w = s(2/λ+3)
w,e , kr,n = (1− sw,e)2

(
1− s(2/λ+1)

w,e

)
. (2.8)

2.2 Darcy’s law and balance equations

With the averaged quantities introduced in section 2.1, balance equations to describe

isothermal fluid flow in porous media can be formulated. First, a momentum balance

(Darcy’s law) is presented, followed by a mass and volume balance for immiscible two-

phase flow, and a mass balance for compositional two-phase flow. Formulations for the

governing equations taking the form of implicit pressure and explicit saturation/trans-

port equation are given for both immiscible and miscible two-phase flow.

2.2.1 Darcy’s law for multiphase flow

The average velocity of a single fluid in an REV is commonly described by Darcy’s law

[Darcy, 1856]. The equation is based on experiments of the flow of water through a

sand column. It states that the average fluid velocity u [L/T] over a given cross-section

is proportional to the gradient of the piezometric head h = p
%g

+ z [L], where % is the

fluid density [M/L3], and g is the gravitational acceleration [L/T2] acting in direction

z [L]. Darcy’s law can be written as:

u = − 1

µ
k (∇p+ %g∇z) , (2.9)

where µ ist the dynamic fluid viscosity [M/(L T)]. The equation can be generalized for

multiphase flow [Bear, 1972, Helmig, 1997] for each phase α:

uα = −kλα (∇pα + %αg∇z) , (2.10)
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where uα is the Darcy velocity of a phase α [L/T], λα = kr,α
µα

is the mobility of a phase

α [(L T)/M], and %α is the density of a phase α [M/L3].

2.2.2 Immiscible two-phase flow

The specific mass per volume of a phase α inside an REV can be calculated as φsα%α.

If solubility processes of one fluid into another are neglected, the mass of a phase in an

REV changes only due to transport of mass over the boundary of the REV or due to

sources or sinks inside the REV. Transport of a phase can be expressed by the specific

mass flux per area %αuα, with the Darcy velocity uα, and sources or sinks by the specific

mass flux per volume %αqα, with the source/sink term qα [1/T]. The mass balance for

an immiscible phase α inside a porous medium can then be described by the following

equation:
∂φsα%α
∂t

+∇ · (%αuα) = %αqα, α = w, n, (2.11)

where t is the time [T]. In a two-phase system the phase α can either be a wetting phase

w or a non-wetting phase n, resulting in two mass balance equations that need to be

solved. Considering a rigid solid phase and incompressible fluids, the mass balance

equation can be simplified to:

φ
∂sα
∂t

+∇ · uα = qα, α = w, n. (2.12)

The multiphase Darcy’s law (2.10) can be inserted for the phase velocities uα. The four

unknowns are the phase saturations sα as well as the pressures pα. To close the system

of equations, two additional equations are needed. The saturations are related to each

other by the assumption that the entire pore space is filled by fluids, sw + sn = 1. The

pressures are related to each other by the capillary pressure pc(sw) = pn− pw, which is

a function of phase saturation.

An alternative formulation for immiscible two-phase flow aims at splitting the govern-

ing equations into an implicit pressure equation and an explicit saturation equation.

These weakly coupled IMPES (implicit-pressure, explicit-saturation) equations allow

for a sequential solution algorithm: the pressure equation is solved first and the satu-

ration equation is solved subsequently. In order to obtain the IMPES formulation for

compressible two-phase flow, the mass balance equations (2.11), divided by the phase
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density %α, are added up, resulting in the pressure equation:

∂φ

∂t
+
∑
α

1

%α

(
φsα

∂%α
∂t

+∇%α · uα
)

+∇ · utot =
∑
α

qα, α = w, n, (2.13)

with the total Darcy velocity utot = ub + ug [L/T]. This formulation eliminates the

temporal derivative of saturation by making use of the closure equation sw + sn = 1.

The temporal derivatives of porosity and density, respectively, can be related to the

temporal derivative of pressure by:

∂φ

∂t
=

∂φ

∂pα

∂pα
∂t

= cφ
∂pα
∂t

, (2.14)

1

%α

∂%α
∂t

=
1

%α

∂%α
∂pα

∂pα
∂t

= cα
∂pα
∂t

, (2.15)

with the compressibility factors cφ [(L T2)/M] and cα [(L T2)/M] of the solid matrix

and phases, respectively, which are determined empirically and often assumed to be

constants. Furthermore, equation (2.13) may be simplified assuming slight compress-

ibility and consequently neglecting the spatial derivative of density. In the case of a

rigid solid matrix and incompressible fluids, the pressure equation simplifies to:

∇ · utot =
∑
α

qα, α = w, n. (2.16)

Using the closure equation pc(sw) = pn − pw, one of the phase pressures can be elim-

inated, resulting in implicit equations for one phase pressure with weak coupling to

saturation. The explicit saturation equation is chosen as one of the mass balance equa-

tions, either for compressible two-phase flow (2.11), or incompressible two-phase flow

(2.12). In the sequential solution algorithm, the values for secondary variables like sat-

uration and, in the compressible case, density, are taken from the previous time step.

Iterations within one time step may be necessary if the coupling of the equations is too

strong.

2.2.3 Compositional two-phase flow

The specific mass per volume of a component κ inside an REV is calculated as
∑

α φsα%αX
κ
α,

with the mass fraction Xκ
α [-], which denotes the ratio of mass of component κ in phase
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α to total mass of phase α. The mass of a component in an REV changes again due

to transport of mass over the boundary of the REV, and due to sources or sinks inside

the REV. Transport of a component splits into an advective part, the specific mass

flux per area
∑

αX
κ
α%αuα, and a diffusive part, the specific mass flux per area

∑
α J

κ
α

[M/(L2 T)]. Sources or sinks can be expressed by the specific mass flux per volume qκ

[M/(L3 T)] for each component κ. The mass balance equation for each component κ is

then given as:

∑
α

∂ (φsα%αX
κ
α)

∂t
+∇ ·

(∑
α

Xκ
α%αuα + Jκ

α

)
= qκ, α = w, n. (2.17)

The multiphase Darcy’s law (2.10) can be inserted for the phase velocities uα here as

well, and the same closure equations as for immiscible phases apply.

The governing equations for compositional two-phase flow can be formulated in terms

of an implicit pressure and an explicit transport (IMPET) equation, as well. To this

end, a pressure equation balancing the fluid volume instead of mass was first proposed

by Acs et al. [1985]. Similar pressure equations can be found in Watts [1986] and Coats

[2000]. The derivation in this thesis follows Van Odyck et al. [2009], starting with the

total specific volume of all fluid phases v̂ [-], which equals the porosity φ:

v̂ = φ. (2.18)

A Taylor series expansion on the left hand side and neglecting higher order terms leads

to:
∂v̂

∂t
=
φ− v̂

∆t
. (2.19)

The right hand side of this equation is called the residual and introduced because it

leads to higher stability in the sequential scheme where changes in fluid density due

to partial miscibility and compressibility are not implicitly incorporated. The total

specific volume of fluid phases is a function of pressure (can be expressed as any of the

phase pressures pα) and the total concentration of the components cκ [M/L3]:

∂v̂

∂t
=
∂v̂

∂p

∂p

∂t
+
∑
κ

∂v̂

∂cκ
∂cκ

∂t
. (2.20)

The component transport can be calculated according to equation (2.17), rewritten in
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terms of the total concentration cκ:

∂cκ

∂t
= −∇ ·

(∑
α

Xκ
α%αuα + Jκ

α

)
+ qκ, α = w, n. (2.21)

Inserting equation (2.20) and (2.21) into (2.19) leads to the final pressure equation:

∂v̂

∂p

∂p

∂t
−
∑
κ

∂v̂

∂cκ
∇ ·

(∑
α

Xκ
α%αuα + Jκ

α

)
+
∑
κ

∂v̂

∂cκ
qκ =

φ− v̂
∆t

, α = w, n. (2.22)

This equation balances volume changes due to compositional changes with changes in

the pressure field. The extension of Darcy’s law for multiphase flow (2.10) is taken to

compute uα. One of the two pressures can be eliminated from the equation using the

capillary pressure pc = pn − pw to close the system of equations.
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A group of simplified models solves vertically integrated equations under the assump-

tion of vertical equilibrium. These VE models are computationally efficient and have

proven to be well suited for modeling fluid migration in the subsurface. However, they

rely on the assumption of instant gravity segregation of the two fluid phases which may

not be valid especially for systems that have very slow drainage at low brine phase sat-

urations. In these cases, the time scale for the brine phase to reach vertical equilibrium

can be several orders of magnitude larger than the time scale of interest, rendering

conventional VE models unsuitable. Here, we present a pseudo-VE model that relaxes

the assumption of instant segregation of the two fluid phases by applying a pseudo-

residual saturation inside the plume of the injected fluid that declines over time due

to slow vertical drainage. This pseudo-VE model is cast in a multiscale framework for

vertically integrated models with the vertical drainage solved as a fine-scale problem.

Two types of fine-scale models are developed for the vertical drainage, which lead to

two pseudo-VE models. We show that the pseudo-VE models have much wider appli-

cability than the conventional VE model while maintaining the computational benefit

of the conventional VE model.

This chapter is based in large parts on the work published in Becker et al. [2017] and

structured as follows: Section 3.1 first gives a review of conventional VE models and the

VE assumption. Then, section 3.2 introduces the pseudo-vertical equilibrium concept

and the multiscale framework for VE models, followed by section 3.3, which presents the

pseudo-VE model. Finally, section 3.4 shows comparisons of the two pseudo-VE models,

the conventional VE model, and the full multidimensional model, to demonstrate the

applicabilities of the new pseudo-VE models.

1Large parts of this chapter are taken and partly modified from Becker et al. [2017]
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3.1 VE models

Analytical solutions to gravity-segregated flow have been developed assuming lateral

symmetry for unconfined aquifers [Huppert and Woods, 1995, Lyle et al., 2005, Golding

et al., 2011] and for confined aquifers [Nordbotten and Celia, 2006a, Hesse et al., 2007,

Dentz and Tartakovsky, 2009, Juanes et al., 2010, Pegler et al., 2014, Zheng et al., 2015,

Guo et al., 2016b] with later works primarily focused on CO2 sequestration. VE mod-

els have to be solved numerically if capillary pressure or heterogeneities are included.

These numerical VE models rely on integrated equations with numerically upscaled

parameters depending on the phase distribution in the vertical extent [Nordbotten and

Celia, 2011].

VE models have been applied to field-scale applications [Person et al., 2010, Nilsen

et al., 2011, Gasda et al., 2012, Bandilla et al., 2012, 2014, Bandilla and Celia, 2017]

and benchmark exercises [Class et al., 2009, Nordbotten et al., 2012]. For certain injec-

tion conditions, VE models have been found to be even more accurate than conventional

3D simulations [Ligaarden and Nilsen, 2010]. The applicability of the VE models are

discussed in Court et al. [2012] and Nordbotten and Celia [2011] with regard to tempo-

ral and spatial scales. For the VE assumption to hold, the brine and gas phase need to

segregate until a hydrostatic pressure profile in the vertical direction is reached. The

time scale for segregation of the two fluid phases in the vertical direction needs to be

short relative to the time scale of interest, and varies depending on geological param-

eters and the properties of the fluid. The permeability in the vertical direction plays

an especially important role, with larger permeabilities leading to shorter segregation

times.

For some cases, the time until the VE assumption is valid can be much longer than the

time scales of interest, even if the permeability in the vertical direction is large. For

nonlinear relative permeability functions, like the commonly used Brooks-Corey power

law, the relative permeability of the brine phase approaches zero during the drainage

process, leading to a slow-down of the drainage with time. Such slow drainage may be

captured by solving a sub-scale problem in the vertical direction in a vertically inte-

grated framework introduced by Nordbotten and Celia [2011]. In this framework, the

vertically integrated equations correspond to the coarse scale while the underlying satu-

ration profile in the vertical direction is the fine scale, as illustrated in figure 3.1. In the
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Figure 3.1: Coarse scale saturation and fine scale saturation in the vertically integrated frame-
work. Parameters like, e.g., pressure, relative permeability, permeability and
porosity can be treated analogously. Integrated parameters, denoted by uppercase
letters, exist on the coarse scale, and are the basis on which fine-scale parameters,
denoted by lowercase letters and varying with depth, are reconstructed. htot [L]
refers to the region where the gas phase is present on the fine scale.

case of conventional VE models, the fine-scale solution is solved analytically using the

VE assumption. Guo et al. [2014] extended this multiscale framework and developed a

vertically integrated model that does not rely on the VE assumption. This is done by

solving one-dimensional vertical flow dynamics as fine-scale problems for each of the

coarse-scale numerical grid cells at every time step. However, the dynamic computa-

tions in the vertical direction come with a slightly higher computational demand than

conventional VE models. If capillary forces and gravity effects in the horizontal velocity

are neglected, this model is equivalent to the asymptotic approach presented by Yortsos

[1995], which results in a single nonlocal equation for the saturation ([Armiti-Juber and

Rohde, 2019]).

In the following, section 3.1.1 presents the governing equations of a conventional immis-

cible VE model, while section 3.1.2 explains the reconstruction of the fine-scale solution

for this model.

3.1.1 Governing equations of immiscible VE model

The VE assumption postulates that the two fluid phases have segregated due to buoy-

ancy (i.e., no more vertical flow), and that the phase pressures have reached gravity-

capillary equilibrium in the vertical direction. With the VE assumption, the form of
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the pressure distribution is known, a priori, in the vertical direction. This can be used

to simplify the governing equations of fluid flow and leads naturally to vertical inte-

gration of the governing equations with associated reduction of dimensionality. The

details along the vertical direction can be reconstructed from the imposed equilibrium

pressure distribution.

In the following we assume that the wetting phase is liquid (e.g., brine) and the non-

wetting phase is gaseous, and we use the subscripts α = b, g throughout the rest of

the thesis to indicate the wetting brine phase and non-wetting gas phase. Since the

gas phase is less dense than the brine phase, the gas phase consequently forms a plume

below a no-flow upper boundary. Furthermore, in this chapter we assume that the

fluids are immiscible and incompressible. For simplicity of presentation, we assume

an aquifer with impermeable top and bottom. The mass balance equation (2.12) is

integrated over the vertical direction from the bottom of the aquifer, zB [L], to the top

of the aquifer, zT [L], to derive the coarse-scale equations for the VE model:∫ zT

zB

φ
∂sα
∂t

dz +

∫ zT

zB

∇ · uαdz =

∫ zT

zB

qαdz, α = b, g. (3.1)

We note that z is aligned with the direction of gravitational acceleration. We introduce

the depth-integrated parameters:

Φ =

∫ zT

zB

φdz, (3.2)

Sα =
1

Φ

∫ zT

zB

φsαdz, (3.3)

Uα =

∫ zT

zB

uα,//dz, (3.4)

Qα =

∫ zT

zB

qαdz, (3.5)

with the subscript ’//’ denoting the xy-plane. This results in the depth-integrated

equations:

Φ
∂Sα
∂t

+∇// ·Uα = Qα, α = b, g. (3.6)

The depth-integrated Darcy velocity is found by vertically integrating Darcy’s law over
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the height of the aquifer as:

Uα = −KΛα (∇//Pα + %αg∇//zB) , α = b, g, (3.7)

with the depth-integrated permeability and depth-averaged mobility:

K =

∫ zT

zB

k//dz, (3.8)

Λα = K−1

∫ zT

zB

k//λαdz, α = b, g. (3.9)

The coarse-scale pressure Pα of phase α in the vertically integrated Darcy’s law is

defined as the phase pressure at the bottom of the aquifer.

Two closure equations are required again to solve for the four unknown primary vari-

ables Pα and Sα: Sb + Sg = 1 and the coarse-scale pseudo capillary pressure Pc(Sb) =

Pg −Pb that relates the coarse-scale pressure difference at the bottom of the aquifer to

the coarse-scale saturation. The coarse-scale gas phase pressure at the bottom of the

aquifer Pg is constructed from the linear extension of the pressure distribution for the

gas phase inside the plume to regions below that.

3.1.2 Reconstruction

We solve the coarse-scale equations (3.6) with the depth-integrated Darcy velocity (3.7)

inserted. After the coarse-scale problem is solved, the fine-scale solution in the vertical

direction can be reconstructed based on the coarse-scale quantities Pα and Sα (see figure

3.2). The fine-scale pressure is reconstructed based on the above stated assumption of

a hydrostatic pressure profile. Given the two fine-scale phase pressures at every point

in the vertical direction, the fine-scale capillary pressure function pc(sb) can be inverted

to give the fine-scale saturation profile. The saturation profile determined this way

still contains one unknown, the vertical location of the gas-phase plume zp [L], which

can be determined by balancing the volume of the phases in the VE cell. The fine-

scale saturation profile is used to calculate the fine-scale relative permeability. By

integrating the fine-scale relative permeability using equation (3.9), the coarse-scale

relative permeability can be updated.
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Figure 3.2: Reconstruction of the fine-scale solution in the vertical direction (top right) based
on the computed coarse-scale solution (top left). The assumption of vertical equi-
librium leads to hydrostatic pressure profiles for brine and gas phase (bottom left),
which can be constructed based on the coarse-scale brine phase pressure Pb and
coarse-scale pseudo capillary pressure Pc at the bottom of the aquifer. The brine
phase saturation profile in the vertical direction (bottom right) results from the
inverse of the fine-scale capillary pressure function. Adapted from Becker et al.
[2017] with permission from John Wiley & Sons, copyright 2017.

In the following, the equations for the reconstructed pressure and saturation profiles

are given for a VE model neglecting capillary pressure on the fine scale (sharp interface

model), and a VE model with a capillary transition zone. For simplification we assume

that the porosity is constant in the VE cell and we choose the brine phase pressure Pb

as our primary pressure variable. Further, in this chapter we omit the case in which the

plume has an area with residual gas phase below the plume, e.g., due to extraction. If

an area with residual gas phase below the plume is present, additionally the minimum

vertical location of the gas-phase plume zmin
p [L], known from the previous time step,

is used in the reconstruction. A detailed description of the reconstruction procedure

with residual gas phase below the plume can be found in section 5.2.7.

Reconstruction for sharp interface model

Pressure reconstruction: Since there is no capillary pressure on the fine scale of the

sharp interface VE model, both phase pressures are equal along the vertical direction.
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This leads to the following phase pressure distribution along the vertical direction:

pb(z) = pg(z) =

Pb − %bg(zp − zB)− %gg(z − zp), zp < z ≤ zT ,

Pb − %bg(z − zB), zB ≤ z ≤ zp.
(3.10)

Saturation reconstruction: The brine phase saturation along the vertical direction

is straightforward:

sb(z) =

sb,r, zp < z ≤ zT ,

1, zB ≤ z ≤ zp.
(3.11)

The calculation of zp is based on a balance of the total volume of phases within the

cell. Without a region of immobile gas phase below the mobile plume, zp is:

zp = zB +H
Sb − sb,r
1− sb,r

, (3.12)

with the vertical height of the cell H = zT − zB [L].

Reconstruction for capillary transition model

Pressure reconstruction: Due to taking capillary pressure into account on the fine

scale of the capillary transition VE model, the phase pressures differ according to the

capillary pressure depending on saturation. The entry pressure, pe, is the (constant)

difference between the phase pressures at sb ≥ 1.0 − sg,r. The phase pressures along

the vertical direction follow as:

pb(z) = Pb − %bg(z − zB), (3.13)

pg(z) =

Pb − %bg(zp − zB) + pe − %gg(z − zp), zp < z ≤ zT ,

Pb − %bg(z − zB) + pe, zB ≤ z ≤ zp.
(3.14)
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The capillary pressure along the vertical direction can be calculated by subtracting the

brine phase pressure from the gas phase pressure:

pc(z) = pg(z)− pb(z) =

pe + (%b − %g)g(z − zp), zp < z ≤ zT ,

pe, zB ≤ z ≤ zp.
(3.15)

The capillary pressure is a function of saturation, e.g., the Brooks-Corey relationship

(2.7). Using the Brooks-Corey relationship, the saturation can be reconstructed as

follows:

Saturation reconstruction, case 1 (zp > zB): Reconstruction of the brine phase

saturation below the plume is straightforward:

sb(z) = 1, zB ≤ z ≤ zp. (3.16)

For the region of the plume, equation (3.15) is set equal to the Brooks-Corey relationship

(2.7), and rearranged for sb. This leads to an expression for the brine phase saturation

inside the plume, depending on the location of the gas-phase plume zp:

sb(z) = (pe + (%b − %g)g(z − zp))−λ pλe (1− sb,r − sg,r) + sb,r, zp < z ≤ zT . (3.17)

To calculate the unknown zp, we balance the overall volume of brine phase with the

integral of the brine phase saturation over the vertical direction:∫ zT

zp

sb(z)dz + zp − zB = SbH

=
1

1− λ
(pe + (%b − %g)g(zT − zp))1−λ (1− sb,r − sg,r)pλe

(%b − %g)g

+sb,r(zT − zp)−
pe(1− sb,r − sg,r)
(1− λ)(%b − %g)g

+ zp − zB.

(3.18)

This equation cannot be easily rearranged to determine zp, which is why a numerical

method, e.g. Newton-Raphson, must be used to solve for it.

Saturation reconstruction, case 2 (zp ≤ zB): In this case, the entire vertical height

of the VE cell is filled by the plume region. The distribution is the same as for case 1a:
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sb(z) = (pe + (%b − %g)g(z − zp))−λ pλe (1− sb,r − sg,r) + sb,r, zB ≤ z ≤ zT . (3.19)

To calculate the unknown zp, we use again a volume balance of the brine phase:∫ zT

zB

sb(z)dz = SbH

=
1

1− λ
(pe + (%b − %g)g(zT − zp))1−λ (1− sb,r − sg,r)pλe

(%b − %g)g

+sb,rH −
1

1− λ
(pe + (%b − %g)g(zB − zp))1−λ (1− sb,r − sg,r)pλe

(%b − %g)g
.

(3.20)

Again, this equation must be solved for zp numerically.

3.2 Pseudo-vertical equilibrium and multiscale

framework

The time scale associated with gravity segregation of the two fluid phases generally

depends on physical parameters such as the permeability in the vertical direction, the

density difference of the fluids and the height of the confined aquifer [Nordbotten and

Dahle, 2011, Hunt et al., 2013, Ewing et al., 2015]. The shape of the relative permeabil-

ity function can also play a significant role. Commonly used are power functions like

the Brooks-Corey law (2.8). As the displaced fluid (oftentimes the brine phase) drains

out from the plume of injected fluid due to gravity, the saturation of the brine phase in

the plume of the injected fluid decreases. For nonlinear relative permeability-saturation

relationships like the Brooks-Corey law, relative permeability is very low for small to

medium brine phase saturations and high only for larger saturations (see figure 3.3 for

examples of relative permeability-saturation relationships with different parameters).

At the same time the driving force (density difference) stays the same. With that, a

relative permeability and thus a mobility close to zero means that the flux of the brine

phase draining out of the plume decays rapidly as the brine phase saturation decreases

toward its residual value. Because of this large power-law nonlinearity of the relative
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permeability, the segregation time can be very long, with the saturation of the brine

phase not reaching its residual saturation even after hundreds to thousands of years,

even if the permeability in the vertical direction is large. In those cases, the gas-phase

plume appears to be in equilibrium, in the sense that the brine phase saturation inside

the plume stays almost constant over a long period of time although it is still above

the ultimate residual saturation and the gas phase is very close to vertical equilibrium.

We refer to this type of fluid distribution as pseudo-equilibrium.
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Figure 3.3: Relative permeability as a function of brine phase saturation, for the brine
phase (linear and logarithmic scale) and gas phase. Shown is the Brooks-Corey
law with λ = 2 and a power function with exponent 2 and 5 of the form
kr,b = sexp

b,e , kr,g = (1 − sb,e)exp. See Court et al. [2012] for ranges of param-
eters in relative permeability functions. Reprinted from Becker et al. [2017] with
permission from John Wiley & Sons, copyright 2017.

Conventional VE models do not reflect the slow-down of drainage and assume instant

gravity segregation of both phases from the beginning of the simulation. This can lead

to inaccurate results, especially for relative permeability functions with large exponents.

Figure 3.4 shows the gas phase distribution after 4.5 years of gas injection for a case

with a relative permeability function with a large exponent (case 1 in table 3.1). It

shows clearly that the full multidimensional reference solution is not reproduced by the

conventional VE model even though it appears that gravity segregation has occured and

the fluids are close to vertical equilibrium. The full multidimensional reference solution

shows a brine phase saturation inside the gas plume that is larger than the ultimate

residual saturation, indicating that full segregation has not taken place yet. This brine

phase saturation inside the plume acts like a residual saturation because the relative

permeability is almost zero at this value, which is why we refer to it as pseudo-residual

saturation. The conventional VE model asssumes instant gravity segregation of the

two fluid phases, which leads to different saturation profiles in the vertical direction
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Figure 3.4: Gas injection into a brine-filled confined aquifer with a relative permeability func-
tion with large exponent (exponent 5). Shown is the gas plume after 4.5 years for
the full multidimensional model (left) and for the conventional VE model (right).
Parameters for the simulation are taken from case 1 in table 3.1. Reprinted from
Becker et al. [2017] with permission from John Wiley & Sons, copyright 2017.

for the conventional VE model and the full multidimensional model. In the case of

nonlinear relative permeability functions, the fine-scale saturation profiles and thus the

distribution of the relative permeability in the vertical direction has a direct influence

on the conventional VE model. As a result, incorrect representation of the saturation

profiles in the vertical direction leads to incorrect prediction of the plume development.

To extend VE models to capture slow gravity drainage due to relative permeability

functions with large exponents, we take the multiscale framework from Nordbotten and

Celia [2011], extended by Guo et al. [2014], and develop a so-called pseudo-VE model.

The pseudo-VE model involves a coarse scale which is identical to the coarse scale of

conventional VE models and a fine scale where simple gravity drainage is considered.

In the reconstruction step we apply a uniform pseudo-residual brine phase saturation

inside the plume which is larger than the ultimate residual saturation of the brine

phase. This way, the pseudo-VE model accounts for the pseudo-segregated state of the

two fluid phases that can be observed for cases with relative permeability functions

with large exponents. A larger residual brine phase saturation was used by Swickrath

et al. [2016] as well, leading to improved results compared to full multidimensional

models. However, their residual brine phase saturation is constant in both space and

time and has to be fitted by running a full multidimensional model. In our model the

pseudo-residual saturation is an analytical function derived using physical arguments,
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and it is dynamically updated during the simulation at every time step after solving

the coarse-scale VE model. This leads to much broader applicability.

We point out that, in terms of complexity, the pseudo VE model is an intermediate

model in between the conventional VE model and the dynamic reconstruction model

from Guo et al. [2014]. Compared to conventional VE models, the additional computa-

tion in the pseudo-VE model is a simple algebraic calculation and therefore we expect

the pseudo-VE model to be computationally as fast as conventional VE models.

3.3 Pseudo-VE model

We take the multiscale framework and extend the VE model to capture slow grav-

ity drainage due to relative permeability functions with large exponents. We develop

a pseudo-VE model that assumes that due to the slow drainage a vertically uniform

pseudo-residual saturation exists within the plume that is larger than the ultimate

(long-time) residual saturation and decreases with time. The model solves vertically in-

tegrated equations on the coarse scale, and analytically solves the slow gravity drainage

as a fine-scale problem, thereby reducing the pseudo-residual saturation dynamically

in each time step. The two scales are coupled sequentially. We present two versions of

the pseudo-VE model, where the first version assumes a single pseudo-residual satura-

tion inside the entire plume, and the second version assumes varying pseudo-residual

saturations along the horizontal direction of the plume. We refer to these models as

pseudo-VE models in the sense that we assume they are in vertical equilibrium at every

time step with a pseudo-residual saturation that is determined explicitly and continu-

ously updated. The pseudo-VE models have a much broader applicability compared to

the conventional VE models and fully maintain the low computational cost.

In the following, section 3.3.1 presents the solution algorithm of the pseudo-VE model,

section 3.3.2 explains the general update of the pseudo-residual saturation by formu-

lating vertical fluxes within a VE cell, which represent the slow drainage process, and

section 3.3.3 finally introduces the two versions of pseudo-VE models.
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3.3.1 Algorithm

By casting the pseudo-VE model into the multiscale framework we can identify two

scales that are solved sequentially. On the coarse scale, the vertically integrated equa-

tions of the VE model (3.6) with the depth-integrated Darcy velocity (3.7) inserted

are solved using an IMPES (implicit-pressure, explicit-saturation, see section 2.2.2)

formulation and a cell-centered finite-volume method for discretization in space. The

time stepping criterion for the explicit calculation of saturation is based on a Courant-

Friedrichs-Lewis (CFL) condition [Courant et al., 1928]. The fine scale is a simple

model to capture the slow gravity drainage that updates the residual saturation. It is

this simple model that forms the basis of the pseudo-VE approach.

The algorithm of the pseudo-VE model is summarized in figure 3.5. As a first step in

the algorithm, an IMPES calculation on the coarse scale is performed. This results in

the primary variables on the coarse scale, Pα and Sα, computed at the new discrete time

level. Then the fine scale with the drainage process in the vertical direction is taken

into account and the pseudo-residual saturation inside the plume is updated. This

step is followed by the reconstruction of the fine-scale variables, where the updated

pseudo-residual saturation inside the plume as well as the primary variables are used

to reconstruct the solution in the vertical direction. Based on the saturation profile in

the vertical direction, the integrated coarse-scale relative permeability and coarse-scale

capillary pressure are determined. These coarse-scale quantities are then applied for

the next IMPES time step on the coarse scale. Following this algorithm, the pseudo-

VE model preserves the low computational cost of the VE model since the explicit

calculations of the vertical drainage add very little additional computational effort. We

note that we can also solve the pseudo-VE model with a fully implicit time-stepping

scheme. Such fully implicit time-stepping will require more computational effort for

each time step due to the larger set of unknowns (e.g., vertical drainage state in addition

to the usual pressure and saturation variables).

We note that the pseudo-residual brine phase saturation is only used to modify the fine-

scale saturation profile. All constitutive relationships depending on saturation (e.g.

fine-scale relative permeability-saturation relationship) are not altered, and effective

saturations to evaluate those relationships are calculated based on the ultimate residual

saturation. Thus, the difference of the pseudo-VE model to the conventional VE model

solely lies in the reconstructed fine-scale saturation profile. This profile in turn directly
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Figure 3.5: IMPES algorithm for the pseudo-VE model solving incompressible isothermal mul-
tiphase flow. Adapted from Becker et al. [2017] with permission from John Wiley
& Sons, copyright 2017.

affects the value of the coarse-scale relative permeability and coarse-scale capillary

pressure, and thus the evolution of the entire plume.

3.3.2 Update of pseudo-residual saturation

The pseudo-residual brine phase saturation inside the plume is determined by comput-

ing the drainage flux of the brine phase out of the plume after each coarse-scale time

step. To illustrate the approach, we consider a closed vertical column with a plume

height hi [L] and a pseudo-residual saturation s∗b,r,i inside the plume. If capillary forces

are present, the time scale to reach vertical equilibrium is smaller since the brine phase

saturation does not need to reach low saturation values everywhere inside the plume.

For cases with non-zero fine-scale capillary pressure, we define the capillary transition

zone (CTZ) as the region of the plume where the brine phase saturation is significantly

above residual. Following Court et al. [2012] and Lake [1989], we define the thickness

of the transition zone as:

CTZ =
pc(s10%)− pe

(%b − %g)g
, (3.21)

with pc(s10%) [M/(L T2)] being the capillary pressure at a 10% threshold saturation

s10% = sb,r + 0.1(1.0 − sb,r), and the entry pressure pe [M/(L T2)] being the capillary

pressure at a saturation of sb = 1.0. In our simplified model for the pseudo-residual

saturation, we assume that within the CTZ the brine phase has reached vertical equi-

librium. In the following, the gas-phase plume height h in the case of capillary pressure
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always excludes the CTZ from the full plume height htot, which is defined as the region

with non-zero saturation of gas phase (see figure 3.1 for a reference to htot). Following

this, the gas-phase plume height h is:

h =

htot − CTZ for htot > CTZ,

0 for htot <= CTZ.
(3.22)

During a time step ∆t the brine phase drains out of the plume, which leads to a

decrease of the plume height hi and a decrease of the pseudo-residual saturation inside

the plume. Because of the nonlinear relative permeability functions, gravity drainage

in the vertical direction would typically lead to the formation of a shock followed by a

rarefaction wave. For simplicity, we assume a constant pseudo-residual saturation s∗b,r,i
inside the plume during ∆t.

The Darcy velocity of brine phase draining out of the plume can be approximated based

on the total Darcy velocity utot = ub+ug and fractional flow function fb = λb/(λb+λg)

[-] as:

ub = fbutot + λgfbk(g∇z(%g − %b) +∇pc). (3.23)

If a one-dimensional vertical column is considered that is closed at the top and the

bottom, the total Darcy velocity utot equals zero. This implies countercurrent flow

where the gas phase moves from the bottom to the top and the brine phase from the

top to the bottom. Thus, the Darcy velocity of the brine phase out of the plume is

given as:

ub,z = λgfbk

(
g(%b − %g) +

∂pc
∂z

)
. (3.24)

When capillary forces are neglected, we have the following approximation of the Darcy

velocity for the segregation process:

ub,z ≈ λgfbkg(%b − %g). (3.25)

With the assumption of a constant pseudo-residual saturation during ∆t, the gas phase

mobility λg and the fractional flow function fb are evaluated based on the pseudo-

residual saturation s∗b,r,i. The updated plume height hi+1 follows as:

hi+1 = hi −
ub,z∆t

φ(1− s∗b,r,i)
. (3.26)
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The mass balance for the brine phase inside the column is:

(H − hi)φ+ hiφs
∗
b,r,i = (H − hi+1)φ+ hi+1φs

∗
b,r,i+1. (3.27)

Finally, the updated pseudo-residual saturation s∗b,r,i+1 can be obtained by rearranging

(3.27) and inserting (3.26):

s∗b,r,i+1 =
hiφs

∗
b,r,i −

ub,z∆t

(1−s∗b,r,i)

hiφ− ub,z∆t

(1−s∗b,r,i)

. (3.28)

The brine phase saturation is assumed to be constant within the plume during vertical

drainage. This leads to faster drainage because the drainage velocity decreases with

saturation. The explicit calculation of the pseudo-residual saturation therefore requires

a time step restriction for the segregation process. The updated pseudo-residual satura-

tion s∗b,r,i+1 cannot be smaller than the ultimate residual saturation sb,r. Following this,

the time step is limited due to the explicit calculation of the pseudo-residual saturation

by:

∆t ≤
hiφ

(
s∗b,r,i − sb,r

) (
1− s∗b,r,i

)
ub,z (1− sb,r)

. (3.29)

It is expected that the time-step limitation due to the pseudo-residual saturation update

plays a role mostly during early times of the simulation. In the beginning of the

segregation process, the velocities in the vertical direction will be large and the time

stepping will be limited by (3.29). With time, the segregation process slows down as

the brine phase saturation inside the plume decreases. Accordingly, for later times the

CFL-criterion from the coarse-scale simulation (horizontal flow) will be more restrictive.

3.3.3 Global and local pseudo-VE model

The pseudo-residual brine phase saturation can either be determined for the entire

plume (referred to as global pseudo-VE model) or for each vertical column inside the

plume separately (referred to as local pseudo-VE model). For the global pseudo-VE

model, a total drainage flux out of the plume is computed, which leads to a single

value for the pseudo-residual saturation that is valid for the entire plume. For the local

pseudo-VE model, we calculate the drainage flux out of each vertical column in the

plume, leading to a separate pseudo-residual saturation for each column.
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In the global pseudo-VE model we consider an averaged plume during the drainage

calculation on the fine scale. The entire plume height is averaged over its horizontal

length, resulting in an averaged gas phase plume height h. For the case that capillary

pressure is included, the gas plume height h follows from averaging the plume height

above the CTZ for all vertical columns. As a result of averaging the plume, we observed

a slower decrease of the pseudo-residual saturation compared to the full multidimen-

sional model. Accordingly, we suggest to enhance the segregation process by applying a

correction to the global pseudo-VE model. This correction is based on the assumption

that the averaged height of the plume and the CTZ of the entire plume is constant

during the coarse-scale time step and only changes afterward due to segregation. If

the plume does not advance in one time step, this implies that gas phase entering the

plume at the injection well replaces the brine phase inside the plume instead of adding

to the averaged height of the plume. Such correction gives the best results based on

our observations.

In the following, we present the sequence of the fine-scale calculations for the global

pseudo-VE model as illustrated in figure 3.6 (a). During the coarse-scale time step the

averaged coarse-scale saturation inside the columns of the plume changes from Sb,i to

Sb,i+1. After the coarse-scale time step, the correction step leads to an update of the

pseudo-residual saturation, so that h
′
i+1 = hi:

s∗
′

b,r,i+1 = s∗b,r,i +
(Sb,i+1 − Sb,i)H

(H − hi)
. (3.30)

Following this, gravity drainage of the brine phase is computed based on (3.28), with

the adjusted gas plume height hi and the adjusted pseudo-residual saturation s∗
′

b,r,i+1.

This leads to the final pseudo-residual saturation:

s∗b,r,i+1 =
hiφs

∗′
b,r,i+1 −

ub,z∆t

(1−s∗′b,r,i+1)

hiφ− ub,z∆t

(1−s∗′b,r,i+1)

, (3.31)

with the flux of the brine phase draining out of the plume based on s∗b,r,i.

In the local pseudo-VE model, the pseudo-residual saturation is updated for each vertical

grid column, without averaging the gas plume height. Differences in the plume height

along the horizontal direction are thus directly included by considering each column

separately and the correction of the gas plume height due to effects of averaging are not
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necessary. The sequence of the calculation for the local pseudo-VE model is illustrated

in figure 3.6 (b). The drainage flux is calculated using equation (3.28), with the plume

height h
′
i+1 and a flux of the brine phase draining out of the plume that is based on s∗b,r,i

as before. This results in an update for the pseudo-residual saturation in each column:

s∗b,r,i+1 =
h
′
i+1φs

∗
b,r,i −

ub,z∆t

(1−s∗b,r,i)

h
′
i+1φ−

ub,z∆t

(1−s∗b,r,i)

. (3.32)

In contrast to the global pseudo-VE model, additional considerations need to be taken

into account for columns that have not been entered by the plume previously and thus

have an unknown initial pseudo-residual saturation. These columns get assigned an

initial pseudo-residual saturation that is equal to the average pseudo-residual saturation

over all columns inside the plume. We consider the average pseudo-residual saturation

in the plume a characteristic value for the system. Using it as the initial pseudo-residual

saturation for the leading edge gives best results in our simulations. This is also done

as a correction for a column when the time step restriction (3.29) is violated.

Figure 3.6: Sequence of calculation of the pseudo-residual brine phase saturation. (a) Global
pseudo-VE model, (b) local pseudo-VE model. Adapted from Becker et al. [2017]
with permission from John Wiley & Sons, copyright 2017.

3.4 Results and discussion

We show accuracy, robustness and efficiency for both pseudo-VE models by comparing

the solutions against a conventional VE model and a full multidimensional model. The

pseudo-VE models, the conventional VE model and the full multidimensional model
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are all implemented in DuMux [Flemisch et al., 2011, Koch et al., 2020], allowing for a

comparison of the different methods within the same software framework. The code to

produce the results presented here can be obtained from https://git.iws.uni-stuttgart.

de/dumux-pub/Becker2017a.git.

We design 15 base test cases (see table 3.1) of gas injection into an aquifer filled with

brine to analyze:

� dynamic migration of the gas front with the change of the inflow rate,

� anisotropy of the aquifer and influence on the segregation process,

� influence of capillarity and especially entry pressure,

� behavior for different viscosity and density ratios,

for different realistic aquifer parameters. We show the influence of the power-law

nonlinearity of the relative permeability function by applying three different relative

permeability-saturation relationships to every base test case. This leads to 45 different

cases in total. The three relative permeability functions that we use are power func-

tions with exponent 2 and 5 and a Brooks-Corey relationship with λ = 2, as shown in

figure 3.3. The Brooks-Corey relationship with the chosen parameter λ = 2 results in

a relative permeability function for the gas phase that is similar to the power law with

an exponent 2. For the brine phase this Brooks-Corey relationship results in a function

that is close to a case of exponent 5. We consider the Brooks-Corey relationship a

mixed case in terms of power-law nonlinearity of the relative permeability functions.

For simplicity, we solve the injection scenarios in two dimensions (horizontal and ver-

tical). However, this is not a necessity for the newly developed pseudo-VE algorithm.

In each test case we inject supercritical CO2 (supercritical CH4 in case 15) over the

entire depth of one side of a two-dimensional homogeneous domain whose pore space

is filled with brine. The other side is open for flow (Dirichlet boundary condition) and

sufficiently far away from the injection that no gas phase crosses the boundary. On

the open side we fix the brine phase saturation to sb = 1.0 and prescribe a hydrostatic

distribution of the brine phase pressure pb, starting with 1.0× 107 Pa at the top. The

top and bottom of the domain are closed. We assume a density of CO2 of 710 kg/m3

and a viscosity of CO2 of 4.25 × 10−5 Pa s. For case 15 we assume a density of CH4

of 59.2 kg/m3 and a viscosity of CH4 of 1.202 × 10−5 Pa s. The density of the brine

https://git.iws.uni-stuttgart.de/dumux-pub/Becker2017a.git
https://git.iws.uni-stuttgart.de/dumux-pub/Becker2017a.git
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Table 3.1: Parameter combinations considered in the simulations.

cases porosity permeability permeability B.C. λ entry inflow aquifer
[-] horizontal vertical for pc pressure rate height

[mD] [mD] [-] [Pa] [kg/(s m)] [m]
1 0.15 100 100 2 1× 104 7.1× 10−3 50
2 0.15 100 100 2 5× 104 7.1× 10−3 50
3 0.15 100 100 2 1.5× 104 7.1× 10−3 50
4 0.15 66.6 66.6 2 1× 104 7.1× 10−3 50
5 0.15 1000 1000 2 1× 104 7.1× 10−3 50
6 0.15 100 100 2 1× 104 2.37× 10−3 50
7 0.15 100 100 2 1× 104 8.9× 10−3 50
8 0.2 100 100 2 1× 104 7.1× 10−3 50
9 0.3 100 100 2 1× 104 7.1× 10−3 50
10 0.15 100 100 2 1× 104 7.1× 10−3 30
11 0.15 100 100 2 1× 104 7.1× 10−3 60
12 0.15 100 100 1.5 1× 104 7.1× 10−3 50
13 0.15 100 100 2.5 1× 104 7.1× 10−3 50
14 0.15 50 100 2.5 1× 104 7.1× 10−3 50
15 0.15 100 100 2.5 3× 104 7.5× 10−4 50

phase is assumed to be 991 kg/m3 and the viscosity of the brine phase 5.23 × 10−4 Pa

s. The residual saturations of both phases are assumed to be zero. The injection rates

are shown in table 3.1. For most test cases (cases 1-5 and 8-14), the injection rate

corresponds to an injection of 0.1 Mt CO2 per year through a 500 m horizontal well.

We increase this rate by 25 % and decrease it by 66 % for a variation in injection rate.

The injection rate of CH4 is adjusted according to the lower density of CH4 to yield

the same injected volume as for CO2.

We use a full multidimensional model as a reference to compare with our pseudo-VE

models. We performed a grid convergence test to ensure a converged solution on our

two-dimensional grid. Based on that, a resolution of the grid of 2 m in the horizontal di-

rection and 0.125 m in the vertical direction was chosen to generate the two-dimensional

reference solutions of all test cases in table 3.1 with the relative permeability-saturation

relationships from figure 3.3. Following that, all test cases were simulated with the three

VE models: the global pseudo-VE model, the local pseudo-VE model and the conven-

tional VE model. The same resolution in the horizontal direction was chosen as for the

reference solutions. For all our test cases, the two pseudo-VE models are similar to the

conventional VE model in terms of computational time, and three orders of magnitude
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faster than the reference model.

We note that the time step restriction due to vertical segregation as in equation (3.29)

has been in none of the cases for the global pseudo-VE model more restrictive than the

CFL-condition applied for the coarse-scale simulation. In the global pseudo-VE model

the columns with small plume heights are averaged out along with the saturation inside

the plume, leading to less restrictive time steps. A more restrictive time step due to

the explicit calculation of the pseudo-residual saturation has only been observed for the

local pseudo-VE model. The correction resulting from that has been rarely necessary

and has occured only for the columns near the leading edge of the plume when the

plume height was very small there (≈ 100 times smaller than the average height of

the entire plume). However, small oscillations that can be observed in the saturation

inside the plume of the local pseudo-VE model are attributed to the correction and

initialization of columns at the leading edge of the plume. This can lead to slightly

different plume heights and initial pseudo-residual saturations inside the columns at

the leading edge of the plume at the start of segregation.

The presentation and analysis of the results is structured in three parts: 3.4.1 is con-

cerned with the plume extent at later times, 3.4.2 investigates the plume extent at

earlier times and in 3.4.3 we analyze the gas phase distribution in the domain for

exemplary test cases.

3.4.1 Comparison of horizontal plume extent at t = 10tseg

We take the horizontal plume extent as an indicator for accuracy. The horizontal plume

extent refers to the horizontal distance from the injection point to the leading edge of

the plume. The leading edge is defined as the location closest to the injection where

the reconstructed gas phase saturation is smaller than 1.0 × 10−6. The comparison is

done after a simulated time of 10tseg, with the segregation time tseg [T] calculated after

Nordbotten and Dahle [2011]. The segregation time can be used to estimate the time

after which VE models are applicable and can be written as:

tseg =
Hφ(1− sb,r)µb
kr,bkzg(%b − %g)

, (3.33)
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where kz represents the vertical permeability [L2]. Practically, we choose the charac-

teristic value for the relative permeability of the brine phase to be 1, which leads to a

smallest possible segregation time.

The horizontal plume extent for all VE models is plotted against the full multidimen-

sional reference solutions in figure 3.7. Both pseudo-VE models lead to a very good
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Figure 3.7: Horizontal plume extent for global pseudo-VE model, local pseudo-VE model and
conventional VE model over horizontal plume extent for full multidimensional ref-
erence. A perfect match to the reference solution is the purple line, dots above
this line indicate overestimation of the horizontal plume extent, dots below this
line indicate underestimation of the horizontal plume extent. The colors indicate
the relative permeability-saturation relationship; Blue: Brooks-Corey law with
λ = 2 (mixed case), red: power function with exponent 2 (low nonlinearity), yel-
low: power function with exponent 5 (high nonlinearity). Reprinted from Becker
et al. [2017] with permission from John Wiley & Sons, copyright 2017.

estimation of the horizontal plume extent. They compare well with the full multidi-

mensional model for all cases, independent of the power-law nonlinearity of the relative

permeability functions. Relative permeability functions with large exponents as well as

the Brooks-Corey relationship with a parameter λ = 2 can be handled.
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As expected, due to the nonlinear relative permeability functions used, the results

show an overestimation of the horizontal plume extent for the conventional VE model

for almost all test cases, in particular for the relative permeability cases with large

exponents. This is because the conventional VE model does not reflect the slow gravity

drainage since it assumes gravity segregation of both phases from the start. Especially

in the case of relative permeability functions with large exponents, assuming gravity

segregation from the beginning of simulation results in a higher coarse-scale relative

permeability and consequently a much faster propagation of the front. The conventional

VE model appears to give good results for cases with a large permeability or a low

injection rate as well. This is mostly due to the fact that the horizontal plume extent

for these cases is smaller, leading to the dots in the figure to be closer to the reference

line than for the other cases. However, the relative error (difference in horizontal plume

extent in percentage of horizontal plume extent of the reference simulation) stays in

the same range as for all other cases.

For relative permeability functions with low exponents the results of the pseudo-VE

models recover the results of the conventional VE model, while all of them compare

well with the results from the full multidimensional model. In cases with relative per-

meability functions with low exponents the assumption of instant segregation can be

considered as more valid. Here, both phases segregate faster because relative permeabil-

ity does not reach very low values for medium brine phase saturations. This is reflected

in the pseudo-VE models by a faster segregation of the two phases, leading to similar

results as for the conventional VE model. Additionally, for linear relative permeability

functions, the coarse-scale relative permeability does not depend on the fine-scale satu-

ration profile at all. Thus, a relative permeability function with low exponent (close to

linear) results in less dependency of the coarse-scale relative permeability on a correct

reconstruction of the saturation profile in the vertical direction. Accordingly, for these

cases all VE models show generally satisfying agreement with the reference model.

The results indicate that including the segregation process in a simplified way (pseudo-

VE model) gives saturation profiles in the vertical direction that are closer to the

reference solution and results in a more correct coarse-scale relative permeability. Con-

sequently, both pseudo-VE models greatly improve the results compared to the con-

ventional VE model and thereby extend the applicability of VE models.

We also measure the difference between the three VE models and the reference solution
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using the L2-norm of the difference of the horizontal extent, see figure 3.8. The L2-

norm is calculated as the square root of the sum of squares of differences in horizontal

plume extent between the reference solutions and the three VE models. For the mixed

cases and the cases with relative permeability functions with large exponents, the L2-

norm for both pseudo-VE models is significantly lower than for the conventional VE

model. Only for the cases with low exponents the L2-norm is similar for all VE models.

The global pseudo-VE model always shows a slightly higher L2-norm than the local

pseudo-VE model, which is still significantly lower than for the conventional VE model.

lambda=2 exponent=2 exponent=5 all
0

200

400

600

800

1000

1200

1400

L
2

-n
o

rm
 [

m
]

Global pseudo-VE

Local pseudo-VE

Conventional VE

Figure 3.8: L2-norm for VE models for all test cases. The L2-norm is calculated as the square
root of the sum of squares of differences in horizontal plume extent between the
reference solution and the VE models. Reprinted from Becker et al. [2017] with
permission from John Wiley & Sons, copyright 2017.

3.4.2 Comparison of horizontal plume extent at t < 10tseg

We analyze the horizontal plume extent for times closer to the estimated segregation

time. This is done using case 1 and case 5 (large-permeability case with k = 1000 mD)

as examples, to show the influence of permeability. The relative permeability function

is given by a Brooks-Corey relationship with a parameter λ = 2 (mixed case) and a

power function with exponent 5 (highly nonlinear). The relative error is calculated as

the difference between the horizontal plume extent resulting from the VE models and

the reference solution, and given in percentage of the horizontal plume extent of the

reference solution. The relative error is plotted over time normalized by the segregation

time tseg in figure 3.9.

The global pseudo-VE model shows a less good agreement for early times. However, the
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Case 1, exponent = 5
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Case 5, lambda = 2
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Figure 3.9: Relative error over dimensionless simulation time for global pseudo-VE model,
local pseudo-VE model and conventional VE model. First row: case 1, second
row: case 5 (large-permeability case). First column: relative permeability function
with Brooks-Corey λ = 2, second column: relative permeability function with
exponent 5 (highly nonlinear). The relative error is calculated as the difference to
the horizontal plume extent of the reference solution and given as the percentage
of the horizontal plume extent of the reference solution. Reprinted from Becker
et al. [2017] with permission from John Wiley & Sons, copyright 2017.

results improve after approximately 5tseg for most cases, for both permeability functions.

This is attributed to the global pseudo-VE model being a very simple modification of

the conventional VE model. It gives stable results but it neglects variations of the

saturation inside the plume in the horizontal as well as vertical direction. During the

fine-scale calculations we assume that the plume height is approximately the same

everywhere to be able to calculate the drainage using an averaged plume height. This

assumption does not hold for earlier simulation times when the horizontal plume shape

has not developed yet. Consequently, this leads to the observed discrepancies between

the reference solution and the global pseudo-VE model in earlier times and to a slower

convergence toward the reference solution over time. The global pseudo-VE model

manages to capture the horizontal plume extent well for later times, except for cases

with large permeability and a relative permeability function with large exponent, where
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the horizontal plume extent is underestimated. This indicates that the correction of the

global pseudo-VE model does not reflect the local processes equally well for all cases.

However, the relative error in this case is in the range of the conventional VE model.

All results for the local pseudo-VE model show good agreement with the reference so-

lution over all times, even times close to the segregation time. This holds for both the

Brooks-Corey relative permeability function and the highly nonlinear relative perme-

ability function. The local pseudo-VE model accounts for vertical fluxes by the explicit

calculation of the pseudo-residual saturation in each single grid column. This way, the

local pseudo-VE model includes variations of the saturation inside the plume along the

horizontal direction. This is especially relevant for earlier times, during which the gas

plume exhibits large variations of the plume height along the horizontal direction, lead-

ing to different saturation values inside the plume. Consequently, the local pseudo-VE

model leads to a very good approximation of the horizontal plume extent, even for

relative permeability functions with large exponents and earlier times that are closer

to the segregation time.

The conventional VE model overestimates the horizontal plume extent in all cases,

especially for cases with relative permeability functions with large exponents. The

solution of the conventional VE model seems to approach the reference solution very

slowly in general. This is again because instant gravity segregation is assumed and

leads to incorrect saturation profiles in the vertical direction.

3.4.3 Comparison of gas phase distribution

We plot exemplary saturation distributions for case 1 and case 5 (large-permeability

case with k = 1000 mD), using a highly nonlinear relative permeability function (expo-

nent 5). The results for the reference simulation and all VE models are shown in figure

3.10 and 3.11 for three different time steps.

Case 1 shows that both the local pseudo-VE model and the global pseudo-VE model

agree well with the reference solution over time. The variations in plume height along

the horizontal direction are represented well. However, one can see a difference in sat-

uration distribution within the plume. The reference solution shows a clear vertical

gradient in saturation which is not represented by the VE models. As expected, the
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conventional VE model and the global pseudo-VE model have a uniform saturation in-

side the entire plume. The local pseudo-VE model shows variations along the horizontal

direction, with lower saturation values around the injection area. The conventional VE

model results in an incorrect plume shape with a very different saturation inside the

plume compared to the reference solution. The plume is thinner, which leads to an

overestimation of the horizontal plume extent.

Case 5 shows again a good agreement between reference solution and local pseudo-VE

model. The global pseudo-VE model does not represent the plume height along the

horizontal direction correctly for earlier times, which leads to an underestimation of the

horizontal plume extent also for later times. The conventional VE model again shows

an overall thinner plume and overestimation of the horizontal plume extent.

Compared to the multiscale dynamic reconstruction model in Guo et al. [2014] which

produces results with a very high accuracy also in the vertical direction, both pseudo-

VE models show a more simplified saturation profile in the vertical direction. This

might have an impact especially for early simulation times and lead to less accurate

results by the pseudo-VE models in comparison. Particularly the variations in the satu-

ration profile in the vertical direction cannot be represented by the pseudo-VE models.

In terms of computational effort, the multiscale dynamic reconstruction model relies on

vertical fine-scale one-dimensional simulations inside each column. This requires grid-

ding for the fine-scale simulation and storage of the data for the determination of the

coarse-scale parameters by integration, which results in a more complex implementation

and higher computational cost. The computational effort for the pseudo-VE models

are similar to those for the conventional VE model, resulting in a faster computation

compared to the multiscale dynamic reconstruction model. Thus, the pseudo-VE mod-

els can be seen as intermediate models between the conventional VE model and the

multiscale dynamic reconstruction model in Guo et al. [2014]. The decision of which

model to take has to be done by weighing accuracy against computational speed based

on the exact question of interest that is to be answered by the model.
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3.5 Conclusion

In this chapter a pseudo-VE model was developed by casting it into a multiscale frame-

work for VE models and treating the segregation process on the fine scale explicitly

without having to rely on the VE assumption. The newly developed pseudo-VE model

assumes a pseudo-segregated state with a pseudo-residual brine phase saturation higher

than the ultimate brine phase saturation inside the plume, with the pseudo-residual

saturation being continuously updated during the simulation. The pseudo-residual sat-

uration can either be determined for the entire plume or for each column separately,

leading to two versions of the pseudo-VE model.

The pseudo-VE models showed better (or equal) accuracy in predicting the gas plume

extent compared to the conventional VE model throughout the range of aquifer pa-

rameters in the injection test scenarios, in particular for relative permeability functions

with large exponents. The local pseudo-VE model gives significantly improved re-

sults especially for earlier times of the simulation. The pseudo-VE models extend the

applicability of VE models to cases with relative permeability functions with large ex-

ponents and shorter time scales, while fully maintaining the computational benefit of

conventional VE models. As such, pseudo-VE models can provide a very efficient com-

putational tool for dealing with practical cases of underground gas storage in which

large domains, long simulation times and parameter uncertainty are major challenges.
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Figure 3.10: Gas phase distribution for 2D reference, global pseudo-VE model, local pseudo-
VE model and conventional VE model for case 1 with highly nonlinear relative
permeability function (exponent 5) for different time steps: 2tseg, 5tseg, 10tseg.
Reprinted from Becker et al. [2017] with permission from John Wiley & Sons,
copyright 2017.
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Figure 3.11: Gas phase distribution for 2D reference, global pseudo-VE model, local pseudo-
VE model and conventional VE model for case 5 (large permeability k = 1000
mD) with highly nonlinear relative permeability function (exponent 5) for dif-
ferent time steps: 2tseg, 5tseg, 10tseg. Reprinted from Becker et al. [2017] with
permission from John Wiley & Sons, copyright 2017.
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The most efficient model at a specific time during the simulation or at a specific location

in the domain can be used by coupling models of different complexity (multiphysics or

hybrid model). Multiphysics models are robust and computationally efficient on do-

mains with varying complexity because they can adaptively match model complexity

to domain/process complexity for different parts of the domain, which significantly

reduces computational costs. As such, they are perfectly suited for the challenges as-

sociated with modeling energy storage in the underground. The storage gas injected

into a saline aquifer leads to a complex two-phase flow system, in which gas phase

moves laterally outward from the injection point and at the same time upward due to

buoyancy. The overall spatial extent of the gas plume is important in general, but a

much more detailed flow field is desired near the well than farther away, e.g., for well

management. In addition, gas phase near the well migrates in the vertical as well as

horizontal direction during injection and extraction, while farther away from the well

hydrostatic pressure profiles may have developed in the vertical direction. At these

larger distances, the gas phase may be considered to be in vertical equilibrium with

the brine phase, as long as the domain is homogeneous. In subdomains where the VE

assumption is valid, VE models give accurate solutions at significantly lower computa-

tional costs. However, in all subdomains where the VE assumption is not valid, using

a VE model gives inaccurate results. Therefore, a multiphysics framework that allows

coupling of spatially non-overlapping subdomains and adaptively selects subdomains

during the simulation run is developed in this chapter. The multiphysics model couples

a full multidimensional two-phase model to a VE model. The VE model assumes that

vertical flow is negligible and thus represents a model of lower complexity. The VE

model is applied in regions of the domain where the vertical equilibrium assumption

2Large parts of this chapter are taken and partly modified from Becker et al. [2018]
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holds, while the full multidimensional model is applied in the rest of the domain. We

design a criterion to adaptively identify the subdomains where the VE model can be

applied during the simulation. For the coupling of the subdomains, we exploit the fact

that all fine-scale variables of the VE model can be reconstructed at every point in the

vertical direction. This leads to the introduction of subcells in the VE grid columns

at the interface. We achieve the coupling through the fluxes across the subdomain

boundaries from the full multidimensional cells to the subcells. The resulting system

is solved monolithically.

This chapter is based on the work published in Becker et al. [2018] and structured

as follows: First, an overview of multiphysics models for multiphase flow in porous

media is given in section 4.1. Then, section 4.2 presents the coupling strategy for the

multiphysics model. Following that, criteria for vertical equilibrium are developed and

analyzed, and the adaptive algoritm is presented in section 4.3. Lastly, section 4.4

shows the applicability of the developed approach on a test case of gas injection in an

aquifer and gives recommendations for choosing the optimal threshold parameter for

the adaptive algorithm.

4.1 Multiphysics models

Developing and analyzing multiphysics models is an ongoing, vibrant field of research,

spanning the entire community of hydrology and computational physics. Here, we

focus on multiphysics models for multiphase flow in porous media. An overview of

multiphysics models for multiphase flow can be found in Wheeler and Peszyńska [2002]

and for different coupling strategies in Helmig et al. [2013]. Models which couple the

transition from one submodel to another in time are distinguished from models which

couple in space. Furthermore, coupled models in space can be overlapping within one

domain, e.g., coupling of different processes like flow and geomechanics (see White et al.

[2016] for a comprehensive framework) or coupling of different scales (see, e.g., Kippe

et al. [2008] for a review of multiscale methods for elliptic problems in porous media

flow). They can also be coupled in separate subdomains with shared interfaces, e.g.,

models for flow inside discrete lower-dimensional fractures embedded in the porous ma-

trix (see, e.g., Singhal and Gupta [2010], Sahimi [2011] for a comprehensive review) or
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compartments with different models coupled in one domain. The models in those cou-

pled compartments can be of different complexity, e.g., a black-oil model, a two-phase

flow model and a single-phase flow model [Peszyńska et al., 2000], where each model

is applied in a different subregion of the domain depending on the number and type of

fluids present. Another example of coupling compartments is a multiscale model cou-

pling a Darcy-scale and a pore-scale model [Tomin and Lunati, 2013]. This framework

allows considering pore-scale fluxes only in some regions of the domain, while Darcy

fluxes are used in the rest of the domain. Coupling subdomains with different models

often involves the so-called mortar methods [Bernardi et al., 1994, Belgacem, 1999],

that use Lagrange multipliers at the interfaces to realize the coupling. Another group

of coupling schemes exploits similarities between the individual mathematical equations

of the subdomains to couple models without requiring specifically constructed coupling

conditions. One example of such a coupled model was developed by Fritz et al. [2012].

This multiphysics model considers two-phase multicomponent flow only where both

phases are present and solves a simpler one-phase model that is a degenerate version of

the two-phase model everywhere else. The approach was extended to non-isothermal

flow by Faigle et al. [2015], using a subdomain in which non-isothermal effects are

accounted for and a subdomain where simpler, isothermal equations are solved. The

method is shown to be accurate and significantly reduces computational cost. Another

example is presented by Guo et al. [2016a], where multiscale vertically integrated mod-

els that can capture vertical two-phase flow dynamics are coupled for gas migration

in a layered geological formation. The coarse scale consists of several horizontal layers

that are vertically integrated. They are coupled together by formulating a new coarse-

scale pressure equation that computes the vertical fluxes between the layers. In each

coarse-scale layer, horizontal and vertical fluxes are determined on the fine scale. The

transport calculation on the fine scale is coupled to the coarse scale sequentially. A

multiresolution coupled vertical equilibrium model for fast flexible simulation of CO2

storage is presented by [Møyner and Nilsen, 2019]. This framework allows the coupling

of a VE model and a full multidimensional model, while the subdomains need to be

determined a priori.
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4.2 Coupling strategy

We develop a multiphysics model that couples a VE model for immiscible, incom-

pressible two-phase flow (3.6, 3.7) to a full multidimensional model for immiscible,

incompressible two-phase flow (2.12, 2.10). In this section we present the coupling

scheme to couple the two models at the interfaces of the subdomains. The coupling

of the subdomains is implemented in a monolithic framework. We exploit similarities

between the full multidimensional governing equations and the VE coarse-scale gov-

erning equations, which have the same form. They balance a storage term consisting

of a porosity and the time derivative of the saturation with fluxes and a source/sink

term, while the flux term is calculated with the gradient of driving forces, pressure and

gravity, multiplied by a term describing flow resistance. In the case of the VE model,

the quantities are depth-integrated over the height of the VE column. In the following,

section 4.2.1 presents the formulation of fluxes across the subdomain interfaces and

section 4.2.2 explains the computational algorithm for the coupled multiphysics model.

4.2.1 Fluxes across subdomain boundaries

We discretize space with a cell-centered finite-volume method. Figure 4.1 shows a

possible configuration of grid cells with two subdomains and one shared boundary

between them. In this example we consider a two-dimensional domain, where the first

two grid columns are part of the full multidimensional subdomain, the third and fourth

grid column are part of the VE subdomain. The black dots indicate the location of the

calculation points for the primary variables. For the full multidimensional model the

calculation points are located in the cell center, for the VE model at the bottom of the

domain.

Fluxes between two full multidimensional cells and between two VE cells are deter-

mined using a two-point flux approximation. We require flux continuity across the

subdomain boundary. For the calculation of fluxes across the subdomain boundary,

the VE grid column directly adjacent to the subdomain boundary is refined into full

multidimensional subcells in the vertical direction, with each subcell corresponding to

a neighboring full multidimensional cell (see gray dots and dotted lines in figure 4.1).

Fluxes are formulated across the interface between each full multidimensional cell and
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Figure 4.1: Schematic of the computational grid with subcells (dotted lines) at the interface
between two subdomains. Black dots denote the calculation points of the primary
variables in both subdomains. Gray dots denote the calculation points of the
primary variables for subcells, which can be seen as fine-scale cells of the VE
model. Reprinted from Becker et al. [2018] with permission from John Wiley &
Sons, copyright 2018.

the neighboring VE subcell. For each full multidimensional cell there is only one flux

across the interface to the adjacent VE subcell. The flux over the subdomain bound-

ary to the VE cell is computed as the sum of the fluxes from the neighboring full

multidimensional cells.

The total Darcy flux is:

utot = ub + ug = −kλtot (∇pb + fg∇pc + fb%bg∇z + fg%gg∇z) . (4.1)

In the following we exploit the fact that the primary variables at the calculation points

of the VE subcells can be expressed analytically via the primary variable of the VE cell.

This is because the solution in the vertical direction can be reconstructed analytically

using the VE assumption in the VE subdomain. With this, the total normal Darcy flux

from a full multidimensional cell denoted with superscript ’i’ to a VE subcell denoted

with superscript ’j′’ can be constructed as:

uij
′

tot = uij
′

b + uij
′

g

= −kij′λij
′

tot

(
pj
′

b − pib
∆x

+ f ij
′

g

pj
′
c − pic
∆x

+ f ij
′

b %bg
zj′ − zi

∆x
+ f ij

′

g %gg
zj′ − zi

∆x

)
,

(4.2)
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where pj
′

b is the reconstructed pressure at the z-coordinate of the calculation point of

the VE subcell, ∆x is the distance between the centers of the cells i and j′, and zj′ is

the z-coordinate of the calculation point of the VE subcell. The reconstructed pressure

pj
′

b is calculated for a sharp interface VE model according to equation (3.10), for a VE

model with capillary transitioning zone according to equation (3.14). The reconstructed

capillary pressure at the calculation point of the VE subcell is determined as:

pj
′

c = pc(s
j′

b ), (4.3)

where sj
′

b is the reconstructed brine phase saturation at the node in the middle of the

subcell. The mobilites for the VE subcells are based on the brine phase saturation

averaged over the subcell, s̄′b. We apply full upwinding for the mobilities, so that they

are either taken directly from the full multidimensional cell or the reconstructed subcell

in the VE column, depending on the phase potentials:

λij
′

α =

λiα(sib) if Φα,ij′ > 0,

λj
′
α (s̄j

′

b ) if Φα,ij′ < 0, α = b, g.
(4.4)

For Φα,ij′ = 0, the flux is zero and the choice of mobility does not matter. The phase

potentials are:

Φα,ij′ =
piα − pj

′
α

∆x
+ %αg

zi′ − zj
∆x

, α = b, g. (4.5)

This concept is used for all cells at the interface between the full multidimensional

subdomain and the VE subdomain. The flux from a VE cell to neighboring full multi-

dimensional cells is determined as the sum of the individual fluxes over the subdomain

boundary from VE subcells to full multidimensional cells. Following this approach, all

fluxes are the same as calculated from either the VE cell side or the full multidimen-

sional cell sides.

4.2.2 Computational algorithm

The full multidimensional governing equations (2.12, 2.10) and the VE coarse-scale

governing equations (3.6, 3.7), can in principle be solved fully implicitly, sequentially

implicitly or sequentially with a combination of implicit and explicit schemes. Here,
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we reformulate the governing equations into a pressure and a saturation equation and

solve them sequentially with an IMPES algorithm. The pressure equation is solved

in an implicit manner with a single computational matrix for the entire domain (mul-

tidimensional plus VE subdomains) and therefore we do not use iterations between

subdomains. Specifically this means that the pressure in the different subdomains is

solved simultaneously and each VE cell and each full multidimensional cell contribute

one row to the pressure matrix. For cells at the subdomain interfaces the velocity is

constructed as shown above with the help of the VE subcells. For VE cells at the

subdomain boundary the fluxes from all neighboring cells are taken into account. Once

the fluxes have been calculated from the pressure solution, the saturations are updated

explicitly for each cell using the saturation equation. The corresponding saturation

equation for VE cells at the subdomain interface again takes into account all fluxes

from neighboring full dimensional cells and VE cells.

The saturation is lagged one time step in the IMPES algorithm, meaning the values

from the last time step are used for capillary pressure and all other secondary variables

that depend on the saturation. The phase fluxes are computed from the pressure field

solved in the pressure step, with equation (4.2) to compute fluxes across subdomain

boundaries, resulting in a mass conservative scheme.

4.3 Adaptivity

In the following, section 4.3.1 discusses general criteria for vertical equilibrium. Criteria

to determine when and where to apply a VE subdomain in the multiphysics model are

developed in section 4.3.2 and the behavior of these criteria is analyzed in section 4.3.3.

Finally, in section 4.3.4, an algorithm that adaptively moves the boundaries between

subdomains is presented.

4.3.1 VE criteria

We identify two groups of criteria that determine whether the vertical equilibrium

assumption holds: one is referred to as a global criterion and the other is referred to

as a local criterion. The global criterion gives an a priori estimate of the time after
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which the vertical equilibrium assumption holds in the entire spatial domain, e.g., the

segregation time (3.33). The VE model gives accurate results for time scales that are

much larger than the segregation time.

The local criterion can determine if the VE assumption is valid for a specific point in

time and space. This is usually an a posteriori criterion, which means the information is

only known during runtime based on the computed solution, unlike the global criterion

which can be evaluated before the solution is computed. As a result, the global criterion

is typically very approximative in nature. Additionally, in a realistic geological setup,

there may be regions of the model domain (e.g., near the well, local heterogeneities)

where the VE assumption does not hold, even provided the simulation time is much

larger than the segregation time. Around the well the fluid phases will not reach

vertical equilibrium at any time, especially considering frequently alternating injection

and extraction cycles. In contrast to that, vertical equilibrium may be reached locally

within the plume even before the segregation time has been reached. Because the global

criterion gives average information for the entire domain, it is unsuited to identify local

regions where the vertical equilibrium assumption holds. We will therefore use a local

criterion to determine the applicability of the VE model for each vertical grid column

in the domain at every time step.

4.3.2 Local VE criteria

We develop two local criteria that can be used to determine if the brine and gas phases

in a grid column have reached vertical equilibrium. For the first criterion we compare

the full multidimensional profile of brine phase saturation in the vertical direction to

the VE-profile that would develop if the phases were segregated and hydrostatic pres-

sure conditions had been reached. The difference indicates how far away the two fluids

are from vertical equilibrium. The approach for the second criterion is the same, except

that we compare relative-permeability profiles of the brine phase. For nonlinear relative

permeability functions the relative-permeability profile will differ from the saturation

profile and the two local criteria will give different values. Although the saturation

profile is directly linked to the state of vertical equilibrium in the column, the rela-

tive permeability profile is more relevant to the calculation of the coarse-scale relative

permeability and thus applies more directly to the development of the plume.
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The VE profiles are reconstructed from the total volume of gas phase inside the grid

column, in the same way as the fine-scale saturation and relative permeability profiles in

the VE model are constructed. We can compute the area of the differences between the

 

Figure 4.2: Vertical profiles in one column. Left: brine phase saturation, right: brine phase
relative permeability using a Brooks-Corey relationship with pore size distribution
index λ = 2.0 and entry pressure pe = 105 Pa. The blue curve is the result of the
full multidimensional solution, and the orange curve is the reconstructed profile
that would develop if the fluid phases were in equilibrium. The difference between
profiles is depicted as striped areas. Reprinted from Becker et al. [2018] with
permission from John Wiley & Sons, copyright 2018.

profiles (see figure 4.2) and use that to develop the criteria. Specifically, we normalize

the computed area with the height of the VE-profile h and define csat and crelPerm as

the criteria values for saturation and relative permeability, respectively:

csat =

∫ zT
zB
|sb − s

′

b|dz
h

, (4.6)

crelPerm =

∫ zT
zB
|kr,b − k

′

r,b|dz
h

. (4.7)

The vertical equilibrium assumption can be considered to be valid in a grid column

during a time step when the criterion value ccrit is smaller than a threshold value εcrit,

where the threshold is a constant value that has to be chosen by the user.

We use profiles of saturation or relative permeability to determine the state of vertical

equilibrium because they show a noticeable variation between the VE subdomains and

the full multidimensional subdomains. This does not require much additional compu-
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tational effort as the saturation and relative permeability profiles are needed anyway

to determine upscaled mobilities. We note that pressure profiles could also be used for

the criteria, though we have not explored this in much depth.

4.3.3 Criteria analysis

We analyze the behavior of the two local criteria for vertical equilibrium over space and

time as well as for different simulation parameters. In our two-dimensional test case

we inject methane (CH4) from the left over the entire thickness (30 m) of an initially

brine-saturated domain. We use conditions which are typical for gas storage in 1000 m

depth. Bottom and top are closed to flow and Dirichlet conditions are prescribed on the

right-hand side with sb = 1.0 and a hydrostatic distribution of the brine phase pressure

pb, starting with 1×107 Pa at the top. We chose our domain long enough so that the gas

phase will not reach the right-hand side boundary during the simulation. We assume

a density of 59.2 kg/m3 and a viscosity of 1.202 × 10−5 Pa s for CH4. The density

of the brine phase is assumed to be 991 kg/m3 and the viscosity of the brine phase

5.23× 10−4 Pa s. We uniformly inject 0.0175 kg/s/m CH4 for 240 h. The permeability

is assumed to be 2000 mD and the porosity 0.2 . For relative permeability and capillary

pressure we use Brooks-Corey curves with pore size distribution index λ = 2 and entry

pressure pe = 105 Pa. We use a grid resolution of 1 m in both horizontal and vertical

direction, and estimate the segregation time with equation (3.33) as tseg = 48 h.

We compute the criterion values in each numerical grid column of the two-dimensional

domain and compare them in space and time, as shown in figure 4.3. We plot criterion

values of both criteria over the length of the two-dimensional domain for three different

times and over dimensionless time t/tseg for two vertical grid columns. For our cho-

sen injection scenarios the criterion based on relative permeability gives higher values

than the saturation criterion. This is due to the strong nonlinearity of the relative

permeability function. On one hand, brine held back inside the region of the gas plume

contributes less to the relative permeability criterion than to the saturation criterion

since the relative permeability will be almost zero for small brine phase saturations.

On the other hand, small gas phase saturations below the gas plume in equilibrium

lead to very large criterion values of the relative permeability criterion. This makes the

relative permeability profile deviate strongly from the VE profile in the region below
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Figure 4.3: Criterion values for the VE criteria based on saturation and relative permeability,
respectively. (a) Over the entire length of domain for three times: 2tseg, 3tseg

and 5tseg, (b) over dimensionless time for a grid column with 20 m distance from
the injection location and a grid column with 200 m distance from the injection
location. Reprinted from Becker et al. [2018] with permission from John Wiley &
Sons, copyright 2018.

the VE gas plume. In conclusion, if the gas plume in equilibrium is small compared to

the vertical height of grid cells, the relative permeability criterion will lead to higher

values than the saturation criterion.

Around the injection location both criteria show very high values (figure 4.3 (a)). Here

the brine and gas phase are not in equilibrium during the simulation since the gas

phase moves continuously upward during injection. Farther away from the injection

point the criteria values decrease steeply which shows that the two phases are much

closer to equilibrium. The saturation criterion stays constant over most of the length

of the plume while the relative permeability criterion increases slightly toward the

leading edge of the plume. This is due to the decreasing thickness of the plume toward

the leading edge which, as explained, is penalized more by the relative permeability

criterion.

For early simulation times a non-monotonic behavior of both criteria can be observed

over the length of the domain in figure 4.3 (a). This is due to the small thickness of

the plume in early times and the grid discretization. In some parts of the domain the

vertical location of the gas plume will correspond well with the vertical spacing of the

computational grid, while in others the saturation will be more smeared out due to the
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finite size of the grid cells. This effect grows less important as the gas plume height

increases with time and contains an increasing number of cells in the vertical direction.

Both criteria include a normalization with the height of the VE plume, which leads to a

large peak in criterion values when the leading edge of the gas plume moves into a cell

that has previously been fully saturated with brine. This can be observed in figure 4.3

(b) for early times. The peak in criterion value is followed by a non-monotonic decrease

for both criteria. This is again due to the finite size of the cells and a simultaneous

increase of VE gas plume height.

We define requirements for good a posteriori criteria for vertical equilibrium, to compare

the two local criteria that we developed. In practice, a good local criterion for vertical

equilibrium should:

1. locally start at a high value for early injection times and decrease over time steeply

until tsim > tseg, then tend toward zero;

2. show enough difference in value when comparing grid columns close to injection

and far away from it.

Both criteria fullfill the second requirement with very large differences in criterion values

at the injection and farther away from it (figure 4.3 (a)). For a fixed location in space

as in figure 4.3 (b) the criteria values seem to flatten out with time and it appears that

they converge to a low, non-zero value. This value is defined by the finite grid size

in the vertical direction beyond which the approximation of the vertical profile cannot

be further improved. In comparison, the criterion based on the relative permeability

shows an overall more promising behavior. It decreases faster for earlier times and it

shows differences also when comparing values at the leading edge and the middle of the

plume.

Since the local criterion depends on the simulation result of the full multidimensional

model, the results depend on the resolution of the grid. If the grid is too coarse, it will

take longer for the brine phase to drain out of the plume because part of the gas phase

will be smeared out over the grid cells by numerical diffusion. This inaccuracy will

directly be reflected by the local criterion because the profiles in the vertical direction

will not resemble vertical equilibrium. In those cases, higher criterion values can occur

although in a real scenario the two phases may already be in equilibrium. The local

criterion is only able to give information about the real physical behavior of the system
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when grid resolution is fine enough and the full multidimensional model gives accurate

enough results.

4.3.4 Adaptive algorithm

During the simulation, regions where the VE assumption is valid can appear or dis-

appear and change in location and size. At the beginning of injection, the less dense

gas phase is usually not in equilibrium with the denser brine phase. Over time, the

brine phase drains out of the plume and the area where the VE model can be applied

increases. Around the well, the flow field will always have components in the vertical

direction and require a full multidimensional resolution at all times. Furthermore, even

an already segregated plume can reach heterogeneous zones that require a full multi-

dimensional resolution for accuracy. An efficient model therefore adapts automatically

to changes during the simulation.

We develop an algorithm for adaptation that applies the VE model in all regions where

the VE assumption is valid and tests the validity in every time step. The location of

the boundaries between the two submodels are found based on the local criteria for

vertical equilibrium from the last time step. The local criterion is evaluated for each

full multidimensional grid column before each time step. If the criterion value ccrit is

smaller than a user-defined threshold value εcrit, the grid column is assumed to be in

vertical equilibrium. Depending on the criterion value and the threshold, either one of

the following decisions is made for each grid column:

1. A full multidimensional grid column stays full multidimensional if the VE criterion

is not met (ccrit ≥ εcrit).

2. A full multidimensional grid column is turned into a VE column if the VE criterion

is met (ccrit < εcrit) and the column is not a direct neighbor to a column where

the criterion is not met.

3. A VE grid column is turned into a full multidimensional grid column if it is a

direct neighbor to a column where the criterion is not met.

The criterion value is used directly to turn full multidimensional grid columns into VE

columns. The third requirement from above is required to turn VE columns back into
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full multidimensional cells. Together with the second requirement it results in a buffer

zone around the VE columns, which is made up of full multidimensional columns (see

figure 4.4). It guarantees that a VE column is converted back to a full multidimensional

column before the flow field returns to full multidimensional at this location. This

approach with one layer of buffer cells assumes that the subdomain boundary does not

need to be moved more than one cell into the horizontal direction in each time step,

which should be guaranteed by fulfilling the CFL criterion of the explicit time stepping.

For stability reasons (e.g., to prevent frequent switching of columns from VE to full

multidimensional and back) the buffer zone can be extended to have more than one

layer. We note that Yousefzadeh and Battiato [2017] apply a similar buffer zone for a

hybrid multiscale model for single-phase transport in porous media, by enlarging the

subdomain where continuum-scale equations are invalid. Their coupling conditions lead

to the coupling error being bounded by the upscaling error, which can be minimized

by placing the coupling boundary further away from the reacting front.

With the VE criteria used in this approach, all single-phase columns will be converted

to VE columns (except for buffer cells). However, in cases where the detailed vertical

movement of a single phase is of interest (e.g., a leaky well or a fault zone that could

be reactivated), we think it best to apply a spatially and temporally fixed full multidi-

mensional subdomain to this region. First, those critical regions are known beforehand

and usually need to be meshed accordingly. Second, even a different criterion, e.g., a

vertical flux criterion that would work for single phase columns in theory, cannot detect

the later onset of vertical movement in a single phase grid column, because the grid

column would have been converted to a VE grid column before that.

4.4 Results and discussion

In this section, we use a heterogeneous test case to test accuracy, robustness and compu-

tational efficiency of the multiphysics model. We compare the solution against results

from a full multidimensional model and a VE model. Based on the comparison, we

develop guidelines for the choice of the threshold value εcrit. The multiphysics model

and the full multidimensional model are both implemented in DuMux [Flemisch et al.,

2011, Koch et al., 2020], allowing for a comparison of the different methods within
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Figure 4.4: Buffer zone between full multidimensional subdomain and VE subdomain: one
(or several) grid column(s) that fullfill the requirement of vertical equilibrium
(according to the applied criterion) but are still kept as full multidimensional grid
columns to detect changes in the flow field. Reprinted from Becker et al. [2018]
with permission from John Wiley & Sons, copyright 2018.

the same software framework. The code to produce the results presented here can be

obtained from https://git.iws.uni-stuttgart.de/dumux-pub/Becker2018a.git.

In the test case, we again inject CH4 into a previously brine-saturated domain (see

figure 4.5). We uniformly inject 0.0175 kg/s/m gas for 192 h. The scenario is equal to

Figure 4.5: A test of gas injection for the adaptive model. A low-permeability lens is located
at the top of the aquifer at 100 m distance from the injection location. Reprinted
from Becker et al. [2018] with permission from John Wiley & Sons, copyright 2018.

the one used to analyze the VE criterion values with the same geological parameters

and the same fluid properties. Additionally, a low-permeability lens directly below the

top boundary of the aquifer is added (klens = 2 mD). The lens is located at 100 m

distance from the injection location with a length of 20 m and a height of 10 m. The

entry pressure of the low-permeability lens is kept the same as inside the domain. The

https://git.iws.uni-stuttgart.de/dumux-pub/Becker2018a.git
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gas phase will pool in front of the lens and flow around it while a small part of the gas

phase may migrate into the lens. This creates a full multidimensional flow pattern that

can only be resolved accurately with a full multidimensional simulation. For simplicity,

we solve the injection scenarios in two dimensions (horizontal and vertical directions).

However, we note that this is not a necessity for the coupling algorithm. We choose

a grid resolution of 1 m in the horizontal direction and (in the full multidimensional

subdomain) 0.23 m in the vertical direction and apply the relative permeability criterion

to identify subregions. We vary the threshold value between 0.01 and 0.06 to analyze

its influence on the simulations and develop recommendations for the choice of the

threshold value. A full multidimensional solution is obtained on a two-dimensional

grid with a grid resolution of 1 m in the horizontal direction and 0.23 m in the vertical

direction.

4.4.1 Comparison between models

We show the resulting gas phase saturation distribution of the adaptive multiphysics

model with a threshold value of 0.03 for different times in figure 4.6. At the beginning

of simulation, only the single-phase region is turned into a VE subdomain by the

adaptive algorithm, which means that the entire gas plume is located within the full

multidimensional subdomain. After a few simulated hours, a second VE subdomain

starts developing in the middle of the plume where, according to the criterion, the

two fluid phases have reached vertical equilibrium. When the plume reaches the low-

permeability lens, a full multidimensional region develops around it and accurately

captures the flow of gas phase around the obstacle. Farther away from the lens, another

VE subdomain develops after some time. During the entire simulation, the area around

the injection stays a full multidimensional subdomain as expected. The advancing thin

leading edge is always resolved in full dimensions as well, because water constantly

drains out of it. The full multidimensional region around the leading edge of the plume

serves here as an indicator for heterogeneous regions like the lens, that would otherwise

not be recognized.

We compare the results from the adaptive multiphysics model with a threshold value

of 0.03, full multidimensional model, and VE model in figure 4.7. The newly developed

multiphysics model compares well with the full multidimensional model: the horizontal
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Figure 4.6: Gas phase distribution for the adaptive multiphysics model with a threshold value
of 0.03 (left) and for the full multidimensional solution calculated on a two-
dimensional grid (right) for a series of simulation times after injection. Subdomain
boundaries are marked by dotted lines. The reconstructed solution is shown in
the VE subdomains . The domain is homogeneous except for a low-permeability
lens at 100 m distance from the injection location. Reprinted from Becker et al.
[2018] with permission from John Wiley & Sons, copyright 2018.

extent of the plume is represented correctly as is the diversion of the gas phase around

the low-permeability lens. Differences to the full multidimensional solution are evident

in the VE subdomain region, where a higher brine phase saturation is calculated in

the plume. In the full multidimensional model the brine phase is retained at a low

saturation within the gas plume due to its low mobility resulting from the nonlinear

relative permeability relationship. Vertical drainage in this state continues only at a

very low rate and is not reproduced by the VE model which assumes that no brine

phase above residual saturation is held back in the gas plume. This could be improved

by a pseudo-VE model that assumes a pseudo-residual brine phase saturation in the

plume which is higher than the residual saturation and reduced dynamically due to slow

vertical drainage [Becker et al., 2017]. We note that the full multidimensional model
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does not necessarily give better solutions in the VE subdomain. If the VE assumption

is valid, the VE model may be equally as accurate or more accurate than the solution

of the full multidimensional model since it does not rely on a finite grid discretization

in the vertical direction [Nilsen et al., 2011, Bandilla et al., 2014, Celia et al., 2015].

The full VE model leads to an underestimation of the horizontal extent of the plume

because it is assumed that the gas phase is in equilibrium with the brine phase at all

locations. This leads to the gas phase entering the lens since the entry pressure here is

not different than in other parts of the domain. Because of the low permeability in the

lens, large parts of the gas phase that have entered the lens are retained there.
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Figure 4.7: Gas phase distribution for the adaptive multiphysics model with a threshold value
of 0.03 (top), full multidimensional solution calculated on a two-dimensional grid
(middle) and full VE model (bottom). The simulation time is t = 180 h. Reprinted
from Becker et al. [2018] with permission from John Wiley & Sons, copyright 2018.

The adaptive multiphysics model is significantly faster than the full multidimensional

model even though this is a small test case. Table 4.1 shows the average number of

cells and the CPU times for the models. The speed-up in the adaptive model is at-

tributed to the reduction in the number of computational cells. It leads to a smaller

linear system to be solved for the pressure step in the IMPES algorithm and thus lower

computational costs. Note that we expect the adaptive multiphysics model to be even

more computationally efficient for larger, three-dimensional test cases, because evaluat-

ing the coupling criterion and adapting the grid requires relatively little computational
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Table 4.1: Relative average number of cells (compared to the full multidimensional model) and
relative CPU times for full VE model, adaptive multiphysics model (with different
threshold values ε) and full multidimensional model.

relative average relative
Model number of cells CPU time

[-] [-]
Full VE 0.008 0.003

Multiphysics εrelPerm = 0.06 0.04 0.02
Multiphysics εrelPerm = 0.05 0.11 0.05
Multiphysics εrelPerm = 0.04 0.12 0.06
Multiphysics εrelPerm = 0.03 0.19 0.12
Multiphysics εrelPerm = 0.02 0.3 0.18
Multiphysics εrelPerm = 0.01 0.41 0.22

Full multidimensional 1 1

resources.

For different threshold values we plot the number of cells in the domain over simulated

time in figure 4.8. As expected, the number of computational cells is higher for lower

threshold values at any time. At the beginning of injection, the number of cells in-

creases as the plume advances regardless of which threshold value is chosen. For higher

threshold values, the number of cells remains stable as soon as a VE subdomain devel-

ops within the gas plume. For the lower threshold value of 0.02 the plume develops a

VE subdomain region only when the low-permeability lens is reached and the gas phase

is backed up. This is indicated by a drop in number of cells in the domain. Until the

end of the simulation the gas plume has not yet developed a VE subdomain after the

lens, which is why the number of cells is still increasing at the end of the simulation

time for this threshold value and lower threshold values. For an even lower threshold

value of 0.01 the entire plume is discretized with the full multidimensional model over

all times. Since the plume advances into the domain over the entire time of simulation,

the number of cells increases steadily for this threshold value. Even so, a significant

speed-up compared to a non-adaptive, full two-dimensional model is achieved, since the

one-phase region is a VE subdomain at all times. In many practical cases the extent of

the plume in the horizontal plane may be one or two orders of magnitude smaller than

the domain and is locally restricted due to alternating injection and extraction cycles,

making the adaptive model even more favorable.
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Figure 4.8: Number of computational cells in the domain over simulated time for full VE
model, adaptive multiphysics model (with different threshold values ε) and full
multidimensional model. Reprinted from Becker et al. [2018] with permission
from John Wiley & Sons, copyright 2018.

4.4.2 Choice of threshold value for adaptive coupling

We analyze the influence of the threshold value and give recommendations for the

choice of the threshold. We plot vertically averaged brine phase saturation for the

full VE model, for the multiphysics model with different threshold values and the full

multidimensional model in figure 4.9. For a very low threshold, where the entire plume

is discretized with a full multidimensional model, the results match very well with the

full multidimensional model. Differences with the full multidimensional model increase

slightly with an increase in threshold value, especially for the averaged saturation in

front of the low-permeability lens and the location of the subdomain boundaries. At

the subdomain boundaries the averaged brine phase saturation shows non-monotonic

behavior with more gas phase in the VE subdomain than in the full multidimensional

subdomain. This is likely due to small differences between the two models at the

subdomain boundary: the VE model assumes vertical equilibrium of the two fluid

phases which is not completely represented by the full multidimensional model at that

location, either because of finite grid size in the vertical direction or because the two

phases are physically not in vertical equilibrium yet. For a high threshold value, the

low-permeability lens is not detected anymore and the results differ greatly from the

previous results, especially at the low-permeability lens and in the region behind it, as
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a consequence of gas phase being trapped within the lens. The same is observed for the

full VE model, with an additional difference in averaged brine phase saturation close

to the injection region.
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Figure 4.9: Vertically averaged brine phase saturation over horizontal distance from injection
location at t = 192 h for full VE model, adaptive multiphysics model (with differ-
ent threshold values ε) and full multidimensional model. Reprinted from Becker
et al. [2018] with permission from John Wiley & Sons, copyright 2018.

We identify three major sources of errors in our models: upscaling error due to applying

the VE model in regions that are not in vertical equilibrium, discretization error due

to insufficient grid resolution especially in the vertical direction, and coupling error at

the subdomain boundary. Upscaling error is controlled by the threshold value while

discretization error mainly applies to the full multidimensional model and the full mul-

tidimensional subdomains in the multiphysics model. In this context we analyze the

influence of the threshold value on the accuracy of the adaptive multiphysics model.

We measure accuracy with respect to a full multidimensional reference that was ob-

tained on a very fine grid determined by grid convergence (∆x = 0.25, ∆y = 0.05).

The resolution of this grid is considered to be small enough so that errors due to dis-

cretization are minimized but would be impracticable in real applications. It is used

here to calculate the L2-norm error of the brine phase saturation for the full multidi-

mensional model on the coarser and more practicable grid, the full VE model and the

multiphysics model. Prior to calculating the L2-norm error, the solution on the coarser

grids is refined in a post-processing step, assuming that refined grid cells contain the
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same saturation value as the father cell. In the case of full VE model or VE subdomain,

the solution is reconstructed with the same resolution as the reference grid. Then, we

determine the L2-norm error of the brine phase saturation, which is calculated as the

square root of the sum of squares of the saturation differences between each cell of the

reference grid and the refined full multidimensional grid, reconstructed full VE grid, or

refined and reconstructed multiphysics grid. This way, we can put the accuracy of the

multiphysics model into context of the discretization error of the full multidimensional

model, as shown in figure 4.10 for a simulated time t = 192 h. It can clearly be seen that

the L2-norm error of the multiphysics model is similar to the L2-norm error of the full

multidimensional model, within a wide range of the threshold values. Even when only

small parts of the domain (injection area, advancing edge of the plume, low-permeability

lens) are resolved with a full multidimensional model, the multiphysics model still gives

very accurate results. This is because losses in accuracy of the multiphysics model due

to coupling error that leads, e.g., to the non-monotone vertically averaged saturation

at the subdomain boundary observed in figure 4.9, are outbalanced by a better repre-

sentation of the plume in the VE subdomains of the multiphysics model. The coarse

grid resolution in the vertical direction however leads to a high discretization error and

thus a significant L2-norm error for the full multidimensional model. We can see that

a large threshold value (ε = 0.06) leads to an L2-norm error close to that from the VE

model, which is significantly higher than for smaller threshold values (ε ≤ 0.05). The

jump in the L2-norm error indicates that in this case the multiphysics model fails to

accurately capture the relevant physical processes in the domain, like gas phase flow-

ing around the low-permeability lens. We note that this transition between L2-norms

from one criterion value to another is likely going to be smoother for a situation with

more than one relevant local heterogeneity. For a threshold value only slightly lower

than this critical value (e.g., ε = 0.05), the multiphysics model is much faster than the

full multidimensional model while showing the same accuracy, which makes it a very

efficient model.

An optimal threshold value can be determined by varying the threshold from larger to

smaller values. In analogy to a grid convergence study, we determine the appropriate

(average) size of the VE subdomain by adding step-wise more full multidimensional

cells. The threshold value has to be reduced in small steps so that a region for the

threshold value can be identified for which the results do not change significantly any-

more with further reduction of the threshold value. This can be seen in figure 4.9,
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Figure 4.10: L2-norm error of brine phase saturation at t = 192 h for full multidimensional
model, adaptive multiphysics model (with different threshold values ε) and full
VE model. Comparison is done with respect to a full multidimensional reference
on a very fine grid determined by grid convergence. Reprinted from Becker et al.
[2018] with permission from John Wiley & Sons, copyright 2018.

where for a very high threshold value the results are much different from all lower

threshold values. This approach may require multiple runs of the multiphysics model

before the optimal threshold value is found. However, starting with a high threshold

for the multiphysics model results already in a very fast model and once the optimal

threshold value is found, a large number of most efficient simulation runs can be carried

out, e.g., for a Monte-Carlo type simulation.

4.5 Conclusion

In this chapter we have developed an adaptive multiphysics model that couples a full

multidimensional model to a VE model. The coupling is realized in a monolithic frame-

work. We couple the fluxes over the subdomain boundaries by using variables in the

full multidimensional boundary cells and reconstructed fine-scale variables in the VE

boundary subcells. The unknown variables in the VE subcells are expressed as fine-scale

reconstructions of the VE cell variables using the assumption of vertical equilibrium.

The pressure and saturation equations are solved sequentially with an IMPES algo-

rithm, where we solve the pressure implicitly for the entire domain. The subdomains

are assigned adaptively during simulation based on a local, a posteriori criterion for

vertical equilibrium that compares computed and reconstructed vertical profiles of sat-

uration or relative permeability in the grid columns.
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The adaptive multiphysics model showed high accuracy in predicting the gas phase

distribution with a much smaller number of grid cells and consequently lower compu-

tational cost compared to a full multidimensional model. The multiphysics model can

accurately capture full multidimensional flow dynamics, e.g., around the injection lo-

cation or heterogeneities farther away, and has a high accuracy in the VE subdomains

where the VE assumption is valid. The threshold value to determine the VE subdo-

mains can be chosen by decreasing the threshold value step-wise in a test similar to

grid convergence tests. Overall, the multiphysics model coupling VE and full multidi-

mensions is an efficient tool for modeling large scale applications of gas injection in the

underground.



5 Multiphysics model for

compositional two-phase flow

Compositional flow is an important feature of a numerical model in the context of sub-

surface gas storage. In practice, maximum inflow and outflow rates, development of

reservoir pressure and gas plume shape in time are of importance, but because the gas

is to be extracted and, e.g., used in industry, to produce energy, or for mobility pur-

poses, its molecular composition is of great interest, as well. The gas composition will

change depending on temperature and pressure due to brine components evaporating

and mixing with the storage gas, but also due to geochemical or biochemical reac-

tions. In addition, dissolution of the storage gas into the brine phase can occur, which

reduces the total amount of retrievable and thus commercially usable gas. In some

cases, convective mixing can even further accelerate the dissolution process. Modeling

compositional processes generally increases the complexity of models and with that the

computational cost, which is why efficient and accurate compositional models for energy

storage in the underground need to be developed. The concept of vertical equilibrium

can be exploited in the context of compositional flow to develop fast models that give

accurate solutions. In addition to phase equilibrium, which develops when a less dense

gas phase is injected into the resident brine and moves upward to pool below an im-

permeable barrier, chemical equilibrium forms along the vertical direction driven by

the chemical potential between the phases and diffusion within the phases. Inside the

gas-phase plume, chemical equilibrium can be considered to be valid almost instanta-

neously, whereas chemical equilibrium along the entire depth of the aquifer is reached

only in much larger time scales. In this chapter we develop a vertically integrated

compositional model and adaptively couple it to a compositional full multidimensional

model. We use the compositional VE model in regions of the domain where the com-

positional VE assumption is valid, and the compositional full multidimensional model
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everywhere else. The compositional VE model is coupled to the compositional full mul-

tidimensional model by formulating the volume change due to fluxes across subdomain

boundaries. We develop and analyze local criteria to identify where the compositional

VE assumption is valid in the domain, including extraction and hysteretic effects on

the coarse scale. As the multiphysics model runs, VE subdomains are identified by

the local criterion and the models are assigned adaptively to these regions. We use

two test cases: gas injection into a horizontal layer and gas storage with reversed flow

in an idealized dome-shaped aquifer, and demonstrate efficiency and accuracy of the

compositional VE model and the compositional multiphysics model.

In section 5.1, a sequential compositional, full multidimensional model is presented.

Based on this, the vertically integrated model is developed in section 5.2 and the cou-

pling strategy is presented in section 5.3. Following that, criteria for compositional

VE are developed and analyzed, and the adaptive solution algorithm is presented in

section 5.4. Finally, section 5.5 shows the applicability of the developed compositional

multiphysics model by means of two gas storage scenarios.

5.1 Compositional full multidimensional model

The sequential compositional flow model uses a volume balance formulation for its

pressure equation, as derived in section 2.2.3, which makes it possible to directly include

changes of density due to changes of composition. We focus on the two components

water and gas and neglect geochemical and biochemical reactios in this work. We

remark that the model can be extended for multiple components and that chemical

reactions can be included in the source and sink terms.

In the following, section 5.1.1 explains the sequential solution algorithm. Then, section

5.1.2 gives the estimation of partial derivatives of the total specific volume in a pre-

computational step prior to each time step. Section 5.1.3 presents the computation of

secondary variables like, e.g., phase saturation by flash calculations. The discretized

governing equations are given in section 5.1.4 and the advective flux calculation is

presented in section 5.1.5.
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5.1.1 Sequential solution algorithm

The sequential solution algorithm to solve equations (2.21) and (2.22) with (2.10) is

illustrated in figure 5.1. The pressure equation is solved implicitly, while the transport

equations are solved explicitly, resulting in an implicit pressure, explicit transport (IM-

PET) scheme. We first compute an estimate for the transport, leading to an estimate

of the change of total specific volume of fluid phases v̂ [-] with varying total concen-

tration of the components cκ [M/L3] and varying pressure. Then the pressure equation

(2.22) is solved, with one pressure as the primary variable (e.g., the brine pressure

pb) and all secondary variables (densities, viscosities, relative permeabilities, capillary

pressure, saturations, mass fractions, total volume) taken from the previous time step.

With the new pressure field, the transport equations (2.21) for each component are

solved, leading to an update of the total concentrations. All secondary variables are

used from the previous time step. The time stepping criterion is based on a CFL con-

dition [Courant et al., 1928] that requires that the representative flux of each cell does

not exceed the available storage of that cell. The representative flux is defined as the

maximum volumetric out- or influx of each cell, as proposed by Helmig et al. [2010].

A flash calculation finally determines mass fractions and saturations. With that, all

other secondary variables that are used in the next time step can be updated.

Figure 5.1: Algorithm for the sequential compositional flow model.



76 5 Multiphysics model for compositional two-phase flow

5.1.2 Transport estimate

The partial derivatives of the total specific volume of fluid phases v̂ with respect to

changes in total concentration cκ and pressure are determined numerically, following

the procedure developed by [Fritz, 2010]. For changes in pressure, this is done by

increasing the pressure slightly. The change in total specific volume is calculated with

the standard flash routine used in the simulation (see section 5.1.3). If this leads

to unphysical (i.e., positive, see Trangenstein and Bell [1989]) values of the partial

derivative, the pressure is decreased slightly. If this leads to unphysical values again,

phase transition is neglected.

For changes in total concentration, a more sophisticated approach is used to determine

the offset. First, the transport equations are solved based on the pressure field of the

previous time step, with updated saturation-dependent secondary variables and the

time step size of the previous time step. Then, the offset in total concentration of

each component is taken from this transport estimate and the total specific volume is

determined with the standard flash, individually for each component offset. Due to the

nonlinearity of the relationship, [Fritz, 2010] found this secant approach to be more

accurate than determining the tangent using a very small offset of total concentrations.

5.1.3 Flash calculations

The flash calculations are written using the definition for feed mass fraction zκ [-] (ratio

of component mass to total fluid mass) and phase mass fraction να [-] (ratio of phase

mass to total fluid mass):

zκ =
mκ∑
κm

κ
, (5.1)

να =
mα∑
αmα

, (5.2)

where mκ is the total mass of component κ [M] and mα the total mass of phase α [M].

Input for the isothermal flash calculation are feed mass fraction zκ, pressures pα and

the constant temperature. The flash is based on the thermodynamic requirement that

the fugacities fκα [M/(L T2)] of a component in two phases are equal when those phases
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are in equilibrium:

fκα = fκβ . (5.3)

Using the fugacity coefficients ϕκα [-] and mole fractions xκα [-] to define the fugacities

as fκα = xκαϕ
κ
αpα leads (for a system with one liquid and one gaseous phase) to:

xκl ϕ
κ
l pl = xκgϕ

κ
gpg. (5.4)

The mole equilibrium ratios kκα [-] determine the ratio of mole fraction of κ in phase

α to the mole fraction of κ in the reference phase. For a two-phase, two-component

system with brine and gas phases and components water and gas, and the brine phase

as the reference phase, the mole equilibrium ratios are calculated as follows:

kwb =
xwb
xwb

= 1, (5.5)

kgb =
xgb
xgb

= 1, (5.6)

kwg =
xwg
xwb

=
ϕwb pb
ϕwg pg

=
pwvap

pg
, (5.7)

kgg =
xgg
xgb

=
ϕgbpb
ϕggpg

=
Hg
b

pg
, (5.8)

(5.9)

where pwvap is the vapor pressure [M/(L T2)] of pure brine (usually depends on temper-

ature) and Hg
b is the Henry coefficient [M/(L T2)] for the gas component in the brine

phase (usually depends on temperature). Using Raoult’s and Henry’s law implies that

the effect of composition of a phase on dissolution is neglected. For the determination

of fugacity coefficients see A.1.

Together with the requirement that
∑

κ x
κ
α = 1 in each phase, the mole fractions in

equilibrium can now be calculated:

xwb =
1− kgg
kwg − k

g
g
, (5.10)

xwg = xwb k
w
g , (5.11)

xgb = 1− xwb , (5.12)

xgg = 1− xwg . (5.13)
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In a second step, the Rachford-Rice equation [Rachford Jr. and Rice, 1952] for two

phases is used to determine the phase mass fractions να:

∑
κ

zκ(Kκ
α − 1)

1 + να(Kκ
α − 1)

= 0, (5.14)

where Kκ
α are mass equilibrium ratios [-]. For two phases and two components this

equation can be written for the (reference) brine phase and rearranged to give the

phase mass fraction νb directly:

νb = 1 +
(Kw

g − 1)zw + (Kg
g − 1)(1− zw)

(Kw
g − 1)(Kg

g − 1)
. (5.15)

For a derivation of the multiphase Rachford-Rice equation see A.2.

In a third step, the phase distribution is calculated (as well as all other missing sec-

ondary variables):

sα =
να/%α∑
α(να/%α)

. (5.16)

The mole fractions calculated above assuming equilibrium between two phases only

hold if two phases are present. If νb ≤ 0, only a gas phase is present and the mass (and

mole) fractions are corrected to Xw
g = zw, Xg

g = 1 − zw. Conversely, if νb ≥ 1 only

brine phase is present and the mass fractions are corrected to Xw
b = zw, Xg

b = 1− zw.

5.1.4 Discretization in space

The transport equations (2.21) and the pressure equation (2.22) are discretized in space

using a finite volume method. The domain is subdivided into cells i with the volume

Vi, that are connected via interfaces γ, which each have the area Ai. The discretization

points are located in the center of the cells, and most fluid properties are considered to

be constant within a cell volume Vi.

Using a two-point flux approximation, the transport equation (2.21) can be discretized
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as:

∆cκi
∆t

=
∑
γ

Aγ
Vi

nT
γ kdij

∑
α

Xκ
α%αλα

(
pα,j − pα,i

∆x
+ %αg

zj − zi
∆x

)
+ qκi , α = b, g, (5.17)

where nγ is the normalized vector orthogonal to the interface γ and pointing outward

of the cell i, dij is the normalized vector connecting the centers of the cells i and j and

pointing away from i, and ∆x is the distance between the centers of the cells i and j.

Note that we neglect diffusion in this implementation of the model.

When the pressure equation (2.22) is integrated over a volume G with surface Γ and

normal nΓ, it results in:

∫
G

∂v̂

∂p

∂p

∂t
dG−

∫
G

∑
κ

∂v̂

∂cκ
∇ ·

(∑
α

Xκ
α%αuα

)
dG+

∫
G

∑
κ

∂v̂

∂cκ
qκdG

=

∫
G

φ− v̂
∆t

dG, (5.18)

with

∫
G

∑
κ

∂v̂

∂cκ
∇ ·

(∑
α

Xκ
α%αuα

)
dG =

∮
Γ

∑
κ

∂v̂

∂cκ
nΓ ·

(∑
α

Xκ
α%αuα

)
dΓ

−
∫
G

∇
∑
κ

∂v̂

∂cκ
·

(∑
α

Xκ
α%αuα

)
dG. (5.19)

The volume integral on the right-hand side of equation (5.19) can only be neglected

in slightly compressible systems [Pau et al., 2012] where the volume derivatives can be

considered piecewise constant in each cell. For other cases, Fritz et al. [2012] proposed

dividing each cell into one subvolume per interface γ, scaling by the face area Aγ and

the cells surface Ui. In each of these subvolumes, the gradient of each volume derivative

is approximated linearly between the values in cell i and j. The total compressibility
∂v̂
∂p

, the sources qκ and the error term φ−v̂
∆t

are considered piecewise constant within the
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volume G. The pressure equation is then discretized as:

Vi
∂v̂i
∂pi

pti − pt−∆t
i

∆t

+
∑
γ

Aγn
T
γ kdij

∑
α

%αλα

(
ptα,j − ptα,i

∆x
+ %αg

zj − zi
∆x

)∑
κ

Xκ
α

∂v̂

∂cκ

−
∑
γ

Vi
Aγ
Ui

nT
γ kdij

∑
α

%αλα

(
ptα,j − ptα,i

∆x
+ %αg

zj − zi
∆x

) ∑
κ

Xκ
α

∂v̂j
∂cκj
− ∂v̂i

∂cκi

∆x

= −Vi
∑
κ

∂v̂

∂cκ
qκi + Vi

φi − v̂i
∆t

, α = b, g, (5.20)

with all coefficients calculated on the old time level t−∆t. To solve the equation, one

of the two pressures is eliminated using the capillary pressure.

5.1.5 Advective flux calculation

We use full upwinding [Helmig, 1997] for the flux-related properties phase density %α,

phase mobility λα and mass fraction Xκ
α. The upstream cell is determined by the sign

of the potential gradient of each phase:

Φα,ij =
pα,i − pα,j

∆x
+ %̄αg

zi − zj
∆x

, α = b, g. (5.21)

The pressures and densities are determined from the previous time step. If the sign of

the potential gradient is positive for phase α, the flux-related properties for phase α

are taken from cell i; if it is negative, they are taken from the neighboring cell j. In

the case of gravity-influenced systems where counter-current flow may occur, the signs

of the potential gradients and resulting upwind directions may be different for different

phases. To obtain a unique potential gradient for each phase, the phase density %̄α is

centrally weighted between cells i and j.

The permeability tensor in equations (5.19) and (5.20) is determined by calculating

the harmonic mean of corresponding entries of the tensors in the cells adjacent to the

interface γ. The volume derivative ∂v̂
∂cκ

is centrally weighted between cells i and j.
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5.2 Compositional VE model

Compositional processes in a VE context have been introduced by Gasda et al. [2011a],

using an upscaled representation of the dissolution-convection process. The model as-

sumes chemical equilibrium within a gas-phase plume containing mobile and immobile

CO2, with concentrations being constant within the entire gas-phase plume. A dry-

ing front within the gas-phase plume is neglected. The dissolution of CO2 across the

macroscale interface between gas-phase plume and brine region below is modeled as-

suming a constant dissolution rate. It is assumed that the dissolved CO2 usually comes

from the immobile CO2 region of the gas-phase plume, and from the mobile region only

if there is no immobile region. Additionally, the brine region below the gas-phase plume

is assumed to have a constant (averaged) CO2 concentration in the vertical direction.

Horizontal fluxes are calculated separately for each region in the VE cell, accounting for

the different densities in brine with and without dissolved gas. The unknown variables,

pressure, concentration of CO2 in the brine below the gas-phase plume and the thick-

ness of the mobile and immobile CO2 regions, are determined using the total component

mass balance equations and an additional component transport equation for dissolved

CO2. The system is assumed to be incompressible due to pressure changes but volume

changes due to dissolution are included. A sharp interface is assumed in this work, but

a follow-up paper extends the model to include a capillary transition zone [Gasda et al.,

2011b]. The model is applied to the Johansen formation and it is shown that residual

trapping, capillary forces, and dissolution have a great impact on gas plume migration

and long-term trapping. Integrating compositional processes in a vertical equilibrium

context also has been developed and tested by Nilsen et al. [2016b] for a sharp-interface

VE model considering residual CO2 and dissolution of CO2 in brine only. Two models

were developed: one with instant dissolution of CO2 into brine along the vertical height

of the cell, and a second one with a (constant) rate-dependent dissolution of CO2 into

brine (similar to Gasda et al. [2011a], assuming constant concentrations within the en-

tire gas-phase plume). The dissolved CO2 is assumed to come from the residual region

of the gas-phase plume and only from the mobile gas-phase region if the residual part is

absent. A mass balance for CO2, brine and dissolved CO2 is used to solve the system.

Lateral transport of dissolved CO2 induced by density differences is not regarded since

this would require separate description of fluxes from the pure brine and the brine with

dissolved CO2. Results with both developed models show that there is a significant to-
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tal amount of gas components dissolving into brine, which in turn has a strong influence

on gas plume development. This approach is extended by Møyner et al. [2020], with a

numerical upscaling to account for the transient dissolution of gas components below

the gas-phase plume. For this purpose, tables are generated based on pre-computed

one-dimensional simulations, that link the vertical height of the column, coarse-scale

pressure, temperature, time since onset of dissolution and total mass of components

to the coarse-scale deviaton from chemical equilibrium. Furthermore, this framework

allows coupling of a full multidimensional model (e.g., near the injection region) to

a compositional VE model. However, subdomains need to be assigned a priori. The

developed model proved to be efficient as its results compared well against those from

fine-scale simulations, especially regarding the accumulated mass of gas components in

brine and gas phase.

In this section we present a compositional VE model that allows for mutual dissolu-

tion/evaporation of water and gas components, directly includes volume changes due

to pressure and composition, and takes lateral transport due to density differences into

account. The model is rigorously derived by integrating the full multidimensional com-

positional governing equations (2.22) and (2.21) over the height of the aquifer. In the

following, we first discuss states of VE in the context of compositional multiphase flow

in section 5.2.1. Necessary simplifications for our compositional VE model for under-

ground energy storage and assumptions for the reconstruction of the fine-scale solution

in the vertical direction are presented in section 5.2.2. Section 5.2.3 shows the deriva-

tion of the vertically integrated governing equations of our compositional VE model

and section 5.2.4 gives the discretized form of these equations, using a finite volume

approach. In section 5.2.5 we describe the advective flux calculation while section 5.2.6

discusses the role of volume mismatch in the compositional VE model. Finally, the

reconstruction of fine-scale variables in the vertical direction is presented in section

5.2.7.

5.2.1 States of compositional VE

Three different states of vertical equilibrium can be identified for compositional flow in

the context of gas storage:
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1. Phase equilibrium: gas and brine phase are in equilibrium, resulting in hydrostatic

pressure distribution in the vertical direction.

2. Chemical equilibrium within the gas-phase plume: everywhere where the gas

phase is present there is chemical equilibrium between the gas and brine phase

contained in this region. Chemical equilibrium means that, locally, the chemical

potential between the present phases is equal.

3. Chemical equilibrium over the entire depth of the aquifer. This includes chemical

equilibrium within the gas-phase plume as described above, as well as a fully

gas-saturated brine phase below the gas-phase plume.

We expect the time scales for these three equilibrium states to differ greatly, with phase

equilibrium being reached first, followed almost instantaneously by chemical equilibrium

within the gas-phase plume. The time scale associated with chemical equilibrium over

the entire depth of the aquifer would then be expected to be much larger. Reasons for

the different time scales are the two main mechanisms that lead to phase transitioning

between gas and brine phase due to chemical potential: dissolution across the pore-

scale interfaces in volumes of the porous medium containing both gas and brine phase,

and dissolution across large-scale interfaces (which exist on the pore scale but can be

localized on a larger scale) that separate bulks of gas and brine phase (e.g., across the

boundary between gas-phase plume and brine region below). Everywhere where gas

and brine phase are both present in a volume of porous material, phase transition is

an almost instantaneous process, since the pore-scale interfaces separating the phases

have a very large specific area. Dissolution across pore-scale interfaces occurs mainly

near the injection region, where the gas and brine phases are not in equilibrium and

distributed over the entire depth of the aquifer. Furthermore, dissolution across pore-

scale interfaces occurs within the developing gas-phase plume, until the residual brine

phase disappears due to evaporation of all water into the gas phase (drying front).

Dissolution across pore-scale interfaces also plays a role when the mobile gas phase

retreats, leaving residual gas phase, which may come in contact with fresh brine, until

all gas components are dissolved in brine (wetting front).

Dissolution across large-scale interfaces is a slow process in general, since the large-scale

interface separating the phases has a relatively small specific area, and the dissolution

rate is often limited by diffusion carrying components away from the large-scale inter-

face. As a result, dissolution across large-scale interfaces may only be relevant in later
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times. However, in some cases it may be accelerated by convective mixing. Convective

mixing means that density differences in the phases due to different compositions lead

to fluxes within one phase that increase the concentration difference over a large-scale

interface. As an example, CO2 that diffuses from the gas-phase plume into the brine

phase below increases the brine-phase density. The heavier brine phase sinks to the

bottom of the aquifer (often inducing instabilities, i.e., fingering), bringing fresh, non-

saturated brine phase back up to the gas-phase plume. This way, the concentration

difference across the boundary of the gas-phase plume is maintained and dissolution of

CO2 remains at a steady rate. This system has been studied extensively in the context

of CO2 storage [Lindeberg and Bergmo, 2003, Ennis-King and Paterson, 2005, Riaz and

Hesse, 2006, Farajzadeh et al., 2007, Pruess and Zhang, 2008, Pau et al., 2010].

Both mechanisms can be accounted for by numerical models. Dissolution across pore-

scale interfaces is included usually by applying local chemical equilibrium on the level

of a computational cell, meaning local equilibrium is reached instantaneously, or by ap-

plying a chemical non-equilibrium model for each cell. While difffusive fluxes to/from

neighboring cells may be accounted for by simulations, dissolution over cell boundaries

is usually not implemented explicitly. Nevertheless, dissolution over large-scale inter-

faces is included implicitly in simulations. There is usually no sharp representation of

the large-scale interface, but rather a smearing over one layer of cells within which a

chemical equilibrium model is assumed. As a result, dissolution over large-scale inter-

faces occurs implicitly inside the cells where the large-scale interface is located.

Three different model concepts for compositional VE can be identified as illustrated in

figure 5.2, associated with increasing complexity. Figure 5.2 (a) shows a simple model

concept for compositional VE where the fluid phases and the components are assumed

to be in equilibrium over the entire vertical direction. In reality, this state will only be

reached in the entire domain after a very long time that is possibly much larger than

the time required to reach phase equilibrium. As a result, compositional VE models

assuming chemical equilibrium over the entire depth of the aquifer are only applicable

for long time scales. If smaller time scales are of interest, compositional VE models

may assume chemical equilibrium in the gas-phase plume only, as depicted in figure 5.2

(b). Diffusion/dissolution over the interface between gas-phase plume and brine region

below is neglected, assuming pure brine below the gas-phase plume. Compositional

VE models assuming chemical equilibrium restricted to the gas-phase plume are of

medium complexity since gas-phase plume and region below are treated differently.
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Figure 5.2: Three different model concepts for compositional VE with increasing complexity:
(a) assuming chemical equilibrium over the entire depth of the aquifer, (b) as-
suming chemical equilibrium only in the gas-phase plume, (c) assuming chemical
equilibrium in the gas-phase plume and a rate q of components dissolving into
brine below the gas-phase plume. Note that the height of the gas-phase plume
may differ between (a)-(c).

Applicability of such models is given only for short time scales or cases where there is

no convective mixing. Figure 5.2 (c) shows a model concept of high complexity that

deals with the transition between both compositional VE states by assuming chemical

equilibrium in the gas-phase plume and applying a component flux across the large-scale

interface. Diffusion/dissolution over the large-scale interface can be modelled in form

of a component flux that is driven by the concentration difference, or as an upscaled

dissolution rate, which may be assumed to be constant. Furthermore, the presence of

gas components below the gas-phase plume could also be caused by lateral transport

of brine containing gas components or by a gas phase present in this region prior to

reaching phase equilibrium. Assumptions have to be made about the profile of the

concentration of gas components in the vertical direction below the gas-phase plume,

e.g., constant concentration of gas components in brine directly below the gas-phase

plume, or an averaged concentration over the entire depth below the gas-phase plume.

5.2.2 Model assumptions

In order to develop an efficient and robust model for underground energy storage, and

in particular to enable reconstruction of the fine-scale solution in the vertical direc-
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tion, a number of assumptions and simplifications for our compositional VE model are

necessary. These assumptions and simplifications are summarized in this section.

The components of interest in underground energy storage (e.g., hydrogen, methane)

do not induce a convective mixing behaviour in our simulations. This is because these

components have smaller molar masses than H2O and would decrease the density of

the brine, according to simplified mixing laws that assume that one molecule of liquid

component is replaced by one molecule of gas component [Class and Helmig, 2002].

Consequently, our compositional VE model neglects the dissolution of gas components

below the gas-phase plume. We note that, if necessary, the model can be extended to

include such a process in the same way as presented by Gasda et al. [2011a], Nilsen

et al. [2016b] or Møyner et al. [2020].

Reconstruction of the fine-scale solution in the vertical direction requires assumptions

about vertical profiles of phase saturations, phase pressure, mass fractions, phase den-

sity and phase viscosity. The profile of phase saturation follows from the assumption

of vertical equilibrium of phases, and is similar to the saturation profile of immisci-

ble VE models, with a brine-phase region with pure brine phase below a gas-phase

plume in chemical equilibrium, where the saturation profile follows the inverse of the

capillary-saturation relationship. The pressure variation along the vertical direction is

hydrostatic according to vertical equilibrium of phases as well. However, the increase of

pressure with depth is now dependent on density and composition, which may change

along the vertical direction due to pressure changes. As a simplification, we assume a

constant gas phase density and constant mass fractions of components in the gas phase,

which depend on a reference gas phase pressure, defined as the gas phase pressure at

the top of the aquifer. This is possible for the gas phase without introducing significant

errors, since the variations of gas phase pressure along the vertical direction will be

small. Further, we assume a constant brine phase density and constant mass fractions

of components in the brine phase inside the gas-phase plume, and a constant (pure)

brine phase density below the gas-phase plume. Phase viscosities are assumed to be

constant within gas-phase plume and below, as well. The reference brine phase pres-

sure for properties inside the gas-phase plume is defined as the brine phase pressure at

the lower end of the gas-phase plume, the reference brine phase pressure for properties

below the gas-phase plume is defined as the brine phase pressure at the bottom of

the aquifer. Since the brine phase can be assumed to be much less compressible than

the gas phase, this simplification should not introduce significant errors. Furthermore,
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property variations along the vertical direction are less significant than property vari-

ations along the horizontal direction, as long as the vertical extent of the domain is

much smaller than the horizontal extent [Bachu, 2002]. Reference pressures and re-

sulting secondary variables such as phase densities inside the plume and equilibrium

mass fractions, which in turn affect the height of the gas-phase plume and thus pressure

profiles, are iterated to find a consistent state.

Due to dissolution of water components into pure gas that is injected, a drying front

develops inside the gas-phase plume with a one-phase gas region forming, starting at the

injection region and travelling farther into the gas-phase plume as injection continues.

A second front (wetting front) develops after injection has stopped or when extraction

has begun, with gas components from residual gas phase being dissolved in the brine

phase until a one-phase state with brine phase only is reached. Depending on the

process that dictates the direction in which the mobile gas phase moves, this front can

travel through the plume from both sides. Both drying and wetting fronts are neglected

in this model.

With the model assumptions above we can reconstruct the fine-scale solution in the

vertical direction, as shown qualitatively in figure 5.3 for the brine phase saturation,

phase pressures, mass fractions of the water component, and phase densities. The

profile of the brine phase saturation in the gas-phase plume follows the inverse of the

capillary pressure curve and is piecewise constant below the gas-phase plume. The

pressure distribution is assumed to be hydrostatic, with different constant slopes in

the region of the gas-phase plume and below it. Densities and mass fractions (and,

analogously, viscosities, which are not pictured) inside the gas-phase plume and below

are piecewise constant, due to different composition and different reference pressures

in those regions.

5.2.3 Governing equations

In the following, we apply the simplifications and assumptions discussed in section

5.2.2. We neglect dissolution across the large-scale interface between gas-phase plume

and pure brine phase below the plume, and assume that all gas components are located

inside the gas-phase plume, which is in chemical equilibrium (VE state (b) in figure

5.2). We largely neglect the influence of pressure variations along the vertical direction
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Figure 5.3: Assumed vertical profiles of brine phase saturation, phase pressures, mass fractions
of the water component, and phase densities. We (optionally) include a capillary
transition zone and assume no dissolution below the gas-phase plume. The pro-
file of the brine phase saturation in the mobile gas region follows the inverse of
the capillary pressure curve. Pressure distribution is assumed to be hydrostatic.
Densities and mass fractions are piecewise constant inside the gas-phase plume
and below.

on equilibrium mass fractions, phase densities and phase viscosities, by assuming a

constant value for these properties inside the gas-phase plume and below.

The governing equations of the compositional VE model are derived by integrating the

full multidimensional equations over the height of the aquifer. First we demonstrate

this for the pressure equation, by integrating equation (2.22):

∫ zT

zB

∂v̂

∂p

∂p

∂t
dz −

∫ zT

zB

∑
κ

∂v̂

∂cκ
∇ ·

(∑
α

Xκ
α%αuα

)
dz +

∫ zT

zB

∑
κ

∂v̂

∂cκ
qκdz

=

∫ zT

zB

φ− v̂
∆t

dz, α = b, g. (5.22)

Due to the assumption of hydrostatic pressure distribution, ∂p
∂t

is constant over z and

neglecting the influence of pressure, Xκ
α%α is piecewise constant inside the gas-phase

plume and below it, respectively. Further, we move the volume derivatives ∂v̂
∂p

and
∂v̂
∂cκ

out of the integral because we obtain these terms by exploiting the entire VE

reconstruction mechanism for varying pressure and total concentration as an averaged

value for the entire VE cell. This leads to:(
∂V̂

∂P

)VE
∂P

∂t
−
∑
κ

(
∂V̂

∂Cκ

)VE

∇// ·

(
Xκ,∗
b %∗bU

∗
b +

∑
α

Xκ,∗∗
α %∗∗α U ∗∗α

)

+
∑
κ

(
∂V̂

∂Cκ

)VE

Qκ =
Φ− V̂

∆t
, α = b, g,

(5.23)
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with V̂ =
∫ zT
zB
v̂dz, Cκ =

∫ zT
zB
cκdz and Qκ =

∫ zT
zB
qκ. The superscript VE indicates that

we obtain the values in parenthesis by exploiting the VE reconstruction mechanism.

Properties below the plume are denoted with superscript (∗), inside the plume with

superscript (∗∗). The coarse scale Darcy velocities U ∗b and U ∗∗α are defined as:

U ∗b =

∫ zmin
p

zB

ub,// =

∫ zmin
p

zB

−k//λb (∇//pb + %bg∇//z) dz = −K∗Λ∗b (∇//P
∗
b + %∗bg∇//zB) ,

U ∗∗α =

∫ zT

zmin
p

uα,// =

∫ zT

zmin
p

−k//λα (∇//pα + %αg∇//z) dz = −K∗∗Λ∗∗α (∇//P
∗∗
α + %∗∗α g∇//zB) ,

α = b, g,

(5.24)

with P ∗b defined at the bottom of the aquifer and P ∗∗α defined at the top of the aquifer.

The depth-integrated permeability and depth-averaged relative permeability below and

above the plume are defined as:

K∗ =

∫ zmin
p

zB

k//dz, (5.25)

Λ∗b = K∗−1

∫ zmin
p

zB

k//λbdz, (5.26)

K∗∗ =

∫ zT

zmin
p

k//dz, (5.27)

Λ∗∗α = K∗∗−1

∫ zT

zmin
p

k//λαdz, α = b, g. (5.28)

The VE transport equations are determined by integrating equation (2.21), as:

∂Cκ

∂t
= −∇// ·

(
Xκ,∗
b %∗bU

∗
b +

∑
α

Xκ,∗∗
α %∗∗α U ∗∗α

)
+Qκ, α = b, g. (5.29)

The governing equations are solved using the same sequential solution algorithm used

for the full multidimensional equations, with a transport estimate to determine volume

derivatives, an implicit pressure step using coefficients based on the previous time

level to compute the pressure field with equation (5.23), and an explicit transport step

solving equation (5.29) followed by an update of all secondary variables. Time stepping

is restricted by a CFL criterion as in the full multidimensional case (see section 5.1.1).
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5.2.4 Discretization in space

As for the full multidimensional case, the transport equations (5.29) and the pressure

equation (5.23) of the compositional VE model are discretized in space using a finite

volume method. We follow closely the steps taken to discretize the governing equations

of the full multidimensional model, since the form of the equations is very similar. Using

a two-point flux approximation, the discretized transport equation of the compositional

VE model follows as:

∆Cκ
i

∆t
=
∑
γ

Aγ
Vi

(
nT
γK

∗dijX
κ,∗
b %∗bΛ

∗
b

(
P ∗b,j − P ∗b,i

∆x
+ %∗bg

zB,j − zB,i
∆x

)
+

nT
γK

∗∗dij
∑
α

Xκ,∗∗
α %∗∗α Λ∗∗α

(
P ∗∗α,j − P ∗∗α,i

∆x
+ %∗∗α g

zB,j − zB,i
∆x

))
+Qκ

i , α = b, g.

(5.30)

The noteworthy difference to the discretized transport equation of the full multidimen-

sional model (5.17), is that two flux-related terms appear within the large brackets.

They appear this way as we treat fluxes from inside the plume separately from fluxes

from below the plume.
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The discretized pressure equation of the compositional VE model is:

Vi

(
∂V̂i
∂Pi

)VE
P t
i − P t−∆t

i

∆t

+
∑
γ

Aγ

nT
γK

∗dij%
∗
bΛ
∗
b

(
P t,∗
b,j − P

t,∗
b,i

∆x
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∆x

)∑
κ
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b

(
∂V̂

∂Cκ

)VE

+nT
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∗∗dij
∑
α

%∗∗α Λ∗∗α

(
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α,j − P

t,∗∗
α,i

∆x
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∆x
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κ
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α
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

−
∑
γ

Vi
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nT
γK

∗dij%
∗
bΛ
∗
b

(
P t,∗
b,j − P

t,∗
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∆x
+ %∗bg

zB,j − zB,i
∆x

) ∑
κ

Xκ,∗
b

(
∂V̂j
∂Cκj

)VE

−
(
∂V̂i
∂Cκi

)VE

∆x

−nT
γK

∗∗dij
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α

%∗∗α Λ∗∗α

(
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α,j − P

t,∗∗
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zB,j − zB,i
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−
(
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∑
κ

(
∂V̂

∂Cκ

)VE

Qκ
i + Vi

Φi − V̂i
∆t

, α = b, g.

(5.31)

Again here we see two flux-related terms for fluxes inside and below the gas-phase

plume, where, in the discretized equation for the full multidimensional model (5.20),

there was only one term. All coefficients are calculated on the old time level t−∆t. The

pressures P ∗∗α at the top of the aquifer are related to the pressures P ∗α at the bottom

of the aquifer by exploiting the assumption of hydrostatic profiles and the minimum

location of the gas plume known from the old time level. To solve the equation, one

of the two remaining phase pressures at the bottom of the aquifer is then eliminated

using the (pseudo) capillary pressure Pc.

5.2.5 Advective flux calculation

We use full upwinding for the flux-related properties inside the gas-phase plume and

below the plume. Inside the gas-phase plume, the upstream cell is determined by the
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sign of the potential gradient of each phase:

Φα,ij =
P ∗∗α,i − P ∗∗α,j

∆x
+ %̄∗∗α g

zB,i − zB,j
∆x

, α = b, g. (5.32)

As in the full multidimensional case, if the sign of the potential gradient inside the

gas-phase plume is positive for phase α, phase density %∗∗α , the phase mobility Λ∗∗α and

mass fraction Xκ,∗∗
α are taken from cell i, if it is negative, from the neighboring cell j.

Analogously, below the gas-phase plume, the upstream cell is determined by the sign

of the potential gradient of the brine phase:

Φb,ij =
P ∗b,i − P ∗b,j

∆x
+ %̄∗bg

zB,i − zB,j
∆x

. (5.33)

If the sign of the potential gradient of the brine phase below the gas-phase plume

is positive, brine density %∗b , the brine mobility Λ∗b and mass fraction Xκ,∗
b are taken

from cell i, if it is negative, from the neighboring cell j. Note that to obtain a unique

definition of the potential gradient, the phase densities %̄∗∗α and %̄∗b are centrally weighted

between cells i and j. The pressures and densities are taken from the previous time

step.

The permeability tensor in equations (5.30) and (5.31) is determined by calculating

the harmonic mean of corresponding entries of the tensors in the cells adjacent to the

interface γ. The volume derivative ∂V̂
∂Cκ

is centrally weighted between cells i and j.

5.2.6 Volume mismatch

The compositional full multidimensional model allows for a volume mismatch within

cells, i.e., the volume of all phases in one cell does not necessarily correspond to the

volume of void space of the cell. In terms of saturation, the volume mismatch is treated

by defining saturation as the ratio of volume of one phase to the total volume of phases

inside the cell, instead of relating the volume of one phase to the total volume of void

space inside the cell. This can be seen as virtually increasing/decreasing the void space

of the cell (i.e., higher/lower porosity or larger/smaller volume) to fit the volume of

phases. The thus defined saturation, as well as the intensive state quantities mass/mole

density and mass/mole fraction, are used as input to determine capillary pressure and
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relative permeability, while fluxes are calculated with the real porosity and volume of

the cell, creating an inconsistency that can not be resolved.

Transferring the concept of volume mismatches to the compositional VE model is chal-

lenging because the distribution of volume mismatches along the vertical direction is

unknown. The VE cell itself only contains the net volume mismatch of the previous

time step, which theoretically makes a mix of positive and negative volume mismatches

along the vertical direction possible. In reality, the volume mismatch may be high-

est in the region of the plume, where volume-changing effects due to dissolution have

the highest impact. However, since the concept of volume mismatches was introduced

to stabilize the numerical scheme and has no physically meaningful representation, it

could occur anywhere. Additionally, since the volume mismatch is only known from

the previous time step, phase distribution and volume mismatch distribution have to

be solved iteratively, which would further enlarge the already iterative (for capillary

transition models) reconstruction mechanism. Therefore, we entirely neglect volume

mismatches in the plume region and shift it to the bottom of the VE cell. During

reconstruction of the vertical saturation profile, we fill up the cell from the top with

the volume of both phases to determine the height of the gas-phase plume. The re-

construction mechanism hereby ensures that gas components and associated volume is

consistent with the volume of the available pore space, so volume mismatches in the

VE model can only be caused by water components. On the coarse scale, volume mis-

matches can easily be determined since the total mass of both components, densities

of all phases in all regions, and the height of the gas-phase plume is known.

5.2.7 Reconstruction

At the end of each time step, known variables are one phase pressure at the bottom

of the aquifer (e.g., the brine phase pressure Pb) and the total concentrations of both

components. The constant equilibrium mass fractions inside the gas-phase plume, as

well as phase densities inside and below the gas-phase plume, can be calculated, both

depending on the reference phase pressures. Since the reference phase pressures largely

depend on the location of the gas-phase plume, zp, the reconstruction is iterated. As a

first estimate for the reference phase pressures we exploit the pseudo capillary pressure

from the previous time step. Further, zmin
p , the minimum location of the gas plume, is
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known from the previous time step. With these properties known, the location of the

gas-phase plume, zp, can be determined by a mass balance of gas components. For a

sharp interface VE model neglecting capillary pressure on the fine scale, the procedure

to determine zp can be summarized as:

1. Check if the location of the gas-phase plume is smaller (case 1) or larger (case 2)

than zmin
p from the previous time step.

2. If case 1, meaning no immobile gas phase below the mobile plume (zp = zmin
p ),

calculate the location of the gas-phase plume, zp, and update zmin
p .

3. If case 2, meaning an immobile area below the plume exists (zp > zmin
p ), calculate

zp.

For a VE model with capillary transition zone, the gas-phase plume location can be

smaller than zB. This leads to a third case, and the procedure to determine zp is as

follows:

1. Check if the location of the gas-phase plume is smaller (case 1a/1b) or larger

(case 2) than zmin
p from the previous time step.

2. If there is no immobile gas phase below the mobile plume (zp = zmin
p ), check if

the location of the gas-phase plume is larger than zB (case 1a) or smaller than

zB (case 1b), and determine zp accordingly. Update zmin
p if necessary.

3. If case 2, meaning an immobile area below the plume exists (zp > zmin
p ), calculate

zp.

Once the location of the gas-phase plume, zp, is known, the saturation distribution in

the vertical direction can be reconstructed in the same way as for the non-compositional

VE models, while largely neglecting the volume mismatch as discussed in section

5.2.6. Reconstruction of the pressures over the vertical direction is similar to the non-

compositional VE model as well, assuming a hydrostatic profile, with the difference that

the density of the brine phase changes in regions with and without dissolved gas. With

the pressure distribution in the vertical direction known, the reference phase pressures

can be updated, and with that updated equilibrium mass fractions inside the gas-phase

plume and phase densities inside and below the gas-phase plume can be determined.

The process of calculating the location of the gas-phase plume, zp, is repeated until

convergence.
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In the following, the two reconstruction steps are shown in detail: first for a sharp inter-

face VE model, then for a VE model with capillary transition zone. For simplification

we assume that the porosity is constant in the VE cell and we choose the brine phase

pressure Pb as our primary pressure variable.

Reconstruction for sharp interface model

Pressure reconstruction: Since there is no capillary pressure on the fine scale of the

sharp interface VE model, both phase pressures are equal along the vertical direction.

This leads to the following phase pressure distribution along the vertical direction:

pb(z) = pg(z) =


Pb − %∗bg(zmin

p − zB)− %∗∗b g(zp − zmin
p )− %∗∗g g(z − zp), zp < z ≤ zT ,

Pb − %∗bg(zmin
p − zB)− %∗∗b g(z − zmin

p ), zmin
p < z ≤ zp,

Pb − %∗bg(z − zB), zB ≤ z ≤ zmin
p .

(5.34)

We refer to figure 5.3 for a representation of the bottom of the aquifer zB, the top of

the aquifer zT , the location of the gas-phase plume zp and minimum location of the gas

plume zmin
p .

Saturation reconstruction, case 1 (zp = zmin
p ): The brine phase saturation along

the vertical direction is straightforward:

sb(z) =

sb,r, zp < z ≤ zT ,

1, zB ≤ z ≤ zp.
(5.35)

The calculation of zp is based on a balance of the total mass of gas components within

the cell. Without a region of immobile gas phase below the mobile plume, the mass of

gas components in the cell is:

CgA = A(H + zB − zp)φ(1− sb,r)%∗∗g Xg,∗∗
g + A(H + zB − zp)φsb,r%∗∗b X

g,∗∗
b , (5.36)

where H is the vertical height of the cell [L], A is the area of the horizontal cross section

of the cell [L2], and sb,r is the residual saturation of the brine phase [-]. Rearranging



96 5 Multiphysics model for compositional two-phase flow

equation (5.36), gives the location of the gas-phase plume:

zp = zB +H − Cg

φ(1− sb,r)%∗∗g X
g,∗∗
g + φsb,r%∗∗b X

g,∗∗
b

. (5.37)

Saturation reconstruction, case 2 (zp > zmin
p ): The brine phase saturation along

the vertical direction is again straightforward:

sb(z) =


sb,r, zp < z ≤ zT ,

1− sg,r, zmin
p < z ≤ zp,

1, zB ≤ z ≤ zmin
p .

(5.38)

Here, the calculation of the mass of gas components in the cell is extended to include

the immobile area of gas phase below the mobile plume:

CgA = A(H + zB − zp)φ(1− sb,r)%∗∗g Xg,∗∗
g + A(H + zB − zp)φsb,r%∗∗b X

g,∗∗
b

+A(zp − zmin
p )φsg,r%

∗∗
g X

g,∗∗
g + A(zp − zmin

p )φ(1− sg,r)%∗∗b X
g,∗∗
b ,

(5.39)

where sg,r is the residual saturation of the gas phase. Rearranging equation (5.39),

gives the location of the gas-phase plume:

zp =
Cg + φ%∗∗g X

g,∗∗
g

(
zmin
p sg,r − (H + zB)(1− sb,r)

)
φ(1− sg,r − sb,r)(%∗∗b X

g,∗∗
b − %∗∗g X

g,∗∗
g )

+
φ%∗∗b X

g,∗∗
b

(
zmin
p (1− sg,r)− (H + zB)sb,r

)
φ(1− sg,r − sb,r)(%∗∗b X

g,∗∗
b − %∗∗g X

g,∗∗
g )

.

(5.40)

Reconstruction for capillary transition model

Pressure reconstruction: Due to taking capillary pressure into account on the fine

scale of the capillary transition VE model, the phase pressures differ according to the

capillary pressure depending on saturation. The entry pressure, pe, is the (constant)

difference between the phase pressures at sw ≥ 1.0−sn,r and has to be chosen according

to the porous material. The phase pressures along the vertical direction follow as:

pb(z) =

Pb − %∗bg(zmin
p − zB)− %∗∗b g(z − zmin

p ), zmin
p < z ≤ zT ,

Pb − %∗bg(z − zB), zB ≤ z ≤ zmin
p ,

(5.41)
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pg(z) =


Pb − %∗bg(zmin

p − zB) + pe − %∗∗b g(zp − zmin
p )− %∗∗g g(z − zp), zp < z ≤ zT ,

Pb − %∗bg(zmin
p − zB) + pe − %∗∗b g(z − zmin

p ), zmin
p < z ≤ zp,

Pb − %∗bg(z − zB) + pe, zB ≤ z ≤ zmin
p .

(5.42)

The capillary pressure along the vertical direction can be calculated by substracting

the brine phase pressure from the gas phase pressure:

pc(z) = pg(z)− pb(z) =

pe + (%∗∗b − %∗∗g )g(z − zp), zp < z ≤ zT ,

pe, zB ≤ z ≤ zp.
(5.43)

The capillary pressure is a function of saturation, e.g., the Brooks-Corey relationship

as in equation (2.7). Using the Brooks-Corey relationship, the saturation can be recon-

structed as follows.

Saturation reconstruction, case 1a (zp = zmin
p , zp > zB): Reconstruction of the

brine phase saturation below the plume is straightforward:

sb(z) = 1, zB ≤ z ≤ zp. (5.44)

For the region of the plume, equation (5.43) is set equal to equation (2.7), and rear-

ranged for sb. This leads to an expression for the brine phase saturation inside the

plume, depending on the location of the gas-phase plume:

sb(z) =
(
pe + (%∗∗b − %∗∗g )g(z − zp)

)−λ
pλe (1− sb,r − sg,r) + sb,r, zp < z ≤ zT . (5.45)
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To calculate the unknown zp, we balance the coarse-scale and fine-scale mass of gas

components: ∫ zT

zp

(
φsb(z)%∗∗b X

g,∗∗
b + φ(1− sb(z))%∗∗g X

g,∗∗
g

)
dz = Cg

= φ%∗∗g X
g,∗∗
g (zT − zp)

+φ(%∗∗b X
g,∗∗
b − %∗∗g Xg,∗∗

g )

(
1

1− λ
(
pe + (%∗∗b − %∗∗g )g(zT − zp)

)1−λ (1− sb,r − sg,r)pλe
(%∗∗b − %∗∗g )g

+sb,r(zT − zp)−
pe(1− sb,r − sg,r)

(1− λ)(%∗∗b − %∗∗g )g

)
.

(5.46)

This equation can not be easily rearranged to determine zp, which is why a numerical

method, e.g. Newton-Raphson, must be used to solve for it.

Saturation reconstruction, case 1b (zp = zmin
p , zp ≤ zB): In this case, the entire

vertical height of the cell is filled by the plume region. The distribution is the same as

for case 1a:

sb(z) =
(
pe + (%∗∗b − %∗∗g )g(z − zp)

)−λ
pλe (1− sb,r− sg,r) + sb,r, zB ≤ z ≤ zT . (5.47)

To calculate the unknown zp, we use again a mass balance of the gas components:∫ zT

zB

(
φsb(z)%∗∗b X

g,∗∗
b + φ(1− sb(z))%∗∗g X

g,∗∗
g

)
dz = Cg

= φ%∗∗g X
g,∗∗
g H

+φ(%∗∗b X
g,∗∗
b − %∗∗g Xg,∗∗

g )

(
1

1− λ
(
pe + (%∗∗b − %∗∗g )g(zT − zp)

)1−λ (1− sb,r − sg,r)pλe
(%∗∗b − %∗∗g )g

+sb,rH −
1

1− λ
(
pe + (%∗∗b − %∗∗g )g(zB − zp)

)1−λ (1− sb,r − sg,r)pλe
(%∗∗b − %∗∗g )g

)
.

(5.48)

Again, this equation must be solved for zp numerically.

Saturation reconstruction, case 2 (zp > zmin
p , zp > zB): The saturation distribu-
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tion below the mobile plume is straightforward:

sb(z) =

1− sg,r, zmin
p < z ≤ zp,

1, zB ≤ z ≤ zmin
p .

(5.49)

The saturation distribution inside the mobile plume is the same as for cases 1a and 1b:

sb(z) =
(
pe + (%∗∗b − %∗∗g )g(z − zp)

)−λ
pλe (1− sb,r − sg,r) + sb,r, zp < z ≤ zT . (5.50)

To calculate the unknown zp, we extend the mass balance by the region of the immobile

plume, where gas is present in the residual gas phase and the surrounding brine phase.

This leads to: ∫ zT

zp

(
φsb(z)%∗∗b X

g,∗∗
b + φ(1− sb(z))%∗∗g X

g,∗∗
g

)
dz

+(zp − zmin
p )φsg,r%

∗∗
g X

g,∗∗
g + (zp − zmin

p )φ(1− sg,r)%∗∗b X
g,∗∗
b = Cg

= φ%∗∗g X
g,∗∗
g (zT − zp)

+φ(%∗∗b X
g,∗∗
b − %∗∗g Xg,∗∗

g )

(
1

1− λ
(
pe + (%∗∗b − %∗∗g )g(zT − zp)

)1−λ (1− sb,r − sg,r)pλe
(%∗∗b − %∗∗g )g

+sb,r(zT − zp)−
pe(1− sb,r − sg,r)

(1− λ)(%∗∗b − %∗∗g )g

)
+ (zp − zmin

p )φ
(
sg,r%

∗∗
g X

g,∗∗
g + (1− sg,r)%∗∗b X

g,∗∗
b

)
.

(5.51)

As for the other cases when taking a capillary transitioning zone into account, this

equation must be solved for zp numerically.

5.3 Coupling strategy

As with the case of immiscible two-phase flow, the compositional VE assumption may

not be valid everywhere in the domain, mainly due to the phases not having reached

equilibrium yet. This especially concerns the injection areas, where injected gas forms

a gas phase that moves upward, and the tip of the advancing/retreating gas-phase

plume, where brine drains out of or imbibes the gas region. In extraction areas, the

detailed location and composition of the gas phase is of high importance, which is
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why a full multidimensional model may be desired here, too. Therefore, we couple

the compositional full multidimensional model and the compositional VE model in one

domain. In the following, we first explain the coupling by formulating the volume

change due to fluxes across the subdomain boundaries in section 5.3.1, and present the

computational algorithm to solve the governing equations in section 5.3.2.

5.3.1 Volume change due to fluxes across subdomain boundaries

We exploit the similarity between the pressure equation (2.22), including (2.10), of the

compositional full multidimensional model and the pressure equation (5.23), including

(5.24), of the compositional VE model to couple both models in one domain. Both

equations balance a storage term describing the change of total specific volume of

all phases due to pressure changing over time, with volume changes due to fluxes, a

source/sink term and a residual describing discrepancies in total specific volume and

porosity. The two compositional models are coupled together by formulating the change

of total specific volume of phases due to fluxes across the subdomain boundaries (second

term in equations (2.22) and (5.23)) and requiring continuity. For that purpose, we

refine the VE cell on one side of the subdomain boundary into full multidimensional

subcells in the vertical direction. Each subcell shares an interface with a neighboring

cell in the full multidimensional subdomain. The discretized form of the volume change

due to fluxes from the full multidimensional cell i to a VE subcell j
′

on the other side

of the boundary between subdomains is:

A
′

γn
T
γ k
′
dij′

∑
α

%
′

αλ
′

α

(
pt,
′

α,j − ptα,i
∆x

+ %
′

αg
zj′ − zi

∆x

)∑
κ

Xκ,′

α

(
∂v̂

∂cκ

)′

−Vi
Aγ
Ui

nT
γ k
′
dij
∑
α

%
′

αλ
′

α

(
pt,
′

α,j − ptα,i
∆x

+ %
′

αg
zj′ − zi

∆x

) ∑
κ

Xκ,′

α

(
∂v̂j
∂cκj

)′
− ∂v̂i

∂cκi

∆x
,

α = b, g,

(5.52)

where all coefficients are calculated from the previous time step. A
′
γ is the face area

shared by the full multidimensional cell and the VE subcell, and k
′

is determined by

calculating the harmonic mean of corresponding entries of the tensors in the full mul-

tidimensional cell and the VE subcell. One phase pressure p
′
α,j is replaced by pc(s̄

′

b,j),



5.3 Coupling strategy 101

where s̄
′

b,j is the brine phase saturation in the VE subcell that would form under con-

ditions of chemical equilibrium within the subcell, using averaged total concentrations

and reconstructed pressures of the subcell from the previous time step to establish the

state of chemical equilibrium. The remaining phase pressure p
′
α,j is the reconstructed

pressure at the calculation point of the VE subcell and is expressed using the phase

pressure at the bottom of the VE cell, Pα. For details on pressure reconstruction we re-

fer to equations (5.34) for a sharp interface VE model, and equations (5.41) and (5.42)

for a VE model with capillary transitioning zone. We use full upwinding for the recon-

structed flux-related properties phase density %
′
α, phase mobility λ

′
α and mass fraction

Xκ,′
α , depending on the phase potential as described before. The phase potential is:

Φα,ij′ =
pα,i − p

′
α,j

∆x
+ %̄

′

α

zi′ − zj
∆x

, α = b, g, (5.53)

where %̄
′
α is centrally averaged between cell i and j

′
, and pressures and densities are

taken from the previous time step. If the sign of the potential is positive, the flux-

related properties for phase α are taken from cell i; if it is negative, from the VE subcell

j
′
. All flux-related properties in the VE subcell j

′
are calculated assuming chemical

equilibrium within the subcell, using averaged total concentrations and reconstructed

pressures of the subcell from the previous time step. Futhermore, the volume derivative(
∂v̂
∂cκ

)′
is centrally weighted between cells i and j

′
, while

(
∂v̂j
∂cκj

)′
is determined specifically

for the subcell itself, using averaged properties inside the subcell and a fraction of the

transport estimate according to the volume ratio between subcell and VE cell. For each

full multidimensional cell there is only one adjacent VE subcell contributing to volume

change due to fluxes from the VE subdomain. The volume change caused by fluxes

over the subdomain boundary to the VE cell is computed as the sum of the volume

changes due to fluxes from all neighboring full multidimensional cells.

5.3.2 Computational algorithm

We solve the pressure and transport equations of the two compositional models se-

quentially as described in chapter 5.1.1. In a pre-computational step, we calculate a

transport estimate on the pressure field of the previous time step to determine the

volume derivatives. Then, we first solve the pressure equation in an implicit manner,

where the primary unknown variable is one phase pressure for each computational cell,
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and all coefficients are calculated based on the previous time level. We use a single

computational matrix for the entire domain, combining full multidimensional subdo-

mains (pressure equation (2.22), including (2.10)) and VE subdomains (pressure equa-

tion (5.23), including (5.24)) without iterating between subdomains, and consequently

solve for all phase pressures simultaneously. The volume change due to mass fluxes at

the interface is calculated as shown above, with all adjacent full multidimensional cells

taken into account for a VE cell at the subdomain boundary.

Once the pressure has been updated, the full multidimensional transport equations

(5.29) and VE transport equations (2.21) are solved explicitly to update total concen-

trations in each cell. The component fluxes across subdomain boundaries are calculated

as the fluxes calculated in the pressure step to determine the volume change due to

fluxes. The component flux across the subdomain to a VE cell is calculated as the sum

of the component fluxes from full multidimensional cells to subcells of the VE cell, while

for a full multidimensional cell only the contribution of the adjacent subcell is taken

into account. The scheme is mass conservative since all mass leaving one cell enters the

neighboring cell. Once the total concentrations are known, all secondary variables are

updated.

5.4 Adaptivity

Applicability of a compositional VE model depends not only on space but also on time.

Vertical equilibrium of phases develops with time due to the density difference between

the developing gas phase and the resident brine. Furthermore, areas in the domain that

are not in equilibrium may change in size and position, depending on local processes

like advancing gas-phase plume or geological heterogeneity. Inside the gas-phase plume,

chemical equilibrium can be considered to be valid almost instantaneously, whereas

chemical equilibrium along the entire depth of the aquifer is reached only after much

larger time scales. Therefore, a model that adaptively matches model complexity to

system complexity during runtime is needed. To this end, our model identifies during

simulation the parts of the domain that are not in equilibrium, and adaptively assigns

the compositional full multidimensional model in those parts. Everywhere else, the

compositional VE model is used. For that purpose, we develop a posteriori criteria for

local vertical equilibrium in the context of compositional models in section 5.4.1, and
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analyze the behavior of these criteria using a test case of gas storage in section 5.4.2.

Lastly, section 5.4.3 presents the adaptive algorithm that assigns subdomains to the

compositional VE and full multidimensional model.

5.4.1 Local VE criteria

We develop local a posteriori criteria for vertical equilibrium in the context of composi-

tional models. The criteria are based on profiles of saturation and relative-permeability

in the vertical direction of each grid column, similar as for the immiscible models. The

difference between the simulated profile in a full multidimensional column to a hy-

pothetical VE profile is calculated as the area between the profiles, and normalized

with the thickness of the mobile gas-phase plume in the hypothetical VE profile. The

equations for the criteria thus have the same form as for the immiscible models:

csat =

∫ zT
zB
‖sb − s

′

b‖dz
h

(5.54)

crelPerm =

∫ zT
zB
‖kr,b − k

′

r,b‖dz
h

, (5.55)

where s
′

b and k
′

r,b are reconstructed values, and h is the thickness of the mobile gas-

phase plume in the hypothetical VE profile. The hypothetical VE profiles of saturation

are reconstructed as described in chapter 5.2.7, assuming that all gas components in-

side the full multidimensional grid columns are located in the two-phase region of the

gas-phase plume and that the phases in this region are in chemical equilibrium. The

hypothetical VE profile of relative permeability is determined based on the hypotheti-

cal saturation profile, applying a relationship like, e.g., Brooks-Corey, see equation 2.7.

Phase densities and mass fractions are estimated according to the phase pressures in the

full multidimensional column at the locations where the reference pressures are evalu-

ated. As a result, the developed criteria are directly associated with phase equilibrium,

while chemical equilibrium within the gas-phase plume is indirectly included through

the reconstruction, to the degree that chemical equilibrium is relevant for the overall

flow behavior. Thus, the criteria can detect if the assumption of chemical equilibrium

in the gas-phase plume is violated, e.g., by a large amount of gas components dissolved

below the gas-phase plume.



104 5 Multiphysics model for compositional two-phase flow

We extend the local criteria to take gas extraction, as well as injection, into account, as

required for gas storage scenarios. As the gas-phase plume retreats during gas extrac-

tion, it leaves residual gas phase, which is in chemical equilibrium with the surrounding

brine, or, in case of zero residual gas saturation, a region of brine with dissolved gas at

equilibrium conditions. The minimum location of the gas plume, zmin
p , is a parameter

that depends on the system’s history, which can be viewed as a hysteretic behavior

on the coarse scale [Juanes et al., 2010, Doster et al., 2013b,a]. The mobile gas phase

above the immobile region may be in equilibrium, which should be reflected by the VE

criteria. For this purpose, we store zmin
p for each full multidimensional grid column, as

calculated during the reconstruction of the hypothetical VE saturation profile. When

extraction happens, the hypothetical VE saturation profile takes the stored zmin
p into

account, assigning residual saturation and chemical equilibrium below the mobile gas

region. Figure 5.4 shows an example of simulated and hypothetical VE saturation pro-

files in a full multidimensional column during extraction, as well as the simulated and

hypothetical relative permeability profiles.
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Figure 5.4: Vertical profiles in one column. Left: brine phase saturation with residual phase
saturations of sl,r = 0.0, sg,r = 0.1, right: brine phase relative permeability using
a Brooks-Corey relationship with pore size distribution index λ = 2.0 and entry
pressure pe = 105 Pa. The blue curve is the result of the full multidimensional
solution, and the orange curve is the reconstructed profile that would develop if
the fluids were in vertical equilibrium. The difference between profiles is depicted
using the striped areas.
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5.4.2 Criteria analysis

We analyze the behavior of the two VE criteria over space and time for an injection

scenario with CH4. Gas is injected from the left hand side over the entire thickness

(30 m) of an initially brine saturated domain. The conditions are typical for gas storage

in 1000 m depth. The temperature is assumed to be constant at 52 ◦C. Bottom and top

of the domain are closed to flow, and Dirichlet conditions are prescribed on the right-

hand side with only water components present and a hydrostatic distribution of the

brine phase pressure pb, starting with 1.0× 107 Pa at the top and assuming a constant

brine phase density of 991 kg/m3 at the boundary. The domain is long enough such that

the gas components will not reach the right-hand side boundary during the simulation.

We uniformly inject 0.0175 kg/sm CH4 for the duration of the simulation (240 h). The

permeability is assumed to be 2000 mD and the porosity 0.2. We use Brooks-Corey

curves for relative permeability and capillary pressure with pore size distribution index

λ = 2 and entry pressure pe = 1.0× 105 Pa. The residual saturation of the brine phase

is zero while the residual saturation of the gas phase is assumed to be 0.1. We use a

grid resolution of 1.0 m in horizontal and 1.0 m in vertical direction, and estimate the

segregation time as tseg = 48 h.

In all subsequent simulations with compositional flow, unless stated otherwise, we use

the following equations of state to determine properties like phase density and phase

viscosity, and parameters like the Henry coefficient or vapor pressure for the phase equi-

librium. We assume local chemical equilibrium in the computational cells of the full

multidimensional model and apply a fugacity-based approach as illustrated in section

5.1.3, assuming the ideal mixtures and an ideal gas phase with regard to mixing. Gas

and brine phase densities are calculated depending on pressure, temperature and phase

composition. Density of the pure gas phase is calculated assuming ideal gas law, density

of the pure brine phase is calculated according to the IAPWS formulations [IAPWS,

1997]. The density of the gaseous mixture is calculated assuming an ideal mixture,

while the density of the liquid mixture is calculated assuming that one molecule of

water component is replaced by one molecule of gas component [Class and Helmig,

2002]. The Henry coefficient for the gas component in brine is calculated depending

on temperature according to the IAPWS formulations with coefficients published in

Watanabe and Dooley [2004]. The vapor pressure of pure brine is calculated accord-

ing to the IAPWS formulations as well, depending on temperature. Phase viscosities
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depend on temperature and pressure, as well as on composition for the gas phase. Vis-

cosity of the pure gas phase is calculated according to the formulation by Reid et al.

[1987], using coefficients published by Poling et al. [2001]. The viscosity of the gaseous

mixture is calculated using the Wilke method from Reid et al. [1987]. Viscosity of the

brine phase is calculated according to the IAPWS formulation for water [Cooper and

Dooley, 2008].

Figure 5.5 shows snapshots of criterion values in the whole domain for three times, and

the behavior of criterion values over dimensionless time for two different locations along

the horizontal axis. Similar as for our previous injection case with two incompressible,
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Figure 5.5: Criterion values for the VE criteria based on saturation and relative permeability,
respectively. (a) Over the entire length of domain for three times: 2tseg, 3tseg,
and 5tseg. (b) Over dimensionless time for a grid column with 20 m distance from
the injection location and a grid column with 200 m distance from the injection
location. We simulate constant gas injection from the beginning until the end of
the simulation.

immiscible phases, the criterion based on relative permeability gives higher values over

the length of the domain. Again, this is due to the nonlinearity of the relative perme-

ability function, which results in small saturations of gas phase below the gas-phase

plume having a large impact on the criterion based on relative permeability, as opposed

to the criterion based on saturation. This is especially the case when the gas-phase

plume in equilibrium is small compared to the vertical height of the grid cells. Around

the injection region, the criterion values show a high peak, indicating that the phases

here are not in equilibrium due to injected gas phase moving continuously upward.
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Toward the tip of the gas-phase plume, the criterion values increase, with a much more

pronounced peak for the criterion based on relative permeability. This is due to the

decreasing height of the gas-phase plume in equilibrium toward the tip, which results

in gas phase being located below the gas-phase plume in equilibrium that is being pe-

nalized more by the criterion based on relative permeability. Over dimensionless time

the criteron values show similar nonmonotone behavior as for the case with two incom-

pressible, immiscible phases. Again, this is due to the finite size of of the cells in the

full multidimensional model and loses impact with time and a growing thickness of the

gas-phase plume as a result. In a direct comparison of both criteria for our injection

case, the criteria based on relative permeability has a clear advantage in that it shows

a much more distinct peak at the tip of the gas-phase plume. This makes setting a

threshold value εcrit easier because the division in subdomains is less dependent on the

exact threshold value.

To analyze the behavior of the criteria during extraction, we repeat the same simulation

as above, this time including an extraction phase that follows the initial injection phase.

After injecting methane for 96 h (2tseg), we uniformly extract methane at the left hand

side of the domain over a vertical section of 5 m below the top of the aquifer. We

use a constant extraction rate of 0.003 kg/sm CH4. Figure 5.6 shows that over the

length of the domain, extraction leads to a slight increase of criterion values in a

region around the tip of the gas-phase plume. This is due to the thickness of the

gas-phase plume decreasing, especially toward the tip, causing the criteria to become

more sensitive, as they are normalized by the thickness. This effect is more pronounced

for the relative permeability criterion, because small gas-phase saturations below the

hypothetical gas-phase plume, which are not equal to residual gas phase saturation,

have a higher impact on the criterion value than for the saturation criterion. At a

fixed location inside the gas-phase plume, the criterion values stay constant over time

as soon as extraction starts. This is oppposed to the time prior to extraction and

the case without extraction, where the criterion values decrease with time. During

extraction, the effect of decreasing thickness of mobile gas-phase plume and the system

striving toward vertical equilibrium cancel each other out. For the relative permeability

criterion close to the injection/extraction area, where most of the gas is extracted, the

criterion value even increases at later times, indicating that here the influence of small

gas-phase saturations below the gas-phase plume is dominating.

We note that our compositional VE criteria may show a decrease over time for the
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Figure 5.6: Criterion values for the VE criteria based on saturation and relative permeability,
respectively. (a) Over the entire length of domain for three times: 2tseg, 3tseg,
and 5tseg. (b) Over dimensionless time for a grid column with 20 m distance from
the injection/extraction location and a grid column with 100 m distance from
the injection/extraction location. We simulate constant gas injection from the
beginning of the simulation, and switch to constant gas extraction after 2tseg.

injection case, indicating that vertical equilibrium is approached, but we expect the

criteria values to increase again after very long time scales. This is the time scale

after which the system moves toward chemical equilibrium along the vertical height

of the aquifer, and a compositional VE model assuming chemical equilibrium only

in the gas-phase plume becomes unsuitable. In this case, gas components dissolving

across the large-scale interface between gas-phase plume and brine phase below should

be included in the model. This did not become critical in our simulations, mostly

because the process of dissolution across this large-scale interface is not accelerated by

convective mixing in our full multidimensional model and the effect on the VE criterion

is counteracted by the phases striving toward phase equilibrium. Thus, the assumption

of chemical equilibrium in the gas-phase plume remains sufficiently valid throughout

our simulation times.

5.4.3 Adaptive algorithm

The decision as to which parts of the domain are in vertical equilibrium is made based

on the VE criterion chosen, and is evaluated after each time step for all full multidi-
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mensional grid columns. A full multidimensional grid column where the VE criterion

value is smaller than a threshold εcrit is considered to be in vertical equilibrium. As for

the immiscible models, the following decision is made for each grid column:

1. A full multidimensional grid column stays full multidimensional if the VE criterion

is not met (ccrit ≥ εcrit).

2. A full multidimensional grid column is turned into a VE column if the VE criterion

is met (ccrit < εcrit), and the column is not a direct neighbor to a column where

the criterion is not met.

3. A VE cell is turned into a full multidimensional grid column if it is a direct

neighbor to a (full multidimensional) column where the criterion is not met.

The second and third requirement lead to a buffer zone around regions that are not

in vertical equilibrium. The buffer cells serve as indicators to turn VE cells back

into full multidimensional grid columns, as done by the third requirement. As for the

immiscible multiphysics model, the buffer zone can be extended to have more than one

layer for stability reasons. As before, we recommend that information that is known

beforehand, e.g., injection at a later point in time in another region of the domain, or a

fault zone where vertical movement of brine is of interest, be implemented by requiring

full multidimensional cells in this region.

5.5 Results and discussion

We test the applicability of the compositional VE model and the compositional mul-

tiphysics model using two test cases: gas injection into a horizontal layer, and gas

storage in an idealized dome-shape aquifer. While the first test case focuses on pri-

mary injection of gas into a previously brine-saturated aquifer, the second test case

is concerned with injection and extraction cycles in an initially filled gas storage. We

use homogeneous domains and focus on the influence of compositional processes. The

compositional multiphysics model, the compositional VE model and the compositional

full multidimensional model are all implemented in DuMux [Flemisch et al., 2011, Koch
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et al., 2020], allowing for a comparison of the different methods within the same soft-

ware framework. The code to produce the results presented here can be obtained from

https://git.iws.uni-stuttgart.de/dumux-pub/Becker2021a.git.

5.5.1 Gas injection into a horizontal layer

We use the same gas injection scenario (CH4, no extraction) that was used for the crite-

ria analysis to compare results from the adaptive multiphysics model with a threshold

value of 0.03, a compositional VE model, and a compositional full multidimensional

model. We uniformly inject 0.0175 kg/sm CH4 over the left boundary of the domain

for the duration of the simulation (180 h) and assume the residual saturations of both

phases to be zero. We use a grid resolution of 1.0 m in horizontal and (in the full mul-

tidimensional model and full multidimensional subdomain) 0.23 m in vertical direction.

The segregation time is again tseg = 48 h.

The gas phase distribution after 180 h in figure 5.7 shows that the VE model overesti-

mates the length of the plume, while the adaptive multiphysics model shows a much

better comparison to the full multidimensional model. In particular the injection re-
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Figure 5.7: Gas phase distribution for the full VE model (top), the adaptive multiphysics
model with a threshold value of 0.03 (middle), and full multidimensional model
(bottom). Subdomain boundaries are marked by dotted lines, indicating full mul-
tidimensional subdomains around the injection area and the tip of the gas-phase
plume, and VE subdomains everywhere else. The simulation time is t = 180 h.

https://git.iws.uni-stuttgart.de/dumux-pub/Becker2021a.git
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gion cannot be represented accurately by the VE model, because gas is continuously

injected over the vertical length of the aquifer and the phases thus are not in vertical

equilibrium. This causes also a discrepancy between models when comparing the total

mass of dissolved gas components in the domain, as in figure 5.8. The full multidimen-
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Figure 5.8: Absolute and relative (to total mass of gas components) mass of dissolved gas
components in entire domain over simulated time for full multidimensional model
(solid line), full VE model (dashed line), and adaptive multiphysics model with a
threshold value of 0.03 (dotted line)

sional model and the adaptive multiphysics model show a strong increase of dissolved

gas components in the beginning of the simulation. When gas is injected into a fully

brine-saturated aquifer, it first dissolves into brine until equilibrium concentration is

reached. Since we inject over the entire vertical direction of the aquifer, this effect

is rather strong. Only then a separate gas phase forms, and moves upward due to

buoancy. This process is not captured by the VE model, which assumes from the be-

ginning that most gas has formed a separate phase and moved to pool below the top of

the aquifer. In later times, the total mass of dissolved gas components mostly increases

linearly in all models due to the advancing plume, which increases the gas-phase plume

where both phases are in chemical equilibrium. All dissolved gas components in the VE

model are located inside this two-phase region, while the full multidimensional model

can also account for gas components dissolving below the gas-phase plume, i.e., due to

dissolution across the large-scale interface. This explains the slight discrepancy that

develops between a full multidimensional and an adaptive multiphysics model in later

times. In terms of computational time, the VE model is the fastest model, using only
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0.6 % of the CPU time of the full multidimensional model. The adaptive multiphysics

model, being much more accurate than the VE model, is still fast, with 15 % relative

CPU time.

5.5.2 Gas storage in an idealized underground aquifer

We simulate hydrogen storage in a radial symmetric anticline structure in 1700 m

depth. The temperature is assumed to be a constant 52 ◦C. We simulate sandstone

with a permeability of 22 mD and a porosity of 0.13. The aquifer is discretized into

a radially symmetric grid with horizontal resolution of 5 m and vertical resolution of

0.94 m (for full multidimensional and multiphysics model). Initially, the aquifer is filled

with hydrogen under hydrostatic conditions, as shown in figure 5.9.

gas phase saturation

0
0

40

70

400

[m]

[m]

50

Perforated well

Figure 5.9: Initial gas phase distribution in an idealized underground aquifer. The aquifer is
filled under hydrostatic conditions, with the capillary transition zone starting at
50 m height. The perforation of the injection/extraction well in the top 5 m of the
aquifer is marked.

Hydrogen is injected and extracted through a large-diameter well (0.53 m), which is

perforated in the top 5 m of the aquifer. The top and the bottom of the aquifer are

closed to flow, and on the far side of the well we prescribe a Dirichlet boundary con-

dition with only water components present and a hydrostatic distribution of the brine

phase pressure pb, starting with 1.7× 107 Pa at the top and assuming a constant brine

phase density of 994 kg/m3 at the boundary. We use Brooks-Corey curves for relative

permeability and capillary pressure with pore size distribution index λ = 2 and entry
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pressure pe = 1× 105 Pa. The residual saturation of the brine is zero while the residual

saturation of the gas phase is assumed to be 0.1.

Instead of largely assuming hydrogen to act as an ideal gas, we use thermodynamic

properties for hydrogen that are based on the Perturbed-Chain Statistical Associating

Fluid Theory (PC-SAFT) [Gross and Sadowski, 2002]. The PC-SAFT equation of

state was correlated to experimental data and can be used to calculate density, phase

equilibrium and entropy. The latter served as input to an entropy scaling approach,

resulting in transport properties like, e.g., viscosity. Sauerborn [2021] showed that

correct treatment of density and viscosity of hydrogen has an influence on pressure

development close to the injection point of a hydrogen storage aquifer. Therefore,

in the following, density and viscosity of hydrogen, as well as phase equilibrium, are

calculated based on the PC-SAFT equation of state. For water, the highly specialized

and verified IAPWS formulations [IAPWS, 1997] are used as illustrated before.

The operation of the subsurface storage is split in two parts. During a 12-month

injection-only period, we inject 0.134 kg/s H2 for one month, followed by three idle

months, repeated three times. During the operation period, 0.083 kg/s H2 are injected

for three months, followed by extration of 0.083 kg/s H2 for three months, for a total of

three years. Figure 5.10 shows the injection rate, the total mass of injected gas since

the start of the simulation, and the bottom hole pressure, for the full multidimensional

simulation. The pressure response during the injection-only phase shows that because

of the open boundary on the far side of the well, the pressure buildup due to injection

is lost within approximately one month of idle time.

We compare results to a full VE model and the multiphysics model with a threshold

value for the relative permeability criterion of 0.09. Figure 5.11 shows total concentra-

tion of gas components for all three models after the last injection during injection-only

phase and after the last extraction during operation phase. All three models are in very

good agreement considering plume length and shape farther away from the well. The

full VE model predicts a different plume shape in the vicinity of the well than the other

two models, with a larger plume height after injection and a smaller plume height after

extraction directly at the well. Figure 5.12 compares pressures in the computational

cell directly at the bottom of the well, composition and saturation of gas phase in the

computational cell directly at the bottom of the well, and total mass of dissolved gas

components in the domain for all three models. In terms of pressure and composition,
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Figure 5.10: Injection rate, total mass of injected gas and bottom hole pressure for a full mul-
tidimensional simulation. We inject hydrogen into a radial symmetric anticline
structure, previously filled with hydrogen and brine at equilibrium.

the multiphysics model compares very well to the full multidimensional model close to

the well. The VE model slightly underestimates the pressure increase in the domain

close to the well, due to assuming hydrostatic pressure distribution in the vertical di-

rection, which is violated in the area close to the well. As a direct effect of the pressure

deviating at that location, the VE model slightly overestimates the mass fraction of

water components in the gas phase during injection. The gas phase saturation close

to the well is captured equally well by the full multidimensional and the multiphysics

model, while the VE model shows strong deviations because the gas and brine phase

are not in equilibrium near the well. We note that hybrid numerical-analytical models

exist, which use a VE model on the coarse scale coupled to a local analytical well model

in the vicinity of the well [Nordbotten and Celia, 2006b, Gasda et al., 2009]. These

coupled models include local corrections for both the pressure field and the location of

the sharp interface in the overall coarse-scale model, which results in a high accuracy

close to the well compared to full multidimensional models [Class et al., 2009]. How-

ever, the models currently rely on several simplifications allowing for the application of

analytical solutions near the well, including, e.g., a sharp interface assumption, locally

homogeneous and horizontal formation, and locally incompressible, immiscible phases.

Both the VE model and the multiphysics model underestimate the total mass of dis-

solved gas components predicted by the full multidimensional model. In general, this
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Figure 5.11: Total concentration of gas components after the last injection during injection-
only phase (after 9 simulated months) and after the last extraction during op-
eration phase (after 45 simulated months). Shown are results from full VE
model (top), adaptive multiphysics model with a threshold value of 0.09 (middle),
and full multidimensional model (bottom). Subdomain boundaries are marked
by dotted lines, indicating full multidimensional subdomains around the injec-
tion/extraction area and the tip of the gas-phase plume, and VE subdomains
everywhere else.

may be due to assuming one reference pressure in the gas-phase plume to approximate

equilibrium conditions. This reference pressure is chosen as the gas phase pressure at

the top of the aquifer, i.e., the smallest gas phase pressure along the vertical direction.

It may also be due to a very small smearing of the gas phase along the vertical direction

in the full multidimensional model, which leads to more gas components dissolving into

brine. Both arguments explain the differences that can be observed already during the

initial state at t = 0. However, the overall trend of the full multidimensional model
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Figure 5.12: Gas phase pressure in the computational cell directly at the bottom of the well
(top left), mass fraction of water components in the gas phase in the computa-
tional cell directly at the bottom of the well (top right), gas phase saturation
in the computational cell directly at the bottom of the well (bottom left), and
total mass of dissolved gas components in the domain (bottom right) for full
multidimensional model (solid line), full VE model (dashed line), and adaptive
multiphysics model with a threshold value of 0.09 (dotted line).

shows an increase of the mass of total dissolved gas components over time, while the

multiphysics model and the VE model predict no overall increase. A closer inspection

of the location of gas phase and the distribution of gas components in the domain of

the full multidimensional model show that the gas plume (i.e., total concentration of

gas components larger than zero) extends much beyond the gas phase itself, already

after the first injection. Moreover, during idle and extraction phases, the gas compo-

nents dissolved in brine do not retreat as quickly toward the upper boundary or the

extraction well as the much lighter and more mobile gas phase, which results in an

overall growing gas plume with time. We note that the transport of gas components

away from the gas-phase plume can be observed even though our full multidimensional

model neglects diffusion, and there is no convective mixing due to gas components
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dissolving into brine, which would further accelerate the process. Since our VE model

assumes gas to be present only in the gas-phase plume, the full VE model and the VE

subdomains fail to reproduce this behavior. However, since H2 has a comparably low

miscibility, the difference in total mass of dissolved gas components computed by the

full multidimensional model and the multiphysics model at the end of the simulation

only makes up 0.8% of the total mass of gas components in the aquifer.

The threshold value of 0.09 for the relative permeability VE criterion was chosen as

explained previously in chapter 4 by starting with a higher value which is reduced

until a stable solution is reached. Since the domain is homogeneous and the aquifer

already filled at the beginning, this requires only a few steps and short simulation

times. In average during the simulation, 26% of the domain are assigned as full multi-

dimensional subdomains. As a result of the relatively high ratio between VE and full

multidimensional subdomains, and due to the lower resolution in the vertical direction

in full multidimensional subdomains compared to the horizontal injection case, the

multiphysics model uses 21% of the CPU time compared to the full multidimensional

model. The full VE model uses 1.9%. Since the efficiency of the multiphysics model is

directly related to the ratio of VE subdomain area to full multidimensional subdomain

area, we expect the multiphysics model to become even more favorable in the case of

real scenarios, where large parts of the domain are either one-phase regions or occupied

by the gas-phase plume in vertical equilibrium.

5.6 Conclusion

In this chapter we have developed a compositional VE model by vertically integrating

the transport equation and volume balance equation of the compositional full mul-

tidimensional model. Our rigorously derived compositional VE model includes com-

pressibility, assuming constant pressure-dependent parameters in the vertical direction

within the plume and below, as well as lateral transport due to density differences,

and can apply a sharp interface or a capillary transition zone. We have extended the

definition of vertical equilibrium beyond equilibrium of phases to include compositional

processes as well, and use a compositional VE assumption in our model that assumes

phase equilibrium along the vertical direction and chemical equilibrium within the gas-

phase plume only. Further, we have developed an adaptive multiphysics model that
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couples a compositional full multidimensional model to a compositional VE model.

The coupling is realized in a monolithic framework. We couple the models across the

subdomain boundaries by using variables in the full multidimensional boundary cells

and reconstructed fine-scale variables in the VE boundary subcells to compute the

flux-induced volume change in the boundary cells. The unknown variables in the VE

subcells are expressed as fine-scale reconstructions of the VE cell variables using the

compositional VE assumption. The volume balance and transport equations are solved

sequentially with an IMPET algorithm, where we solve the pressure implicitly for the

entire domain. The subdomains are assigned adaptively during simulation, and models

are chosen based on a local a posteriori criterion for compositional vertical equilibrium.

This criterion compares computed and reconstructed vertical profiles of saturation or

relative permeability in the grid columns, and stores the minimum location of the gas

plume of the aquifer to account for the residual part of the gas-phase plume which

develops during re-imbibition.

The compositional multiphysics model showed excellent accuracy in predicting the over-

all gas distribution, composition and pressure development especially near the well with

a lower number of computational cells and consequently lower computational cost com-

pared to a full multidimensional model. The compositional VE model showed good

accuracy in predicting the overall gas-plume development compared to a full multidi-

mensional model. If highly miscible gases are of interest, dissolution below the gas-

phase plume could be included in the VE model and VE subdomains. However, our

results show that assuming chemical equilibrium within the gas-phase plume and ne-

glecting dissolution below the gas-phase plume is a reasonable choice for our targeted

gases CH4 and H2. As a result, the multiphysics model is an efficient tool for mod-

eling underground energy storage with a localized focus on gas phase saturation and

composition.
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6.1 Summary

This thesis presents a set of computational models that focus on the application of

large-scale energy storage in form of gas injection and storage in the subsurface. Three

models of different complexity are developed, as summarized in the following.

Chapter 3 introduces a group of simplified models which exploit the VE assumption

to reduce model complexity by vertical integration of the governing equations. The

chapter is concerned with slow gravity drainage due to nonlinear relative permeability

relationships, which would render classical VE models unsuitable even after long time

scales. A modified VE model is presented that assumes a pseudo-segregated state

with a pseudo-residual brine phase saturation higher than the ultimate brine phase

saturation inside the plume, and continuously updates the pseudo-residual saturation

during the simulation. The pseudo-residual brine phase saturation can be a single

variable which is updated for the entire plume, or it can be spatially dependent and

updated individually for each VE cell, solving simple explicit equations. This results in

two pseudo-VE models that preserve much of the computational advantage of classical

VE models. We show that the pseudo-VE models are applicable for a wide range of

injection scenarios, including situations involving slow drainage dynamics, and that

they can provide accurate results early on. This makes the pseudo-VE models very

attractive in the context of energy storage, when large domains and long time scales are

involved, or many computational runs are necessary due to a high degree of parameter

uncertainty.

Chapter 4 combines the individual benefits of VE models and full multidimensional

models by developing a framework to couple both models in one domain. The subdo-

mains are adaptively identified by a local VE criterion during the simulation, matching
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model complexity to process complexity. The optimal threshold parameter defining

the sensitivity of subdomain selection can be found by following a procedure similar to

finding the optimal grid size, starting from a very high ratio of VE subdomain to full

multidimensional subdomain and decreasing the ratio until a stable solution is reached.

We show the multiphysics model to be much more computationally efficient than us-

ing the full multidimensional model in the entire domain, while maintaining much of

the accuracy. The multiphysics model is very favorable especially on large domains

involving local heterogeneities or areas of interest, e.g., the injection/extraction well or

a fault zone, where the accurate description of vertical dynamics is of high importance.

While the previous chapters deal with immiscible two-phase flow, chapter 5 takes the

VE concept and the multiphysics framework and applies it to compositional processes.

A novel compositional VE model is developed by vertically integrating the full multi-

dimensional compositional governing equations. The compositional VE model is then

adapatively coupled to the compositional full multidimensional model. Subdomains are

assigned during simulation according to a local criterion that decides if the assumption

of compositional vertical equilibrium is valid. We show that the compositional multi-

physics model is computationally efficient and very accurately reproduces the results of

the full multidimensional model. Consequently, the compositional multiphysics model

is very convenient to model cases of energy storage on large domains with a specific

local interest in both vertical dynamics and gas composition, e.g., in the vicinity of the

well.

The three presented models can be used to address a wide range of questions arising

from an increased demand for energy storage, such as gas storage in the underground.

The models efficiently handle large domains with high data uncertainty, as associated

with the screening of potential storage sites and risk assessment, and cover (locally)

complex flow behavior and advanced physics for planning, development and operation

of storage sites. As a result, the developed models make an important contribution

to help integrate renewable energy into the electricity system, scale up the share of

synthetic gases, and decarbonize our society.
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6.2 Outlook

We can combine the three models developed and analyzed in this thesis to further

increase applicability. The pseudo-VE model can be combined with the multiphysics

model by assuming a pseudo-segregated state within VE subdomains. In the case of

nonlinear relative permeability relationships, this would allow full multidimensional

subdomains to switch to VE subdomains earlier. In addition, the full multidimensional

subdomain can be used to determine pseudo-residual brine phase saturation for the

pseudo-VE subdomains, e.g., to approximate initial values for the local pseudo-VE

model, which could further increase accuracy. The local VE criteria need to be adapted

accordingly, assuming a pseudo-segregated state which is updated during simulation.

For more miscible gases than the ones investigated in this thesis, e.g., CO2 as cush-

ion gas, dissolution below the gas-phase plume can be added to the compositional VE

model and included in the VE subdomains of the compositional multiphysics model.

In this context, the compositional multiphysics model can be extended in a similar

way as the immiscible multiphysics model, by retreiving information from the full mul-

tidimensional subdomains and using it in the VE subdomains. The amount of gas

dissolved in the brine phase below the gas-phase plume could be determined from the

full multidimensional subdomains of the multiphysics model, once the fluid phases are

segregated. From then on, a VE model with improved initial conditions could be used

farther away from the injection area. This would be particularly beneficial in situations

with convective mixing, to better determine the onset time of convection.

Furthermore, the immiscible and compositional multiphysics models can be combined

to form a model hierarchy consisting of four models: two immiscible models, and two

compositional models, with a full multidimensional and a VE version, respectively. The

compositional multiphase model could be used in a subdomain in the vicinity of the

well, while farther away from the well the compositional VE model, or immiscible VE

model could be used, depending on, e.g., miscibility of the gas. In areas where the

vertical movement of brine may be of interest, e.g., at a fault zone, the immiscible full

multidimensional model could be used. This would further increase efficiency of the

model by better matching model complexity to process complexity. An algorithm for

model selection and suitable criteria need to be developed for this multiphysics model.

In this thesis we assume the upper boundary of the aquifer to be impermeable. However,
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for a comprehensive risk assessment of underground energy storage the domain can be

extended to include the geological layers above the storage aquifer, and determine

leakage of gas to higher layers which may be used, e.g., as drinking water reservoirs.

This would necessitate the coupling of VE models and full multidimensional models in

the vertical direction in addition to the horizontal direction, as demonstrated by Guo

et al. [2016a] and Møyner and Nilsen [2019]. Since gas which continuously leaks into

upper geological layers with a low permeability may not be in vertical equilibrium for

a very long time, an additional model could be included in the hierarchy, which acts

as an intermediate between VE and full multidimensional models. A suitable option

could be the dynamic reconstruction model developed by Guo et al. [2014], which

updates vertical saturation profiles by computing fine-scale one-dimensional solutions

inside each column after solving the coarse-scale equations.

We show accuracy and practical applicability of the multiphysics models on suitable gas

injection and storage scenarios, targeting real applications. A rigorous mathematical

analysis of the multiphysics and VE models was not within the scope of this thesis.

However, it could lead to new insights on coupling error and yield a posteriori error

estimators, which could be used for model selection in addition to the model-based

estimators presented and analyzed in this thesis. Similarly, data-based criteria could

be developed, utilizing observational data to decide if vertical equilibrium has been

reached at a specific location and a specific time. Together with the model-based or

mathematically derived criteria they could help define an optimal model selection for

predictive simulations of real gas storage scenarios. The mathematical analysis and the

data-driven approach are currently under investigation in the tandem project Data-

driven optimisation algorithms for local dynamic model adaptivity supported by the

Cluster of Excellence SimTech EXC 2075.



A Appendix

A.1 Determination of fugacity coefficients

The following section is based on Atkins and de Paula [2010] and Gmehling et al. [2019].

If two phases are in equilibrium, their chemical potentials are equal. This implies that

the fugacities fκα of a component κ in each of those phases are the same:

fκα = fκβ . (A.1)

Based on this, one can derive the following equilibrium equation for one liquid and one

gas phase:

xκl γ
κϕκvapp

κ
vap exp(...) = ϕκgx

κ
gpg, (A.2)

where γκ is the activity coefficient of component κ, ϕκvap is the fugacity coefficient of

the pure component κ, pκvap is the vapor pressure of the pure component κ and exp(...)

is an exponential term called the Poynting Factor. For low pressures
ϕκvap
ϕκg

= 1, and for

ideal mixtures the activity coefficient and Poynting Factor equal 1. This leads to the

simplification:

xκl p
κ
vap = xκgpg, (A.3)

which is valid for the main component of the liquid phase (Raoult’s law: pκg = pκvapx
κ
l ).

Another simplification uses Henry’s law (Hκ =
pκg
xκl

) and is valid for the main component

of the gas phase:

xκlH
κ = xκgpg. (A.4)

Defining fugacities as fκα = xκαϕ
κ
αpα, the fugacity coefficients leading to the simplifica-
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tions above are:

ϕκg = 1, (A.5)

ϕmainL
l =

pmainL
vap

pl
, (A.6)

ϕmainG
l =

HmainG

pl
. (A.7)

A.2 Derivation of Rachford-Rice equation

Following the derivation in Fritz [2010], we can write per definition of mass equilibrium

ratios for a reference phase r:

Xκ
α = Kκ

αX
κ
r . (A.8)

The feed mass fraction zκ can be written in terms of a reference phase r, and using the

definition of mass equilibrium ratios, as:

zκ =
∑
α

ναX
κ
α = νrX

κ
r +

∑
α 6=r

ναK
κ
αX

κ
r = Xκ

r

(
νr +

∑
α 6=r

ναK
κ
α

)
. (A.9)

Rearranging for Xκ
r gives:

Xκ
r =

zκ

νr +
∑

α 6=r ναK
κ
α

. (A.10)

Inserting equation (A.10) into equation (A.8) leads to:

Xκ
α = Kκ

α

zκ

νr +
∑

α 6=r ναK
κ
α

. (A.11)

The mass fractions in each phase sum up to unity. Therefore, we can write:∑
κ

Xκ
α −

∑
κ

Xκ
r = 0, (A.12)

and inserting equations (A.10) and (A.11) leads to:

∑
κ

(Kκ
α − 1)zκ

νr +
∑

α 6=r ναK
κ
α

= 0. (A.13)
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The phase mass fractions sum up to unity:∑
α

να = νr +
∑
α 6=r

να = 1. (A.14)

Rearranging for νr and inserting into equation (A.13) finally gives the Rachford-Rice

equation: ∑
κ

(Kκ
α − 1)zκ

1 +
∑

α 6=r να(Kκ
α − 1)

= 0 (A.15)
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