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To my family.
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A B S T R A C T

A Rydberg exciton is an exciton that is in a state with large princi-
pal quantum number =. Similar to Rydberg atoms, highly-excited
Rydberg excitons have properties that are very di�erent from their
ground-state counterpart. The semiconductor cuprous oxide (Cu2O,
cuprite), having a Rydberg binding energy of 96meV, is perfectly
suited for the formation of such excitons. The 1/=2-dependency
of the exciton binding energy impressively emphasizes the quan-
tum mechanical analogy between excitons and the hydrogen atom.
Excitons in cuprous oxide can be conveniently investigated with
light in the visible range.
In contrast to Rydberg atoms, Rydberg excitons are embedded in a
semiconductor, making them the �rst Rydberg system in a solid. As
cuprous oxide is a covalent crystal, the electron-hole pair is loosely
bound, spreading over 10 billion crystal unit cells. The exciton radii
for principal quantum numbers around = = 20 are in the µm-range,
making Rydberg excitons in cuprous oxide mesoscopic quantum
objects. Due to their giant size, Rydberg excitons are highly sensi-
tive to nearby charges or atoms, rendering them ideal solid-state
quantum sensors. They could even be engaged as building blocks
for quantum computers.

The aim of this thesis is to investigate Rydberg excitons in
cuprous oxide with respect to their application for quantum sys-
tems. The key prerequisite for such studies, are high-quality
cuprous oxide crystals, which are available from natural occur-
rences in di�erent mines across the world. For the realization of
an integrated and scalable solid state quantum device, Rydberg
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excitons in Cu2O are combined with nanoplasmonic and nanopho-
tonic components, such as plasmonic antennas, quantum wells, and
orbital angular momentum (OAM) light, in order to bring together
nanophotonics and macroscopic quantum systems.

Orbital angular momentum light possesses in addition to its
normal helicity (B = ±ℏ, depending on its circular polarization) an
orbital angular momentum ; . This means that in principle one can
transfer more than a single quantum of ℏ during an optical transi-
tion from light to a quantum system. However, quantum objects
are usually so small (typically in the nanometer range) that they
only locally probe the dipolar character of the local electric �eld.
In order to sense the complete macroscopic electric �eld, we utilize
Rydberg excitons in the semiconductor cuprite, which are single
quantum objects of up to micrometer size. Their interaction with
focused OAM light allows for matching the focal spot size and the
wave-function diameter. Here, the common dipole selection rules
( 9 = B + ; = ±1) should be broken, and transitions of higher angular
momentum 9 with higher-order OAM states should become more
probable. Based on group theory, we analyze in detail the optical
selection rules governing this process. Then we are able to predict
what kind of alternative exciton transitions, characterized by prin-
cipal quantum number = and orbital angular momentum quantum
number ;exc, one would expect in absorption spectroscopy on Cu2O
using di�erent kinds of OAM light.

The excitation of di�erent principal and angular momentum
quantum number state excitons can be achieved by light engineer-
ing. This includes not only the use of orbital angular momentum
light, but also of plasmonic nanoantennas. Plasmonic antennas
channel incoming light into a con�ned near�eld that comes along
with strong �eld gradients at the edges. Transverse �eld gradients
are capable of driving quadrupole transitions in a more e�ective
way than the weak longitudinal �eld gradient in dipolar light.
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Cuprous oxide Rydberg excitons with principal quantum number
= between 5 and 15 are several tens to a few hundreds of nanome-
ters in diameter and can have di�erent OAM quantum numbers
;exc. Usually, only P- and F-excitons (;exc = 1, 3) are electric dipole-
allowed, while S- and D-excitons (;exc = 0, 2) remain dark. We use
30 nm wide and 60 to 110 nm long plasmonic aluminum nanoan-
tennas deposited on the cuprous oxide crystal surface to create
transverse �eld gradients in similar spatial dimensions as the size
of Rydberg excitons. This way, light �eld and matter wave func-
tion overlap spatially and quadrupole transitions of S-excitons are
enhanced.

The mesoscopic size of Rydberg excitons allows for a size match
with the OAM or plasmonic light �eld. It is also advantageous for
quantum con�nement. We propose �rst steps towards calculating
the energy shifts of con�ned Rydberg excitons in Cu2O quantum
wells, wires, and dots. The macroscopic size of Rydberg excitons
with high quantum numbers = implies that already µm-sized lamel-
lar, wire-like, or box-like structures lead to quantum size e�ects,
which depend on the principal quantum number =. Such structures
can be fabricated using focused ion beam milling of cuprite crys-
tals. Quantum con�nement causes an energy shift of the con�ned
object, which is attractive for quantum technology. We �nd in our
calculations that the Rydberg excitons gain potential energy in
the µeV to meV-range due to quantum con�nement. This e�ect
is dependent on the Rydberg exciton size and, thus, the principal
quantum number =. The calculated energy shifts in the µeV to meV
energy range should be experimentally accessible and detectable.
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Z U S A M M E N FA S S U N G

Ein Rydbergexziton ist ein Exziton in einem hoch-angeregten Zu-
stand mit großer Hauptquantenzahl =. Ähnlich wie Rydbergatome
haben hochangeregte Rydbergexzitonen Eigenschaften, die sich
stark von denen ihres Grundzustands unterscheiden. Der Halblei-
ter Kupferoxydul (Cu2O, Cuprit) ist mit einer Rydberg-Bindungs-
energie von 96meV für die Anregung von Exzitonen besonders
geeignet. Die 1/=2-Abhängigkeit der Exzitonen-Bindungsenergie
zeigt eindrucksvoll die quantenmechanische Analogie zwischen
Exzitonen und dem Wassersto�atom. Energetisch erscheinen die
Exzitonen in Kupferoxydul im sichtbaren Spektralbereich.
Im Gegensatz zu Rydbergatomen sind Rydbergexzitonen bereits
in einem Halbleiter eingebettet und damit das erste Rydbergsys-
tem in einem Festkörper. Da es sich bei Kupferoxydul um einen
kovalenten Kristall handelt, ist das Elektron-Loch-Paar schwach
gebunden und erstreckt sich über 10 Milliarden Kristalleinheits-
zellen. Die Exzitonenradien für Hauptquantenzahlen um = = 20

erreichen Werte im µm-Bereich und machen Rydbergexzitonen
in Kupferoxydul zu mesoskopischen Quantenobjekten. Aufgrund
ihrer gigantischen Größe reagieren Rydbergexzitonen sehr emp-
�ndlich auf nahe gelegene Ladungen oder Atome, was sie zu idealen
Festkörper-Quantensensoren macht. Sie könnten auch als Baustei-
ne für Quantencomputer eingesetzt werden.

Das Ziel dieser Arbeit ist es, Rydbergexzitonen in Kupferoxydul
im Hinblick auf ihre Anwendung für Quantensysteme zu untersu-
chen. Die wichtigste Voraussetzung für solche Untersuchungen ist
die Verfügbarkeit von hochwertigen Cupritkristallen, was durch
ihr natürliches Vorkommen in verschiedenen Bergwerken weltweit
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gegeben ist. Für die Realisierung von integrierten und skalierba-
ren Festkörper-Quantenbauelementen werden Rydbergexzitonen
in Cu2O mit nanoplasmonischen und nanophotonischen Struktu-
ren, wie plasmonische Antennen, Quantentöpfe, und Bahndreh-
impulslicht, kombiniert, um Nanophotonik und makroskopische
Quantensysteme zusammenzubringen.

Bahndrehimpulslicht besitzt zusätzlich zu seiner normalen He-
lizität (B = ±ℏ, abhängig von seiner Zirkularpolarisation) einen
Bahndrehimpuls ; . Das bedeutet, dass man bei einem optischen
Übergang im Prinzip mehr als ein einzelnes Quant ℏ von Licht auf
ein Quantensystem übertragen kann. Jedoch sind Quantenobjekte
in der Regel so klein (typischerweise im Nanometerbereich), dass
sie nur lokal den dipolaren Charakter des lokalen elektrischen Fel-
des nachweisen. Um das gesamte makroskopische elektrische Feld
zu erfassen, nutzen wir Rydbergexzitonen im Halbleiter Cuprit,
bei denen es sich um einzelne Quantenobjekte von bis zu einem
Mikrometer Größe handelt. Ihre Wechselwirkung mit fokussiertem
Bahndrehimpulslicht ermöglicht es, die Größe von Licht- und Ma-
teriewellenfunktion aufeinander abzustimmen. Dabei sollten die
üblichen Dipol-Auswahlregeln ( 9 = B + ; = ±1) gebrochen werden
und Übergänge höherem Drehimpuls 9 sollten bei Anregung mit
Bahndrehimpulslicht höherer Ordnung wahrscheinlicher werden.
Anhand gruppentheoretischer Überlegungen analysieren wir im
Detail die optischen Auswahlregeln, die diesen Prozess bestim-
men. Damit sind wir in der Lage vorherzusagen, welche Art von
alternativen Exzitonenübergängen, beschrieben durch Hauptquan-
tenzahl = und Drehimpulsquantenzahl ;exc, man in Absorptions-
spektroskopie an Cu2O unter Verwendung verschiedener Arten
von Bahndrehimpulslicht erwarten würde.
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Die Anregung von Rydbergexzitonen verschiedener Haupt- und
Bahndrehimpulsquantenzahlen kann durch Verändern der Licht-
eigenschaften erreicht werden. Dies beinhaltet nicht nur die Ver-
wendung von Bahndrehimpulslicht, sondern auch die Nutzung
plasmonischer Antennen. Plasmonische Antennen kanalisieren
einfallendes Licht in ein begrenztes Nahfeld, das an den Rändern
mit starken Feldgradienten einhergeht. Transversale Feldgradien-
ten sind in der Lage, Quadrupolübergänge e�ektiver anzutreiben
als der schwache longitudinale Feldgradient in dipolarem Licht.
Rydbergexzitonen in Kupferoxydul mit einer Hauptquantenzahl =
zwischen 5 und 15 haben einen Durchmesser von einigen Dutzend
bis einigen Hundert Nanometern und können unterschiedliche
Bahndrehimpulsquantenzahlen ;exc haben. Normalerweise sind
nur P- und F-Exzitonen (;exc = 1, 3) für elektrische Dipolübergänge
erlaubt, während S- und D-Exzitonen (;exc = 0, 2) verboten sind.
Wir verwenden 30 nm breite und 60 bis 110 nm lange plasmoni-
sche Nanoantennen aus Aluminium, die auf der Ober�äche eines
Kupferoxydulkristalls aufgebracht sind, um transversale Feldgra-
dienten in ähnlichen räumlichen Dimensionen wie die Größe von
Rydbergexzitonen zu erzeugen. Auf diese Weise überlappen sich
Lichtfeld und Materiewellenfunktion räumlich und die Anregung
von Quadrupolübergängen, also von S-Exzitonen, wird verstärkt.

Die mesoskopische Größe von Rydbergexzitonen ermöglicht eine
Übereinstimmung der Größe mit dem anregenden Bahndrehimpuls-
oder plasmonischen Lichtfeld. Sie ist auch für Quanteneinschrän-
kungen von Vorteil. Wir schlagen erste Schritte zur Berechnung der
Energieverschiebungen von eingeschlossenen Rydbergexzitonen in
Cu2O-Quantentöpfen, -drähten und -punkten vor. Die makroskopi-
sche Größe von Rydbergexzitonen mit hoher Hauptquantenzahl =
impliziert, dass bereits µm-große lamellen-, draht- oder kastenarti-
ge Strukturen zu Quantene�ekten führen, die von der Hauptquan-
tenzahl = abhängen. Solche Strukturen können durch fokussierte
Ionenstrahllithographie von Kupritkristallen hergestellt werden.
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Die Beschränkung im Quantentopf führt zu einer Energieverschie-
bung des eingeschlossenen Objekts, was für Quantentechnologi-
en attraktiv ist. In unseren Berechnungen stellen wir fest, dass
Rydbergexzitonen aufgrund des Quanteneinschlusses potentielle
Energie im µeV- bis meV-Bereich gewinnen. Dieser E�ekt ist ab-
hängig von der Größe der Rydbergexzitonen und damit von der
Hauptquantenzahl =. Die berechneten Energieverschiebungen im
µeV- bis meV-Energiebereich sollten experimentell zugänglich und
nachweisbar sein.
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1
I N T R O D U C T I O N A N D M O T I VAT I O N

Semiconductors have been of great research interest both in funda-
mental research and applied physics. An exciton is an elemental
excitation in a semiconductor. It is a bound state of an electron and
a hole. Excitons have been theoretically proposed by Frenkel and
Wannier in the 1930’s [1, 2] and experimentally found in cuprous
oxide (Cu2O) by Hayashi and Katsuki as well as Gross and Karryjew
in the 1950’s [3, 4]. Starting from the 1970’s intensive research was
performed on excitons in cuprous oxide by means of modulated
exciton spectroscopy [5], forbidden resonant Raman scattering
[6], and high-pressure X-ray studies [7, 8]. This way, the Cu2O
band structure was analyzed, and the e�ective electron and hole
masses<∗4 = (0.99 ± 0.03)<4 and<∗

ℎ
= (0.69 ± 0.04)<4 , the unit

cell lattice constant 0 = 4.26Å, and the Bohr radius of the 1S yellow
exciton 0� = 7Å were determined [9].
Cuprous oxide has in total ten valence and four conduction bands
with a direct bandgap �6 = 2.17 eV. Since the highest conduction
and the lowest valence band have the same (positive) parity, the
dipole moment between them vanishes and the radiative lifetimes
of excitons of the so called yellow series are relatively long. The
oscillator strength of the yellow 2P-exciton is 2.8 · 10−6, which
is in good agreement with Eliott’s theory of forbidden exciton
transitions [10]. The exciton �nestructure was not only investi-
gated experimentally by, e.g., applying external �elds [11] or in
two-photon experiments [12], but also described theoretically [9,
13, 14]. Even- and odd-parity excitons were assigned up to = = 7

and it was found that the coupling of electron and hole to longitu-
dinal optical phonons produces a frequency-dependent dielectric
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introduction and motivation

function Y
(
: ,l

)
, that the exciton �ne structure is reproduced by

central-cell corrections, and that the e�ective mass approximation
is valid as long as excitons are su�ciently large.

Excitons in cuprous oxide are in many respects di�erent from
excitons in other semiconductors. In typical III-V compound semi-
conductors, such as GaAs, the Rydberg binding energy accounts
for only a few meV ('HGaAs = 4.2meV). Therefore, the energy
spacing of higher exciton states is beyond the resolution of con-
ventional spectrometers and the quality of suitable light sources
is insu�cient to avoid accidental excitation across the band gap
into the ionization continuum. In other words, the exciton series
is energetically located too closely to the band gap, where free
electron-hole pairs are created instead. Its unique bandstructure
makes the semiconductor cuprite in this aspect perfectly suited for
the formation of excitons with a large Rydberg binding energy of
96meV. Here, higher-= exciton states are energetically not spaced
too closely to each other nor to the ionization continuum. The
1/=2-dependency of the binding energy of the exciton series im-
pressively emphasizes the quantum mechanical analogy between
excitons and the hydrogen atom. Furthermore, the excitation en-
ergy of excitons in Cu2O lies in the visible light range, which is
convenient for investigation and application.

In 2014, the excitation of P-exciton states up to principal quan-
tum number = = 25 was achieved [15], which attracted renewed
interest in this �eld of research. The term Rydberg exciton was
established in analogy to the Rydberg state of atoms. These highly-
excited Rydberg excitons have large spatial extensions similar to
Rydberg atoms. Rydberg atoms posses a highly-excited valence
electron, which gives them properties very much di�erent from
ground state atoms. Their giant size makes them highly sensitive
to nearby charges or atoms. Rydberg atoms function as important
measuring devices and building blocks for quantum physics, such
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introduction and motivation

as optical sensors [16], gas detectors [17], ion microscopes [18], or
single-photon sources [19]. Rydberg atoms can also be engaged as
building blocks for quantum computers.
In contrast to Rydberg atoms, Rydberg excitons are embedded
in a semiconductor and can be moved in the crystal using high-
precision, microscopic energy potential landscapes [15, 20]. Their
discovery enables access to the �rst Rydberg system in a solid.
In cuprous oxide, the Bohr radii for principal quantum numbers
around = = 20 amount to values in the µm-range. Dealing with
such a macroscopic quantum object is advantageous for the real-
ization of integrated and scalable solid state quantum devices.

In the last couple of years intensive research has been conducted
in order to show similarities and di�erences between Rydberg ex-
citons and Rydberg atoms. Both in Rydberg atoms and Rydberg
excitons the Rydberg blockade exists. The excitation of a Rydberg
exciton leads to a detuning and, thus, prevents the simultaneous
excitation of other Rydberg excitons within a de�ned volume [15].
Due to the large volume in cuprous oxide, the Rydberg blockade
is very dominant and could be used for optical switching. The
concept of quantum defect, �� = −'H/

(
= − X;

)2, has proven to be
extremely successful in the description of highly excited Rydberg
excitons [21]. The exciton concept translates the bound states
of an electron-hole pair onto a hydrogen-like series, where the
crystal environment is included in the e�ective masses and the
dielectic function of the material [22, 23]. Higher angular momen-
tum excitons have been observed in cuprous oxide by introducing
an additional symmetry breaking through external �elds [24–26],
and quantum-coherent e�ects among Rydberg excitons have been
studied [27]. The bosonic character of the exciton quasiparticle
together with high resolution spectroscopy, praises Cu2O as the
most favorable 3D system to search for the quantum statistical
phenomenon of Bose-Einstein condensation of yellow 1S-excitons
due to their long lifetimes [28].
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introduction and motivation

Much theoretical work was done on the electro- and magneto-
optical properties of Rydberg excitons [29–31]. Focus was also
laid on solid-state speci�c e�ects, like phonon-assisted absorption
[32] and the electron-hole plasma [33, 34]. Two-photon absorption
and second-harmonic generation were used to probe the dipole-
forbidden, even-parity excitons up = = 12 [35–38] and detailed
theoretical calculations were performed [39, 40]. Rydberg excitons
trapped in potential wells [41–43] and in microcrystals [44] were
studied. Lately, the research on Rydberg excitons in cuprous oxide
has been extended to excitation by orbital angular momentum light
[45], and, charge-impurities [46, 47] have been found to be the
limiting factor for the existence of high principal quantum number
excitons with = ≥ 25. Very recently, Rydberg exciton-polaritons in
a Cu2O microcavity were investigated [48].

Figure 1.1. (a) End facet of a multicore �ber. Scale bar equals 50 µm.
(b) 2D view and (c) 3D view of multicore �ber with 3D printed optical
element. (d) Fiber chuck (500 µm diameter) printed onto a cuprite crystal
�ake. (e) Multicore �ber with optical element inserted into �ber chuck on
cuprite crystal �ake. (f) Multimode �ber with 3D printed lens attached to
a �ber chuck on a cuprite crystal �ake inserted into the cryostat. Laser
light is sent through the �ber. Re�ection signal is collected through the
same �ber. Cryostat window diameter equals 10mm.
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The key prerequisite for all above mentioned fundamental stud-
ies is the availability of high-quality cuprous oxide crystals. For
more integrated applications these crystals, bearing Rydberg ex-
citons, can be combined with nanophotonic components, such
as high-quality, 3D-printed micro-optics. In combination with a
multicore �ber and pump-probe spectroscopy, this would yield an
angle-resolved scanner scheme capable of addressing di�erent spa-
tially neighboring Rydberg excitons. This vision of ours is shown
in Fig. 1.1, where we aim at establishing an integrated and scalable
quantum system to let two or more neighboring Rydberg excitons
interact.

The thesis is outlined as follows. Chapter 2 starts with an intro-
duction to the theory of Rydberg atoms. Their history, properties,
and applications are described. Next, the semiconductor cuprous
oxide is introduced and a detailed description of the peculiarities
of Rydberg excitons in cuprous oxide is given. Exciton binding
energy, wave function and lineshapes, as well as exciton symmetry
representations are discussed. The interaction of light with matter
is discussed in terms of Maxwell’s equations for linear optics, non-
linear optics, as well as with a focus on light–exciton interaction.
Orbital angular momentum light is characterized mathematically
and its creation is explained. The importance of its �eld gradient
with respect to multipolar transitions is demonstrated. Finally, the
theory of plasmonic nanostructures is introduced.
The experimental setup is outlined in Chapter 3. It includes low-
temperature technique and pump-probe spectroscopy in combi-
nation with lock-in detection. Laser sources as well as technical
connections are introduced, and the complete laser setups are de-
scribed. In addition, design and fabrication of sample components,
such as plasmonic nanostructures, quantum wells, and 3D-printed
micro-optics are explained. Chapter 4 is dedicated to cuprous oxide
crystal preparation. The techniques of crystal orientation, slicing,
polishing, structuring and mounting are introduced. A complete
sample overview is given.
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In Chapter 5 we present in a detailed theoretical study the modi�ed
selection rules of Rydberg excitons in cuprous oxide when being
excited with orbital angular momentum light. We also show the
results of corresponding experiments. In Chapter 6 we examine the
enhancement of quadrupole transitions in cuprous oxide excitons
using plasmonic antennas. Di�erent spectroscopy methods are
applied, while the in�uence of pump-probe spectroscopy on the
creation of Rydberg excitons in cuprous oxide is studied. In Chap-
ter 7 we theoretically investigate Rydberg excitons in quantum
wells. A detailed German summary is given in the appendix.
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2
T H E O R E T I C A L B A C K G R O U N D

In this chapter the theoretical background relevant for this thesis
is introduced. This includes the theory of Rydberg atoms in Sec-
tion 2.1 as well as Rydberg excitons in cuprous oxide in Section 2.2.
As the experimental approach in this work is optical spectroscopy,
the interaction of light with matter will be discussed in Section 2.3.
In Section 2.4 the focus is laid on orbital angular momentum light,
while Section 2.5 discusses the basic properties of plasmonic nano-
structures.

2.1 rydberg atoms

2.1.1 History

The spectral lines of hydrogen were identi�ed by Anders Jonas
Ångström in 1862 [49] and described with an empirical formula
by Johann Jacob Balmer in 1884 [50]. A more general theoretical
description was given by Johannes Robert Rydberg in 1890 for
spectral lines emitted by any atoms that have a single valence
electron [51]. In 1913 Niels Bohr postulated his quantum model of
the atom [52] in accordance with Rydberg’s formula,

�= =
−'�
=2

, (2.1)
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with �= being the energy of the quantum state, '� the Rydberg
constant for hydrogen, and = the principal quantum number. Ryd-
berg’s formula describes in principle any system, where the atom’s
valence electron is far from the positively charged nucleus, referred
to as in a Rydberg state, resulting in a speci�cally ordered energy
level series.
Rydberg states can be observed in high-energy environments such
as interstellar media in space [53]. The advent of new laser tech-
nologies, i.e., the tunable dye laser in the 1970’s [54], allowed for
the realization of controllable excitation of selected Rydberg states
in laboratories [55]. Later, the method of laser cooling and trapping
in 1998 [56–58] led to a new level of precision.

2.1.2 Basic properties

The basic properties of Rydberg atoms are thoroughly treated in
di�erent reviews [59, 60] and will only be shortly summarized here.
Rydberg atoms are atoms in a highly-excited state, where the va-
lence electron is, on average, far from the nucleus. They can be
described by the same physics as of highly-excited hydrogen atoms,
with energy levels given by the Rydberg formula. Rydberg atoms
are weakly bound states with large polarizabilities and large exten-
sions, and may be created with high energies close to the ionization
energy. Thus, they interact strongly with their environment, i.e.,
with macroscopic external electric �elds, but also with �elds in-
duced by other nearby (Rydberg) atoms or molecules. The lifetime
of Rydberg atoms reaches hundreds of microseconds, resulting in
narrow spectral lines for transitions between Rydberg atoms as
well as longer interaction times. The characteristic scalings are
summarized in Table 2.1. Rydberg atoms combine the control of
both single atoms and single photons. They feature a lot of exag-
gerated properties, which allow for many practical applications.
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2.1 rydberg atoms

Property Scaling
Binding energy =−2

Orbital radius =2

Dipole moment =2

Polarizability =7

Radiative lifetime =3

Table 2.1. Scaling properties of Rydberg atoms [55]. = is the principal
quantum number.

2.1.3 Applications

Rydberg atoms are ideal for sensing electromagnetic �elds in the
microwave and terahertz frequency range [16, 61]. Atoms are the
same everywhere, with constant properties over time, which makes
them a perfect candidate as measurement device. Rydberg atoms
can measure in real time and are capable of detecting a single pho-
ton without absorbing it [62]. Sensing microwave and terahertz
frequency radiation is important for a wide range of applications,
such as WiFi, Bluetooth, mobile phone networks, communication
in aerospace industry, self-driving cars, and security scanners in
airports. Rydberg atoms can function as gas sensors [17] or as an
ion microscope [18].
A central aspect of many applications is the Rydberg blockade
[63–65]. A single photon that excites an atom into a Rydberg state
will interact and signi�cantly shift the Rydberg energy levels of
all nearby atoms, and, thus suppress a simultaneous excitation of
several atoms into Rydberg states and block the transmission of
other incoming photons within a de�ned blockade volume. After
the �rst experimental observations in 2004 [66, 67], the Rydberg
blockade has been used for the generation of non-classical photonic
states. This way, Rydberg atoms are capable of creating a medium
that is nonlinear at the level of two photons, opening the �eld of
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Rydberg-based quantum optics [19, 68–72].
Furthermore, Rydberg atoms can be used for quantum state engi-
neering [73] and can function as platform for quantum simulations
[64, 74–80]. Rydberg atoms realize a two-level system, which is
needed for quantum metrology and the processing of quantum
information [74, 81, 82]. Having ground state atoms on optically
resolvable distances being manipulated by strongly focused optical
�elds, allows for the storage of large data as well as the handling
of complex algorithms required for quantum simulators. Replacing
ground state atoms by Rydberg atoms brings new opportunities,
like strong interactions on up to distance scales on the order of
10 µm, as well as new dynamics, like the Rydberg blockade e�ect.

2.2 rydberg excitons in cuprous oxide

A Rydberg exciton is an exciton that is in a state with large principal
quantum number =. Similar to Rydberg atoms, Rydberg excitons
have properties that are very di�erent from their ground-state
counterpart. In contrast to Rydberg atoms, they are already em-
bedded in a semiconductor, making them the �rst Rydberg system
in a solid. As cuprous oxide is a covalent crystal, the electron-hole
pair is loosely bound, spreading over 10 billion crystal unit cells.
The exciton radii are large, with a modi�ed Bohr radius,

0∗� = 1.11 nm, (2.2)

making Rydberg excitons in cuprous oxide mesoscopic quantum
objects.

Rydberg excitons are quasiparticles with e�ective masses<∗ and
within a crystal environment Y. Cuprous oxide has a complex band
structure and features interaction with phonons as well as surface
charges. This results in di�erent scalings of binding energy and
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2.2 rydberg excitons in cuprous oxide

size as well as the reaction to external �elds. As the permittivity is
isotropic in cuprous oxide due to its cubic symmetry, the exciton
spectrum looks like a scaled Rydberg series as for hydrogen. How-
ever, there are small deviations from the ideal series [22, 23]. Atoms
are isotropic with respect to rotation, so the angular momentum
is conserved. The band dispersion of cuprous oxide is not ideally
parabolic and the interaction potential between electron and hole is
not purely Coulombic. These deviations, also known as central-cell
corrections [9], cause a mixing of angular momentum states in
the crystal. The permittivity becomes frequency- and wavevector-
dependent (but, Y

(
: ,l

)
≈ const. for large Bohr radii) and exchange

interactions appear. These deviations can be corrected for through
the quantum defect X; in the exciton binding energy:

�∗� = − 'H∗(
= − X;

)2 . (2.3)

The modi�ed scaling properties with respect to Rydberg atoms,
bring some advantages. The whole Rydberg exciton series can
be scanned by one single laser, which is not possible for Rydberg
atoms. The high-�eld regime,

ℏl2 =
ℏ4�

<4

≈ meV · � (T) >> 'H , (2.4)

with reduced Plack constant ℏ, electron charge 4 and mass <4 ,
magnetic �eld �, and Rydberg constant 'H , is easily accessible
when replacing the Rydberg constant 'H by the modi�ed Rydberg
constant 'H∗. 1T magnetic �eld in cuprite corresponds to compara-
ble e�ects with 390T in hydrogen, which makes Rydberg excitons
handier for research in the laboratory or for applications.

As for Rydberg atoms, there exists a Rydberg blockade also for
Rydberg excitons. The injection of an exciton blocks further exci-
ton creation in its surrounding. For Rydberg excitons, the blockade
radius reaches up to 10 µm. In contrast to Rydberg atoms, highly
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excited excitons with µm-size extensions can be placed and moved
in a crystal with high precision using macroscopic energy potential
landscapes. And, similar to Rydberg atoms, they are capable of
sensing elementary excitations in their surrounding on a quantum
level. This means, that Rydberg excitons in Cu2O are, as a solid-
state analog of Rydberg atoms, of great research interest as they
make a well-controllable, macroscopic quantum system.

Excitonic e�ects are decisive for the optical properties of semi-
conductors. Usually, in semiconductors the crystal lattice induces
phonons. In typical III-V compound semiconductors, such as GaAs,
optical phonons are dipole-active. Due to the s- and p-type va-
lence and conduction bands, the total angular momentum is a
good quantum number, the ground state excitons are dark states
and the �rst excited S-exciton states are bright states. This, and
the existence of phonon decay paths, hinders having a Rydberg
series. Due to phonon scattering, the excitons have small life-
times and are spectrally broad. Due to a small Rydberg energy
('HGaAs = 4.2meV), the states are not only very close to each other
or even overlap, having an energy di�erence between two adjacent
states Δ� = 50 − 300meV, but are also very close to the bandgap.
Furthermore, the spatial extension of the excitons is small.

Regarding the formation of (Rydberg) excitons, cuprous oxide
is of unique crystal quality. In cuprous oxide, the valence band is
formed by d-bonding orbitals and the conduction band is formed
by s-antibonding orbitals. This way, angular momentum is no good
quantum number. The �rst-excited S-exciton states are dark, as
band-to-band transitions are dipole forbidden. This results in spe-
cial selection rules. For one-photon excitations, the allowed optical
transitions are P-excitons, starting at = = 2, with much longer
lifetimes g compared to other semiconductors (g ≈ =B) and with
very narrow linewidths going down to below 10 µeV for = = 25
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2.2 rydberg excitons in cuprous oxide

due to vanishing decay paths. While the ground state is no exci-
ton state, there exists a slightly allowed, very narrow 1S-exciton
state, which interacts with the continuous, square-root dependent,
phonon background. This results in a Fano-type shape of the P-
excitons. With a factor ten larger Rydberg energy than in other
semiconductors, 'H∗ = 96meV, the energy spectrum of the exciton
series is not spaced too closely to each other (Δ� ≈ 12meV) nor to
the ionization continuum, and can still be addressed with a single
laser, covering a wavelength range of only 7 nm.

The absorption spectrum of cuprous oxide in one-photon exci-
tation is shown in Fig. 2.1 [83]. It features many distinct peaks
below the bandgap, which belong to the complete yellow =P Ryd-
berg exciton series, including the 1S-orthoexciton. It shows the
onset of the interactions between the yellow ((H ) and green ((6)
1S-excitons with the �−3 - and �−4 -phonons as square-root shaped
background, as well as the appearance of F-excitons starting from
= = 4. The nominal bandgap �6 and the end of the exciton series
�̃6 are indicated. The exciton series is limited to = ≈ 25 due to
residual charge impurities in the crystal, which build up an electric
�eld that causes ionization of highly excited excitons [47]. The
=P-exciton energies are listed in Table 2.2 [15].

Natural cuprite ocurrs in di�erent mines across the world. While
only microscopic crystals are found in the USA (Arizona, New Mex-
ico, Colorado, Utah), Latin America (Mexico, Bolivia, Chile), Europe
(France, England), and Russia, very pure, up to 15 cm large crystals
come from the Onganja and Tsumeb mines in Namibia [84, 85].
The latter ones are also the purest crystals with respect to exciton
formation. Cuprite is said to be one of the rarest of all gems. It
can also be grown arti�cially. This, however yields not yet as pure
crystals as can be found in nature [44, 86, 87]. Samples of natural
and arti�cal cuprite crystals are shown in Fig. 2.2.
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Figure 2.1. High-resolution absorption spectrum of the yellow exciton
series measured with a probe power of 1W at 1.35K [83]. Red line indi-
cates background absorption, dashed vertical lines mark the beginning of
a phonon branch. �̃6 indicates the end of the exciton series and the tran-
sition into the continuum at about 172 µeV below the nominal band gap
�6 = 2.172 eV. Insets show zooms into regions of S-, F-, and H-excitons.
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Table 2.2. =P-exciton energies �= of the yellow Rydberg series in cuprous
oxide for principal quantum numbers = = 2 − 25 [15].

= �= (eV)
2 2.1484
3 2.16135
4 2.16609
5 2.16829
6 2.16948
7 2.170182
8 2.170635
9 2.170944
10 2.171163
11 2.171342
12 2.171446
13 2.171541
14 2.1716159
15 2.1716758
16 2.1717248
17 2.1717653
18 2.1717989
19 2.171827
20 2.1718515
21 2.1718724
22 2.1718906
23 2.1719068
24 2.1719202
25 2.1719335
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Figure 2.2. (a) Natural cuprite crystal. Bottom side length equals 10mm.
(b) Polished, arti�cial cuprite crystal slice. Diameter is 8mm. Dark spots
are impurities. (c) Natural cuprite crystal slice polished and mounted
strainfree to a sample holder with dimensions 10mm × 15mm.

2.2.1 Cuprous oxide crystal structure

Figure 2.3. Cuprous oxide crystal lattice. Oxygen atoms form a bcc lattice
(a), while copper atoms form a fcc lattice (b). The rotational operations
-�H of the crystallographic groups T and O �t to the positions of the
oxygen and copper atoms respectively. The number of similar operations
- is written in front of the rotation symbol � . The subscript label H
indicates that a rotation is H-fold. Crystal structures have been reproduced
with help of VESTA software.

Cuprous oxide crystallizes in a cubic lattice [8]. The oxygen
atoms form a body-centered cubic (bcc) lattice while the copper
atoms form a face-centered cubic (fcc) lattice shifted by a quarter
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of space diagonal from the oxygen atoms. The lattice constant is
0 = 4.27Å. The unit cell contains two oxygen and four copper
atoms. Cuprous oxide has a hardness of 3.5 to 4 on Mohs scale
and a density or speci�c gravity of 6.14, meaning that 1 cubic
centimeter of cuprous oxide weighs 6.14 times as much as one
cubic centimeter of water at 4 ◦C [84]. Cuprous oxide is composed
of 88.8wt% copper and 11.2wt% oxygen [85]. The symmetry of
cuprous oxide is described by point group $ℎ , which is of order
48 and contains all operations that transform a cube into itself
[88]. The 24 proper rotations are divided into �ve classes (see also
Fig. 2.3):

• �: identity

• 8�3: rotations of 2c/3 about the eight threefold space di-
agonal axes 〈111〉, 〈1̄1̄1̄〉, 〈111̄〉, 〈1̄1̄1〉, 〈11̄1〉, 〈1̄11̄〉, 〈1̄11〉,
〈11̄1̄〉

• 3�2: rotations of c about the three cubic coordinate axes
〈100〉, 〈010〉, 〈001〉

• 6�4: rotations of c/2 about the cubic coordinate axes 〈100〉,
〈1̄00〉, 〈010〉, 〈01̄0〉, 〈001〉, 〈001̄〉

• 6� ′2: rotations of c about the six twofold face diagonal axes
〈110〉, 〈11̄0〉, 〈101〉, 〈101̄〉, 〈011〉, 〈011̄〉

The 24 improper rotations are in the classes:

• � : inversion

• 8(6: rotations through c/3 about the eight space diagonal
axes followed by a re�ection in the plane perpendicular to
the axis of rotation

• 3fℎ : re�ection in a plane perpendicular to the principal axis
of symmetry, i.e., xy-plane (ts0), xz-plane (t0r), yz-plane (0sr)
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• 6(4: rotations through c/2 about the six coordinate axes
followed by a re�ection in the plane perpendicular to the
axis of rotation

• 6f3 : re�ection containing a principal axis of symmetry that
bisects the angle between two twofold rotation axes per-
pendicular to the principal axis, i.e., ±45° to xy-, xz-, and
yz-plane, (tvv), (tv-v), (usu), (us-u), (wwr), (w-wr)

As the symmetry group $ℎ contains inversion symmetry, parity is
a good quantum number. This means that the electronic, excitonic
and phononic states contain a de�ned parity, so the parity selection
rules must be ful�lled during optical transitions.

2.2.2 Cuprous oxide band structure and selection rules

Figure 2.4. (a) Electronic band structure of cuprous oxide. (b) Schematic
drawing of the dispersion relation at the � -point. Energy gap �6 , as well
as crystal �eld Δ and spin-orbit Δ($ splittings are indicated.

The energy bands in semiconductors are formed by 1020 atomic
orbitals. Energy bands evolve when considering quasi-free elec-
trons with parabolic dispersion of free electrons� (r) = ℏ2:2/

(
2<∗4

)
plus a weak periodic potential + (r) = +

(
r + X

)
. ℏ is the reduced
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2.2 rydberg excitons in cuprous oxide

Planck constant, : the absolute value of the wavevector, <∗4 the
modi�ed electron mass, r the position vector, and X the displace-
ment. For a semiconductor the Fermi energy lies within the for-
bidden band gap. For a direct semiconductor the global valence
band maximum and conduction band minimum occur at the same
point in :-space. If an electron is excited from the valence to the
conduction band, it leaves a hole. This latter quasiparticle carries
opposite momentum, spin and charge compared to the electron,
and an e�ective mass<∗

ℎ
. Together with the electron, it can form

another quasiparticle, the exciton. Repulsive Coulomb forces from
other electrons in the semiconductor prevent immediate attraction
of electron and hole, resulting in a balanced bound state, with
slightly less energy than the unbound electron and hole.

Cuprous oxide is a semiconductor with a direct bandgap at the
� -point. In this thesis we investigate Rydberg excitons of the yel-
low series in cuprous oxide, i.e., the states formed by holes from
the highest valence and electrons from the lowest conduction band.
The highest valence band in cuprous oxide stems from the �ve-
fold degenerate 3d copper orbital, while the lowest conduction
band stems from the 4s copper orbital (see Fig. 2.4) [89–91]. Un-
der the in�uence of the crystal �eld, the 3d copper orbital splits
into a threefold degenerate band with symmetry � +5 and a lower-
lying twofold degenerate band with symmetry � +3 . More details
on the symmetry representations will be given in Section 2.2.5.
Spin-orbit coupling between the quasispin � and the hole spin (ℎ
causes further splitting of the � +5 valence band by an amount of
Δ($ = 130meV into a higher-lying twofold degenerate band of
symmetry � +7 and a lower-lying degenerate band of symmetry � +8
[25]. Including spin, the � +1 conduction band from the 4s copper
orbital becomes twofold degenerate and is described by symmetry
� +6 . As a result, the bands of interest, i.e, the highest valence band
and the lowest conduction band for the yellow exciton series, have
symmetries � +7 and � +6 , respectively.
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The di�erence in total angular momentum between the two
bands is Δ 9 = 2, so the transition dipole moment for band-to-
band transitions vanishes, as it requires Δ 9 = ±1. However, when
exciting an exciton, not only the band symmetries (Δ;ext) but also
the exciton envelope symmetry (Δ;int) is decisive for the selection
rules, which read:

Δ 9 = Δ;ext ± Δ;int = ±1. (2.5)

For �rst-class transitions, i.e., excitation of S-excitons, the envelope
function carries no angular momentum (Δ;int = 0), thus, S-excitons
are dipole forbidden between s- and d-type conduction and valence
bands, with

Δ 91st class = Δ;ext ± Δ;int = 2 ± 0 = 2. (2.6)

However, so-called second-class transitions are possible. This
means, that the yellow P-excitons with an additional envelope
angular momentum Δ;int = 1 can be excited with dipolar light:

Δ 92nd class = Δ;ext − Δ;int = 2 − 1 = 1. (2.7)

However, the transition dipole moment of a second-class transition
is typically one order of magnitude smaller than for a �rst-class
transition, i.e., S-excitons in semiconductors with s- and p-type
bands.
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2.2 rydberg excitons in cuprous oxide

2.2.3 Exciton binding energies, radii, and wave function

An exciton can be described as an electron of charge −4 and mass
<4 orbiting at a radius A around the hole with positive charge +4 .
This way, it obeys Newton’s law for uniform circular motion:

<4E
2

A
=

1

4cY0

42

A2
. (2.8)

Considering the quantization of angular momentum according to
Bohr,

<4EA = =ℏ, (2.9)

and combining Eq. (2.8) with Eq. (2.9), yields for the radius A :

A =
4cY0=

2ℏ2

42<4

. (2.10)

The exciton binding energy is the sum of its kinetic and potential
energies:

�� =
<4E

2

2
− 1

4cY0

42

A
= − 44<4

32c2Y2
0
=2ℏ2

= −'H
=2

, (2.11)

with the Rydberg constant

'H =
44<4

32c2Y2
0
ℏ2

=
ℏ2

2<40
2
�

= 13.6 eV, (2.12)

and the Bohr radius

0� =
4cY0ℏ

2

<44
2
. (2.13)

Note, the exciton binding energy �� is negative, meaning the elec-
tron is bound to the hole, and the binding energy decreases as
1/=2, leading to an energy level series as for hydrogen, located
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slightly below the bandgap energy (see Fig. 2.5 (a)). Nevertheless,
the exciton energy series in cuprous oxide deviates from the ideal
hydrogen-like series due to the nonparabolicity of the band disper-
sion [22]. This phenomenon is equivalent to a rescaled Coulomb
interaction, as for Rydberg atoms, due to the in�uence of the ionic
core. It can be corrected for by introducing a quantum defect X; .
Eq. (2.11) then becomes:

�∗� = − 'H∗(
= − X;

)2 . (2.14)

'H∗ = Y−2<∗/<4'H is the modi�ed Rydberg constant, Y the permit-
tivity in cuprous oxide, and<∗ = <∗4<∗ℎ/

(
<∗4 +<∗ℎ

)
the e�ective

exciton mass with<∗4 and<∗
ℎ

being the electron and hole masses
respectively.

Figure 2.5. (a) Schematic drawing of the dispersion relation of cuprous
oxide at the � -point together with exciton levels. (b) Schematic drawing
of exciton radii in cuprous oxide.

When determining the modi�ed Bohr radius 0∗
�

from Eq. (2.13) it
remains di�cult to use the right value for the frequency-dependent
permittivity Y. Therefore, it is more convenient to determine 0∗

�

from Eq. (2.12) with experimental values for 'H∗ and <∗. Using
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'H∗ = 96meV and <∗ = 0.4<4 (<∗4 = 0.99<4 , <∗ℎ = 0.69<4 ) [9],
yields the modi�ed Bohr radius:

0∗� = 1.11 nm. (2.15)

The exciton radius is given by the expectation value 〈A 〉 for the
distance between electron and hole [55]:

〈A 〉 =
∫ c

o=0

∫ 2c

i=0

∫ ∞

A=0

R∗
=,; ,<

(
A ,o ,i

)
AR=,; ,<

(
A ,o ,i

)
A23A sino3o3i

=
0∗
�

2

(
3=2 − ;

(
; + 1

) )
.

(2.16)

The resulting exciton radii 〈A 〉 are listed in Table 2.3 for P-excitons
(; = 1) in selected principal quantum number states = ∈ {2…25}.
Due to the large exciton extension over up to ten billion lattice
sites (see schematic drawing in Fig. 2.5 (b)), tiniest impurities can
in�uence the formation of Rydberg excitons.

Table 2.3. Exciton radii 〈A 〉 for P-excitons (; = 1) in selected principal
quantum number states =.

= 2 5 10 15 20 25
〈A 〉 (nm) 5.55 40.5 165.4 373.5 664.9 1040

The wave functionRk (r) of an electron in a periodic potential
of a crystal is the product of a plane wave 48kr and a lattice periodic
function Dk (r):

Rk (r) = Dk (r) · 48kr . (2.17)

The derivation of the exciton wave function can be done analo-
gously to the wave function for the electron, yielding a problem
similar to the hydrogen atom. It can be solved by separation Ansatz
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into relative and center-of-mass coordinates. The resulting exciton
wave function reads [92, 93]:

QQ ,=,; ,<
(
X, re , rh

)
≈ 48QXD20

(
re

)
DE0

(
rh

)
R=,; ,< (r) , (2.18)

with the center-of-mass wavevector Q = ke + kh, the center-of-
mass spatial coordinate X =

(
re<∗4 + rh<∗ℎ

)
/
(
<∗4 +<∗ℎ

)
, the rela-

tive spatial coordinate r = re − rh, and the electron and hole lattice
periodic functions D20 and DE0, respectively. The envelope functions
R=,; ,< (r) are identical with the ones for the hydrogen atom. From
here, the exciton radial wave function 'Cu2O can be separated:

'Cu2O =
2

=2

√ (
= − ; − 1

)
!(

= + ;
)
!3

4−
UCu2OA

2

(
UCu2OA

);
(−1)2;+1

(
1

UCu2O

)2;−1
m2;+1

mA2;+1

©«4UCu2OA

(
1

UCu2O

)=+;
m=+;

mA=+;

(
4−UCu2OA

(
UCu2OA

)=+; )ª®®¬ .
(2.19)

= is the principal quantum number, ; the orbital angular momen-
tum quantum number, UCu2O = 2<∗/

(
=Y<400

)
the cuprous oxide

�ne structure constant, and 00 the Bohr radius. The radial wave
functions of Rydberg S-excitons (; = 0) in cuprous oxide are shown
as A2'2Cu2O (A ) in Fig. 2.6 for principal quantum number states
= = 5 − 10.

From the exciton wave function, one obtains an in�nite number
of bound states with eigenenergies �= , being the sum of band gap
energy �6 , binding energy �∗

�
, and kinetic energy �kin:

�= = �6 + �∗� + �kin = �6 −
'H∗(
= − X;

)2 + ℏ2Q2

2"
. (2.20)
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2.2 rydberg excitons in cuprous oxide

The exciton kinetic energy, however, is negligible, as Q ≈ 0. Hereby,
the terminology from atomic physics and quantum mechanics have
been taken. A di�erence, however, is the choice of zero energy:
while for the H-atom one chooses the ionization limit, for excitons
one chooses the ground state of the crystal where no electrons or
holes are excited. Therefore the exciton energies lie below the band
gap (see Fig. 2.5 (a)).

Figure 2.6. Cuprous oxide Rydberg S-exciton radial wave function
A2'2Cu2O for di�erent principal quantum number states = = 5 − 10.

2.2.4 Phonons and exciton lineshapes

The unit cell in cuprous oxide contains six atoms, so there exist
among the three acoustic, 3 · (# − 1) = 15 optical phonon branches
[94]. The amount of optical phonons at the � -point is, however,
reduced to eight due to degeneracy. Phonons can be probed us-
ing inelastic neutron scattering [95]. Optical phonons can also
be probed using Raman spectroscopy [96, 97], and their contribu-
tion can be seen in absorption spectroscopy [98]. Toyozawa sug-
gested that the large linewidth of the P-excitons is due to phonon
scattering [99] and that the strong asymmetry of the lines could
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be explained by a general theory of phonon-assisted absorption,
which take the continuum of the yellow 1S state into account
[100]. From luminescence spectroscopy it is known that the �−3
optical phonon with an energy of ℏl3− = 13.6meV at the zone
center is the dominant phonon branch, followed by the �−4 optical
phonon at ℏl4− = 82.1meV [32, 101]. The phonon background in
cuprous oxide is very strong, even at cryogenic temperatures (see
Fig. 2.7). The phonon background shown in Fig. 2.7 (a) is due to
the coupling of the green 1S-exciton (�1(6 = 2.154 eV) with the �−3
phonon (��−3 = 0.014 eV). As this continuous background follows a
square-root dependence,

�1(−?ℎ ∝
√
� −

(
�1( + �?ℎ

)
, (2.21)

the exciton resonances experience an o�set starting at an energy
around the 5P-exciton: �1( + �?ℎ = 2.168 eV.

Figure 2.7. Absorption spectrum of cuprous oxide P-excitons for states
= = 5− 12with (a) and without (b) phonon background. Even at ultra-low
temperatures (1.5K), there is a reasonable amount of phonon interaction
present. The exciton lines have been �tted with asymmetric Lorentzian
functions. The phonon background has been subtracted with a simple
square root function H = � ·

√
G − � + �, with � = 3.186, � = 2.165 eV,

and � = −4.68.
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2.2 rydberg excitons in cuprous oxide

In atomic transitions, the absorption linewidths are very nar-
row and given by their lifetimes, according to the energy-time
uncertainty relation

Δ�Δg ≥ ℏ. (2.22)

The excitation of an atomic transition can be described by an ex-
ponentially decaying excited state with a �nite life time. It is the
time-dependent dipole response of a system after an in�nitesimally
short excitation (Dirac delta function). Atomic transitions, thus,
exhibit a Lorentzian lineshape

U (l) = U0
W/2(

l −l0
)2 + (

W/2
)2 , (2.23)

with l0 being the center frequency, W the damping constant, and
U0 the amplitude.
In contrast, the P-exciton linewidths in absorption transmission
measurements on cuprous oxide are much broader and exhibit an
asymmetry with a steeper slope on the high-energy �ank. The
asymmetry is caused by the coupling of the discrete P-exciton
resonance to the phonon-assisted absorption continuum of the
1S-exciton. This leads to a phase change across the resonance, re-
sulting in a Fano-type shape. According to Ref. [99], for = ≤ 10, the
=P-exciton lineshapes can be described by asymmetric Lorentzians
of the form

U (l) = U0
W/2 + 2@

(
l −l0

)(
l −l0

)2 + (
W/2

)2 , (2.24)

with an additional asymmetry parameter @. For higher = > 10

the lineshapes become increasingly Gaussian due to the impact of
crystal inhomogeneities. The exciton linewidths decrease with in-
creasing principal quantum number= (∝ =−3) down to a few µeV for
= = 20. From Eq. (2.22) and with ℏ = 6.582 · 10−16eV · s, this yields
exciton lifetimes of several nanoseconds. In cuprous oxide carrier-
carrier scattering can be neglected for low excitation powers and
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relaxation into lower-lying exciton states are strongly suppressed.
Furthermore, relaxation by emission of optical phonons scales as
=−3. This way, the large excitons are not exposed to too much
scattering possibilities, yielding long lifetimes. For = > 2 S- and D-
excitons follow the same trend as the P-excitons. This was shown
by two-photon absorption measurements [13, 36].

The lineshapes change, when absorption spectra are recorded
in re�ection, as well as in pump-probe con�guration. In re�ection
geometry, the lineshapes become more triangular shaped with a
stronger broadening of the resonance at the low-energy �ank [102].
Pump-probe spectroscopy has a particular in�uence on Rydberg
excitons in cuprous oxide. The pump beam is introduced to change
the optical property of the material in a periodic fashion. To be
more speci�c, the pump laser with energy above the band gap, lifts
electrons into the conduction band. These, together with the holes
in the valence band, form an electon-hole plasma, which inhibits
exciton creation. When the pump laser is o�, the probe laser, hav-
ing intensity several orders of magnitude lower than the pump
laser, is being absorbed by the excitons. Pump-probe spectroscopy
is a di�erential spectroscopic method, in which the absorption
can decrease or increase due to optical excitation. The signal is
a composition of two (asymmetric) Lorentz oscillators. It can be
performed in transmission or re�ection geometry. For more details
on pump-probe spectroscopy see Section 3.2.

2.2.5 Exciton symmetry representations

An exciton’s symmetry is given by the product of the symmetry of
the valence band (hole) �V, the symmetry of the conduction band
(electron) �C, and the symmetry of the envelope function (angular
momentum ;exc) � ;exc

env . In cuprous oxide, the yellow =P-excitons
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2.2 rydberg excitons in cuprous oxide

form between the highest valence and the lowest conduction band,
which have symmetry � +7 and � +6 , respectively (see Section 2.2.2).
Thus, the exciton symmetry is given by:

�exc = �V × �C × � ;
exc

env = � +7 × � +6 × � ;
exc

env =

(
� +2 + � +5

)
× � ;exc

env ,
(2.25)

while in the last step the Algebraic rules for symmetry multipli-
cation have been used [88]. The symmetry property of the pure
Coulomb �eld between electron and hole gives rise to a breaking of
degeneracy of all levels with the same principal quantum number
= irrespective of their angular momentum quantum number ;exc,
which is described by the exciton envelope function. The exciton
envelope functions are equivalent to the atomic orbitals of the hy-
drogen wave function and are described by the spherical harmonic
functions .<

;
[103]. These are listed in Table 5.8 in Section 5.1.2

in Cartesian coordinates for ;exc ∈ {0, 1, 2, 3}. Their symmetries
can be calculated via comparison of character sets with the $ℎ
character table. A complete derivation is given in Section 5.1.2.

The crystal ground state has symmetry � +1 . Therefore, a transi-
tion may be allowed if the symmetry of the excitonic state appears
in the decomposition of the optical transition driving operator. Fur-
thermore, the in�uence of � +2 on the total exciton representation
can be neglected, as an optical transition from � +1 (B = 0, 9 = 0) to
� +2 (B = 0, 9 = 0) can not be realized with dipolar light (Bphoton = 1).
Henceforth, with the di�erent exciton envelope functions being,

�(env = � +1 (2.26a)

�%env = �−4 (2.26b)

��env = � +3 + � +5 (2.26c)

� �env = �−2 + �−4 + �−5 , (2.26d)
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the complete exciton symmetries become:

�( = � +5 × � +1 =� +5 (2.27a)
�% = � +5 × �−4 =�−2 + �−3 + �−4 + �−5 (2.27b)

�� = � +5 ×
(
� +3 + � +5

)
=� +1 + � +3 + 2� +4 + 2� +5 (2.27c)

�� = � +5 ×
(
�−2 + �−4 + �−5

)
=�−1 + �−2 + 2�−3 + 3�−4 + 2�−5 .

(2.27d)

2.2.6 The yellow 1S-exciton

The spatial extension of the yellow 1S-exciton (01(
�

= 5.3Å) is
comparable to the lattice constant (0 = 4.27Å). This has several
implications for the exciton spectrum, which are considered in the
so-called central-cell corrections [9, 104]. Due to the large wave
function extension in momentum space, the band structure cannot
be taken as parabolic any more. The bands �atten, which results in
increased electron and hole masses (<1( = 2.7<4 ). The Coulomb
interaction screening between electron and hole is reduced, thus,
the binding energy is increased. And, the electron-hole exchange
interaction lifts the spin degeneracy. The 1S-exciton splits into a
threefold degenerate 1S-orthoexciton with total angular momen-
tum quantum number 9 = 1 and binding energy �� = 139meV, and
a 12meV lower lying 1S-paraexciton with 9 = 0 and �� = 151meV.
The total S-exciton symmetry is given by �( = � +2 (1) + � +5 (3).
While the 1S-paraexciton is dipole- and quadrupole-forbidden, the
1S-orthoexciton is weakly quadrupole- and even dipole-allowed
when coupling to optical phonons of negative parity. The strongest
coupling of the 1S-orthoexciton with the �−3 -phonon manifests
itself as a square-root shaped density of states, starting one phonon
energy above the 1S-exciton. This process, thus, dominates the
linear absorption spectrum. The 1S-exciton lifetime accounts for
13 µs, which is ultra-long in semiconductors.
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2.3 interaction of ligth with matter

2.3 interaction of ligth with matter

The investigation of Rydberg excitons in cuprous oxide is based
on spectroscopic methods, i.e., interaction of light with matter.
Therefore, Maxwell’s equations for linear optics as well as the
explicit interaction of excitons with a light �eld are discussed in
the following sections. Maxwell’s equations for nonlinear optics are
shortly outlined with respect to frequency conversion, as second-
harmonic generation is used in the experimental setup.

2.3.1 Maxwell’s equations for linear optics

The interaction of light with matter is theoretically described by
Maxwell’s equations, the derivation of which can be found in dif-
ferent physics school books for electromagnetism [105–107]. In
presence of materia they read in their macroscopic form:

∇ ·D = dext (2.28a)

∇ · B = 0 (2.28b)

∇ × E = − mB
mC

(2.28c)

∇ ×H =
mD
mC
+ J ext. (2.28d)

These equations link the four macroscopic �elds dielectric displace-
ment D, magnetic �eld B, electric �eld E and magnetic induction
H with external charge dext and external current density J ext.
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One can de�ne the constitutive relations:

B = `0`H (2.29a)

D = Y0YE (2.29b)

J = fE, (2.29c)

with relative permittivity Y, relative permeability `, and conductiv-
ity f . From Eq. (2.29b) the polarizability P is introduced via:

D = Y0YE = Y0
(
1 + j

)
E = Y0E + Y0jE = Y0E + P , (2.30)

with j being the susceptibility. From calculations in Fourier domain
using Eq. (2.29b) and Eq. (2.29c) one can derive the relationship
between the relative permittivity Y and the conductivity f :

Y (l) = 1 + 8f (l)
Y0l

. (2.31)

From Eq. (2.31) we see, that relative permittivity and conductivity
are complex functions, so is the refractive index =̃ =

√
Y, too:

=̃ (l) = = (l) + 8^ (l) . (2.32)

The extinction coe�cient ^ is linked to the absorption coe�cient
U from Beer’s law � (G) = �04−UG via:

U (l) = 2^ (l)l
2

. (2.33)

For transmission con�guration in absorption spectroscopy, of-
ten the optical density is given as a signal measure, in order to
avoid inaccuracies due to the sample thickness. It is de�ned as
$� = U (l) · C , with C being the thickness of the investigated ma-
terial.

32



2.3 interaction of ligth with matter

From Maxwell’s equations one can also derive the wave equa-
tions. For electromagnetic waves in materia they read:

ΔE − =
2

22
m2E
mC2

= `0
m2P
mC2

. (2.34)

Here, the left-hand side is the wave equation in vacuum conditions,
while the right-hand side of Eq. (2.34) describes the interaction of
the external light �eld E with the polarization P of the medium.

2.3.2 Nonlinear optics: Frequency conversion

The laser used for experimental investigations is an infrared diode
laser that is externally frequency-doubled using a nonlinear crystal
in order to obtain visible light. Therefore, the concept of frequency-
conversion is shortly discussed.

Figure 2.8. (a) Principle of second harmonic generation: Two photons of
frequency l1 are converted to one photon of frequency l2. (b) Schematic
drawing of a periodically poled lithium niobate (PPLN) waveguide with
length ! and periodicity L. (c) The temperature-dependence of the waveg-
uide e�ciency as well as the wavelength-dependence of the optimum
waveguide temperature follow a sinc function.

Second harmonic generation (SHG) can be explained in the wave
picture as follows: The fundamental electromagnetic wave with
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frequency l1 drives the polarization of a nonlinear optical crys-
tal. Due to the nonlinearity, the polarization oscillates also at the
second-harmonic frequency, causing the emission of a coherent
electromagnetic wave at the frequency l2 = 2 ·l1 (see Fig. 2.8 (a)).
The derivation is done via Maxwell’s equations. The wave equation
for nonlinear optical media is given by Eq. (2.34) by inserting a
nonlinear polarization Ṽ

NL [108]:

∇2K̃ − =
2

22
m2K̃

mC2
=

1

Y02
2

m2Ṽ
NL

mC2
. (2.35)

Eq. (2.35) must hold for each frequency component, in particular
for the one at the second-harmonic frequency K̃2. One solution is
a plane wave propagating in z-direction:

K̃2 (I, C) = G24
8 (:2I−l2C) + 2 .2 . (2.36)

Eq. (2.35) then simpli�es to:

32

3I2
G2 + 28:2

3

3I
G2 = −

43e�l
2
2

22
�214

8 (2:1−:2)I . (2.37)

The �rst term on the left-hand side in Eq. (2.37) can be neglected
in the slowly varying amplitude approximation, where�����32�23I2

����� � ����:23�23I ���� . (2.38)

Integration from I = 0 to I = ! gives �2 (!), and, thus, the second-
harmonic intensity

�2 = 2=2Y02 |�2 |2 =
832e�l

2
2�
2
1

=2
1
=2Y02

2
!2B8=22

(
Δ:!

2

)
, (2.39)

with 3e� = 1
2
j (2) . The SHG e�ciency increases with the fundamen-

tal power �1, the nonlinearity of the used crystal 3e�, and proper
phase matching Δ: = 2:1 −:2. It follows a sinc function, as shown
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in Fig. 2.8 (c). Perfect phase matching (Δ: = 0) means that the
second-harmonic partial waves generated at di�erent positions
within the crystal interfere constructively along the direction of
light propagation. Hence, the initial and created wave have to run
through the medium with the same phase

:2 =
=

(
_2

)
l2

2

!
= 2:1 = 2

=
(
_1

)
l1

2
, (2.40)

which implies that the refractive indices =
(
_
)

of the fundamental
and the frequency-converted light are equal within the nonlinear
optical crystal: =

(
_1

)
= =

(
_2

)
. This also guarantees momentum

conservation. Two photons of momentum ?1 = =
(
_1

)
· ℎ/_1 are

converted into one photon of momentum

?2 =
=

(
_2

)
· ℎ

_2
=
=

(
_1

)
· ℎ

1/2 · _1
= 2?1. (2.41)

Dispersion usually prevents phase matching. But a quasi-phase
matching can be achieved by adjusting the temperature of a bire-
fringent crystal and tuning the angle between crystal axis and light
propagation as well as using di�erent polarizations of the light
waves. In our setup this is realized by using a periodically poled
lithium niobate crystal with poling period L (see Fig. 2.8 (b)). The
quasi-phase matching relation then becomes:

Δ:& = 2:1 − :2 −
2c

L
. (2.42)
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2.3.3 Light–exciton interaction

In order to describe the interaction of light with an exciton, we
start with treating the Hamiltonian of a charged particle in an
electromagnetic �eld:

� =
1

2<

(
p − 4

2
G

)2
++ (r) + 4q . (2.43)

+ (r) is the periodic crystal potential, p the momentum operator,
< the e�ective mass, q and G the scalar and vector potential of the
electromagnetic �eld, respectively. Using Coulomb gauge (∇ ·G = 0

and q = 0) and neglecting higher-order terms proportional to G2,
equation Eq. (2.43) simpli�es to:

� =

(
p2

2<
++ (r)

)
− 4

<2
G · p = �0 +�int, (2.44)

with �int = − 4
<2

G · p being the small perturbation describing the
interaction between the particle and the �eld. Using a di�erent
gauge

G′ = G + ∇j (2.45a)

q ′ = q − 1
2

mj

mC
(2.45b)

H′ = ∇ ×G′ = ∇ ×G = H (2.45c)

K ′ = −∇q ′ − 1
2

mG′

mC

= −∇q + 1
2
∇ mj
mC
− 1
2

mG

mC
− 1
2

m

mC
∇j = K ,

(2.45d)
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and using the Ansatz

K = K04
8 (kr−lC) (2.46a)

G = −82
l
K04

8 (kr−lC) (2.46b)

j =
82

l
K0 · r48 (kr−lC) , (2.46c)

the vector potential obtains the form:

G′ = G + ∇j = G + 82
l
K04

8 (kr−lC)︸            ︷︷            ︸
−G

− 2
l

(
K0 · r

)
k48 (kr−lC)︸                     ︷︷                     ︸
→0

.

(2.47)

The last term in Eq. (2.47) describes higher-order transitions, which,
in dipole approximation, vanishes. So, G′ = 0. With

q ′ = q − 1
2

mj

mC
= −K0 · r48 (kr−lC) = −K · r , (2.48)

the perturbation term �int becomes the dipole operator with nega-
tive parity −4K · r :

� =
1

2<

(
p − 4

2
G′

)2
++ (r) + 4q ′

=
p2

2<
++ (r) − 4K · r = �0 +�int

(2.49)

This becomes important in Section 5.1, where we investigate optical
transitions on the basis of symmetry considerations. For a complete
description of the exciton, one adds the corresponding Hamilto-
nian for the hole and takes into account the Coulomb interaction
between electron and hole [92, 93, 109].
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2.4 orbital angular momentum light

Light beams with an azimuthal phase dependence of 4−8;i carry
an orbital angular momentum (OAM) of ;ℏ per photon. This OAM
is independent of the polarization state that is given by the spin
angular momentum, fI = 0,±1, for linearly and circularly polarized
light. The Poynting vector that is usually parallel to the beam axis,
has an azimuthal component, which produces an orbital angular
momentum parallel to the beam axis. The momentum circulates
about the beam axis, creating an optical vortex [110, 111]. For any
given ; (unlimited) the beam has ; interwined helical phase fronts
and looks like a multistart helix [112].

2.4.1 Mathematical description of OAM light

The most common form of helically phased beams are the Laguerre-
Gaussian laser modes. These cylindrical modes have an explicit
phase factor, 4−8;i , and form a complete basis set for paraxial light
beams. They read [111, 113, 114]:

G;?
(
A ,i , I

)
=G04

8:IF0

F
4G?

[
−A2
F2
+ 8:A

2

2'
− 8

(
2? + |; | + 1

)
q (I)

]

×
(√
2A

F

) |; |
!
|; |
?

(
2A2

F2

)
48;i .

(2.50)

G0 is the amplitude,F the beam waist,F0 the beam waist at I = 0,
' the radius of curvature, ! |; |? the Laguerre polynomials, ; the OAM
charge number, representing an azimuthal phase change of 2c;
around the circumference, and ? the radial index, indicating there
are ? intensity peaks (? + 1 nodes) in radial direction.
Due to a phase singularity on the beam axis, there is zero optical
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2.4 orbital angular momentum light

intensity and neither linear nor angular momentum at the center
of the vortex. Therefore the cross-sectional intensity pattern of all
such beams looks like a ring that persists no matter how tightly
the beam is focused. The angular momentum is associated with
regions of high intensity [110]. The time evolution of a helical
phase front is indistinguishable from rotation about the beam axis.
So, a single rotation of the beam advances or retards its phase by ;
cycles. All light beams, which possess �eld gradients, and which
are, therefore, not plane waves, will possess a measure of orbital
angular momentum [115].

2.4.2 Creation of OAM light

Mathematically speaking, OAM light is most easily produced by
conversion of Hermite-Gauss beams [110, 111, 114]. When the
frequency-degenerate TEM01 and TEM10 modes oscillate simulta-
neously in phase quadrature, the resulting TEM∗01 doughnut modes
can exhibit a helical wavefront structure, associated with a phase
singularity on the beam axis. Experimentally speaking, OAM arises,
whenever a beam‘s phase fronts are not perpendicular to the prop-
agation direction. In other words, the light rays that make up the
beam are skewed with respect to its axis. Such light beam can be
created by Archimedean spirals or by spiral phase plates.
When circularly polarized light propagates through a slit in the
shape of an Archimedean spiral in a metallic plate, the slit edges
provide the necessary momentum to excite surface plasmon po-
laritons on the interface that propagate toward the interior of the
spiral [116]. The azimuthally varying radius of the 2D slit pro�le
provides a varying propagation phase to the SPPs excited along the
pro�le. This geometrical phase together with the angular momen-
tum carried by the impinging illumination determines the amount
of OAM of the excited plasmonic vortex. Exciting higher order vor-
tices requires highly twisted spirals. To avoid azimuthally varying
losses, the Archimedean spirals can be segmented.
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Upon transmission through a spiral phase plate with step height
ΔB , a Gaussian beam of wavelength _ is subject to a phase delayk ,
which depends on the azimuthal angle q [111, 114, 117]:

k =
Δ= · B · q

_
. (2.51)

Δ= is the di�erence in refractive index between the phase plate
and the surrounding. For a pure Laguerre-Gauss beam the total
phase delay around the phase plate must be an integer multiple of
2c , thus the physical step height in the spiral phase plate is given
by B = ; · _/Δ=, and the angular momentum exchanged between
the light beam and the phase plate is:

! = ; · ℏ =
B · Δ= · ℏ

_
. (2.52)

The evolved helical phase dislocation produced on-axis, causes
destructive interference leading to a characteristic ring intensity
pattern in the far �eld. The spiral phase plate, however, is in general
not a pure mode converter. Imperfections at the center of the phase
plate and slight misalignment of the axis can cause co-production
of higher order modes. Furthermore, as the radius A decreases,
the above calculations diverge from the exact result, which holds
for the paraxial regime only, where ; · _ << A . The order ; of the
Laguerre-Gauss mode is set by the step height ΔB of the spiral
phase plate. Using direct laser writing (see Section 3.7.3), spiral
phase plates can be either printed directly on a sample, or on the
facet of an optical �ber (see Fig. 2.9). The amount of orbital angular
momentum imposed to the light by the phase plate can be directly
seen from the measured light mode behind the phase plate.

Instead of 3D printing OAM phase plates, one can also use fo-
cused ion beam milling in order to mill di�ractive optical element
structures into the sample (see Fig. 2.10). These include not only an
additional amount of orbital angular momentum ; but also focusing
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2.4 orbital angular momentum light

properties. This might be of advantage for integrated measure-
ments, and strain behavior might be di�erent from 3D printed
OAM structures.

Figure 2.9. Top row: Spiral phase plates directly imprinted on the facet
of an optical �ber using direct laser writing. Amount of orbital angular
momentum ; increases from left to right from ; = 0 to ; = 3. Bottom row:
Measured light mode after propagation through the optical �ber with
imprinted phase plate.

Figure 2.10. Di�ractive optical element structures with focusing proper-
ties and additional orbital angular momentum ; = 1 − 3 directly milled
into the surface of a cuprous oxide crystal.
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2.4.3 Field gradients in OAM light and multipolar transitions

Light’s spatial structure can determine the characteristics of light-
matter interaction and lead to strongly modi�ed selection rules
[118–123]. Electric quadrupole transitions require a change of two
units of angular momentum (Δ; = 2) in an atom and are driven
by optical �eld gradients. A Gaussian beam has a longitudinal
�eld gradient that is very weak. A transverse �eld gradient due
to the spatial structure of the beam front as in Laguerre-Gauss
beams, can drive quadrupole transitions, too. In particular, the
center of a G10 Laguerre-Gauss laser mode exhibits a strong �eld
gradient, where the intensity vanishes. This can be seen from
the linear r-dependence in Eq. (2.50) for ; = 1. In order to make
quadrupole transitions similar in magnitude to standard electric
dipole transitions (Δ; = 1), good spatial overlap between light �eld
and matter is required, which is guaranteed when using mesoscopic
Rydberg excitons with excitation energies in the optical regime.
This matter of fact is further developed in Section 5.1.4.

2.5 plasmonic nanostructures

Usually, electric dipole transitions determine the outcome of spec-
troscopic investigations because electric or magnetic quadrupole
transitions are three orders of magnitude weaker or even forbid-
den. By using the transverse �eld gradients produced by resonant
plasmonic antennas, one can manipulate the selection rules and
excite quadrupole transitions in a more e�ective way [124]. Plas-
monic antennas channel incoming light into a con�ned near�eld
that comes along with strong �eld gradients at the edges. Such
plasmonic nano-antennas can be directly printed on the cuprite
crystal surface using lithography (see Fig. 2.11).
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Figure 2.11. SEM images of nano-antenna arrays printed onto a polished
cuprous oxide crystal �ake.

2.5.1 Optical properties of plasmonic nanostructures

In 1908, Gustav Mie developed a general theory for the interaction
of light with metallic nanoparticles [125]. Upon light incidence, the
negatively charged electrons inside the metallic nanoparticle are
being displaced from the positively charged ions, while Coulomb
interaction leads to a harmonic oscillation. If the nanoparticle
diameter is much smaller than the light wavelength (3 � _), the
phase of the collective oscillation of the electrons is constant over
the entire volume of the nanoparticle and the time-dependence of
the electric �eld can be neglected. This assumption is called the
quasistatic approximation.

Figure 2.12. Sketch of a homogeneous sphere with radius 3 and dielectric
constant Y (l) in a medium with Y< . The applied external electric �eld
�0 is parallel to the z axis.

43



theoretical background

In order to calculate the electric �eld inside and outside a plasmonic
nanoparticle E = −∇Q , one has to solve the Laplace equation
for the potential Q �rst: ΔQ = 0. A complete derivation can be
found in [106]. The most simple geometry for the derivation of
the optical properties of plasmonic nanostructures is shown in
Fig. 2.12. It consists of a homogeneous, isotropic sphere with a
radius 3 and permittivity Y, surrounded by a dielectric environment
with permittivity Y< and an external �eld in I direction E = �04̂I .
The general solutions for the potential of a nanosphere read:

Qin
(
A ,\

)
=

∞∑
;=0

�;A
;%;

(
cos\

)
(2.53a)

Qout
(
A ,\

)
=

∞∑
;=0

[
�;A

; +�;A−(;+1)
]
%;

(
cos\

)
, (2.53b)

with %;
(
cos\

)
being the Legendre Polynomials of order ; , and \

being the angle between the position vector r and the I axis (see
Fig. 2.12). The parameters �; and �; can be determined by the
boundary conditions at A → ∞

(
�1 = −�0 and �; = 0 for ; ≠ 1

)
and A = 3

(
�; = �; = 0 for ; ≠ 1

)
. One obtains:

Qin
(
A ,\

)
= − 3Y<

Y + 2Y<
�0A cos\ (2.54a)

Qout
(
A ,\

)
= −�0A cos\ +

Y − Y<
Y + 2Y<

�03
3 cos\
A2

= −�0A cos\ +
p · r

4cY0Y<A
3
.

(2.54b)

From Eq. (2.54b) we see that the potential outside the sphere is
a superposition of the applied external �eld and a dipole �eld
generated by the sphere itself, with the dipole moment of the
sphere p accounting for:

p = 4cY0Y<3
3 Y − Y<
Y + 2Y<

E0, (2.55)
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and the polarizability U :

U = 4c33
Y − Y<
Y + 2Y<

. (2.56)

In metals, the imaginary part of the permittivity Y can be assumed
to be zero. Then, for Re

[
Y (l)

]
= −2Y< , which is known as the

Fröhlich condition, the denomiator in U is zero, thus, the polarizabil-
ity exhibits a resonance. In reality, the amplitude of U is of course
limited by a non-vanishing contribution of Im [U]. The resonance
frequency is dependent on the nanoparticle diameter 3 as well
as its permittivity Y< . In air (Y< = 1), the resonance frequency
is l0 =

l?√
3
, with l? being the Drude plasma frequency. Having

solved the equations for the potential, the electric �eld E inside and
outside the nanosphere can be determined by the Laplace equation:

Ein =
3Y<

Y + 2Y<
E0 (2.57a)

Eout = E0 +
34̂A

(
4̂A · p

)
− p

4cY0Y<

1

A3
. (2.57b)

From Eq. (2.56) and Eq. (2.57a) we see that the resonance in U leads
to a resonance in the electric �eld Ein, which can be used for driving
enhanced quadrupole transitions (see Chapter 6).

2.5.2 Tuning of optical properties

Localized surface plasmon resonances can be excited in particles
with arbitrary geometrical shapes, which then act as optical anten-
nas enhancing the optical near-�eld [126]. Many di�erent antenna
structures have been studied [127–129], including discs [130], rod
[131, 132] and bowtie [133, 134] antennas, as well as split-ring
resonators [135–137]. Also metamaterials [138, 139] and stacked
3D structures [140–142] exhibit plasmon resonances.
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The spectral position of plasmon resonances can be tuned by chang-
ing their length or aspect ratio [143, 144]. The resonance quality
improves with geometrical downsizing [145, 146], which originates
from increased radiative damping losses for larger particle size. An
increased cross section, and, thus, a boost in optical response can
be achieved by using arrays of nanostructures [147, 148]. By de-
signing arrayed structures, one has of course to take care of grating
e�ects by tuning the periodicity away from the antenna resonances
to avoid interference of the di�erent modes. Furthermore, in case
of close proximity of the single nanoparticles to each other (inter-
particle distance smaller than about 100 nm) interaction via their
optical near-�elds sets in. This interaction leads to a hybridization
of their modes, which can be observed for example in molecules,
where the orbitals of the individual atoms hybridize [149–153].
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3
E X P E R I M E N TA L S E T U P

In this chapter the experimental setup used for experiments in
this thesis is explained. Spectroscopy on excitons in cuprous oxide
requires ultra-low temperatures in order to resolve the exciton
lines, which are hidden within a huge phonon background in the
crystal. This is realized by using a cryostat, which is explained in
Section 3.1. Laser spectroscopy is performed in transmission as
well as re�ection geometry with a tunable solid state or dye laser.
A second solid state or dye laser is used for realizing pump-probe
spectroscopy, which is described in Section 3.2. In combination
with lock-in detection (see Section 3.3), this technique allows for a
more sensitive detection of tiny signals compared to pure absorp-
tion spectroscopy. The laser sources are introduced in Section 3.4.
The technical connections and data processing are discussed in Sec-
tion 3.5, while the complete laser setups are shown in Section 3.6.
Section 3.7 introduces additional sample components, such as plas-
monic nanoantennas, quantum wells, and 3D-printed micro-optics.

3.1 low-temperature techniqe: the cryostat

The cryostat used is a SM4000-8 Spectromag by Oxford Instruments
GmbH (see Fig. 3.1). It features an outer vacuum chamber (OVC)
and a 24 l liquid nitrogen (N2) shield with a liquid nitrogen hold
time of at least 48 hours. The OVC is pumped using the HiCube
80 Eco pump by PFEIFFER Vacuum, which reaches a �nal pressure
value below 1 · 10−7 mbar. The liquid helium (He) bath at the inner
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of the liquid nitrogen bath has a capacity of 20 l with a hold time
longer than 100 hours. In its center there is the variable temper-
ature inset (VTI) with a capillary fed heat exchanger �tted with
a heater and a CERNOX sensor for temperature control. The VTI
features an automatic needle valve operated via the MercuryITC
controller in order to control the helium �ow. The samples are
placed inside the VTI with a usable sample space diameter of 25
mm. The temperature can be varied from 300K down to 1.5K.
Optical access is granted from all four sides. The optical windows
on the OVC are made of Spectrosil B quartz and have 80mm diam-
eter on the sides parallel to the magnetic �eld and 60mm diameter
on the sides perpendicular to the �eld. The optical windows on
the VTI are also Spectrosil B quartz windows with 10mm diameter.
The sample rod can be manually moved by ±15mm along the axis
and rotated by 360 degrees.

Figure 3.1. (a) Schematic drawing of the inner of the cryostat, showing
the outer vacuum chamber (OVC), the liquid nitrogen (N2) and helium
(He) tanks, as well as the variable temperature inset (VTI) with needle
valve and sample (Cu2O). (b) Photograph picture of the used cryostat on
the laboratory table.
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3.2 pump-probe spectroscopy

3.2 pump-probe spectroscopy

Usually pump-probe spectroscopy is used to measure ultra-fast
phenomena using short laser pulses. A pump pulse excites a sam-
ple that is then probed by a probe pulse after a certain delay time.
Pump-probe spectroscopy in combination with lock-in detection
can also be used to enhance small signals hidden within a large
background. In cuprous oxide, even at low temperatures, the trans-
mission signal through the crystal is very weak due to its high
absorptivity in the visible light range (Y = 7.5). Here the pump
beam is introduced to change the optical property of the material in
a periodic fashion. The probe beam investigates these changes. Its
intensity is several orders of magnitude lower than the pump beam
intensity in order not to in�uence the material optical properties.
Pump-probe spectroscopy is a di�erential spectroscopy method, in
which the absorption can decrease or increase due to optical excita-
tion, also known as induced transparency and induced absorption,
respectively. It can be performed in transmission or re�ection con-
�guration.

The transmission � (l) through a sample of thickness C is expo-
nentially dependent on the absorption coe�cient U (l), following
Beer’s law:

� (l) = �0 (l) 4−U (l)C , (3.1)

with �0 being the spectrum of the probe laser source. The induced
optical density ΔU (l) C is then de�ned as di�erence of the optical
density with and without (U∗, � ∗) pump laser:

ΔUC (l) = U∗ (l) C − U (l) C = ;=
(
� (l)
� ∗ (l)

)
. (3.2)

One sees from Eq. (3.2) that the induced absorption spectrum is
independent of the probe beam source. However, the intensity of
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the probe beam is indeed very decisive for the singal-to-noise ratio
and, therefore, for the detection limit of the induced absorption.

In addition, pump-probe spectroscopy has a particular in�uence
on the investigated system. Light impinging on a semiconductor
with energy higher than the band gap energy, lifts electrons into
the conduction band. Being more precise, the pump laser will create
an electron-hole plasma, which reduces the band gap energy [33,
154]. Furthermore, the probe laser now measures exciton lines
with decreased intensity, which will vanish for a band gap shift
down to the respective exciton energy. During this, the absorption
background stays constant. Accordingly, the pump laser intensity
must not be chosen too high.

3.3 lock-in detection

A lock-in ampli�er is also known as phase-sensitive recti�er. It can
be described as narrow bandpass �lter that improves the signal-
to-noise ratio. It extracts small signals at a speci�c (reference)
frequency by �ltering out DC as well as AC signals of other fre-
quencies and noise. The most important elements in a lock-in
ampli�er are a signal input for the modulated measurement signal
plus an input ampli�er, a signal input for the reference signal, a
phase shifter and a multiplier for adjustment between reference
and measurement signal, and a low-pass for averaging over sev-
eral signal periods in time. The lock-in ampli�er calculates the
cross-correlation between measurement and reference signal for
a given phase shift. The cross-correlation for signals of di�erent
frequencies is zero.
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3.3 lock-in detection

Typically an experiment is excited at a �xed frequency and the
lock-in detects the signal at this reference frequency lA , which has
the form:

+sig sin
(
lA C + \sig

)
. (3.3)

The lock-in generates its own reference signal:

+! sin
(
l!C + \ref

)
. (3.4)

After ampli�cation and multiplication of the signal with the lock-
in reference, the output +psd is composed of two AC signals at
frequencies

(
lA −l!

)
and

(
lA +l!

)
:

+psd = +sig+! sin
(
lA C + \sig

)
sin

(
l!C + \ref

)
= 1/2+sig+! cos

( [
lA −l!

]
C + \sig − \ref

)
− 1/2+sig+! cos

( [
lA +l!

]
C + \sig + \ref

)
.

(3.5)

If the frequencies lA and l! are the same and the output is �ltered
through a low pass �lter, the output reads:

+psd = 1/2+sig+! cos
(
\sig − \ref

)
. (3.6)

In case the phase between the signals, \sig − \ref, changes with
time, cos

(
\sig − \ref

)
will change and +psd will not be a DC signal.

Therefore a phase-locked-loop locks the internal reference oscilla-
tor to the external reference. Furthermore, by adjusting \ref one can
make \ = \sig − \ref = 0. This way, one would measure +sig only.
And for \ = 90° there will be zero output. In order to eliminate
this phase dependence, a second phase-sensitive detector is added,
which multiplies the signal with the reference oscillator shifted by
90°, i.e.,

+! sin
(
l!C + \ref + 90°

)
. (3.7)
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The low-pass �ltered output then becomes:

+psd,2 = 1/2+sig+! sin
(
\sig − \ref

)
. (3.8)

This results in two outputs: the in-phase component - and the
quadrature component . :

- = +sig cos
(
\
)

(3.9a)
. = +sig sin

(
\
)
. (3.9b)

By computing the magnitude ' of the signal vector (see Eq. (3.10a)),
the phase dependency is removed. The phase \ between the signal
and lock-in reference, can be measured according to Eq. (3.10b):

' =
√
- 2 +. 2 = +sig (3.10a)

\ = tan−1
(
./-

)
. (3.10b)

The lock-in ampli�er used is SR830 DPS by Stanford Research
Systems. It has a variable sensitivity range adjustable from 2 nV to
1V. Depending on the sensitivity setting, the full scale DC output
of signal amplitude ' is 10V. When changing the sensitivity setting
( , the output value*>DC ,' needs to be adjusted according to:

*>DC ,' =
'

(
· 10V⇔ ' = *>DC ,'

(

10V. (3.11)

3.4 laser sources

For pure transmission or re�ection spectroscopy on cuprous oxide
Rydberg excitons, one tunable probe laser is required. In order to
perform pump-probe spectroscopy an additional modulated pump
laser is needed. Experiments for this thesis have been performed
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in our own lab in Stuttgart as well as in a lab in Dortmund. The
Stuttgart lab features solid state lasers (in the following named
pump and probe laser 1), while the Dortmund lab features dye lasers
(in the following labeled pump and probe laser 2). The di�erent
laser systems and main optical elements used for the experiments
are explained in the following subsections.

3.4.1 Pump laser 1

The pump laser RLTMGL-561-30 by Roithner Lasertechnik, used in
the Stuttgart lab, lases at 561 nm (2.21 eV), which is 10 nm above the
band gap of cuprous oxide. It introduces an electron-hole plasma
in the semiconductor, so exciton states cannot be formed with the
pump laser on. The maximum laser power is 30mW, however,
above 6mW output power, the pump laser operates unstable and
is not suitable for a pump-probe experiment with lock-in detection
scheme. The pump laser can be modulated internally using a TTL
signal up to 10 kHz, but, turning on and o� the laser constantly
leads to additional noise. Therefore, the pump laser is modulated ex-
ternally using an acousto-optical modulator (AOM) at max. 10 kHz
modulation frequency.

Figure 3.2. (a) Schematic drawing of an acousto-optical modulator. Sound
waves create a grating, which the incident light is di�racted on when the
Bragg angle condition (\�) is met.
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The AOM used is the model AOMO 3200-125 together with the
controller AODR 1200AF.AUF0-1.0 by Gooch & Housego. It is
made of TeO2, requires a 1mm laser beam diameter, and features
a Bragg angle of 15.1mrad at 633 nm and a 200MHz frequency
shifter. Acousto-optical devices operate by Bragg di�raction of an
incident light beam from a moving acoustic wavefront (see Fig. 3.2).
The acoustic wave generates a refractive index wave, which acts
as a sinusoidal grating in the optical material. An incident laser
beam passing through this grating will be di�racted into several
orders when certain requirements are met: First, the laser beam
polarization should be perpendicular to the mounting surface of
the modulator. Second, the acoustic beam must be slightly rotated
o� perpendicular to the optical beam so that the Bragg angle condi-
tion is met. Third, the optical beam focus should be located at the
acoustic column. When the laser beam passes through the acoustic
wave in the acousto-optic material, the interaction causes the fre-
quency of the light to be shifted by an amount equal to the acoustic
frequency. This shift, however, is small enough to be neglected in
the experiments.

3.4.2 Probe laser 1

In order to perform spectroscopy on the complete yellow Rydberg
exciton series in cuprous oxide, the probe laser has to be tunable
over a 7 nm wavelength range from 577 nm to 570 nm. The laser
linewidth needs to be small enough in order to resolve the single
exciton lines. The linewidths of 15P- and 5F-excitons account for
20 µeV or 5GHz only, and even less for respective higher principal
quantum number states.
Diode lasers are cheap, compact, and highly e�cient. They operate
at low powers, have a high resolution, and are tunable. Unfor-
tunately, some wavelengths or power regions can’t be accessed
yet. For our experiments in the Stuttgart lab, we use the infrared
external cavity diode laser (ECDL) DL pro by Toptica, which covers
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the wavelength range from 1115 nm to 1163 nm. In combination
with a nonlinear frequency conversion technique, we are then able
to access the yellow Rydberg exciton series in cuprous oxide.

Figure 3.3. Competing modes in an ECDL. Adjusting the grating angle
shifts the center of the grating pro�le and simultaneously changes the
external cavity length, thus, shifts the external cavity modes as well.
Adjustment of diode current and temperature shifts the internal cavity
modes.

The DL pro diode laser by Toptica features an anti-re�ection
(AR) diode with an antire�ection-coated output facet, so it does not
lase without external feedback and its internal resonator a�ects
the mode selection much less. The AR coating further improves
the tuning properties and mode stability of an ECDL. In addition,
the ECDL is grating-stabilized. An optical grating is mounted in
front of the laser diode, while a second resonator forms externally
between the diode’s back facet and the feedback element. The laser
diode is in Littrow con�guration, meaning that the �rst-order beam
from the grating is directly re�ected into the diode. The grating �l-
ter, the semiconductor gain pro�le, the internal laser diode modes,
and the external cavity modes determine the lasing mode(s). This
is illustrated in Fig. 3.3. Precise temperature and current control
as well as proper matching of the components are important for a
stable single-mode operation. A mode-hop free tuning range of at
least 20GHz can be reached with a laser linewidth below 1MHz.
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Figure 3.4. Schematic drawing of probe laser 1 used in the Stuttgart lab.

In Fig. 3.4 a schematic drawing of the probe laser is shown. Laser
light at 1142 nm is emitted from the Toptica DL pro diode laser. An
achromatic prism pair corrects the laser spot shape to be circular.
A half-wave plate adjusts the polarization to be horizontal. An
aspheric objective lens (5725-C-H by Newport, 16x magni�cation,
NA=0.3, 1050-1600 nm) focuses onto the periodically poled lithium
niobate (PPLN) waveguide for second harmonic generation. An-
other objective lens (10x magni�cation, NA=0.25) collimates the
fundamental and second-harmonic beam. Two further lenses ad-
just the laser spot size, and two mirrors couple the visible light at
571 nm into an optical �ber. A hot mirror separates the infrared (IR)
light from the visible light. The IR light is aligned into a Fabry-Pérot
interferometer after laser spot size adjustment using two lenses (fo-
cal length 51 = 75mm, 52 = 50mm). Another hot mirror separates
parts of the infrared light, which is coupled into another optical
�ber using two mirrors and a lens with focal length 5 = 75mm.
This second �ber is connected to a spectrometer, which is used for
wavelength monitoring.
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3.4.2.1 Frequency conversion, tuning and monitoring

In order to frequency-double the laser light from the ECDL used in
our setup, a periodically poled, MgO-doped lithium niobate crystal
is used. Due to its poor performance with respect to SH conversion,
waveguides have been fabricated on the +/ facet of the crystal
with channel depth of 2 to 4 µm with a single grating of dimen-
sion 20 × 3.9 × 0.5mm3. The crystal is designed for SH conversion
from 1142 to 571 nm with 50% input coupling e�ciency. It has
been fabricated by GWU Lasertechnik using the proton exchange
technique. The waveguides only support the tranverse-magnetic
modes. Therefore coupling into the waveguide is di�cult. Two
objective lenses are used to couple light into and out of the crystal.
Furthermore, waveguides are quite vulnerable to high-power irra-
diating light, because the temperature distribution along the optical
path might be uneven. As the temperature is crucial for quasi phase
matching, the noise level in waveguides is higher. A temperature
controller monitors and adjusts the waveguide temperature for
quasi-phase matching and maximum frequency conversion e�-
ciency.

In order to coarsely change the ECDL wavelength _, the angle
of incidence U on the grating is varied by turning the grating screw
manually. Under light incidence, a grating yields a di�ractive
pattern according to:

23 sin (U) =<_, (3.12)

with 3 being the grating spacing, and< being the di�racted order.
At the blaze angle U� , the grating has the maximum re�ection.
Because the laser always runs at the largest overall gain, by chang-
ing the angle, it hops to another longitudinal mode and emits at
a new wavelength. This way, rough tuning of 50 pm wavelength
steps (20GHz and 80 µeV) can be achieved. Fine-tuning of the laser
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wavelength is realized by changing the length of the external cavity.
This smoothly shifts the supported single longitudinal mode the
laser is running on. Mode-hops occur whenever the overlap of the
external cavity modes with the internal ones is larger at a di�erent
spectral position. Therefore, a large mode-hop-free tuning range
is di�cult to achieve and succeeds only with accurate synchro-
nization (feed forward) of as many contributions as possible, i.e.,
simultaneously varying grating angle, length of external cavity
and laser diode current.

Absolute spectral position determination is done via a spec-
trometer. For the experiments in this thesis we use the AQ6317B
Optical Spectrum Analyzer by ANDO electric co., which features
a wavelength acurracy of ±50 pm in the infrared spectral range.
This corresponds to shifts in the visible spectrum of up to 0.1meV.
Later, by comparison with literature values, we noticed that the
spectrometer yields a systematic absolute energy shift of 1.3meV.
This energy shift has been corrected for in all data shown in this
thesis. In future experiments the spectrometer is going to be re-
placed by the wavelength meter WS6-200 by TOPTICA Photonics
AG with higher accuracy and negligible uncertainty in absolute
frequency position (below 200MHz / 0.8 pm / 0.9 eV).
In combination with the spectrometer, the relative wavelength
range is monitored by a Fabry-Pérot interferometer with a linewidth
of below 2MHz in order to ensure mode-hop-free tuning. The
Fabry-Pérot interferometer FPI100 by TOPTICA Photonics is made
of two partially re�ecting surfaces in a confocal arrangement. The
cavity diameter is 3 = 75mm and the free spectral range (FSR) is
1GHz, corresponding to 4 µeV. For a Fabry-Pérot ethalon we have:

23
√
=2 − sin2 U =<_, (3.13)
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meaning that for each wavelength _ one can calculate an angle U
with maximum transmission. The angle dispersion for order = = 1

reads:

3U

3_
=

1

_ tanU . (3.14)

For �xed 3 , =, U , several spectral lines are transmitted simulta-
neously. For U = 0 and = = 1 these have a frequency distance
of:

Δ5� = 2/23 . (3.15)

If the frequency width X_ is smaller than the dispersion range Δ_
a unique frequency selection is possible. This is characterized by
the �nesse, given by the mirror re�ectivity ':

� =
Δ_

X_
=
c
√
'

1 − ' . (3.16)

3.4.2.2 Laser power stabilization

In a diode laser, the laser power increases with increasing diode
current. As we scan the diode current during a wavelength scan,
the output power varies. For spectroscopic measurements, the
laser power should be constant for all wavelenghts. Therefore, the
output power must be stabilized. We use the laser power controller
(LPC) by Brockton Electro-Optics Corp.. Horizontally polarized
light passes through a liquid crystal modulator followed by a T:R
98:2 beam splitter. The re�ected light is used for indirect power
measurement by an internal photodiode. The LPC operates in
continuous loops of reading out the photodiode and adapting the
transmitted power to the set value using a liquid crystal modula-
tor. This loop is done multiple thousand times per second. This
way, the output power is stabilized during the laser scan. Nev-
ertheless, the maximum output power is limited when scanning
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over the maximum laser tuning range of 20GHz. For �ne-tuning
the laser wavelength, the diode current is continuously decreased
from 245mA to 150mA, so the output power decreases as well.
Furthermore, very fast changes can hardly be stabilized. Therefore,
a 15GHz range, which corresponds to 60 pm or 60 µeV, is scanned
within 1 s.

3.4.3 Pump and probe lasers 2

For measurements in the Dortmund lab two dye lasers (Sirah Ma-
tisse DS) were used, which o�er a high spectral resolution of 5 neV.
The dye used is Rhodamine 6G, which covers the wavelength range
from 620 nm to 565 nm. The wavelength can be scanned contin-
uously via software control and is read out by a high-precision
wavelengthmeter (HighFinesse WSU). One dye laser is pumped by
the laser Verdi V-10 from Coherent company, the other by the laser
Finesse from Laser Quantum company with a power of 7W each.
The laser light is coupled into a �ber to maintain a stable beam
diameter for all wavelengths.

3.5 technical connections and data processing

The collimated measurement signals are detected via photodiodes,
which are read out by high-speed multimeters or an oscilloscope
connected to a computer. A reference signal is always recorded
in order to compensate for laser interferences. For pump-probe
measurements a lock-in ampli�er is interconnected between pho-
todiode and multimeter or oscilloscope. The precise con�gurations
used in the di�erent lab setups are described in the following sub-
sections and illustrated in Fig. 3.5, Fig. 3.6, and Fig. 3.7.
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3.5 technical connections and data processing

3.5.1 Stuttgart lab

Figure 3.5. Schematic drawing of the technical connections in the mea-
surement setup used for pump-probe measurements in re�ection geome-
try in our lab in Stuttgart.

The setup used for measurements in the Stuttgart lab has been
built and optimized during this thesis. A schematic drawing illus-
trating the technical connections is shown in Fig. 3.5. The mea-
surement signal is detected using the photodiode PDA100A-EC by
Thorlabs with adjustable gain. By increasing the gain, the signal is
increased. However, at the same time, the bandwidth is reduced.
While at 0 dB gain the bandwidth is 2.4MHz, at 70 dB gain it is
only 5.9 kHz. The reference signal is detected using the Si biased
photodiode DET36A/M by Thorlabs. A photodiode generates a
photocurrent when light is absorbed. It is a fast and highly linear
measurement device. The silicon photodiodes used, feature a low
dark current and are sensitive in the region from visible to near
infrared light. The bandwidth 5�, and the rise time response CA can
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be cacluated via the junction capacitance� 9 and the load resistance
'LOAD:

5�, =
1

2c'LOAD� 9
, (3.17)

CA =
0.35
5�,

. (3.18)

The noise equivalent power (NEP) is the generated root-mean-
square signal voltage at a signal-to-noise ratio SNR = 1. The NEP
determines the ability of the detector to detect low level light. In
general, the NEP increases with the active area of the detector and
is given by:

#�% =
�inc ·�A40
SNR ·

√
Δ5

, (3.19)

with Δ5 being the noise bandwidth, and �inc the incident energy
in units of W/cm2.
The photodiode signals are read out by the USB oscilloscope Pi-
coScope 4824 by Pico Technology Ltd., which is connected to a
computer. The oscilloscope features eight input channels with
12 bit vertical resolution and a 80MS/s sampling rate. It has a
20MHz bandwidth, a 256MS bu�er memory, and a fast USB 3.0
interface. For pump-probe measurements the signal photodiode is
linked to the oscilloscope via the lock-in ampli�er SR830 DPS by
Standford Research Systems (see Section 3.3). The probe laser diode
current ramp as well as the Fabry-Pérot interferometer peaks are
monitored on the oscilloscope in order to calculate the frequency
scale. The data are evaluated using Python and Origin software.

3.5.2 Dortmund lab

The setup in the Dortmund lab has been partly rearranged for mea-
surements for this thesis. The cryostat is slightly tilted around its
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3.5 technical connections and data processing

Figure 3.6. Schematic drawing of the technical connections in the mea-
surement setup used for pure transmission and re�ection measurements
in Dortmund.

vertical axis in order to eliminate interference patterns from the
cryostat windows. Pump and probe lasers are focused onto the sam-
ple in the cryostat. The probe spot has a diameter of about 100 µm
while the pump spot has a slightly larger diameter of 300 µm in
order to guarantee a homogeneously spread pump power density.
The pump laser is set to a �xed wavelength, _pump = 561 nm, and
modulated at 5 kHz with a chopper wheel. While the pump beam is
blocked, the probe beam is collimated behind the cryostat and de-
tected by a photodiode with variable gain (New Focus Large-Area
Photoreceiver). Two other photodiodes in front of the cryostat
collect a reference as well as a re�ection signal. The photodiodes
are read out by high-speed multimeters (Keithley 2000) connected
to a computer (see Fig. 3.6 and Fig. 3.7).
In order to measure an absorption spectrum, the probe laser wave-
length is continuously scanned and signals from all photodiodes
are recorded simultaneously with a LabView program. The scan
speed is typically 8 µeV per second (2GHz/s). In order to remove
interferences in the measurement data, the probe signal +probe

(
_
)
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Figure 3.7. Schematic drawing of the technical connections in the mea-
surement setup used for pump-probe measurements in transmission
con�guration in Dortmund.

is divided by the reference signal +ref
(
_
)
. As all diode voltages

are directly proportional to the detected light intensity + ∝ � , the
optical density $�

(
_
)

can be evaluated, except for an unknown
o�set:

$�
(
_
)
= U

(
_
)
C = − ln

(
�
(
_
)
/�0

)
= − ln

(
+probe

(
_
)
/2loss+ref

(
_
) )

= − ln
(
+probe

(
_
)
/+ref

(
_
) )
+ ln

(
2loss

)
,

(3.20)

with U
(
_
)

being the wavelenght-dependent absorption coe�cient,
C the sample thickness, and 2loss a factor that accounts for all gain
and conversion factors. It is equivalent to �0, which does not need
to be measured explicitly. The overlap of pump and probe lasers
is optimized by maximizing the signal height of the di�erential
transmission measured with the lock-in scheme.

64



3.6 complete laser setups

3.6 complete laser setups

Di�erent setups have been used throughout this thesis: A pure
transmission and re�ection spectroscopy setup in the Dortmund lab,
a pump-probe spectroscopy setup in transmission con�guration
in Dortmund, and a pump-probe spectroscopy setup in re�ection
con�guration in our lab in Stuttgart. The respective schematic
drawings are shown in Fig. 3.8, Fig. 3.9, and Fig. 3.10.

For constant, moderate, and interference-free laser intensity,
di�erent laser stabilization and tuning units, as well as di�erent
optical elements are included in all three setups. The freely prop-
agating laser light is focused onto the sample in the cryostat and
the scattered transmitted or re�ected signals are collimated using
optical lenses. In order to map the sample surface, a CCD camera
is installed in the light path – in transmission or re�ection con�gu-
ration – via a �ip-mirror, accompanied by additional illumination
provided by a �ash lamp.

In the Dortmund setups (see Fig. 3.8 and Fig. 3.9), the dye laser
output intensity may vary strongly during a wavelength scan.
Therefore, each light beam is stabilized by a BEOC laser power
controller (same as in Section 3.4.2.2) to reduce �uctuations in the
signal to a minimum. The combination of a half-wave plate and a
Glan-Taylor prism allows for further attenuation of the laser light.
To avoid interferences, these optical elements are slightly tilted. A
pellicle beamsplitter is placed in the light path in order to capture a
probe reference beam with photodiode PD 1. In pure transmission
and re�ection spectroscopy (Fig. 3.8), the collimated transmitted
signal is focused onto photodiode PD 2, while the re�ected signal
is captured by photodiode PD 3. The pump laser in pump-probe
experiments (Fig. 3.9) is modulated using a chopper wheel.
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Figure 3.8. Pure transmission and re�ection spectroscopy setup in Dort-
mund.

Figure 3.9. Pump-probe setup in transmission con�guration in the Dort-
mund lab.
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3.6 complete laser setups

Figure 3.10. Pump-probe setup in re�ection con�guration in our lab in
Stuttgart.

In pump-probe experiments it is important to �lter out the pump
beam from the probe beam for signal detection. This can be done
by using di�erent polarizations of the two beams and a Glan-Taylor
prism (see Fig. 3.9) or by using narrow bandpass �lters and me-
chanical shutters (see Fig. 3.10).

Also in the Stuttgart setup (Fig. 3.10) a BEOC laser power con-
troller stabilizes the probe laser beam, after the beam diameter is
adjusted using an objective lens and the polarization is de�ned
using a half-wave plate and a polarizer. A probe laser reference as
well as a pump laser reference are captured using silicon photo-
diodes DET36A/M and PDA100A, respectively. The pump laser is
modulated using an acousto-optical modulator (AOM). Polarization
is adjusted by the combination of a half-wave plate and a polarizer.
The re�ected sample signal is detected by photodiode PDA100A.
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Setup A (Fig. 3.8) is used for absorption spectroscopy in transmis-
sion con�guration on cuprous oxide with orbital angular momen-
tum light. The results are shown in Section 5.2. It is also used for ac-
quisition of pure re�ection spectra from antenna-coupled cuprous
oxide Rydberg excitons, treated in Section 6.2. Relative transmit-
tance and re�ectance spectra from antenna-coupled cuprous ox-
ide Rydberg excitons are obtained with Setup B (Fig. 3.9) and C
(Fig. 3.10), respectively, and discussed in Section 6.3.1 and Sec-
tion 6.3.2. Setup C is also used for examining possible in�uences
of pump-probe spectroscopy on antenna-coupled cuprous oxide
Rydberg excitons, covered in Section 6.4.

3.7 sample components

3.7.1 Plasmonic nanostructures

An in-house implementation of a numerical Maxwell solver based
on the Fourier modal method is used in order to simulate the an-
tenna response and, thus, to design the antenna [155, 156]. We
use 30 nm wide and 60 to 110 nm long aluminum antennas, ar-
ranged in 200 × 200 µm2 large arrays with periodicity of 160 nm.
This guarantees optical access in the experiment. The surface
becomes equipped with a large number of �eld gradients when
being illuminated with a focused light beam. Under ideal condi-
tions the nanoantenna geometry we employed may result in a �eld
enhancement factor of ten [157, 158]. The �eld gradient enhance-
ment, however, is di�cult to determine. A Rayleigh anomaly at
_ = 450 nm, the cuprous oxide absorption edge at 590 nm, and the
large width of the resonances (≥ 100 nm), limit our abilities in
shifting the resonance across the optimum exciton wavelength at
571 nm.
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The nanoantennas are fabricated directly onto the polished
cuprous oxide surface with standard electron beam lithography
(Raith eLINE Plus). The bare cuprite sample is cleaned in an ultra-
sonic bath with acetone and propanol. The sample is glued onto a
glass substrate using resin with )melt = 60

◦C (Struers GmbH). The
positive, high-resolution photoresist AR-P 6200 (CSAR 62, Allresist)
is spin-coated onto the sample. The antenna arrays are de�ned
and written by electron beam exposure at 20 kV and an area dose
of 65 µm/cm2. At the exposed areas the photoresist chains break
up so they become dissolvable in the developer. After develop-
ment, an adhesive layer of 2 nm titanium then 20 nm aluminum
are consecutively evaporated using an electron gun evaporator. A
lift-o� process is started with a commercial n-ethyl-2-pyrrolidon
(NEP)-based remover (Allresist) at 60 ◦C. Afterwards the structured
cuprite �ake is cleaned with acetone and propanol. The di�erent
fabrication steps are visualized in Fig. 3.11. For more details about
the fabrication process see Ref. [128].

Figure 3.11. Scheme of single layer electron beam lithography. The main
steps are exposure of PMMA resist, development, Au (or other metal)
evaporation, and lift-o�. Figure based on Ref. [128].
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3.7.2 Quantum wells in cuprous oxide

A quantum object being con�ned into one or several dimensions,
experiences an energy shift on quantum scale, which can be useful
for quantum technology, such as optical switching applications.
Typically, the Bohr radius of an exciton in a semiconductor, such as
GaAs or CdTe, is on the order of 10 nm. To achieve quantum con-
�nement, the quantum well width needs to be somewhat smaller
than the object to be con�ned. For GaAs this makes typically 6 nm
small quantum wells, which need to be grown in complicated pro-
cesses. In Cu2O the Bohr radius of a Rydberg exciton excited to a
state with principal quantum number = = 13 is 250 nm, which is 25
times larger than in GaAs. These mesoscopic dimensions can easily
be fabricated using focused ion beams, milling the wells directly
into the cuprite substrate.

Figure 3.12. Cuprous oxide quantum wells for Rydberg excitons. The
huge size of Rydberg excitons allows mesocopic con�nement geometries
in the hundreds of nanometer to a few micrometer range that can be
fabricated using focused ion beams.

Recent advances in focused ion beam milling make it possible to
fabricate tailored quantum wells with widths in the hundreds of nm
range, as shown in Fig. 3.12. We use the Raith IonLine Plus. Au+
ions are focused by an aperture system and hit the cuprous oxide
sample with high energy. This way, atoms are knocked out from the
crystal and sucked inside the vacuum. The IonLine system contains
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a pattern generator that allows to use the focused ion beam for
writing complex lithographic structures with high precision.

3.7.3 Micro-optics by direct laser writing

In order to design an integrated and scalable quantum system, we
combine Rydberg excitons with nanophotonic structures, such as
high-quality 3D-printed micro-optics. We fabricate 3D-printed
microlenses and OAM phase plates on optical �ber facets, as well
as OAM phase plates and �ber chucks on cuprite crystal surfaces.
Prior to printing, the �ber facets are cleaved and the polished
cuprite crystals are exposed to an oxygen plasma to increase the
adhesion of the polymerized structures. The designs of a phase
plate and a �ber chuck are shown in Fig. 3.13.

Figure 3.13. Design of 3D-printed phase plate (a) and �ber chuck (b).

The system used for direct laser writing is the commercial micro-
fabrication system Photonic Professional GT (Nanoscribe GmbH).
This 3D printer uses laser-induced two-photon polymerization to
harden a liquid photoresist (see Fig. 3.14 (a)). The photoresist is
drop-coated on a substrate. The laser is focused by a microscope
objective that is directly immersed into the resist (dip-in laser
lithography). A small polymerized region, called voxel (volume
pixel, see Fig. 3.14 (b)), is created in the laser focus and can be
moved through the resist. This way, arbitrary 3D structures can be
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created. The setup is in dip-in con�guration, meaning the sample is
�ipped upside down. It is mounted on a 3D piezo stage as well as on
a mechanical xy-stage (see Fig. 3.14 (c)). The focusing microscope
objective is mounted on a z-drive, and a pair of galvanometric
mirrors allow for scanning through the xy-plane. Before starting
the printing process, a 3D model of the structure is designed and
decomposed into slices. Each slice consists of many parallel hatch-
ing lines. For each slice the voxel is scanned along the lines. After
the printing process is �nished, the remaining liquid photoresist
is dissolved by immersion in a developing solution (mr-Dev 600,
micro resist technology) for 25 min and subsequently in isopropyl
alcohol for 5 min. The printed micro-optics and samples are dried
with nitrogen.

Figure 3.14. Concept of direct laser writing: (a) Scheme of two-photon
absorption. (b) Scheme of a voxel. (c) Scheme of the 3D-printer.
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4
C U P R O U S O X I D E C R Y S TA L P R E PA R AT I O N

In order to be able to detect excitons in cuprous oxide, the crystals
need to be prepared in a special manner. The di�erent steps, such as
orienting, slicing, polishing, structuring, and mounting the crystal,
are described in this chapter.

4.1 crystal orientation

Depending on the crystal orientation with respect to the incident
light �eld, optical transitions to di�erent exciton states are allowed
or forbidden. By knowing the crystal orientation and the incident
light con�guration, one can predict, which excitons are in principle
excitable in the experiment.
The cuprite crystals are oriented via the Laue backscattering
method. We use a Siemens Röntgen generator with a Wolfram
tube and use its Brems-spectrum at 20 kV (30mA) with 30 s ex-
posure time. The resulting white Röntgen light hits the crystal,
which is mounted onto a goniometer at 40mm distance to the
0.5mm aperture. This way, the resulting scattering points of the
low-idexed planes appear on a memory sheet placed opposite to the
crystal. Upon illumination with red laser light, the memory sheet
is phosphorescencing. The readout is done by a scanner (CR35NDT
by Dürr) and sent to a computer. Using Corel Draw software im-
age distortions are corrected. With Orient express software, the
scattering points are read out. Knowing the lattice constant, the
corresponding planes of orientation can be assigned. These are
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shown in a Laue simulation (Fig. 4.1 (a)), as well as in a stereoscopic
view of the Wulf net (angle-conserving projection, see Fig. 4.1 (b)).

Figure 4.1. Laue simulation (a) and stereoscopic view of the Wulf net (b)
for crystal plane determination after Laue backscattering.

4.2 crystal slicing and polishing

Figure 4.2. (a) Natural bulk cuprite crystal prepared for slicing. (b) 300 µm
thick cuprous oxide slices in a box with 3.5 cm length. (c) 33 µm thin,
polished cuprous oxide �ake.

It is of utmost importance to avoid strain inside the crystal dur-
ing its processing. Strain not only alters the crystal symmetry
and, thus, the dipole selection rules, which results in modi�ed ab-
sorption spectra, but also hinders the formation of excitons. From
the oriented bulk crystals (see Fig. 4.2 (a)) slices of 200 to 300 µm
are cut along chosen directions using a sawing machine with a
30 µm wire (see Fig. 4.2 (b)). The slices should not be thinner than
200 µm in order to avoid frequent slipping-o� of the sawing wire.
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This would result in steps in the cutting facet and additional strain
inside the crystal. Cuprous oxide is strongly absorbing light in the
visible. This coincides with the energy region, in which excitons
are excited. Therefore, the cuprite crystals need to be thinner than
100 µm in order to be able to record absorption spectra in transmis-
sion con�guration. For achieving such thin crystal �akes, di�erent
methods, including etching, as well as wet and dry polishing, have
been tested.

4.2.1 Etching

In literature we �nd di�erent methods for etching cuprous oxide.
Using ammonia solution (#�4$� ) comes along with an altered
surface morphology with greater roughness or even a change in
surface facets. The crystal plane exposed on Cu2O nanocrystals,
strongly in�uences the etching process. For electrodeposited Cu2O
�lms, the ammonia etchant has been found to preferentially in-
teract with the {100} facets and expose a greater number of {111}
facets in Cu2O [159], while for Cu2O nanocrystals the chemical
stability is largest for {100} (cubic) surface and decreases for {111}
octahedral towards {110} rhombic dodecahedral surfaces [160]. The
same holds for etching in acetic acid solution [161] (see Fig. 4.3).
Moreover, NaOH completely converts Cu2O nanoparticles into
CuO nanoparticles after etching in aquaeous solution for 20 min
[162]. When etching with 0.01 M oxalic acid (�2�2$4) or 0.1 M
triethylamine (TEA) there is no compositional change of Cu2O
nanoparticles but a shape evolution towards ill-de�ned cubes with
rough surfaces. Hence, etching the cuprous oxide slices will not
give us a smooth surface.
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Figure 4.3. (a) Two etching scenarios for cuprous oxide with acid solution.
Adapted from [161]. Dark red dots represent oxygen atoms, bright red
dots are copper. (b) Preferential etching facets for cuprous oxide accord-
ing to [159] and the resulting nano-structured facets after etching with
#�3 ·�2$ .

4.2.2 Wet and dry polishing

Wet polishing with aluminum oxide microparticles (diameter 5 µm
and 1 µm, from Pieplow & Brandt GmbH) in combination with
water is a good way to obtain in a well-controlled manner stepwise
thinner crystal �akes with smooth facets. However, due to the hard-
ness of water, small holes are torn into the crystal during polishing.
This can be circumvented by replacing water by glycerine. Even
smoother surfaces can be achieved by additionally dry-polishing
the crystal �akes using 1 µm aluminum oxide and 0.3 µm calcined
alumina lapping sheets (Thorlabs GmbH). This way, 30 to 100 µm
thin samples with a smoothness of (@rms < 0.3 µm and shiny ap-
pearance without major scratches are obtained (see Fig. 4.2 (c)).
The thickness is measured using a mechanical thickness measuring
gauge as well as the µscan technology by NanoFocus AG. The latter
one is also used to determine the sample roughness, de�ned as
(@rms parameter for the root mean square height of the surface (see
Fig. 4.4). The importance of a well polished crystal can be seen in
Fig. 4.5. For a poorly polished crystal, the exciton peaks are less
pronounced and tend to split up.
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Figure 4.4. 3D surface scan (a), 2D pro�le (b), and height parameters (c)
of a polished cuprous oxide �ake measured using the µscan technology
by NanoFocus AG.

Figure 4.5. Exciton spectrum comparison of a well and a poorly polished
cuprous oxide crystal �ake.

Besides polishing crystal �akes in our own lab with the above
mentioned method, some samples were polished by Gabriele Un-
tereiner at the 1st Physics Institute at the University of Stuttgart.
She used calcined aluminum lapping sheets by Thorlabs GmbH
with 0.3 µm particle size as well as diamond lapping sheets by 3M
company with 0.5 µm and 0.1 µm particle sizes. The crystals were
dry-polished on the lapping sheets along one de�ned direction only.
Hereby, after polishing with the very �ne 0.1 µm lapping sheet, a
more coarsely-grained lapping sheet was used for �nal polish in
order to achieve the best polishing result.

Other samples were polished by Dirk Schemionek from the
Präparationslabor of the Technical University in Dortmund. He
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mounted the crystal slices onto a sample holder using the resin
Alco Wachs 5402 SL by Logitech. The sample holder’s weight was
adjusted according to the sample, not to exceed 100 g per 1 cm2

sample surface. The sample was then polished on a lapping wheel
made of cast iron using an aquaeous suspension with 9 µm Al2O3

particles (60 g/l by Logitech) until the correct thickness was reached.
In order to control erosion and sample thickness, measuring probes
by Mitotoyo (Digmatic, 0-30mm, 0.001mm resolution) were used.
In addition, the surface was monitored frequently by a microscope.
The procedure was repeated with 3 µm Al2O3 particles. A thick-
ness of at least three times the particle size of the previous step
(∼ 30 µm) was removed. Afterwards the samples were polished
using a polishing cloth made of polyurethane in combination with
colloidal silica suspension. Again, a three-times larger amount
of sample surface than the previous particle size was removed (∼
10 µm) in order to obtain a strain-free sample. The silica suspension
is added onto the lapping wheel using a peristaltic pump (ISMATEC
Reglo Analog ISM827). The suspension must not dry out, as the
dry particles cause scratches in the sample. Therefore water was
continuously added to the edges of the polishing wheel. Erosion
and sample thickness were monitored with measuring probes and
microscope. After removing the sample from the lapping sheet,
it was detached from the sample holder and placed into a bath of
2-propanol and toluene at 70 ◦C in order to remove the adherent
resin.

4.3 crystal structuring

The polished crystals used in this thesis are further structured in
one of the three following ways:

1. Aluminum nanoantennas are imprinted directly onto the
crystal surface using lithography technique. See Section 3.7.1
for more information.
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2. Quantum wells are milled into the crystal surface using
focused ion beam milling. This technique is described in
detail in Section 3.7.2.

3. Optical phase plates and �ber chucks are written directly
onto the crystal surface using direct laser writing. A detailed
description can be found in Section 3.7.3.

4.4 crystal mounting

Strainfree mounting of the Cu2O crystals is crucial for spectro-
scopic investigations at ultra-low temperatures. Strain appears
during temperature changes if di�erent materials are attached to
each other. It will in particular modify the symmetry properties
of cuprous oxide. Therefore, special sample holders have been
developed. The crystal is placed inside an aluminum foil mask
that is slightly thicker than the crystal itself. A top and a bottom
mounting plate are then screwed together, pressing only against
the aluminum foil, while the cuprite crystal is enclosed strain-free.
Top and bottom mounting plates feature a hole in their center so
that the crystal surface can be accessed optically. A schematic
drawing as well as a photograph picture of a mounted crystal �ake
are shown in Fig. 4.6.

Figure 4.6. (a) Schematic drawing of the mounting procedure of a cuprous
oxide �ake into a sample holder. (b) Photograph picture of a mounted
cuprous oxide �ake.
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4.5 sample overview

Di�erent crystals have been used throughout this thesis. The facets
of the di�erent crystal slices are all oriented along {110}. The
crystals stem all from mines in Africa and are between 30 and
100 µm thick. They feature OAM plates or antenna �elds and are
measurend in pure transmission or pure re�ection spectroscopy
(Setup A), or pump-probe spectroscopy in transmission (Setup B)
or re�ection (Setup C) geometry. Details are listed in Table 4.1.

Name Origin Thickness Features Setup
(µm)

Sample 0 Namibia 80-100 OAM plate Setup A
(Fig. 3.8)

Sample 1 Namibia 46 Antenna (F5), Setup A
Reference (Fig. 3.8)

Sample 2 Kongo 55-75 Antenna (I3) Setup B
(Fig. 3.9)

Sample 3 Namibia 104 Antenna (F1-F4), Setup C
Reference (Fig. 3.10)

Sample 4 Namibia 32 Antenna (F1-F4) Setup C
Reference (Fig. 3.10)

Table 4.1. Overview over the samples used for measurements in this
thesis.
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5
R Y D B E R G E X C I T O N S I N C U P R O U S O X I D E :
M O D I F Y I N G D I P O L E S E L E C T I O N R U L E S U S I N G
O R B I TA L A N G U L A R M O M E N T U M L I G H T

Atomic transitions can be driven if the overlap of ground and
excited state contains the symmetry of the corresponding light
excitation. The complete interaction between light and matter is
described by a multipole expansion of the electromagnetic �eld
coupled with the di�erent moments of the atomic charge distribu-
tion. While the electric dipole moment d couples with the electric
�eld amplitude K as d · K , the quadrupole transition moment &
interacts with the next multipole moment of the �eld proportional
to the �eld gradient, &∇K . An electric dipole transition requires
a change of total angular momentum Δ 9 = 1, whereas an electric
quadrupole transitions requires a change of two units of angular
momentum, Δ 9 = 2.
Usually, optical beams have a longitudinal �eld gradient, which
allows for driving electric quadrupole transitions, however, with
a strength of three orders of magnitude weaker than the electric
dipole transition. A transverse �eld gradient due to the spatial
structure of the beam front, such as in orbital angular momentum
(OAM) light, can drive quadrupole transitions, too [119, 120, 122,
123, 163, 164]. However, to make these quadrupole transitions sim-
ilar in magnitude to standard electric dipole transitions, an atom
usually has to be placed precisely (no further displaced than the
atomic distance 00) in the light �eld center, and the probe beam
has to be focused close to the di�raction limit [118].
Rydberg excitons in cuprous oxide (Cu2O, cuprit) exist with di�er-
ent envelope functions (S, P, D,...), given by their OAM quantum
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number ;exc (see Fig. 5.1). These envelope functions exhibit dif-
ferent symmetry properties (� +1 , �−4 , � +3 + � +5 , ...), thus, only parts
of them (P- and F-excitons) are allowed transitions for excitation
with dipolar light. Mesoscopic Rydberg excitons with sizes in the
µm-region match the size of a focused OAM beam. Hence, the
realization of enhanced quadrupole transitions (S- and D-excitons)
in cuprous oxide Rydberg excitons triggered by the transverse �eld
gradient in the center of an OAM beam should be realizable in
experiment [165].

Figure 5.1. Formation of exciton series between the highest valence (VB)
and the lowest conduction (CB) band in cuprous oxide. Depending on the
amount of angular momentum ; of the exciting light �eld, Rydberg series
with di�erent envelope functions (S, P, D, F) become allowed transitions.

In this chapter, we show how to modify the selection rules for
Rydberg excitons in cuprous oxide by tuning the properties of
the exciting light, in particular, by adding angular momentum to
the light. In Section 5.1 we evaluate by symmetry considerations,
that the transition selection rules can be modi�ed. One-photon-
forbidden transitions become allowed transitions, as the spatial
mode of the OAM light is transferred to the exciton state due to
phase (angular momentum) conservation. In Section 5.2 we discuss
corresponding experimental results, and in Section 5.3 we give
a conclusion and an outlook on OAM light in combination with
Rydberg excitons.
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5.1 theoretical investigations

This section is based on the following publication [45]:
A. Konzelmann, S.-O. Krüger, and H. Giessen, Interaction of orbital
angular momentum light with Rydberg excitons: Modifying dipole
selection rules, Phys. Rev. B 100, 115308 (2019).

Our aim is to predict whether optical transitions between the
cuprite crystal ground state and exciton states with di�erent OAM
quantum numbers ;exc are allowed or forbidden when exciting with
OAM light (; = 0, 1, 2, 3). Using symmetry considerations from
group theory we know that for allowed transitions the overlap of
crystal ground state and excited state contains the symmetry of
the exciting light, i.e., the optical transition driving operator G · p.
The questions to be answered are:

1. What symmetry do excitons with di�erent OAM quantum
number ;exc obey in cuprous oxide?

2. How does OAM light behave under the symmetry conditions
imposed by the Cu2O crystal?

The symmetries of the excitonic states are derived from the cuprous
oxide band symmetries. The OAM light symmetries must be deter-
mined with respect to the symmetry group of cuprous oxide$ℎ , as
the excitation takes place inside the crystal.
First, we consider the coordinate functions of OAM light and exci-
tons, and investigate how they change when undergoing $ℎ sym-
metry operations. The fundamental coordinates are understood
as basis functions for the irreducible representation within the
corresponding point group. Second, we derive a reducible repre-
sentation and decompose it into irreducible representations, which
gives the total symmetry. Third, we compare the symmetries of
OAM light and excitons. The calculations are performed with help
of the tables by Koster [88].
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5.1.1 Symmetries of orbital angular momentum light

The properties of orbital angular momentum light have already
been discussed in Section 2.4. We will shortly examine the mode
structure again under the aspect of transition matrix elements, and
then lay focus onto its symmetry properties.

The complete OAM light �eld is described by a Laguerre-Gauss
mode, which is a Gaussian beam times an additional phase factor
48;i . It has the form:

G;?
(
A ,i , I

)
= G04

8:IF0

F
4G?

[
−A2
F2
+ 8:A

2

2'
− 8

(
2? + |; | + 1

)
q (I)

]

×
(√
2A

F

) |; |
!
|; |
?

(
2A2

F2

)
48;i ,

(5.1)

with light �eld amplitude G0, wave vector : , beam waist F (I),
F0 = F (I = 0), Gouy phase q (I), radius of curvature ' (I), and
generalized Laguerre polynomial ! |; |? .
Usually, the extension of an atom’s wavepacket is much smaller
than the wavelength of the interacting light: 00 � _. Therefore,
A � F0, and one can approximate at I = I0:

G00 = G04
8:I4G?

[
−A2
F2
+ 8:A

2

2'
− 8q

(
I0

) ]
≈ G0

(
1 + 8:I

)
, (5.2)

with G0 being responsible for dipole transitions, and G08:I for
quadrupole transitions. Even by increasing the power of the in-
teracting laser or focusing down to a small waist size in order to
increase G0, the standard electric quadrupole excitation remains
very weak.
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Treating OAM light with one amount of orbital angular momen-
tum ; = 1, gives as leading term in the vector potential:

G10 ≈ G0

√
2A

F0
48i . (5.3)

Here, directly the spatial coordinate A appears, implying that dipole-
forbidden (quadrupole) transitions are now allowed transitions.

The exact transition probabilities from an initial |8〉 to a �nal |5 〉
state,

F8 5 ∝
2c

ℏ
〈5 |G · p |8〉d 5 , (5.4)

with d 5 being the density of �nal states, can be calculated an-
alytically via Fermi’s golden rule [118]. This includes to write
the interaction Hamiltonian in terms of products of the spherical
tensors. These are then rewritten as a sum of spherical tensors
using the Clebsh-Gordan coe�cients. After rotation of the di�erent
states to obey the same basis, the Wigner-Eckart theorem is used
to calculate the relative weight of each term in the total transition
probability. This elaborate procedure of calculating transition ma-
trix elements can, however, be avoided by performing symmetry
considerations.

We are going to assign a symmetry to the (di�erent factors
of the) optical transition driving operator G · p for OAM light
modes with di�erent amounts of OAM ; . We consider only OAM
light propagating in I direction. The exciton is assumed to be lo-
cated in the vortex center in the xy plane, so the overall symmetry
is maintained and the A dependence of the mode does not in�u-
ence the transformational properties. We develop the light �eld
in I. In dipole approximation the Gaussian beam part simpli�es
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to G048:I ≈ G0
(
1 + 8:I

)
≈ G0. From the OAM part, the only rele-

vant factor for symmetry considerations is 48;i . Then, the optical
transition driving operator becomes:

G · p = 48;iG0 · p. (5.5)

The symmetries of G0 and p with respect to group $ℎ are � +1 and
�−4 , respectively. The function 48;i is cylindrically symmetric and
can be aligned along the three coordinate axes in the cubic cuprite
crystal. We choose the six linearly independent basis functions

4+8;iG , 4−8;iG , 4+8;iH , 4−8;iH , 4+8;iI , 4−8;iI , (5.6)

into which 48;i can be transformed under the symmetry operations
of point group $ℎ .

The case ; = 0, i.e. the dipolar light �eld, is considered sepa-
rately. For 48 (;=0)i = 1 we cannot �nd six linear independent basis
functions. In this case, the symmetry is directly assigned to � +1 .

For ; = 1 we write the phase factor in Cartesian coordinates:

48 (;=1)i =
1√

G2 + H2
(
G + 8H

)
. (5.7)

In order to assign a symmetry to OAM light, we go through the
following steps:

1. We analyze how the coordinates G , H , I change under symme-
try operations of$ℎ . We repeat the analysis for the functions
G + 8H , H + 8I, I + 8G and 1√

G2+H2
, 1√

I2+H2
, 1√

G2+I2
. The results

can then immediately be generalized to all six basis functions
for arbitrary ; , 48;i .
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2. We decompose the resulting functions into basis functions
in order to calculate the trace of the transformation matrix,
also known as characters.

3. We multiply the characters of the di�erent functions in order
to get a character set for the light �eld operators. Last, we as-
sign symmetries to the complete set of characters according
to the character tables of group $ℎ .

1. Symmetry operations on coordinates and functions

A coordinate transformation of order = leads to the original coordi-
nate after performing the transformation = times, i.e., three times
for the eight threefold symmetry axes 8�3 of group $ℎ :

G → H → I → G . (5.8)

It su�ces to select one element per class, i.e., axis (111) in class
8�3, as all elements of the same class transform the same way. In
contrast, it is important to perform the symmetry considerations
for a complete basis, i.e., G , H , and I, in order to extract the charac-
ter of a transformation (trace of transformation matrix).
The complete transformations of the coordinates G , H , I under
symmetry operations $̂ of group $ℎ are listed in Table 5.1. Know-
ing how the coordinates behave under the di�erent symmetry
operations, one can write down the transformations of the basis
functions of 48;i (see Table 5.2).
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Table 5.1. Coordinate transformations under $ℎ symmetry operations.
Û Vector x y z

E G → G H → H I → I

8�3

(111) G → H → I → G H → I → G → H I → G → H → I

(-1-1-1) G → I → H → G H → G → I → H I → H → G → I

(-111) G → −I → −H → G H → −G → I → H I → H → −G → I

(1-1-1) G → I → H → G H → I → −G → H I → −G → H → I

(1-11) G → −H → I → G H → −I → −G → H I → G → −H → I

(-11-1) G → I → −H → G H → −G → −I → H I → −H → G → I

(11-1) G → −I → −H → G H → G → −I → H I → −H → −G → I

(-1-11) G → −H → −I → G H → −I → G → H I → −G → −H → I

3�2

(100) G → G → G H → −H → H I → −I → I

(010) G → −G → G H → H → H I → −I → I

(001) G → −G → G H → −H → H I → I → I

6�4

X G → G → G → G → G H → −I → −H → I → H I → H → −I → −H → I

-X G → G → G → G → G H → I → −H → −I → H I → −H → −I → H → I

Y G → I → −G → −I → G H → H → H → H → H I → −G → −I → G → I

-Y G → −I → −G → I → G H → H → H → H → H I → G → −I → −G → I

Z G → −H → −G → H → G H → G → −H → −G → H I → I → I → I → I

-Z G → H → −G → −H → G H → −G → −H → G → H I → I → I → I → I

6�′2

(110) G → H → G H → G → H I → −I → I

(1-10) G → −H → G H → −G → H I → −I → I

(101) G → I → G H → H → H I → G → I

(10-1) G → −I → G H → −H → H I → −G → I

(011) G → −G → G H → I → H I → H → I

(01-1) G → −G → G H → −I → H I → −H → I

Table 5.2. Transformations of functions 4±8;iG , 4±8;iH , and 4±8;iI under
$ℎ symmetry operations.

Operator $̂ $̂ |4±8;iG 〉 $̂ |4±8;iH 〉 $̂ |4±8;iI 〉
� 4±8;iG 4±8;iH 4±8;iI

8�3 4±8;iI 4±8;iG 4±8;iH

3�2 4±8; (iG+c) 4
∓8;

(
iH+c

)
4∓8;iI

6�4 4±8; (iG+c/2) 4∓8; (iI±c/2) 4
±8;

(
iH∓c/2

)
6� ′2 4

±8;
(
iH−c/2

)
4±8; (iG+c/2) 4∓8; (iI−c/2)
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2. Decomposition into basis functions and calculation of characters

In order to calculate the transformation matrix diagonal elements,
the transformed functions $̂ |58〉 are decomposed into basis vectors
|5:〉 according to:

$̂ |58〉 =
∑
:

#8 ,: |5:〉. (5.9)

The characters of the OAM light for each symmetry class are then
given by the sum of the results #: ,: of all six basis vectors, i.e., the
trace:

j

(
$̂

)
= )A

(
#8 ,:

)
=

∑
:

#: ,: . (5.10)

The single transformation matrix diagonal elements #: ,: for one
representative class element of all symmetry classes of group $ℎ ,
as well as the resulting character set

∑
: #: ,: for di�erent OAM

light (48;i ) are listed in part I in Table 5.3.

3. Character multiplication and symmetry assignment

Table 5.4. Character set for OAM light �eld operator (G = G04
8;i ) and

�rst-class (G · p = 48;iG0 · p) and second-class (G · p = 8:I48;iG0 · p)
transition driving operator for arbitrary amount of angular momentum ; .

$ℎ � 8�3 3�2 6�4 6�12

G = G04
8;i 6 0 2 (−1); 2 cos

(
;c/2

)
0

G · p (First class) 18 0 −2 (−1); 2 cos
(
;c/2

)
0

G · p (Second class) 54 0 2 (−1); 2 cos
(
;c/2

)
0

90



5.1 theoretical investigations

Multiplication of the characters of 48;i with the ones of G0
yields the character set for the complete OAM light �eld oper-
ator G = G048;i . The amplitude G0 is described by symmetry � +1 ,
which acts like a 1 in multiplication (identity). Further multipli-
cation with the characters for the momentum operator p, which
is described by symmetry �−4 , yields the characters for the optical
transition driving operator G · p. The resulting character sets for
�rst- and second-class transitions for an arbitrary amount of orbital
angular momentum ; are listed in parts II-IV in Table 5.3. They are
also shown in Table 5.4 in a clearer way for the �rst �ve classes in
group $ℎ only.

Table 5.5 shows the di�erent light �eld operators for dipole and
quadrupole OAM light expressed by a sum of symmetry operators.
; = 1 and ; = 3 OAM light exhibit the same symmetry. If the
dipolar light �eld operator is of positive parity, the corresponding
quadrupole light �eld operator is of negative parity and vice versa.
For successive increase of OAM ; , the parity changes alternatively.
The assignment of symmetries is done by using the character table
for symmetry group $ℎ (Table 5.6) [88]. The character sets of the
light �eld operators are compared with the character sets of the
symmetry operators �±8 . A linear combination of the symmetry
operators then reproduces the light �eld operator symmetry.

Table 5.5. Symmetries of dipole and quadrupole transition driving opera-
tor of OAM light with di�erent amounts of OAM ; .

OAM ; Dipole Quadrupole
0 (Even) �−4 � +3 + � +5
1 (Odd) � +1 + � +2 + 2� +3 + 2� +4 + 2� +5 �−1 + �−2 + 2�−3 + 4�−4 + 4�−5
2 (Even) �−2 + �−3 + 2�−4 + 3�−5 2� +1 + � +2 + 3� +3 + 4� +4 + 3� +5
3 (Odd) � +1 + � +2 + 2� +3 + 2� +4 + 2� +5 �−1 + �−2 + 2�−3 + 4�−4 + 4�−5
4 (Even) �−1 + �−3 + 3�−4 + 2�−5 � +1 + 2� +2 + 3� +3 + 3� +4 + 4� +5
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5.1.2 Cuprous oxide symmetries

The symmetries of Rydberg excitons in cuprous oxide are composed
of the cuprous oxide valence and conduction band symmetries,
�+ and �� , respectively (see Section 2.2.2), as well as the exciton
envelope symmetry � ;exc

env :

�exc = �V × �C × � ;
exc

env = � +7 × � +6 × � ;
exc

env =

(
� +2 + � +5

)
× � ;exc

env .
(5.11)

Symmetry multiplication is performed according to the multiplica-
tions rules given by the multiplication table for point group $ℎ in
Table 5.7. The exciton envelope functions are described by spherical
harmonics functions .<

;
. These are listed in Table 5.8 in Cartesian

coordinates for S-, P-, D-, and F-excitons.

Table 5.7. Multiplication table for point group $ℎ . Parity is taken into
account via �± × �± = � + and �± × �∓ = �−.

�1 �2 �3 �4 �5 �6 �7 �8 ×

�1 �2 �3 �4 �5 �6 �7 �8 �1

�1 �3 �5 �4 �7 �6 �8 �2

�1 + �2

+�3
�4 + �5 �4 + �5 �8 �8 �6 + �7 + �8 �3

�1 + �3

+�4 + �5

�2 + �3

+�4 + �5
�6 + �8 �7 + �8 �6 + �7 + 2�8 �4

�1 + �3

+�4 + �5
�7 + �8 �6 + �8 �6 + �7 + 2�8 �5

�1 + �4 �2 + �5 �3 + �4 + 2�5 �6

�1 + �4 �3 + �4 + 2�5 �7

�1 + �2 + �3

+2�4 + 2�5
�8
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Table 5.8. Spherical harmonics functions .<
;

in Cartesian coordinates.

S-envelope (; = 0): P-envelope (; = 1):
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For symmetry assignment it su�ces to use one representative
envelope function per orbital ; , as di�erent functions of the same
orbital belong to the same symmetry group. This means, we choose
one magnetic quantum number value<, i.e., . 00 for S-excitons, . 11
for P-excitons,... for symmetry considerations. In the simplest case,
the orbital functions are pure basis functions, so their symmetry can
be directly assigned according to the character table of point group
$ℎ . The orbital functions are then irreducible representations. This
is the case for S and P orbitals:

. 00 = 1/
√
4c ∼ 1 (5.12a)

. 11 =
√
3/8c

(
G − 8H

)
/A (5.12b)

Accordingly, the S orbital transforms as � +1 and the P orbital trans-
forms as �−4 .
If the bases cannot be seen directly, one has to apply the di�er-
ent symmetry operations of group $ℎ to the orbital function and
decompose them via #<1,<2

= 〈.<1

;
|$̂ |.<2

;
〉. The decomposition

of the spherical harmonics in Cartesian coordinates into basis
functions yields the complete character sets, which are shown in
Table 5.9 [88]. The resulting orbital symmetries, known via com-
parison of the character sets with the$ℎ character table, are shown
in Table 5.10 together with the complete exciton symmetries for
di�erent envelope functions.

Table 5.9. Character sets and symmetries of exciton envelope functions.

;exc � 8�3 3�2 6�4 6� ′2 � ;
exc

env(000) (111) (100) (X) (110)
0 1 1 1 1 1 � +1
1 3 0 -1 1 -1 �−4
2 5 -1 1 -1 1 � +3 + � +5
3 7 1 -1 -1 -1 �−2 + �−4 + �−5
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Table 5.10. Exciton envelope (� ;exc
env ) and exciton total transition (�exc)

symmetries [5, 24, 166].
Envelope Exciton envelope symmetry Exciton total symmetry

S (;exc = 0) � +1 � +2 + � +5
P (;exc = 1) �−4 �−2 + �−3 + �−4 + 2�−5
D (;exc = 2) � +3 + � +5 � +1 + 2� +3 + 3� +4 + � +5
F (;exc = 3) �−2 + �−4 + �−5 2�−1 + �−2 + 2�−3 + 4�−4 + 3�−5
G (;exc = 4) � +1 + � +3 + � +4 + � +5 � +1 + 2� +2 + 3� +3 + 4� +4 + 5� +5

5.1.3 Interaction of OAM light with Rydberg excitons

When illuminating cuprous oxide with dipolar light (; = 0), P-
excitons are visible in the absorption spectrum. According to our
calculations P-excitons can also become allowed transitions in
quadrupole excitation using ; = 1 or ; = 3 OAM light. In contrast,
the usually dipole-forbidden S-exciton states can not only be driven
by the quadrupole �eld of even OAM light (; = 0, 2, 4), but also by
dipole transitions with odd OAM light (; = 1, 3). The same holds for
D- and G-excitons, while F- and H-excitons follow the excitation
rules of P-excitons. These results are summarized in Table 5.11.

Table 5.11. Exciton total transition symmetries �exc, their parity (+/-),
and dipole as well as quadrupol light �eld with di�erent amount of OAM
;Dipole / ;Quadrupole (even/odd), which they can be excited with.

Envelope �exc Parity ;Dipole ;Quadrupole

S � +2 + � +5 + odd even
P �−2 + �−3 + �−4 + 2�−5 - even odd
D � +1 + 2� +3 + 3� +4 + � +5 + odd even
F 2�−1 + �−2 + 2�−3 + 4�−4 + 3�−5 - even odd
G � +1 + 2� +2 + 3� +3 + 4� +4 + 5� +5 + odd even
H �−1 + 2�−2 + 4�−3 + 5�−4 + 6�−5 - even odd
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5.1.4 Rydberg exciton and light mode spatial extension

A large spatial overlap of light �eld and matter wave yields an
enhanced optical excitation. Rydberg excitons are mesoscopic
quantum objects with variable sizes in the hundreds of nanometer
range depending on the principal quantum number =, and excita-
tion energies in the visible light range. OAM light in the visible
can be focused down to a few hundreds of nanometer. Comparing
the Rydberg exciton radial wave function with the Laguerre-Gauss
mode extension, we can predict, for which principal quantum num-
ber = a Rydberg exciton in Cu2O would most likely interact with
focused OAM light.

The excitonic radial wave function A2'2Cu2O (A ) is calculated in
analogy to the hydrogen radial wave function '=; (A ) (see Eq. (2.19)
in Section 2.2.3). The light mode spatial extension is calculated
from the formula for Laguerre-Gauss modes in Eq. (2.50) in Sec-
tion 2.4.1.

At the focus I = 0, 'I=0 = ∞, exp
(
8:A2/2'I=0

)
= 1, FI=0 = F0,

qI=0 = arctan (0) = 0, 48qI=0 = 1, and !10 = 1. For ; = 1, the
Laguerre-Gauss mode at the focal point then becomes:

�10
(
A ,i = 0, I = 0

)
=

4A3
√
cF4

0

4
− A2
F2
0 48i . (5.13)

As the mode is cylindrically symmetric, we set i = 0 and plot
the intensity distribution given by the absolute value squared as a
function of A :

|G10
(
A ,i = 0, I = 0

)
|2. (5.14)
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The beam waist in a Laguerre-Gauss mode refers to the thick-
ness of the Laguerre-Gauss ring. We evaluate the maximum of
the intensity cross section curve <0G |G10

(
A ,i = 0, I = 0

)
|2 and

calculate the radius at which the function is decayed to the 1/42
of its maximum value, which we then de�ne as the radius of the
Laguerre-Gauss mode. For a beam waistF0 = 250 nm this gives a
radius A = 497 nm.

The S-exciton radial wave functions A2'2Cu2O (A ) for principal
quantum numbers = = 8…14 are visualized in Fig. 5.2 together
with the radial intensity distribution of a Laguerre-Gauss-mode
|G10

(
A ,i = 0, I = 0

)
|2 with beam waist F0 = 250 nm and orbital

angular momentum ; = 1. From here we see that S-exciton states
with principal quantum number = = 12 show the largest overlap
with the spatial mode of ; = 1 OAM light when focused down to a
spot ofF0 = 250 nm beam waist.

Figure 5.2. Comparison of Rydberg S-exciton radial wave functions
A2'2Cu2O (A ) with principal quantum numbers = = 8…14 and radial inten-
sity distribution of a Laguerre-Gauss mode |G10

(
A ,i = 0, I = 0

)
|2 with

beam waistF0 = 250 nm and orbital angular momentum ; = 1.
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5.2 experimental investigations

Using orbital angular momentum light will modify the absorption
spectrum of Cu2O Rydberg excitons. It will, in particular, alter the
parity of the visible Rydberg states. The studies of the even-parity
S- and D-excitons [13, 14, 35, 36, 39] are much fewer compared to
the studies of the dipole-allowed odd-parity P-excitons [30, 44, 46,
47, 87, 102, 167, 168]. Our aim is to experimentally verify di�erent
transition probabilities of Rydberg exciton states in dependence
on their principal quantum number =, the exciton envelope wave
function (angular momentum quantum number ;exc), as well as the
OAM quantum number ; of the light. This way, we directly com-
bine experimentally structured light �elds, such as OAM light, and
mesoscopic quantum objects, such as Rydberg excitons in Cu2O,
where a perfect size match of light and matter is prevalent.

Figure 5.3. (a) Photograph picture of a Namibian cuprous oxide crystal
mounted in a brass sample holder. 3D-printed lenses on top of OAM
phase plates can be seen as dark dots on the crystal surface. (b) Close-up
of an OAM phase plate on the cuprite crystal surface.

Preliminary measurements have been performed on Sample 0
(see Table 4.1) with Setup A in the Dortmund lab (see Fig. 3.8).
Absorption spectroscopy in transmission con�guration has been
conducted. The Namibian crystal is 80 µm to 100 µm thick, oriented
along {110} crystal plane, and glued on a glass substrate. OAM
plates are directly printed onto the crystal surface using direct
laser writing (see Fig. 5.3). The laser spot diameter is 100 µm, the
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laser power accounts for 8 µW. The measured spectra are shown
in Fig. 5.4. 3S- and 4S-excitons appear within the crystal upon
excitation with ; = 1 OAM light. In contrast, for excitation with
; = 0 light, i.e. a Gaussian beam, no S-exciton appears on the lower
energy side of the P-excitons.

Figure 5.4. 3S- and 4S-excitons appear on the low-energy side of the
P-excitons for excitation with ; = 1 OAM light (see upper panel), while
they are absent for excitation with ; = 0 (dipolar) light (see lower panel).

The data have been shifted and scaled in y direction for a better
comparison. For excitation with ; = 1 OAM light, oscillators for
P- as well as S-excitons have been �tted for principal quantum
numbers = = 3 and = = 4. For excitation with a Gaussian beam,
only P-exciton oscillators have been �tted. While the S-exciton is
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Table 5.12. Fit parameters of 3P-, 3S-, 4P-, and 4S-excitons for excitation
with ; = 1OAM light and a Gaussian beam (; = 0). A Lorentzian line shape
has been �tted to the S-excitons, while an asymmetric Lorentzian has
been �tted to the P-excitons. The displayed �t parameters are: oscillator
strength � , damping constant � , and asymmetry parameter @= . Energy
positions are given as 2.160 eV + Δ� .

Parameter 3S 3P 3P 4S 4P 4P
; = 1 ; = 0 ; = 1 ; = 0

� (·10−4) 0.05 2.5 2.8 0.09 1.75 3.15
� (·10−4) 3.0 8.0 9.3 3.0 4.6 8.8

@ 0 -0.3 -0.3 0 -0.25 -0.25
Δ� (meV) 0.35 1.42 1.44 5.65 6.15 6.20

described by a Lorentzian oscillator (= (G), analogously to Eq. (2.23)
in Section 2.2.4,

(= (G) = �=
�=/2(

�=/2
)2 + (

G − �=
)2 , (5.15)

with principal quantum number =, oscillator strength �= , damping
constant �= , and energy �= , the P-exciton is reproduced by an
asymmetric Lorentzian oscillator %= (G), analogously to Eq. (2.24)
in Section 2.2.4,

%= (G) = �=
�=/2 + 2@=

(
G − �=

)(
�=/2

)2 + (
G − �=

)2 , (5.16)

with an additional asymmetry parameter @= . All �t parameters are
listed in Table 5.12.
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With our preliminary measurements, we were able to detect
small hints of modi�ed selection rules in cuprous oxide Rydberg
excitons using OAM light. S-excitons appear according to the cal-
culated selection rules for excitation with ; = 1 OAM light (see
Table 5.11 in Section 5.1), while they are not visible for excitation
with ; = 0 (dipolar) light. Although selection rules allow the new
transitions, they might still be very weak. The spectral distance
between S- and P-excitons accounts for Δ==3

(% ,5 8C = 1.07meV and
Δ==4
(% ,5 8C = 0.50meV for the = = 3 and = = 4 states, respectively. This

is in good agreement with literature values Δ==3
(% ,;8C = 1.06meV and

Δ==4
(% ,;8C = 0.54meV [83].

Nevertheless, the P-excitons do not disappear in measurements
with ; = 1 OAM light, but are nearly unchanged compared to in
measurements with dipolar light. Unfortunately, we were not able
to achieve a light focus smaller than the spiral phase plate. This way,
a non-negligible part of excitons might have been excited with pure
dipolar light outside the phase plate, leading to a strong P-exciton
resonance. Furthermore, with the new selection rules for ; = 1

OAM light, P-excitons are predicted to be dipole-forbidden. How-
ever, they become quadrupole-allowed, so their oscillator strength
might still be considerable in the absorption spectrum.

5.3 conclusion and outlook

Orbital angular momentum light is a light �eld, where phase and
intensity vary with position. Its role in exciting optical transitions
in materials has been little examined so far [169]. Exciting mate-
rials by light is one of the most fundamental ways to study their
physical properties. The emergence of OAM light has provided
intriguing possibilities to induce optical transitions beyond the
framework of electric dipole interaction [170].
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In this chapter we have given a detailed group-theoretical anal-
ysis of orbital angular momentum light and exciton symmetries
in cuprite. The symmetries of OAM light with di�erent amounts
of OAM l as well as the symmetries of excitons with di�erent en-
velope functions (angular momentum quantum number ;exc) have
been calculated. Comparing their overlap allows us to predict that
the alteration of the OAM of light modi�es the optical transition
selection rules, and that, hence, usually dipole-forbidden Rydberg
excitons in Cu2O can be excited.

We �nd that excitons with S- and D-envelope wave function
should be excitable with ; = 1 and ; = 3 OAM light. The precise
oscillator strength of the transitions, however, requires further
detailed theoretical investigation, meaning elaborate numerical
calculations, taking the exact band structure, the exciton envelope
wave function, and the exact spatial shape and extension of the
OAM beam into account. However, it has been shown that the
normally weak optical quadrupole interaction in atoms is enhanced
signi�cantly when the atom interacts at near resonance with an
optical vortex [123]. Furthermore, such transition amplitudes have
been calculated for excitation of hydrogen-like atoms with OAM
light [120]. Here, if the target atom is located at distances of the
order of atomic size near the phase singularity in the vortex center,
the transition rates into states with OAM ; > 1 become comparable
with the rates for electric dipole transitions. As the mesoscopic
Rydberg exciton is per se centered with respect to the OAM beam
upon excitation and senses the complete light �eld, we assume the
e�ect to be substantially enhanced in solids as well.

Our �rst experiments show this expected enhancement, however,
not with the expected strength. The increase in S-exciton oscilla-
tor strength does not exceed the decrease in P-exciton oscillator
strength. Unfortunately, we were not able to achieve an optimum
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size match of light �eld and matter in our experiments. The inves-
tigated = = 3 and = = 4 excitons had sizes of only a few tens of
nanometers, while the OAM light focal spot was as large as 100 µm.

Figure 5.5. (a) Microscope images of OAM phase plate arrays directly
printed onto the cuprite crystal surface using direct laser writing. The
phase plate diameter is 20 µm. The center-to-center distance between
phase plates equals 25 µm. The arrays consist of 10 × 10 phase plates
with a total array size of 245 µm × 245 µm. Arrays with orbital angular
momentum ; = 0 − 3 are shown from left to right. (b) OAM phase plate
directly printed on a �ber facet. The phase plate diameter is 50 µm. The
imposed amount of orbital angular momentum increases from left to right
from ; = 0 to ; = 3. Microscope images of the corresponding light modes
are also shown. (c) Microscope images of di�ractive optical elements
directly milled into the cuprite crystal. The di�ractive optical elements
combine a certain amount of orbital angular momentum (; = 0 − 3 from
left to right) with focusing properties. Their diameter is 100 µm.
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In order to even further enhance the new transitions, one could
use more e�ective OAM arrays consisting of many OAM phase
plates, as shown in Fig. 5.5 (a). This way, an additional amount of
OAM ; is added to the light hitting the crystal at di�erent nearby po-
sitions simultaneously. Even more success is expected when phase
plates are printed directly on �ber facets. An additional amount
of OAM ; is added to the light, before it then is focused on inde-
pendent positions on the crystal. Photograph pictures of an OAM
phase plate on a �ber facet are shown in Fig. 5.5 (b) for ; = 1 − 3
together with microscope images of the di�erent light modes. In
this case, the Cu2O crystal remains bare, which guarantees that
no additional strain is caused to the crystal by 3D printed optics.
Furthermore, the freely-propagating OAM light could be focused to
smaller diameters, as no visual poof of hitting an OAM phase plate
is required. Last, the method of focused ion beam milling could
be used in order to mill di�ractive optical elements directly into
the cuprous oxide surface. These structures can feature di�erent
amounts of OAM (; = 0 − 3, see Fig. 5.5 (c)) together with focusing
properties. This would also help to achieve smaller focal spot sizes
in the order of a few hundreds of nanometers.

OAM light is a new and ideal tool for selectively exciting dipole-
forbidden states by linear optical absorption. In particular, cuprous
oxide Rydberg excitons with extended wave functions are expected
to provide an ideal platform for studying vortex light–matter inter-
action. The e�cient OAM exchange between light and elementary
excitations in solid-state systems will form the foundation of inno-
vative solid-state devices for OAM applications [170]. Furthermore,
the novel selection rules for OAM beams not only unlock forbidden
excitations in cuprous oxide Rydberg excitons, but also enable new
spectroscopic techniques in a wide range of physical systems [169].
The ability of OAM light to drive transitions beyond the dipole
limit is an exciting potential application for quantum information
and for enabling room-temperature quantum technologies [171].
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6
S P E C T R O S C O P Y O F N A N O A N T E N N A - C O V E R E D
C u 2O – T O WA R D S E N H A N C I N G Q UA D R U P O L E
T R A N S I T I O N S I N R Y D B E R G E X C I T O N S

This chapter is based on the following publication [172]:
A. Neubauer, J. Heckötter, M. Ubl, M. Hentschel, B. Panda, M. Aß-
mann, M. Bayer, and H. Giessen, Spectroscopy on nanoantenna-
covered Cu2O: Towards enhancing quadrupole transitions in Rydberg
excitons, Phys. Rev. B 106, 165305 (2022).

Plasmonic antennas channel incoming electromagnetic energy
into a con�ned near�eld. This results in a strongly inhomogeneous
�eld-line distribution, and strong transverse �eld gradients at the
edges of the antenna. Hence, the quadrupole moment is very strong,
and the quadrupole operator, having symmetry �& = � +3 + � +5 is
capable of driving quadrupole transitions to S- and D-excitons
with symmetries �( = � +2 + � +5 and �� = � +1 + 2� +3 + 3� +4 + � +5 (see
Fig. 6.1 (a)). Details on plasmonic nanostructures, selection rules,
and exciton symmetry representations, can be found in Section 2.5,
Section 2.2.2, and Section 2.2.5, respectively. Such plasmonic an-
tennas can be directly printed on the cuprite crystal surface using
lithography. By writing 200 × 200 µm-large arrays, the cuprite sur-
face becomes equipped with lots of �eld gradients when being
illuminated with a focused light beam.
Without plasmonic antennas, S- and D-excitons are dipole-forbidden.
Addressing a variety of angular momentum exciton states is inter-
esting for quantum information processing [173]. In particular, it
is attractive to switch on and o� optical transitions. We are able to
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Figure 6.1. (a) Schematic drawing of the dispersion relation of cuprous
oxide at the � -point. Energy gap (�6 ), as well as crystal �eld (Δ) and
spin-orbit (Δ($ ) splitting are indicated. The symmetries of conduction
(CB) and valence (VB) bands, of S-, P- and D- exciton levels, as well as
as of the corresponding light �eld operators (electric dipole ED / electric
quadrupole EQ) are shown. (b) Illustration of the coupling mechanism
between plasmonic nanoantenna and Rydberg excitons in cuprous oxide.
Strong �eld gradients at the antenna tips are expected to strongly interact
with the Rydberg excitons when brought in close distance.

design customized plasmonic antennas by adjusting their length,
width, period, and material, so that we can tune the antenna plas-
mon resonance across the excitation wavelength for cuprous oxide
Rydberg excitons, which is at 571 nm. Furthermore, the antennas
can be designed in a way that the plasmon resonances are active
along their long axis only, so the resonance can be turned on and
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o� by changing the polarization direction of the illuminating light.
In addition, the size of the Rydberg excitons will be comparable to
the plasmon �eld gradient extension. This implies an interaction
of the Rydberg exciton with the complete optical light �eld and
should lead to an additional enhancement of the quadrupole tran-
sitions (see Fig. 6.1 (b)). The samples investigated in this chapter
are speci�ed in Table 4.1 in Section 4.5.

Section 6.1 shows measurements of the plasmonic antenna res-
onances of di�erent antenna �elds. The spectroscopy data of
antenna-coupled cuprous oxide Rydberg excitons are discussed
in Section 6.2 and Section 6.3 for re�ection spectroscopy as well as
pump-probe spectroscopy in transmission and re�ection con�gura-
tion. Section 6.4 treats the in�uence of pump-probe measurements
on (antenna-coupled) cuprous oxide Rydberg excitons, and Sec-
tion 6.5 summarizes this chapter and gives an outlook onto future
experiments with antenna-coupled Rydberg excitons.

6.1 plasmonic antenna resonances

The samples used for pure re�ection spectroscopy and pump-probe
measurements in re�ection geometry (Sample 1 and Sample 3)
contain plasmonic aluminum antennas that are designed to be
30 nm wide and 60 nm to 110 nm long (see Table 6.1) in order to
exhibit plasmon resonances along the long axis at exciton energies
around 2.17 eV. By varying the length, the plasmon resonance can
be tuned in energy, and by changing the laser polarization the
plasmon resonance can be switched on and o� (see Fig. 6.2). An
in-house implementation of the Fourier modal method was used
for the antenna design [155, 156]. We fabricate antenna arrays
with periodicity between the antennas of 160 nm and extensions
of 200 × 200 µm2 in order to guarantee easy optical access in the
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experiments.

Table 6.1. Overview over di�erent plasmonic antenna dimensions and
the spectral position of their plasmonic resonance.

Name length (nm) × width (nm) Resonance
Designed Measured

F1 110 × 30 115 × 40 > 600 nm
F2 90 × 30 95 × 40 600 nm
F3 80 × 30 85 × 35 575 nm
F4 70 × 30 75 × 35 550 nm
F5 60 × 30 65 × 35 525 nm

Figure 6.2. Measured plasmon resonances of antenna �elds F1-F5 (on
Sample 1 and Sample 3) together with their SEM images. The plasmon
resonances are active for parallel (‖) polarized light at energies around
the exciton resonance at 571 nm (vertical green line). Relative re�ectance
is the ratio between re�ectance measurements on the antenna �elds over
re�ectance measurements on the Cu2O surface without antennas.
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The antenna resonances have been measured using bright �eld
re�ection microscopy (see Fig. 6.2). Under light excitation in paral-
lel (‖) polarization, the plasmon resonance is active along the long
antenna axis, while no resonance appears for perpendicular (⊥) po-
larization. The plasmon resonances are very broad (> 100 nm) with
their maximum shifting across the exciton resonance at 571 nm.
While antenna �eld F5 has a plasmon resonance with maximum
at 525 nm, antenna �eld F1 has the maximum above 600 nm. The
antenna �eld re�ectance is normalized to the pure cuprous oxide
re�ectance, so the displayed values are larger than 1, as Cu2O has a
lower re�ectivity than aluminum. The corresponding SEM images
of the di�erent antenna �elds in Fig. 6.2 illustrate that the overall
re�ectivity is largest on �eld F1 with the longest antennas, as the
periodicity is the same for all antenna �elds. The antennas in �eld
F5 are the shortest, so their overall re�ectivity is weakest.

Figure 6.3. Measured plasmon resonance of antenna �eld on Sample 2
together with SEM image. The plasmon resonance is active for parallel
polarized light at ∼ 575 nm. Vertical green line indicates the exciton
resonance at 571 nm. Relative re�ectance is the ratio between re�ectance
measurement on the antenna �eld over re�ectance measurement on the
Cu2O surface without antennas.

Another sample with slightly di�erent antenna parameters is
used for pump-probe measurements in transmission con�guration
(Sample 2). The aluminum antennas are 100 nm long and 25 nm
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wide, arranged at a periodic distance of 150 nm. The antenna �eld
plasmon resonance is shown in Fig. 6.3 together with an SEM image
and the schematic laser polarization con�gurations as inset.

6.2 pure reflection spectra from antenna-coupled
cuprous oxide rydberg excitons

The sample used for the following measurement (Sample 1, see
Table 4.1 in Section 4.5) has been polished to a thickness of 46 µm.
Experiments are performed in re�ection geometry with 15° angle
of incidence on Setup A in the Dortmund lab (see Fig. 3.8). Due
to the small sample thickness, re�ection as well as transmission
spectroscopy can be performed. The laser spot diameter is 100 µm,
the laser power is 6 µW. The cuprous oxide sample used is of
good quality, proven by the transmitted and re�ected spectra of a
reference point (no antenna �eld) on Sample 1 in Fig. 6.4, where
Rydberg excitons with principal quantum numbers up to = = 21

are measured in parallel laser polarization con�guration.
The implementation of spectroscopy experiments in re�ection ge-
ometry on cuprous oxide is not straight-forward. However, the
spectra in Fig. 6.4 show that we were able to achieve successful
results. Rydberg excitons with principal quantum number up to
= = 21 are detected in the transmitted as well as in the re�ected
signal. Still, the re�ected signal is much weaker than the trans-
mitted one. Here, noise and, in particular, the oscillations from
interferences in optical elements manifest themselves to a larger
extent. By dividing the re�ected signal by a reference signal, we
can, nevertheless, remove most of the oscillations. In both trans-
mitted and re�ected signals we distinguish well P- and F-excitons.
The P-exciton line shapes in the re�ected signal are broader and
more triangular-shaped when comparing to the transmitted signal.
This is in good agreement with simulations from Ref. [102].
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Figure 6.4. Optical density of transmitted and re�ected signal on a refer-
ence spot on Sample 1. The spectra reveal the good quality of the crystal
used, exhibiting Rydberg excitons with principal quantum numbers up to
= = 21. The re�ected signal is much weaker than the transmitted signal
and exciton lines are broader with a �atter slope on the low-energy side.

The top row in Fig. 6.5 depicts the re�ected signal from antenna
�eld F5 on Sample 1 in parallel and perpendicular laser polarization
con�guration for = = 5 (left) and = = 6 (right) separately. The opti-
cal density data of the di�erent polarization con�gurations have
been shifted in H direction for a better comparison of the �tted
oscillators. This does not change any physical content. The shifts
are listed in Table 6.2. The key result is that 5S- and 6S-excitons
appear on the left P-exciton shoulder for parallel laser polarization,
while they are absent in perpendicular laser polarization.

113



spectroscopy of nanoantenna-covered Cu2O – towards
enhancing qadrupole transitions in rydberg excitons

Figure 6.5. Top row: Comparison of the re�ected signal in parallel and
perpendicular laser polarization on antenna �eld F5 on Sample 1. 5S-
and 6S-excitons appear on the left P-exciton shoulder in parallel laser
polarization con�guration, while they are absent in perpendicular laser
polarization. Middle row: Fit di�erence of parallel and perpendicular data.
Bottom row: Same data as in top row but for a reference (no antenna �eld).
Here, no S-excitons appear in parallel laser polarization con�guration.

Table 6.2. y-shift of optical density data from Sample 1 in arbitrary
units for a better comparison of the �tted oscillators for parallel (‖) and
perpendicular (⊥) laser polarization and principal quantum numbers
= = 5 and = = 6.

n ‖ ⊥
5 -1.105 +0.75
6 -1.13 +0.71
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6.2 pure reflection spectra

In order to highlight the antenna e�ect, 5S- and 6S-excitons have
been �tted with a Lorentzian function (= of the form of Eq. (2.23):

(= (G) = �=
�=/2(

�=/2
)2 + (

G − �=
)2 , (6.1)

with principal quantum number =, oscillator strength �= , damping
constant �= , and energy �= . P-excitons have been �tted with an
asymmetric Lorentzian function %= (Eq. (2.24) in Section 2.2.4):

%= (G) = �=
�=/2 + 2@=

(
G − �=

)(
�=/2

)2 + (
G − �=

)2 , (6.2)

with an additional asymmetry parameter @= that accounts for
@5 = −0.35 and @6 = −0.33 for the 5P- and 6P-exciton, respec-
tively. All other �t parameters are listed in Table 6.3.

The di�erence of the �ts for parallel and perpendicular data
are displayed in the middle row in Fig. 6.5. Despite a feature that
accounts for the di�erent P-exciton parameters in parallel and per-
pendicular measurements, the S-exciton, which appears stronger
in parallel polarization, is clearly visible. The bottom row in Fig. 6.5
shows the same data as in the top row but for a reference spot. Here,
no S-excitons appear in parallel laser polarization con�guration.
The peak-to-peak energy di�erence between S- and P-excitons in
Fig. 6.5 are Δ==5

(%
= 250 µeV and Δ==6

(%
= 150 µeV, while the di�er-

ence of energy positions of the �tted oscillators is Δ==5
(% ,5 8C = 320 µeV

and Δ==6
(% ,5 8C = 200 µeV. These values agree well with literature val-

ues: Δ==5
(% ,;8C = 270 µeV and Δ==6

(% ,;8C = 168 µeV [83].

For the P- and S-exciton �ts, respectively, we use the same damp-
ing constant �= in parallel and perpendicular measurement. This
allows for a comparison of the oscillator strength ratio �(/�% .
We �nd an increase of this relative S-exciton oscillator strength
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with respect to the P-exciton oscillator strength of 1.42 and 1.18
for = = 5 and = = 6, respectively (see Table 6.3), for parallel laser
polarization compared to perpendicular laser polarization. One
might attribute the enhancement of the dipole-forbidden S-exciton
to strain or local electric �elds from the antennas. However, this
e�ect would also occur in perpendicular polarization, which clearly
is not the case, and should be independent of the antenna detuning.

Table 6.3. Fit parameters of 5P-, 5S-, 6P-, and 6S-excitons for parallel (‖)
and perpendicular (⊥) measurements. A Lorentzian line shape has been
�tted to the S-excitons, while an asymmetric Lorentzian has been �tted
to the P-excitons. Energy positions are given as 2.168 eV + Δ� .

Param. 5P 5S 5P 5S 6P 6S 6P 6S
‖ ‖ ⊥ ⊥ ‖ ‖ ⊥ ⊥

� 99 6.2 80 3.5 57 4.0 42 2.5
(·10−7)
� 2.6 1.4 2.6 1.4 1.6 1.2 1.6 1.2

(·10−4)
Δ� 0.32 0.00 0.50 -0.08 1.5 1.3 1.49 1.3

(meV)
�(/�% 0.06263 0.04375 0.07017 0.05952
(·10−3)

For certain crystal orientations, as for the one of the investigated
samples ({-1,-1,0}), the S-exciton is per se forbidden in one polariza-
tion con�guration while it is allowed in the perpendicular polariza-
tion con�guration. This can be determined by group-theoretical
considerations with the help of the tables by Koster [88]. The ref-
erence measurement in the lower panel of Fig. 6.5 shows, that this
e�ect is not visible in the chosen polarization con�gurations. Here,
for both parallel and perpendicular laser polarization no S-exciton
appears. This con�rms that the e�ect seen in the upper panel is due
to the quadrupole enhancement caused by the plasmonic antennas.
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6.3 pump-probe spectra

6.3 pump-probe spectra from antenna-coupled cuprous
oxide rydberg excitons

6.3.1 Relative transmittance spectra

Figure 6.6. Relative transmittance data from antenna-coupled Cu2O
(Sample 2) for di�erent pump power settings. Probe power accounts for
1 µW. Pump power varies from 100 µW (top) to 500 µW (bottom). Pump
and probe lasers are both parallel polarized with respect to the plasmonic
antenna long axis. Left column shows relative transmittance spectra
together with �t functions for the antenna �eld, right column shows the
same for a reference. P-excitons are scaled before �tting in order to adjust
the P-exciton height for comparison. The 6S-exciton appears for all pump
power settings on the antenna �elds, while it is absent on the reference.

In this measurement pump-probe spectroscopy is performed
on antenna-coupled cuprous oxide (Sample 2, see Table 4.1 in
Section 4.5) in transmission con�guration using Setup B in the
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Dortmund lab (see Fig. 3.9). The Cu2O sample has been polished to
a thickness of 55-75 µm. The spectroscopy data are shown in the
left column in Fig. 6.6 for Rydberg excitons with principal quantum
number = = 6. The probe power accounts for 1 µW, the pump
power is varied from 100 µW (top row) via 200 µW (middle row)
to 500 µW (bottom row). Pump and probe lasers are both parallel
polarized with respect to the plasmonic antenna long axis. Refer-
ence measurements are shown in the right column of Fig. 6.6. In all
measurements on the antenna �eld, the 6S-exciton clearly appears
at an energy 200 µeV lower than the P-exciton, while it is absent
or only weakly present on the reference.

In order to quantify the relative increase of S-exciton oscillator
strength with respect to the P-exciton caused by the plasmonic an-
tennas, the data have been �tted. A Lorentzian function was used
for describing the S-exciton, and an asymmetric Lorentzian func-
tion was used for describing the P-exciton. A parabolic background
function was added. The complete �tting function reads:

56 (G) = � +� ·
(
G − �3

)2
+�6

�6/2 + 2@6
(
G − �6

)(
�6/2

)2 + (
G − �6

)2 +�B �B/2(
�B/2

)2 + (
G − �B

)2 , (6.3)

with background parameters �, � , and �3 , as well as P- and S-
exciton oscillator strengths �6 and �B , damping constants �6 and
�B , and energies �6 and �B . For all measurements, the S-exciton
damping constant �B is kept constant. This way, we calculate from
the �t function parameters�6 and�B for each pump power setting
a relative enhancement factor of the S-exciton with respect to the
P-exciton �B/�6 for measurements on the antenna �eld compared
to a reference spot. These enhancement factors �� are listed in
Table 6.4 together with all other �t parameters. The calculated
S-exciton enhancement factor accounts for a factor of up to 4.
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Table 6.4. Fit parameters for (asymmetric) Lorentzian function for 6S(6P)-
excitons on an antenna �eld (Ant.) and a reference (Ref.) on Sample 2 in
pump-probe experiment in transmission con�guration. The ratio of S-
exciton to P-exciton oscillator strength�B/�? as well as the enhancement
factor �� of the S-excitons when being excited via nanoantennas is given.
Data have been �tted for di�erent pump power settings.

%Pump = 100 µW %Pump = 200 µW %Pump = 500 µW
Parameter Ant. Ref. Ant. Ref. Ant. Ref.

� -0.16 -0.16 -0.4 -0.4 -0.9 -1.0
�

(
·106

)
-5 -5 -10 -10.5 -20 -20

�3 2.169 2.169 2.169 2.169 2.169 2.169
�6

(
·10−4

)
1.0 1.2 2.25 2.8 5.1 6.2

�6

(
·10−5

)
7.6 9.0 8.3 10 9.2 11

@6 -0.18 -0.18 -0.19 -0.19 -0.16 -0.16
�6 2.1695 2.1695 2.1695 2.1695 2.1695 2.1695

�B

(
·10−6

)
2.5 0.7 4.0 1.5 5.0 2.7

�B

(
·10−5

)
4.0 4.0 4.0 4.0 4.0 4.0

�B 2.1693 2.1693 2.1693 2.1693 2.1693 2.1693

�B/�6 0.025 0.0058 0.0177 0.0053 0.0098 0.0043
�� 4.3 3.3 2.3

From the antenna enhancement point of view we expect the rel-
ative enhancement to be as large as 10. Measuring in transmission
con�guration, we do not only capture the quadrupole contribution
from the antennas that sit on the sample surface but also the dipole
contribution coming from the inner bulk sample. As the quadrupole
transition (S-exciton) is three orders of magnitude smaller than the
dipole transition (P-exciton), its contribution to the measurement
signal might remain small despite the antenna enhancement. In
order not to measure the bulk contribution, in the next section, we
performed pump-probe spectroscopy in re�ection con�guration.
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6.3.2 Relative re�ectance spectra

Figure 6.7. Pump-probe spectroscopy in re�ection geometry. Data of
= = 6 excitons on di�erent antenna �elds (F1-F4) and a reference point
(from top to bottom) on Sample 3 for parallel laser polarization with
respect to the plasmonic antenna long axis are shown. The S-exciton
appears on di�erent antenna �elds, while it is absent in the reference. A
�xed P-exciton energy is indicated at 2.17079 eV by the gray dashed line.
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The cuprous oxide crystal used for the pump-probe measurement
in re�ection geometry is Sample 3 (see Table 4.1 in Section 4.5). In
order to only capture the in�uence of the antennas sitting on the
crystal surface, experiments are performed in re�ection geometry
with 15° angle of incidence using pump-probe spectroscopy (Setup
C, Stuttgart lab, see Fig. 3.10). The probe laser spot diameter is
150 µm, pump power is 3mW, and probe power is 40 µW. Pump
and probe lasers are both parallel polarized with respect to the
plasmonic antenna long axis.

Pump-probe spectroscopy in re�ection geometry on = = 6 exci-
tons reveals that in parallel laser polarization the S-exciton clearly
appears on di�erent antenna �elds (F1-F4), while it is absent in
the reference measurement (see Fig. 6.7). The S-exciton appears
much broader in the re�ection measurement compared to the trans-
mission measurement. This time, we cannot give a quantitative
number for the relative S-exciton enhancement caused by the plas-
monic antennas, as no data for perpendicular laser polarization are
available. Still, the appearance of the S-exciton, triggered by the
plasmonic antennas, remains a small feature.
Furthermore, we would expect the appearance of the S-exciton to
come along with a decrease in oscillator strength of the P-exciton.
Despite the fact that the signal has been measured in re�ection
geometry, most probably both re�ections from sample front and
back facets have been captured due to the small thickness of the
sample. Hence, not only the in�uence of the antennas that sit on
the sample surface is displayed in the spectroscopy data, but also
the in�uence of the dipole transitions (P-excitons) in the inner
bulk sample. Therefore, also in the re�ected signal, we detect large
P-excitons accompanied by small S-excitons.

From the measurements on di�erent antenna �elds and the ref-
erence we notice that the signal strength continuously increases
from the reference via antenna �elds F4, F3, F2, towards �eld F1.
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Here, the overall re�ectivity of the sample plays a crucial role. On
antenna �eld F1, the antennas are longest. As the periodicity is
kept constant for all antenna �elds, more aluminum covers the
cuprous oxide, so the overall re�ectivity is highest. This could also
have an in�uence on the coupling strength between plasmonic
antenna and Rydberg exciton.

6.4 possible influence of pump-probe spectroscopy
on antenna-coupled Cu2O rydberg excitons

Spectroscopy on Rydberg excitons in cuprous oxide is quite di�cult,
as the excitons manifest themselves as tiny features on a huge back-
ground. In such a case, linear absorption spectroscopy often yields
not enough signal-to-noise ratio. Therefore, we use pump-probe
spectroscopy, which is a di�erential spectroscopy method, yielding
a higher signal resolution. Using pump-probe spectroscopy one is
able to capture much better small signals on a larger background.
This way, more precise data can be acquired.
Nevertheless, with respect to Rydberg excitons in cuprous oxide,
the data becomes more di�cult to interpret. In pure transmis-
sion or re�ection measurements the P-excitons can be modeled as
asymmetric Lorentzian oscillators, representing the interplay of a
discrete excitation in the crystal and a broad phonon background.
The absorption through the crystal is clearly de�ned. In pump-
probe spectroscopy, however, things become more complicated.
One of the main di�culties is that the exciton lineshape is not
clearly de�ned anymore and takes odd shapes. With respect to the
antenna-coupled measurements, the comparison to a reference is
often not possible, due to di�erent signal strengths and the fact
that scaling the data is not straight-forward anymore.
Furthermore, shining two lasers onto the sample implies one more
in�uence on the excitons. The pump laser creates an exciton plasma.
With the pump laser on, no excitons can be created. With the
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pump laser o�, a signal similar to the one of linear absorption
spectroscopy is detected. In the end, both signals are subtracted.
The in�uence of the pump laser on the exciton plasma is, in par-
ticular, a challenge. We noticed a high sensitivity of the Rydberg
exciton spectra with respect to the pump power settings, i.e., chang-
ing oscillator shapes, which we attributed to the in�uence of the
pump laser on the electron-hole plasma. Our focus is on the overall
signal behavior in dependence on di�erent plasma environments,
meaning di�erent pump and probe laser powers, but also laser
polarization and antenna con�guration settings.

Figure 6.8. Relative re�ectance spectra from antenna-coupled cuprous
oxide Rydberg excitons with principal quantum number = = 6, measured
on antenna �eld F1 on Sample 3. Data are shown for 40 µW probe laser
power for three di�erent pump laser powers (2mW, 3mW, and 4mW).

In Fig. 6.8 relative re�ectance spectra from antenna-coupled
cuprous oxide Rydberg excitons with principal quantum number
= = 6, measured on antenna �eld F1 on Sample 3 (see Table 4.1 in
Section 4.5) using Setup C in the Stuttgart lab (see Fig. 3.10), are
shown. Pump and probe lasers are parallel polarized with respect
to the long antenna axis. The probe laser power is kept constant at
40 µW, while the pump laser power is varied from 2mW to 4mW.
We �nd an increase in signal strength towards the pump power
setting %Pump = 3mW.
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In order to investigate the dispersive and absorptive behavior of
di�erent =P-exciton resonances for a certain pump-probe power
setting, we measured a relative re�ectance spectrum from antenna
�eld F4 on Sample 4 for a complete Rydberg series with principal
quantum numbers = = 5 to = = 14. For complete sample speci-
�cations see Table 4.1 in Section 4.5. The spectroscopic data are
shown in Fig. 6.9. Pump and probe lasers are parallel polarized.
The probe laser power accounts for 40 µW, the pump laser power
is 3.3mW. Pump and probe laser powers have been optimized for
the 5P-exciton to have a clear absorptive appearance. With this
particular setting, the lineshape of the 6P-exciton experiences a
�ip, and all higher-= excitons appear with opposite sign. When
we create a plasma, we have free carriers of electrons and holes
separated, forming a charge cloud that prevents further exciton
formation. However, lower-= state excitons are created with less
energy. Therefore, = = 5 excitons can still be created, resulting in
nice lineshapes, while it is not possible anymore for = = 6 states or
higher. Increasing the pump power, should move the �ip towards
lower-= states. This, however, would at some point also reduce the
signal-to-noise ratio.

Figure 6.9. In�uence of a certain pump-probe power setting on=P-exciton
lineshape. Relative re�ectance spectra are taken on antenna �eld F4 on
Sample 4 with 3.3mW pump power and 40 µW probe power. The exciton
lineshape changes in dependence on the principal quantum number =.
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In Fig. 6.10 we observe the exciton line �ip in dependence on
pump and probe laser powers. Data are shown for antenna �eld
F4 on Sample 4. When increasing the pump laser power from
5mW to 10mW at a constant probe laser power of 25 µW (see
Fig. 6.10 (a)) the exciton line �ip indeed moves towards lower-=
states. For higher pump power, more oscillator strength is shu�ed
towards lower-= states, therefore the �ipping occurs at lower =. For
%Pump = 10mW the �ip occurs at = = 8, while for %Pump = 5mW
the �ip occurs at = = 9. In Fig. 6.10 (b) we observe another relation
between pump and probe power. For higher probe powers higher
pump powers are needed in order to achieve absorptive lineshapes.
This also means that the lineshape �ip occurs at higher pump
powers for a given higher probe power. For %Probe = 20 µW probe
power the lineshape �ip occurs at = ≤ 8, while for %Probe = 60 µW
probe power the lineshape �ip occurs at = � 8. Furthermore,
for %Probe = 20 µW probe power, increasing pump power yields
increasing oscillator strength at = = 8, while for %Probe = 60 µW
probe power, increasing pump power yields decreasing oscillator
strength. Here, di�erent lock-in settings may play a role, too.

Figure 6.10. In�uence of di�erent pump-probe power settings on =P-
exciton lineshape. Relative re�ectance spectra are taken on antenna �eld
F1 on Sample 4. Pump and probe laser powers are varied. The exciton
line �ip depends on both the pump and the probe laser powers.
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Figure 6.11. In�uence of di�erent laser polarization con�gurations with
respect to the nanoantennas as well as in�uence of the nanoantennas
themselves on the exciton lineshape. Data are shown for antenna �eld
F4 as well a reference point on Sample 4. Pump laser power is 4mW and
probe laser power is 40 µW.

Not only pump and probe laser powers, but also the laser polariza-
tion con�guration with respect to the nanoantennas as well as the
nanoantennas themselves have an in�uence on the electron-hole
plasma. These in�uences are shown by pump-probe measurements
on antenna �eld F4 as well as on a reference point (no antenna
�eld) on Sample 4, which are plotted in Fig. 6.11. The probe laser
power is 40 µW, the pump laser power is 4mW. For both probe
and pump laser being parallel polarized with respect to the long
antenna axis, 5P- and 5F-excitons appear stronger (see Fig. 6.11
(d)) compared to the case when only the probe laser is parallel
polarized (see Fig. 6.11 (c)). This e�ect is absent when no antenna
is present (see Fig. 6.11 (a,b)). Due to the fact that the antenna plas-
mon resonances are spectrally broad (100 nm, see Section 6.1), they
are also excited by the pump laser that lases at 561 nm, only 10 nm
shorter in wavelength than the probe laser. When comparing the
reference data with the antenna data, for both laser polarization
con�gurations and for the same pump and probe laser powers,
the P-exciton resonance is absorptive on the reference (Fig. 6.11
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(a,b)), but dispersive on the antenna �eld (Fig. 6.11 (c,d)). This is
in agreement with the previous interpretation about the in�uence
of the pump laser power on the electron-hole plasma. Due to a
better coupling between light �eld and exiton, mediated by the
plasmonic nanoantennas, with the same pump and probe powers,
the e�ective plasma should already be stronger on the antenna �eld.
This prevents exciton formation earlier, meaning at a lower pump
power or lower principal quantum number=, than for the reference.

Figure 6.12. In�uence of di�erent plasmonic nanoantennas (F1-F4) on
Sample 4 on the 5P-exciton lineshape. With increasing resonance match
of nanoantenna and Rydberg exciton, the P-exciton lineshape becomes
increasingly dispersive.

Another measurement series, shown in Fig. 6.12, strengthens the
above assumption that the coupling between light �eld and exciton,
mediated by the plasmonic nanoantenna, has an in�uence on the
electron-hole plasma. Fig. 6.12 shows pump-probe measurements
with pump and probe laser both parallel polarized with respect to
the long antenna axis and 3mW pump as well as 40 µW probe laser
power. For all di�erent measurements, the 5P-exciton lineshape
is not very nice, however, we detect a �ip of the lineshape from
absorptive when measuring on the reference point towards increas-
ingly dispersive when measuring on the antenna �elds F1 through
F4. For antenna �eld F4 the match between plasmon resonance
energy and exciton energy is the best. The antennas channel the
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incoming light, which results in a higher e�ective plasma on the
�eld, which then has an in�uence on the exciton formation and
would most likely change their lineshape. This would also be in
accordance with the previous interpretation. On antenna �eld F4
we also expect the largest shu�ing-away of oscillator strength
from the P-exciton towards quadrupole-allowed excitons due to
the best matched resonance position. Quadrupole-allowed S- and
D-excitons, however, remain absent in this measurement.

In summary, we can say that pump and probe laser power set-
tings determine the exciton lineshape nature, meaning whether
they appear as absorptive or dispersive lineshape. Pump and probe
laser polarization con�gurations with respect to the long antenna
axis do also have an in�uence on the signal strength due to bet-
ter coupling of the light �eld into the crystal and to the Rydberg
exciton when the plasmon antenna is active. This means that the
enhanced quadrupole �elds from the nanoantennas on the cuprite
crystal surface directly in�uence the strength and lineshape na-
ture of the Rydberg excitons. Furthermore, lock-in settings can
be responsible for whether the excitons appear with positive or
negative sign in the spectrum.

6.5 conclusion and outlook

The increase of oscillator strength of the S-exciton under exci-
tation via plasmonic nanoantennas is apparent in the di�erent
measurements presented in this chapter but still much weaker than
expected. The plasmonic �eld enhancement accounts for a factor
of ten, which is up to a factor of ten larger than the observed en-
hancement of even-parity Rydberg excitons in cuprous oxide. The
Rydberg excitons might not couple as well as expected with the
plasmonic antennas. The plasmonic antennas might also produce
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surface charges that partly cancel out the exciton charge distribu-
tion. This e�ect, also known as purifying e�ect [83], could lead to
a suppression of exciton resonances.

In order to increase the quadrupole enhancement caused by plas-
monic antennas with respect to Rydberg excitons, several methods
could be used. First, the coupling between antenna and Rydberg
excitons could be enhanced by localizing the Rydberg excitons very
close to the antennas. This could be done by energy potential land-
scapes or by a stepwise excitation scheme involving microwave
radiation. Second, one could polish the crystal to ultra-thin �akes
with thickness below 10 µm and measure in transmission con�gura-
tion. The transmitted signal is easier to interpret but will contain a
signi�cant amount of dipolar excited P-excitons. This amount will,
however, be reduced in comparison to our current measurement
setting by a factor of ten, so the antenna contribution gains more
weight in the transmitted signal. Third, one could measure cuprite
microcrystals [44] scattered among plasmonic nanoantennas. This
way, the antenna �eld would cover the whole microcrystal. How-
ever, border e�ects might play a role.

We discovered that Rydberg excitons in cuprous oxide are very
sensitive to pump-probe measurements. There are many factors,
such as laser power and exciton plasma, that in�uence good exper-
imental results. We succeeded with the implementation of re�ec-
tion measurement schemes on Rydberg excitons in cuprous oxide,
which is a �rst step towards quantum integrated �ber-detection
schemes with Rydberg excitons. Spectroscopy of nanoantenna-
covered cuprous oxide provides an additional way to manipulate
excitonic states. The combination of plasmonic structures and Ryd-
berg excitons in cuprous oxide creates a new functional material
that allows for selectively addressing di�erent angular momentum
and principal quantum number states. This approach is attractive
for quantum state engineering.
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7
C O N F I N I N G R Y D B E R G E X C I T O N S I N T O
Q UA N T U M W E L L S

This chapter is based on the following publication [45]:
A. Konzelmann, B. Frank, and H. Giessen, Quantum con�ned Ryd-
berg excitons in reduced dimensions, J. Phys. B 53, 024001 (2019).

Studies of Rydberg excitons in cuprous oxide have dynamically
developed over the past years with the focus moving from the
bulk medium towards nanostructures. The growing interest in
optical properties of low-dimensional systems, such as quantum
wells, wires, and dots, and their interplay with Rydberg excitons
has been supported by the emergence of fabrication techniques
[44]. One-dimensional chains of trapped Rydberg excitons [174], as
well as radiative coupling of weakly con�ned excitons in cuprous
oxide [175] and Rydberg exciton-polaritons in a cuprous oxide
microcavity [176] have been studied. Interacting quasiparticles in
semiconductor nanosystems are very attractive. Manipulation of
their properties by external �elds and tailoring of the environment
by nanotechnology o�ers unique possibilities to control the quasi-
particles, their arrangement, and their interactions on demand.

The local response of excitons changes on mesoscopic length
scales, i.e., dimensions that are large compared to the lattice con-
stant. Quantum con�nement e�ects arise as soon as the spatial
con�nement is comparable to the quantum object’s Bohr radius.
Mesoscopic spatial con�nements of the order of several µm are
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already known from studies of semiconductor thin �lms [177] and
slabs [178, 179], as well as weakly con�ned excitons in wide quan-
tum wells [180] and strongly con�ned excitons in quantum dots
[181–183]. The band structure of a semiconductor in a mesoscopic
con�nement is only weakly changed compared to the bulk material
[184]. This assumption allows to investigate solely changes in the
envelope part of the wave function caused by the con�nement
potential and is called envelope function approximation.

Excitons in quantum wells are theoretically described by po-
tential well calculations, the concept of which is well known and
has already been performed extensively for electrons and holes
in semiconductors [185]. An excitons is a fundamental optical
excitation, where the Coulombic electron–hole attraction gives
rise to bound states of its relative motion. Excitonic bound states
in quantum wells are in many respects similar to impurity bound
states, meaning that the electron and hole relative motion can be de-
scribed by a Hamiltonian that is similar to that of an impurity [186].

In this chapter, theoretical calculations on the energies of quan-
tum con�ned Rydberg excitons are performed. In Section 7.1 the
calculation method is presented. Section 7.2 focuses on the Ryd-
berg exciton diameter with respect to the quantum well size, which
serves as a good parameter for de�ning di�erent con�nement
regimes. Section 7.3 outlines the theory behind electron states for
in�nite potential barriers, which is then applied to weakly and
strongly con�ned Rydberg excitons in cuprous oxide quantum
wells in Section 7.4 and Section 7.5, respectively. Section 7.6 gives
a summary and an outlook on Rydberg excitons in quantum wells.
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7.1 method for calculating energies of qantum
confined rydberg excitons

Figure 7.1. (a) Rydberg exciton con�ned in a cuprous oxide slab with a
width comparable to the exciton diameter. This way the quantum object is
weakly con�ned along the con�nement axis. (b) In the weak con�nement
regime the exciton center-of-mass motion becomes quantized. Electron
and hole are in a potential well with energy barrier of a few eV.

The quantum wells investigated consist of a cuprite slab that is
extended many micrometers in G and H direction but con�ned to a
few hundreds of nanometers only in I direction (see Fig. 7.1). They
are surrounded by air or vacuum. The potential barrier accounts for
2.98 eV, which is given by subtracting the Rydberg exciton energy
(2.17 eV) from the work function energy of electrons in cuprite to
air (5.15 eV). This is much larger than the few hundreds of meV in
GaAs-AlGaAs quantum well structures. The �nite potential well
energy in cuprous oxide quantum wells can be treated as an in�-
nite potential barrier, as the linear dimension of the con�nement
exceeds the lattice constant of the semiconductor [184].

In the following, we focus on the weak con�nement regime,
where the con�nement acts only on the center-of-mass motion of
the exciton, i.e. the plane-wave part of the exciton wave function,
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Figure 7.2. Quantum con�ned Rydberg exciton. (a) Weak con�nement
regime: The quantum well width !I is larger than four times the exciton
radius A . The con�nement acts only on the center-of-mass coordinate '
of the exciton. The energy shifts Δconf are small compared to the exciton
binding energy. (b) Strong con�nement regime: The quantum well width
!I is smaller than the exciton diameter 2A . The con�nement acts on
electron A4 and hole Aℎ , which become con�ned into their own, separate
quantum wells. The common energy shift of electron and hole is larger
than the exciton binding energy.

and does not interfere with the relative motion of the electron-hole
pair (see Fig. 7.2 (a)). Here, the Rydberg exciton binding energies
are larger than the con�nement e�ects. In contrast, in the strong
con�nement limit, the picture of an exciton would be destroyed, as
one would then treat electron and hole separately with their indi-
vidual motions being quantized (see Fig. 7.2 (b)). In this case, the
con�nement energy dominates over the Rydberg exciton binding
energy.
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As for a weak con�nement of the exciton, the con�nement or pertur-
bation acts only on the center-of-mass coordinate and the relative
motion is not disturbed, separation into center-of-mass and relative
coordinates for solving the problem is possible. However, with this
approximation a transition to the bulk material can not be realized.
Furthermore, the Coulomb interaction, causing the electron and
hole relative motion, is always of three-dimensional nature. Nev-
ertheless, it depends on the relative electron-hole distance only,
and, the perturbation of the weak con�nement is assumed not to
disturb the relative motion. Hence, a separation into relative and
center-of-mass coordinates is possible as an approximation. Such
potential well calculations for the center-of-mass coordinates of
Rydberg excitons will give us a �rst estimation about the size of the
energy shifts they experience when being con�ned to a cuprous
oxide quantum well.

7.2 rydberg exciton diameter versus qantum well
size

From quantum dots it is known that for con�nements smaller than
0.4 · 0� , excitons break up [184]. On the other hand, for well widths
!I ≈ 4 · 0� , the energy shift should be most pronounced. In the
following, we focus on weakly con�ned Rydberg excitons, i.e.,
Rydberg excitons in quantum wells of sizes

!I ≥ 4 · A . (7.1)

As the Rydberg exciton radius A increases with increasing principal
quantum number =, we de�ne a con�nement parameter:

Δ! = !I − 2A . (7.2)
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This allows to include the =-dependence of the con�nement poten-
tial for a certain con�nement length !I . The weak con�nement
regime is then de�ned as:

Δ! ≥ 2 · A . (7.3)

We calculated the Rydberg P-exciton radii in cuprite according
to Eq. (2.16) in Section 2.2.3. The con�nement parameter Δ! for
four di�erent con�nement lengths !I is plotted together with the
exciton diameter 3 = 2A for excitons in di�erent principal quan-
tum number states = = 2…20 in Fig. 7.3. The weak con�nement
regime holds in 2 µm wide quantum wells for Rydberg excitons
in principal quantum number states up to = = 16, in 1.5 µm wide
wells up to = = 13, in 1 µm wide wells up to = = 11, and in 500 nm
wide wells up to = = 8. The higher the principal quantum number
state, the larger the exciton, the smaller the remaining space in the
quantum well and, thus, the smaller the con�nement parameter Δ! .

Figure 7.3. P-exciton diameter 3 = 2A and con�nement parameter
Δ! = !I − 2A for four di�erent con�nement lengths !I in dependence on
the principal quantum number = = 2…20.
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7.3 electron states for infinite potential barriers

When a quantum object, such as an electron, is spatially con�ned
in one dimension, it gains potential energy + (I), which can be
expressed in the Schrödinger equation as:[

− ℏ2

2<4

∇2 ++ (I)
]
k

(
G , H , I

)
= �k

(
G , H , I

)
. (7.4)

The electron wave function can be separated into

k
(
G , H , I

)
= q

(
G , H

)
Z (I) , (7.5)

which allows for solving the Schrödinger equation via the separa-
tion ansatz:

− ℏ2

2<4

∇2⊥q
(
G , H

)
= �⊥q

(
G , H

)
(7.6a)[

− ℏ2

2<4

m2

mI2
++ (I)

]
Z (I) = �IZ (I) . (7.6b)

Eq. (7.6a) yields the particle kinetic energy �⊥, while Eq. (7.6b)
determines the particle’s quantized energy eigenvalues �I due to
the quantum con�nement:

�⊥ =

ℏ2
(
:2G + :2H

)
2<4

(7.7a)

�I =
ℏ2c2

2<4

(
9

!I

)2
, (7.7b)

with :8 , 8 = G , H , being the wavevector components in x and y
direction,<4 the electron mass, 9 the quantum state index in the
quantum well, and !I the well width. The quantized bound-state
energies increase with decreasing quantum well width and are
proportional to the quantum state index 92.
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7.4 weakly confined rydberg excitons in cuprite
qantum wells

Following the calculation scheme of the previous section, we calcu-
late the Rydberg exciton energies in a cuprite quantum well with
quasi-in�nite potential well barrier:

+conf = +0
(
I4 ,ℎ

)
=

{
2.98 eV, |I4 ,ℎ | > !I/2 (7.8a)
0 eV, |I4 ,ℎ | ≤ !I/2. (7.8b)

The Hamiltonian describing this problem is given by

� = − ℏ2

2<4

∇24 −
ℏ2

2<ℎ

∇2
ℎ
++Coulomb ++conf

= − ℏ2

2<4

(
m2

mG24
+ m2

mH24
+ m2

mI24

)
− ℏ2

2<ℎ

(
m2

mG2
ℎ

+ m2

mH2
ℎ

+ m2

mI2
ℎ

)
− 42

Y0 |A4 − Aℎ |
++0

(
I4 ,ℎ

)
,

(7.9)

with G4 , H4 , I4 (Gℎ , Hℎ , Iℎ) being the spatial coordinates of the elec-
tron (hole), A4 and Aℎ being the relative coordinate of electron and
hole, and,<4 and<ℎ being the electron and hole mass, respectively.
Separating the Hamiltonian into

� =�⊥ +�I

=

�⊥︷                                                                  ︸︸                                                                  ︷
− ℏ2

2<4

(
m2

mG24
+ m2

mH24

)
− ℏ2

2<ℎ

(
m2

mG2
ℎ

+ m2

mH2
ℎ

)
− 42

Y0 |A4 − Aℎ |

− ℏ2

2<4

m2

mI24
− ℏ2

2<ℎ

m2

mI2
ℎ

++0
(
I4 ,ℎ

)
︸                                    ︷︷                                    ︸

�I

,

(7.10)
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and applying it to the separated exciton wave function (Eq. (2.18)),
with 48QX = 48 ( ⊥'⊥+:II) , yields a series of bound exciton lines at
energies:

�
3� ,&
= = �6 −

'H∗(
= − X;

)2 + ℏ2c22<A

(
9

!I

)2
. (7.11)

�6 is the bandgap energy, 'H∗ the modi�ed Rydberg energy, =
the principal quantum number, X; the quantum defect, and<A the
relative electron-hole mass. The additional quantized energy term,

Δconf =
ℏ2c2 92

2<A!
2
I

=
ℏ2c2 92

2<A

(
Δ! + 2A

)2 , (7.12)

arises due to the quantum con�nement along one dimension. This
quantum con�nement causes an increase in potential energy of
the con�ned Rydberg exciton dependent on the quantum object
mass<A , the con�nement quantum state 9 , the well width !I or
the con�nement parameter Δ! , and the quantum object radius A .

We show in Fig. 7.4 (a) and (b) the calculated energy blue-shifts
Δconf, experienced by Rydberg excitons in cuprite quantum wells,
for the lowest and third excited quantum states, 9 = 1 and 9 = 3, re-
spectively, and, for four di�erent well widths!I ∈ {0.5; 1; 1.5; 2} µm.
The data are only displayed for the weak con�nement regime,
which applies for Rydberg excitons with up to a di�erent principal
quantum number = for di�erent quantum well sizes !I (see Fig. 7.3).
For both the lowest ( 9 = 1) and third excited ( 9 = 3) quantum state
index, and for all di�erent well widths !I shown here, the energy
shift Δconf increases with increasing principal quantum number =.
This increase in energy is absolutely larger and steeper the smaller
the well widths. For the lowest quantum state index 9 = 1, Δconf
accounts for up to 14 µeV, while for the third excited quantum state
index 9 = 3 Δconf reaches values of up to 140 µeV, which is one
order of magnitude larger.
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Figure 7.4. (a) Rydberg exciton energy gain Δconf due to the quantum
con�nement for the lowest excited quantum state 9 = 1. (b) The same
as in (a) but for quantum state 9 = 3. Data are only shown for the weak
con�nement. The lines are guides to the eye.

Quantum con�nement inhibits free motion and, thus, in�uences
the kinetic energy of the quantum object. Only discrete values
are allowed, leading to a series of quantized states [93]. Con�ned
to a quantum well, Rydberg excitons gain energy, so they experi-
ence an energy blue-shift. Within the weak con�nement regime,
this energy shift accounts for a few and a few tens of µeV for the
lowest and third excited quantum state index, respectively. The
energy shifts are controllable via the three parameters principal
quantum number =, quantum state index in the quantum well 9 ,
and quantum well width !I over a wide range. Such controllable
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7.4 weakly confined rydberg excitons

energy shift could be used for realizing quantum technologies us-
ing Rydberg excitons in cuprous oxide [187]. In order to enlarge
the range over which the energy can be shifted, one could go to
higher con�nements, meaning a more tight con�nement along one
dimension (intermediate or strong con�nement regime in 2D), or
to a con�nement along two or three dimensions.

Figure 7.5. Rydberg exciton energy shifts in µeV due to quantum con�ne-
ment Δconf for the lowest quantum state index 9 = 1, for weak (!I ≥ 4A )
and intermediate (2A < !I < 4A ) regimes. The energy shifts are shown in
dependence on the principal quantum number = and for seven di�erent
well widths !I .

The conditions for the strong con�nement regime become more
complicated. Strictly speaking, for a very strong exciton con�ne-
ment, electron and hole become quantized separately, so the quan-
tization energy dominates over the Coulomb interaction energy
and we cannot speak of an exciton any more. In order to get a �rst
estimation for how the energy shifts would develop when going
towards the intermediate regime (2A < !I < 4A ), we apply the weak
con�nement model to excitons in this intermediate con�nement.
The resulting energy blue-shifts Δconf are shown in Fig. 7.5 for the
lowest quantum state index 9 = 1, for di�erent well widths !I , and
in dependence on the principal quantum number =. The transition
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from weak to intermediate regime is smooth. As expected, the
energy blue-shifts become signi�cantly larger the narrower the
quantum wells are, and account for up to several tens of meV.

7.5 strongly confined rydberg excitons in cuprite
qantum wells

In the strong con�nement regime, the con�nement energy exceeds
the exciton binding energy. In this case, electron and hole are
con�ned separately in their respective con�nement potentials. In
the strict 2D limit, the exciton binding energy changes. The 3D
Rydberg P-exciton energy is given by Eq. (2.20) as

�
3� ,?
= = �6 + �∗� = �6 −

'H∗(
= − X;

)2 . (7.13)

In strictly two dimensions, the Rydberg exciton binding energy �∗
�

becomes modi�ed to [188]

�2�� = − 'H∗(
= − 1/2

)2 . (7.14)

This implies that the lowest 2D exciton energy (= = 1) has a mag-
nitude four times larger than the 3D exciton ground state, when
neglecting the quantum defect X; : �2��,==1 = −4'H∗. Thus, the ex-
citon ground state is farther away from the bandgap in 2D, and
the 2D Bohr radius is half as big as the 3D one. The excitonic
resonances as well as the exciton binding energies are stronger
in 2D. The transition from 3D to 2D would cause exciton energy
shifts of a few meV:

Δ2� = �2�= − �3� ,%
= = �6 + �2�� −

(
�6 + �∗�

)
= �2�� − �

∗
�

=
'H∗(
= − X;

)2 − 'H∗(
= − 1/2

)2 < 0.
(7.15)
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The absolute value of the exciton binding energy in three di-
mensions decreases rapidly with increasing =. So does the absolute
value of the binding energy in two dimensions, too, however, at
some larger values. Their di�erence, de�ned as the energy shift
Δ2� , thus, follows the same trend. Note that, as the binding energy
is negative, an absolutely larger Rydberg binding energy implies
a smaller Rydberg exciton energy (see Eq. (7.13)). Therefore, the
e�ect the 2D con�nement will have on the total exciton energy, will
be a red-shift towards lower energies. These results are visualized
in Fig. 7.6.

Figure 7.6. Energy shift Δ2D = �2D
�
− �3D,p

�
that an exciton experiences

when being squeezed into two dimensions together with the exciton
binding energies �3D,p

�
= �∗

�
and �2D

�
in three and two dimensions, respec-

tively. The inset shows the Rydberg exciton energies �3D,p
= = �6 + �3D,p

�

and �2D
= = �6 + �2D

�
. The lines are guides to the eye.
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An exciton’s total energy shift inside a quantum well is:

Δtot = �
2� ,&
= − �3� ,?

=

=

(
�6 + �2�� + Δconf

)
−

(
�6 + �3� ,?

�

)
= Δconf + Δ2� .

(7.16)

It will change from red- to blue-shifting with increasing princi-
pal quantum number =. The transition depends on the con�ne-
ment strength (well width !I). This is shown in Fig. 7.7 for the
third excited quantum level ( 9 = 3) for four di�erent well widths
!I ∈ {0.5, 1, 1.5, 2} µm.

Figure 7.7. Total energy shifts Δtot = �
2� ,&
= − �3� ,?

= for the third excited
quantum level 9 = 3, for four di�erent well widths !I ∈ {0.5, 1, 1.5, 2} µm
in dependence on the principal quantum number =.

For a very narrow quantum well, the permittivity of the sur-
rounding material outside the quantum well will have an in�uence,
too. The Coulomb interaction between electron and hole in an
exciton is of three-dimensional character and, thus, not squeezed
inside the well, but occurs primarily outside the well with less

144



7.5 strongly confined rydberg excitons

e�ective screening (see Fig. 7.8) [189]. The binding energy then
becomes:

�2�
∗

� = −
(

2Y

Y� + Y� � �

)2
'H∗(

= − 1/2
)2 , (7.17)

with cuprous oxide permittivity Y = 9.8 and air permittivity
Y� = Y� � � = 1, surrounding the narrow well structure. This implies
an increase in binding energy of almost two orders of magnitude:(

2Y

Y� + Y� � �

)2
=

(
2 · 9.8
2

)2
= (9.8)2 = 96.04 ≈ 102. (7.18)

In the strong con�nement regime, electron and hole con�nement
energies would exceed the exciton binding energy.

Figure 7.8. Schematic drawing of an exciton strongly con�ned inside a
narrow quantum well. The Coulomb interaction between electron and
hole occurs primarily outside the well with less e�ective screening.

Higher quantum con�nements can also be reached by con�ning a
quantum object in two or three dimensions. This can be realized by
con�ning Rydberg excitons into cuprite quantum wires or quantum
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dots. In such structures the energy shift caused by the con�nement
geometry reads:

Δ1�conf =
ℏ2c2

2<A

(
92I

!2I
+
92H

!2H

)
!I=!H−→ 2 · Δ2�conf (7.19)

Δ0�conf =
ℏ2c2

2<A

(
92I

!2I
+
92H

!2H
+ 9

2
G

!2G

)
!I=!H=!G−→ 3 · Δ2�conf. (7.20)

The blue-shift could, thus, be enhanced by a factor of 2 and 3
compared to the quantum well structures. It remains, however,
unknown, how the Rydberg binding energy would change in such
structures.

7.6 summary and outlook

We performed �rst steps towards calculating the energy shifts of
con�ned Rydberg excitons in Cu2O quantum wells. The macro-
scopic size of Rydberg excitons with high quantum numbers =
implies that already µm-sized lamellar, wire-like, or box-like struc-
tures lead to quantum size e�ects, which depend on the princi-
pal Rydberg quantum number =. Such structures can straight-
forwardly be fabricated using focused ion beam milling (see
Fig. 3.12 in Section 3.7.2).

Quantum con�nement causes an energy shift as a series of dis-
crete bound states. This size-dependent radiative coupling of the
Rydberg excitons is interesting for quantum technologies based on
cuprous oxide as it allows for tailoring optical properties in a well
controllable environment [174, 190]. Furthermore, the exploitation
of large nonlinearities for quantum applications can be promoted
by quantum con�nement of Rydberg excitons [176]. We �nd in our
calculations that the Rydberg excitons gain a potential energy Δconf
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in the µeV range due to the quantum con�nement. At the same
time the exciton energy su�ers some loss Δ2� in the meV range due
to an increased binding energy that occurs for two-dimensional
excitons. Only in the very limit of the weak con�nement regime,
the potential energy gain starts to dominate. Both e�ects are depen-
dent on the Rydberg exciton size and, thus, the principal quantum
number =. The calculated energy shifts in the µeV to meV energy
range should be experimentally accessible and detectable.

In the above ansatz, we only indirectly take into account the
relative size ratio between con�nement size and exciton Bohr ra-
dius for di�erent quantum numbers =. Furthermore, the Coulomb
interaction between electron and hole occurs primarily through
the medium outside the well with less e�ective screening, which
is not included in our calculations. Last, we have not treated an
interpolation between the limits of weak and strong con�nement.
More detailed calculations of the optical functions of Rydberg
exciton-polaritons in cuprous oxide have been performed recently
for quantum well structures [191], con�rming that a blue-shift in
the optical spectra is an evidence of the quantum con�nement e�ect.
It has been shown that the calculated spectra of all low-dimensional
systems exhibit a smooth transition to the bulk absorption in the
limit of large nanostructures.

We are convinced that the present study will trigger further
interest into this topic. Owing to their giant microscopic dimen-
sions (1 µm) leading to the onset of the exciton blockade, Rydberg
excitons in cuprous oxide exhibit enhanced optical nonlinearities
at much smaller densities compared with other traditional semi-
conductors [15, 24]. Highly excited Rydberg states with large Bohr
radii and a relative motion exceeding the light wavelength provide
a unique opportunity to observe size-dependent enhancement of
the nonlocal optical response [174]. Mesoscopic con�nements are
on the order of several micrometers, which are experimentally
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feasible sizes. The complex dynamics and enhanced nonlinear
properties of systems containing Rydberg excitons indicate that
Cu2O might become one of the most versatile, scalable and tunable
platforms for quantum computing technologies. Studying Cu2O
Rydberg excitons in con�ned dimensions presents a crucial step
towards Rydberg polaritonics in the quantum regime [48, 176]
and exploiting Rydberg excitons for high refractive optical nonlin-
earities (self-Kerr e�ect) [192], as well as even harnessing these
nonlinearities for quantum applications, such as single-photon
sources [193] and single-photon switches [70].
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A
A U S F Ü H R L I C H E Z U S A M M E N FA S S U N G

Halbleiter sind sowohl in der Grundlagenforschung als auch in
der angewandten Physik seit langer Zeit von großem Interesse.
Eine fundamentale Anregung im Halbleiter bildet das Exziton, ein
gebundener Zustand von Elektron und Loch. Exzitonen wurden
in den 1930er Jahren theoretisch vorhergesagt [1, 2] und zwan-
zig Jahre später im Halbleiter Kupferoxydul (Cu2O) experimentell
nachgewiesen [3, 4]. Ab den 1970er Jahren wurde an diesen Quasi-
teilchen intensiver geforscht [5–8]. Hierbei wurde die Feinstruktur
der Exzitonenzustände im Kupferoxydul nicht nur experimentell
untersucht, z.B. durch Anlegen externer Felder [11] oder in Zwei-
Photonen-Experimenten [12], sondern auch theoretisch beschrie-
ben [9, 13, 14].
Kupferoxydul hat insgesamt zehn Valenz- und vier Leitungsbänder,
sowie eine direkte Bandlücke (�6 = 2.17 eV). In dieser Arbeit liegt
der Fokus auf Exzitonen, die sich zwischen dem höchsten Valenz
und dem niedrigsten Leitungsband bilden. Da diese Bänder die glei-
che positive Parität haben, verschwindet das Dipolmoment und die
Lebenszeiten der mit dipolarem Licht anregbaren P-Exzitonen sind
relativ lang. Während die maximal anregbare Hauptquantenzahl
der Exzitonen in Kupferoxydul lange Zeit bei nur = = 7 lag, lebte
das Forschungsinteresse wieder auf, als man 2014 P-Exzitonen mit
Hauptquantenzahlen bis zu = = 25 nachwies [15]. Diese hochan-
geregten Exzitonen wurden fortan Rydbergexzitonen genannt, in
Analogie zum Rydbergzustand eines Atoms.
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ausführliche zusammenfassung

Rydbergexzitonen haben große Ähnlichkeit mit Rydbergatomen.
Letztere besitzen ein hochangeregtes Valenzelektron, wodurch sie
sich aufgrund ihrer daraus resultierenden enormen Größe und
hoher Sensibilität gegenüber äußerer Einwirkungen von Atomen
im Grundzustand grundlegend unterscheiden. Rydbergatome fun-
gieren als wichtiges, hochsensibles Messinstrument für die feinen
Prozesse der Quantenphysik, wie z.B. als optische Sensoren [16]
oder Gasdetektoren [17]. Darüber hinaus werden Rydbergatome
auch als Bausteine für Quantencomputer eingesetzt [64, 74, 76, 79,
80]. Im Gegensatz zu Rydbergatomen sind Rydbergexzitonen direkt
in einem Halbleiter eingebettet. In Kupferoyxdul liegen die Bohr-
radien für Hauptquantenzahlen um = = 20 schon im µm-Bereich.
Die damit vorliegenden Gegebenheiten eines makroskopischen
Quantensystems erleichtern die Verwirklichung von integrierba-
ren, skalierbaren Festkörper-Quantentechnologien.
Ähnlichkeiten und Unterschiede zwischen Rydbergexzitonen und
Rydbergatomen wurden in den letzten Jahren intensiv experimen-
tell [15, 24, 26], sowie auch theoretisch [21, 25, 27, 29–31] unter-
sucht. Hierbei wurde der Fokus auch auf festkörperspezi�sche
E�ekte gelegt, wie die phononenassistierte Absorption [32] und
das Elektronen-Loch-Plasma [33, 34]. Drehimpulslicht [45] und
Zweite-Harmonische-Erzeugung wurde genutzt um dipolverbotene
Exzitonen mit ungerader Parität bis = = 12 experimentell nach-
zuweisen [35–37], sowie auch theoretisch zu beschreiben [39, 40].
Rydbergexzitonen in Potenzialtöpfen [41–43] und in Mikrokristal-
len [44], sowie auch Rydbergexziton-Polaritonen in Mikrokavitäten
[48] wurden untersucht. Unlängst wurden mittels Transmissions-
und Photolumineszenz-Emissions-Messungen sogar Rydbergexzi-
tonen mit Hauptquantenzahlen bis = = 30 nachgewiesen [47, 194],
und über Pump-Probe-Spektroskopie wurde herausgefunden, dass
Ladungsstörstellen der limitierende Faktor für die Existenz von
Rydbergexzitonen mit noch höheren Hauptquantenzahlen = > 25

sind [46, 47].
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ausführliche zusammenfassung

Die Schlüsselvoraussetzung für alle oben genannten Experimen-
te ist die Verfügbarkeit von Kristallen hoher Qualität und extremer
Reinheit. Die experimentellen Untersuchungen werden bei tiefkal-
ten Temperaturen durchgeführt, um den Phononenhintergrund im
Halbleiterkristall zu unterdrücken und somit die Exzitonensignale
sichtbar zu machen. In der vorliegenden Arbeit wird hierfür ein
Kryostat von Oxford Instruments verwendet, mit dem die Probe
auf 1.5K gekühlt werden kann. Zudem verfügt der Kryostat über
optische Zugänge an allen vier Seiten. Die Probe wird auf einem
Probenstab befestigt der±15mm entlang seiner Längsachse bewegt
und um 360° gedreht werden kann. Für integrierte Anwendungen
werden 3D gedruckte Mikrooptiken, di�raktive optische Elemente
hoher Qualität, sowie plasmonische Antennen benötigt.
Spektroskopische Untersuchungen setzten eine geeignete Licht-
quelle, sowie präzise Detektion voraus. Die Exzitonenserie im Kup-
feroxydul wird mithilfe eines durchstimmbaren Lasers (574.67 nm –
570.84 nm oder 2.1575 eV – 2.1720 eV) untersucht. Für Pump-Probe
Spektroskopie wird ein weiterer Laser bei 561 nm (2.21 eV) zum
Pumpen verwendet. Die Laser werden auf einen Durchmesser von
zehn bis mehrere 100 µm auf die Probe fokussiert und das kollimier-
te Signal wird in Transmission oder Re�ektion mittels Photodioden
detektiert, welches bei Pump-Probe Spektroskopie an einen Lock-In
Verstärker weitergeleitet wird. Wenn nötig, wird ein Referenzsignal
aufgenommen um Interferenzen zu kompensieren. Für konstan-
te Laserintensität während eines Scans, werden die Lichtstrahlen
mit einem Leistungsregler stabilisiert. Abschwächung wird mit
der Kombination von _/2-Platte und Glan-Taylor Prisma erreicht.
Die Daten werden von einem Oszilloskop oder Hochgeschwin-
digkeitsmultimeter, welche mit einem Computer verbunden sind,
ausgelesen und mittels geeigneter Software ausgewertet.
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rydbergexzitonen in kupferoxydul: änderung der
dipolauswahlregeln mittels drehimpulslicht

Der erste Teil dieser Dissertation befasst sich mit der Frage, wie
die Dipolauswahlregeln bei Rydbergexzitonen in Kupferoxydul
mithilfe von Bahndrehimpulslicht verändert werden können. Ato-
mare Übergänge können getrieben werden, wenn der Überlapp von
Grund- und angeregtem Zustand die Symmetry des Lichtfeldopera-
tors enthält. Die komplette Wechselwirkung von Licht mit Materie
wird durch die Multipolentwicklung des elektromagnetischen Fel-
des gekoppelt an die Momente der atomaren Ladungsverteilung
beschrieben. Während das elektrische Dipolmoment mit der elektri-
schen Feldamplitude koppelt, wechselwirkt das Quadrupolmoment
mit deren Feldgradienten. Der longitudinale Feldgradient in Dipol-
licht ist jedoch sehr schwach. Hingegen kann ein transversaler Feld-
gradient, wie z.B. durch die örtliche Struktur des Strahlquerschnitts
in Bahndrehimpulslicht gegeben, einen Quadrupolübergang sehr
viel e�ektiver treiben [119, 120, 122, 123, 163, 164]. Atome müssen
dazu exakt im Zentrum des Bahndrehimpulslichtstrahls plaziert,
und letzterer muss bis zum Beugungslimit fokussiert werden [118].
Für die Anregung von Rydbergexzitonen in Kupferoxydul ist deren
Größe (hunderte Nanometer bis einige Mikrometer) von Vorteil
und garantiert großen Überlapp mit dem fokussierten Drehimpuls-
lichtstrahl [165]. Die räumliche Mode des Bahndrehimpulslichts
kann dann aufgrund von Drehimpulserhaltung (Phasenerhaltung)
auf den Exzitonenzustand übertragen werden. Die folgenden Er-
gebnisse wurden in Ref. [45] verö�entlicht.

Unser Ziel ist es vorherzusagen ob ein optischer Übergang zwi-
schen dem Grundzustand des Kristalls und Exzitonenzuständen
mit unterschiedlicher Bahndrehimpulsquantenzahl (;exc) erlaubt
oder verboten sind, wenn sie mit Bahndrehimpulslicht (; = 0, 1, 2, 3)
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angeregt werden. Dazu muss zum einen berechnet werden, wel-
che Symmetrien Exzitonen mit unterschiedlicher Bahndrehimpuls-
quantenzahl in Kupferoxydul haben, und zum anderen, wie sich
die Symmetrie von Bahndrehimpulslicht in der Kristallumgebung
($ℎ Punktsymmetrie) verhält.

Die Symmetrien der Exzitonenzustände werden von den Cu2O-
Bandsymmetrien abgeleitet. Da die Anregung innerhalb des Kris-
talls statt�ndet, nutzen wir die Tabellen von Koster [88] um die
Symmetrien des Bahndrehimpulslichts innerhalb der Symmetrie-
gruppe von Kupferoxydul ($ℎ) zu bestimmen. Zunächst betrachten
wir, wie sich die Koordinatenfunktionen der verschiedenen Objekte,
also von Licht und Exziton, in Bezug auf die verschiedenen $ℎ-
Symmetrieoperationen ändern. Die Koordinatenfunktionen bilden
die Basisfunktionen der irreduziblen Repräsentationen innerhalb
einer bestimmten Punktgruppe. Hiervon ausgehend leiten wir redu-
zible Darstellungen der Objekte her und zerlegen sie wiederum in
irreduzible Darstellungen, wodruch wir die komplette Symmetrie
der Objekte erhalten. Zuletzt vergleichen wir die Symmetrien von
Bahndrehimpulslicht und Exzitonen.

Tabelle A.1. Symmetrien von Dipol- und Quadrupolübergangsoperator
von Bahndrehimpulslicht (; = 0…4).

; Dipol Quadrupol
0 (gerade) �−4 � +3 + � +5

1 (ungerade) � +1 + � +2 + 2� +3 + 2� +4 + 2� +5 �−1 + �−2 + 2�−3 + 4�−4 + 4�−5
2 (gerade) �−2 + �−3 + 2�−4 + 3�−5 2� +1 + � +2 + 3� +3 + 4� +4 + 3� +5

3 (ungerade) � +1 + � +2 + 2� +3 + 2� +4 + 2� +5 �−1 + �−2 + 2�−3 + 4�−4 + 4�−5
4 (gerade) �−1 + �−3 + 3�−4 + 2�−5 � +1 + 2� +2 + 3� +3 + 3� +4 + 4� +5

In Tabelle A.1 sehen wir, dass Bahndrehimpulslicht mit ; = 1

und ; = 3 die gleiche Symmetrie besitzen. Wenn der Dipol-
Lichtfeldoperator positive Parität besitzt, hat der dazugehörigen
Quadrupol-Lichtfeldoperator negative Parität, und umgekehrt. Für
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sukzessives Erhöhen der Drehimpulsquantenzahl ; , ändert sich die
Parität alternierend. Wenn Kupferoxydul mit einem Gaußstrahl
(; = 0) angeregt wird, sehen wir P-Exzitonen im Absorptionsspek-
trum. Gemäß unseren Berechnungen sind P-Exzitonen auch als
Quadrupolübergänge mit ; = 1 oder ; = 3 Bahndrehimpulslicht
anregbar. Im Gegensatz dazu, können die sonst Dipol-verbotenen
S-Exzitonen nicht nur als Quadupolübergänge von Bahndrehim-
pulslicht mit gerader Drehimpulsquantenzahl (; = 0, 2, 4) sondern
auch als Dipolübergäne von Bahndrehimpulslicht mit ungerader
Drehimpulsquantenzahl (; = 1, 3) angeregt werden. Das gleiche gilt
auch für D- und G-Exzitonen, während F- und H-Exzitonen den
Auswahlregeln von P-Exzitonen entsprechen. Die Ergebnisse sind
in Tabelle A.2 zusammengefasst.

Tabelle A.2. Gesamte Exzitonenübergangssymmetrie �exc für verschie-
dene Einhüllende ;exc, deren Parität (+/-), und Dipol- sowie Quadrupol-
lichtfeld mit unterschiedlichem Bahndrehimpuls ;Dipol / ;Quadrupol (gerade
/ ungerade), mit dem der Übergang angeregt werden kann.

;exc �exc Parität ;Dipol ;Quadrupol

S � +2 + � +5 + ungerade gerade
P �−2 + �−3 + �−4 + 2�−5 - gerade ungerade
D � +1 + 2� +3 + 3� +4 + � +5 + ungerade gerade
F 2�−1 + �−2 + 2�−3 + 4�−4 + 3�−5 - gerade ungerade
G � +1 + 2� +2 + 3� +3 + 4� +4 + 5� +5 + ungerade gerade
H �−1 + 2�−2 + 4�−3 + 5�−4 + 6�−5 - gerade ungerade

Bahndrehimpulslicht kann erzeugt werden, indem man einer
ebenen Welle oder Gaußmode eine räumlich variierende Phasenver-
zögerung, durch z.B. eine spirale Phasenplatte, aufprägt. Dadurch
entsteht eine Laguerre-Gaussmode. Solche spiralen Phasenplatten
wurden mit 3D-Laserdruck direkt auf die Kupferoxydulober�äche
aufgebracht und mit einem fokussierten Laserstrahl bestrahlt. So-
mit konnte unsere theoretische Vorhersage einer Verstärkung der
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Quadrupolübergänge von Cu2O Rydbergexzitonen durch Anre-
gung mit Bahndrehimpulslicht auch experimentell bestätigt wer-
den.

Bahndrehimpulslicht ist ein ideales Werkzeug um gezielt dipol-
verbotene Zustände in linearer Ein-Photonen-Absorption anzu-
regen. Insbesondere sind Rydbergexzitonen in Kupferoxydul auf-
grund ihrer makroskopischen Größe eine vielversprechende Platt-
form um Wechselwirkungen zwischen Bahndrehimpulslicht und
Materie zu testen. Ein e�zienter Bahndrehimpulsaustausch zwi-
schen Licht und elementaren Anregungen in Festkörpersystemen
könnte den Grundstein für neue Festkörperbauteile in Bezug auf
Quantentechnologien darstellen [170]. Des Weiteren erlauben die
neuen Auswahlregeln für Bahndrehimpulslicht nicht nur das Frei-
legen verbotener Anregungen von Rydbergexzitonen in Kupfer-
oxydul, sondern auch die Anwendung neuer spektroskopischer
Techniken in einer Vielzahl physikalischer Systeme [169]. Die
Möglichkeit von Bahndrehimpulslicht, Übergänge jenseits des Di-
pollimits anzuregen, stellt eine aufregende mögliche Anwendung
für Quanteninformation dar [171].

verstärkung von qadrupolübergängen in Cu2O ex-
zitonen mittels plasmonischer antennen

Im zweiten Teil der vorliegenden Arbeit wird gezeigt, dass Quadru-
polübergänge in Rydbergexzitonen in Kupferoxydul auch durch
Kopplung an plasmonische Antennen verstärkt werden können.
Der Inhalt dieses Kapitels wurde zur Verö�entlichung bei Physical
Review B eingereicht (31.08.2022).
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Inspiriert von den theoretischen und experimentellen Untersu-
chungen mit Bahndrehimpulslicht, haben wir nach einer zweiten
Methode gesucht, wie Exzitonenzustände mit verschiedenen Bahn-
drehimpulsquantenzahlen angeregt werden können. Nicht nur der
transversale Feldgradient in Bahndrehimpulslicht, sondern auch
jener in Hotspots von plasmonischen Antennen, kann Quadrupol-
übergänge treiben. Plasmonische Antennen sammeln eingestrahlte
elektromagnetische Energie in einem komprimierten Nahfeld. Dies
resultiert in einer ungleichmäßigen Feldlinienverteilung an den An-
tennenkanten – wie bei einem Dipol – und geht mit starken trans-
versalen Feldgradienten einher. Plasmonischen Antennen können
mit Hilfe von Elektronenstrahllithographie direkt auf der polierte
Ober�äche eines Kupferoxydulkristalls aufgebracht werden.
Eine große Vielfalt an Exzitonenzuständen mit unterschiedlicher
Bahndrehimpulsquantenzahl anzuregen ist interessant für opti-
sches Schalten in Quantenanwendungen. Insbesondere ist es dann
wichtig, an- und ausschalten zu können. Dies wird dadurch erreicht,
dass die Antennen so konzipiert sind, dass die Plasmonenresonanz
nur in einer bestimmten Polarisationsrichtung (parallel) aktiv ist,
während sie in der anderen (senkrecht) inaktiv ist. Durch Variieren
der Antennenlänge kann die Plasmonenresonanz durchgestimmt
werden kann. Des Weiteren ist die Größe von Rydbergexzitonen
in Kupferoxydul vergleichbar mit der Ausdehnung des plasmoni-
schen Feldgradienten. Dies bedeutet, dass die Rydbergexzitonen
mit dem gesamten optischen Lichtfeld wechselwirken, was zu einer
weiteren Verstärkung des Quadrupolübergangs führen sollte.

Wir konnten mittels Pump-Probe-Spektroskopie in Re�ektions-
geometrie zeigen, dass bei paralleler Laserpolarisation (aktive Plas-
monenresonanz) das 6S-Exziton auf einem Antennenfeld auftaucht,
während es auf einem Referenzfeld abwesend bleibt. Des Weiteren
konnten wir zeigen, dass 5S- und 6S-Exzitonen bei Messungen mit
paralleler Laserpolarisation auf Antennenfeldern auftauchen, wäh-
rend sie bei senkrechter Laserpolarisation auf Antennenfeldern
abwesend sind. Jedoch trat diese Quadrupolverstärkungen nur mit
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einen kleinen Faktor von maximal 1.4 auf.
Gründe hierfür wären, dass die Kopplung der Rydbergexzitonen
mit den plasmonischen Antennen nicht optimal war. Diese könn-
te durch Lokalisieren der Rydbergexzitonen in strain traps [20]
verstärkt werden. Außerdem könnten durch die plasmonische Feld-
verstärkung (Faktor 1000) Ladungsverteilungen erzeugt worden
sein, die gemäß des purifying e�ects [47] die Ladungsverteilung
der Rydbergexzitonen abgeschwächt haben könnte. Simulationen
könnten hier helfen, um den genauen Ein�uss der verschiedenen
Faktoren zu bestimmen. Des Weiteren könnte man den Kristall zu
ultradünnen Plättchen mit Dicken kleiner als 10 µm polieren und
mit Transmissionsspektroskopie vermessen. Transmittierte Exzi-
tonsignale sind leichter zu messen und zu interpretieren, würden
jedoch auch einen gewissen Anteil der Dipolanregung beinhalten,
da nun auch der Beitrag aus dem Inneren des Kristalls gemessen
würde und die Antennen nur auf der Ober�äche Ein�uss nehmen.
Der Dipolbeitrag wäre jedoch um einiges geringer als bei den bis-
herigen Messungen. Zuletzt könnten auch Cu2O-Mikrokristalle
zwischen plasmonischen Antennen verteilt und gemessen werden.
Hier würde das plasmonische Gradientenfeld den gesamten Kris-
tall ausfüllen. Allerdings würden auch Rande�ekte auftreten, die
Vieles verkomplizieren würden. Gleichwohl ist die erfolgreiche
Umsetzung von Re�ektionsmessungen an Kupferoxydul ein erster
Schritt in Richtung eines Quanten-integrierten, Faser-gekoppelten
Detektionskonzepts mit Rydbergexzitonen.

rydbergexzitonen in qantentöpfen

Der dritten Teil der Doktorarbeit befasst sich mit Rydbergexzitonen
in Quantentöpfen. Das Konzept dieses Problems ist allseits bekannt.
Die Beschreibung erfolgt über Potentialtopfberechnungen, welche
schon ausführlich an Elektronen und Löchern in Halbleitern durch-
geführt wurde [185]. Dennoch wurde speziell das Verhalten von
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Rydbergexzitonen in Quantentöpfen noch nicht untersucht. Der
folgende Inhalt wurde in Ref. [43] verö�entlicht.

Quantene�ekte treten auf, sobald die räumliche Begrenzung ei-
nes Objekts in Größenordnungen vergleichbar mit dem Bohrradius
des Objekts liegt. Rydbergexzitonen in Cu2O haben Bohrradien bis
µm-Größe. Deshalb genügt es, sie in sogenannten mesoskopischen
Strukturen – deren Größe sehr viel größer ist als die Gitterkon-
stante des Kristalls – einzusperren, um Quantene�ekte zu beob-
achten. Mesoskopische Beschränkungen in der Größenordnung
von einigen µm sind schon von Quantenpunkten her bekannt [182,
183]. Die Bandstruktur eines Halbleiters in einer mesoskopischen
Beschränkung wird nur leicht verändert im Vergleich zum unbe-
schränkten Material [184]. Diese Voraussetzung erlaubt es, nur die
Änderungen in der Einhüllenden der Wellenfunktion durch das
Beschränkungspotential zu untersuchen, was auch als envelope
function approximation bekannt ist.
Des Weiteren spielen in räumlich beschränkten Strukturen auch
Ober�ächenpolarisationse�ekte eine Rolle. Diese werden verur-
sacht durch die unterschiedlichen Permittivitäten von Material und
Umgebung, und sind gerade bei der Untersuchung von Rydbergex-
zitonen wichtig. Die coulombische Elektronen-Loch-Anziehung ist
hier verantwortlich für die Entstehung von gebundenen Zuständen
der Relativbewegung des Exzitons. Die gebundenen Exzitonenzu-
stände in Quantentöpfen sind in vielen Aspekten den gebundenen
Coloumb-Störstellen ähnlich. Dies bedeutet, dass die Relativbe-
wegung von Elektron und Loch durch einen Hamilton-Operator
beschrieben wird, der dem von Störstellen gleicht [186]. Intuitiv
assoziieren wir eine zusätzliche kinetische Energie mit der Lokali-
sierung eines Teilchens in einer endlichen Raumregion, was damit
vergleichbar ist, dass die Störstellenbindungsenergie mit abneh-
mender Quantentopfgröße anwächst.
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Die untersuchten Quantentöpfe bestehen aus einer Kupferoxy-
dulscheibe, die in x- und y-Richtung über viele hunderte Mikrome-
ter bis wenige Millimeter ausgedehnt, und in z-Richtung auf weni-
ge hunderte Nanometer beschränkt ist. Das Material ist von Luft
umgeben. Da die Coulombwechselwirkung, welche die Elektron-
Loch-Relativbewegung verursacht, immer von dreidimensionaler
Natur und abhängig vom relativen Elektronen-Loch-Abstand ist,
lässt sich normalerweise ein solches quantenmechanisches Pro-
blem aufgrund der gegebenen Geometrie nicht in Schwerpunkts-
und Relativkoordinaten separieren. Für sehr große Quantentöpfe
jedoch (schwache Beschränkung) wirkt die Beschränkung, oder der
Störein�uss, nur auf die Schwerpunktskoordinate, also auf die Ein-
hüllende der Blochfunktion, und stört die Relativbewegung nicht.
In diesem Fall ist eine Trennung von Schwepunkts- und Relativ-
koordinaten möglich. In jenem Regime ist die Rydbergbindungs-
energie größer als der Beschränkungse�ekt. Die resultierenden
Energien der gebundenen Exzitonenzustände in einem schwach
beschränkendem Quantentopf betragen:

�
3� ,&
= = �6 −

'H∗(
= − X;

)2 + ℏ2c22<A

(
9

!I

)2
︸        ︷︷        ︸

Δconf

, (A.1)

wobei Δconf den zusätzlichen quantisierten Energieterm darstellt,
mit Quantenzustandsindex 9 und Quantentopfbreite !I . Der Ge-
samte�ekt ist abhängig von der Rydbergexzitonengröße, also von
der Hauptquantenzahl =. Die Quantenbeschränkung unterdrückt
die freie Bewegung und hat einen Ein�uss auf die kinetische Ener-
gie des Quantenobjekts. Nur diskrete Werte sind erlaubt, was zu
einer Serie von quantisierten Zuständen führt [93]. Eingeschlossen
in einem Quantentopf, gewinnen Rydbergexzitonen Energie, er-
fahren also eine Blauverschiebung. Im schwachen Beschränkungs-
regime beträgt diese Blauverschiebung wenige bis wenige zehn
Mikroelektronenvolt für den niedrigsten und dritten angeregten
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Quantenzustandsindex 9 , und liegt somit in experimentell nach-
weisbaren Größenordnungen. Die Energieverschiebung kann über
große Bereiche kontrolliert werden durch die Parameter Haupt-
quantenzahl =, Quantenzustandsindex 9 , und Quantentopfbreite
!I . Solche kontrollierbaren Energieverschiebungen können für die
Realisierung von Quantentechnologien mit Rydbergexzitonen in
Kupferoxydul genutzt werden [187].

Der Bereich, in dem die Energien verschoben werden können,
kann vergrößert werden, indem man zu höheren Beschränkungen
übergeht (mittleres oder starkes Beschränkungsregime in 2D). In
der Berechnung für sehr kleine Quantentöpfe (starke Beschrän-
kung) müssen folgende Aspekte in Betracht gezogen werden:
Erstens, die Exzitonenbindungsenergie in zwei Dimensionen ist
gegeben durch:

�2�� = − 'H∗(
= − 1/2

)2 . (A.2)

Zweitens, die Permittivität außerhalb des Quantentopfes (Medium
II) hat einen Ein�uss auf Geschehnisse innerhalb des Quantentopfes
(Medium I). Dadurch verändert sich die Bindungsenergie zu:

�2�∗� = −
(

2Y

Y� + Y� �

)2
'H∗(

= − 1/2
)2 . (A.3)

Der wohl wichtigste Aspekt jedoch ist die Tatsache, dass das Exzi-
ton im Extremfall nicht mehr als Exziton sondern als Elektron und
Loch separat, also mit einzeln quantisierten Bewegungen, betrach-
tet werden muss.
Um ein Gefühl dafür zu bekommen, wie sich die Energieverschie-
bung in Richtung des mittleren Beschränkungsregimes entwickeln
(!I ≈ 2A ), wenden wir das Modell für schwache Beschränkun-
gen auf Exzitonen in mittleren Beschränkungen an. Wie erwartet,
werden die Blauverschiebungen signi�kant größer umso enger
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der Quantentopf wird, und betragen bis zu mehreren zehn Milli-
eketronenvolt. Im starken Beschränkungsregime würde die Be-
schränkungsenergie die Exzitonenbindungsenergie 'H∗ = 96meV
übersteigen. Höhere Beschränkungen können auch dadurch er-
reicht werden, dass das zu beschränkende Objekt in zwei oder drei
Dimensionen eingeschränkt wird, also Rydbergexzitonen in Quan-
tendrähten oder in Quantenpunkten. In solchen Strukturen wäre
die Beschränkungsenergie gegeben durch:

Δ1�conf =
ℏ2c2

2<A

(
92I

!2I
+
92H

!2H

)
!I=!H−−−−−→ 2 · Δ2�conf (A.4)

und

Δ0�conf =
ℏ2c2

2<A

(
92I

!2I
+
92H

!2H
+ 9

2
G

!2G

)
!I=!H=!G−−−−−−−−→ 3 · Δ2�conf. (A.5)

Die Blauverschiebung könnte demnach nochmals um einen Faktor
von 2 und 3 verstärkt werden. Es ist jedoch noch unbekannt, wie
sich die Rydbergbindungsenergie in solchen Strukturen verändern
würde.

Jüngste Fortschritte in fokussierter Ionenstrahllithographie mit
Au+-Ionen (Raith IonLine) ermöglichen es, maßgefertigte Quan-
tentöpfe mit Breiten von hunderten von Nanometern herzustellen.
Demnach wäre es möglich, auch experimentell Rydbergexzitonen
in Kupferoxydul-Quantentöpfen einzusperren. Die Hauptschwie-
rigkeit liegt darin, die Quantentopfober�ächen glatt genug herzu-
stellen, sodass das Kristallgitter, seine Symmetrie, und somit die
Bildung von Exzitonen nicht durcheinandergebracht werden. Mit
Pump-Probe-Spektroskopie hätte man zum ersten Mal die Möglich-
keit solche großen Quantenobjekte in de�nierten, beschränkten
Geometrien zu untersuchen.
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