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Abstract The tippedisk is amechanical-mathematical
archetype for friction-induced instability phenomena
that exhibits an interesting inversion phenomenon
when spun rapidly. The inversion phenomenon of the
tippedisk can be modeled by a rigid eccentric disk in
permanent contact with a flat support, and the dynam-
ics of the system can therefore be formulated as a set of
ordinary differential equations. The qualitative behav-
ior of the nonlinear system can be analyzed, leading
to slow–fast dynamics. Since even a freely rotating
rigid body with six degrees of freedom already leads to
highly nonlinear system equations, a general analysis
for the full system equations is not feasible. In a first
step the full system equations are linearized around the
inverted spinning solutionwith the aim to obtain a local
stability analysis. However, it turns out that the linear
dynamics of the full system cannot properly describe
the qualitative behavior of the tippedisk. Therefore, we
simplify the equations of motion of the tippedisk in
such a way that the qualitative dynamics are preserved
in order to obtain a reduced model that will serve as the
basis for a following nonlinear stability analysis. The
reduced equations are presented here in full detail and
are compared numerically with the full model. Further-
more, using the reduced equationswe give approximate
closed form results for the critical spinning speed of the
tippedisk.
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1 Introduction

Various gyroscopic systems which are interacting with
a horizontal frictional support, such as Euler’s disk
[19,22,26], the rattleback [5,13] and the tippetop
[6,10,25,29], form a scientific playground for friction-
induced instability phenomena. Even though the early
research on the tippetop dates back to the 1950s, it
is still a topic of current scientific interest [4,18,20].
In [30] we introduced a new mechanical-mathematical
archetype, called the tippedisk, to this scientific play-
ground and provided a suitable model. The tippedisk
is essentially an eccentric disk, for which the center
of gravity (COG) does not coincide with the geomet-
ric center of the disk. Neglecting dissipation due to
spinning friction (i.e., pivoting friction), two stationary
motions can be distinguished. For ‘noninverted spin-
ning’, the COG is located below the geometric center
and the disk is spinning with a constant velocity about
the in-plane axis through the COG and the geometric
center. The second stationary motion is referred to as
‘inverted spinning’, being similar to ‘noninverted spin-
ning’, but with the COG located above the geometric
center of the disk.
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Fig. 1 Inversion
phenomenon showing the
rise of the COG (black dot)

If the noninverted tippedisk is spun fast around an
in-plane axis, one observes that the COG rises until
the disk remains in an inverted configuration, similar
to the inversion of the tippetop shown in Fig. 1. For
dissipative systems, people tend to intuitively assume
trajectories to end in equilibria or stationary solutions
with lower potential energy. Since the potential energy
for the noninverted configuration is lower than in the
case of inverted solutions, this energetic intuition con-
tradicts our experiments from Fig. 2. The experimen-
tal observations qualitatively indicate that for a fastly
spinning tippedisk the noninverted spinning is unstable
and a stable inverted spinning motion attracts nearly all
trajectories.

In this paper we aim to conduct an in-depth stability
analysis for the tippedisk. We therefore have to reduce
the complexity of the model, to pave the way for a
closed form stability analysis. This reduction has to
be understood as simplification of the full model and
will be validated through various numericalmodels and
the results will be compared to experimental data in
future research. In this paper, themain focus is on linear
stability analysis and a physically motivated reduction
of the system.

In Sect. 2, we introduce the kinematics and briefly
recapitulate the model developed in [30]. Moreover,
we discuss the dimensions of our specimen and illus-
trate the two stationary solutions whose stability is
studied in the following. Section 3 attempts to explain
the local stability behavior of the tippedisk using
Lyapunov’s indirect method. Physical constraints are
numerically and analytically introduced in Sect. 4, to
obtain a reduced system which qualitatively describes
the inversion phenomenon. The corresponding simu-
lation results are compared in Sect. 5. In Sect. 6, the
reduced system is locally approximated to obtain the
linear behavior. In addition, a closed form approxima-

tion of the critical spinning speed is derived in this sec-
tion. The behavior of the linear system is subsequently
discussed together with the applied approximations in
Sect. 7.

2 Model of the tippedisk

We introduce an orthonormal inertial frame I =
(O, eIx , e

I
y, e

I
z ) attached to the originO , where eIz is per-

pendicular to the flat support. The body fixed B-frame,
B = (G, eBx , eBy , eBz ), is attached to the geometric cen-
terG of the disk, such that eBz is normal to the surface of
the disk. The axis eBx is defined as the normalized vec-
tor of rGS , which points from the geometric centerG to
the center of gravity S. The inertia tensor with respect
to G expressed in the body fixed B-frame is given as

B�G = diag(A, B,C), where B < A < C holds.
To describe the interaction between disk and support,
the point with minimal height is introduced as C . The
contact distance between the contact point C and the
corresponding point D is measured as gN (Fig. 3).

2.1 Equations of motion

In [30] we provide a suitable mechanical model of the
tippedisk, which is able to describe the inversion phe-
nomenon. Using the parameterization

I rOG =
⎡
⎣
x
y
z

⎤
⎦ (1)

of the geometric center G together with Euler angles
ϕ = [

α, β, γ
]T, in z–x–z convention, we obtain equa-

tions of motion in the form of

M(q)q̈ − h(q, q̇) = fG + wNλN + WTλT , (2)
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Fig. 2 Tippedisk: inversion
phenomenon

Fig. 3 Mechanical model: tippedisk

in the coordinates q = [x, y, z, α, β, γ ]T ∈ R
6. For a

detailed explanation of Euler angles, we refer to [27].
As mentioned in [17], Euler angles can lead to singu-
larities. Euler angle singularities are often mistakenly
confused with gimbal lock [17]. In [30] we addition-
ally present a quaternion-based approach and showed
that themodel in Euler angles is suitable to describe the
inversion of the tippedisk, since the motion occurs far
from singularities of the chosen parameterization. The
vector h(q, q̇) contains all gyroscopic terms. On the
right-hand side of Eq. (2) appear the gravitational force
fG , the normal contact force λN ∈ R, with correspond-
ing normal force directionwN , as well as the tangential
contact force λT ∈ R

2 in the contact plane (eIx , e
I
y),

with associated matrix of tangential force directions
WT . Equation (2) represents the equations ofmotion of
a single rigid body in the sense of nonlinear mechanics,
which has structurally the same form as a general rigid
multibody system. Constraint forces are thereby rep-
resented through Lagrange multipliers resulting from
constraint equations and set-valued force laws [1,9,15].
In the field of Nonsmooth Mechanics, there are a vari-

ety of set-valued frictional force laws such as dry
Coulomb friction, spinning friction and contour friction
[15,21,24]. Often different friction laws are considered
in isolation. In [11] it was shown that spatial Coulomb
friction and spinning friction (i.e., pivoting friction)
must be considered in a coupled fashion. This leads
to more advanced and realistic friction laws such as the
Coulomb–Contensou friction presented in [23]. Sim-
plified, Coulomb–Contensou friction law results from
amicroscopic consideration in which a tangential force
distribution in the sense of Coulomb it is assumed to
act on a contact patch. The macroscopic contact force
and contact torque are then obtained by integrating the
force distribution over the contact area. If the tippedisk
is spun around an in-plane axis, the contact patch is
forced into the state of sliding. This sliding then leads
to a smoothing of Coulombs friction law for sliding
friction. In [30] we showed that the smooth Coulomb
friction law

λT = −μλN
γ T

||γ T || + ε
, (3)

with friction coefficientμ and smoothing parameter ε is
sufficient to describe the inversion phenomenon of the
disk. The kinematic quantity γ T describes the relative
slip velocity1 between the contact points C and D in
the inertial frame. Moreover, the normal contact force
λN is given through Signorini’s law

0 ≤ gN ⊥ λN ≥ 0, (4)

where the expression a ⊥ b means ab = 0.
To obtain more compact expressions in the follow-

ing, we introduce the notations sϑ = sin ϑ , s2ϑ =
sin2 ϑ , cϑ = cosϑ and c2ϑ = cos2 ϑ . The correspond-
ing mass matrix M(q) and the gyroscopic h-vector,
as well as the generalized normal and tangential force
directions wN and WT , are given in “Appendix A”.

1 As is custom in Nonsmooth Dynamics, relative velocities are
denoted as γ T , not to be confused with the Euler angle γ .

123



1958 S. Sailer, R. I. Leine

Fig. 4 Dimensions of the tippedisk

Table 1 Dimensions of the tippedisk

Property Parameter Magnitude Unit

Disk radius r 0.045 m

Hole radius a 0.015 m

Distance b 0.02 m

Disk thickness h 0.01 m

Eccentricity e 2.5 · 10−3 m

Mass m 0.435 kg

B�G(1, 1) A 0.249 · 10−3 kg m2

B�G(2, 2) B 0.227 · 10−3 kg m2

B�G(3, 3) C 0.468 · 10−3 kg m2

2.2 Dimensions

Similar to [30], a stainless steel disk is considered,
with dimensions depicted in Fig. 4. The nonlinearities
induced by the rounding of the edge are not responsi-
ble for the inversion of the tippedisk. Neglecting these
additional geometric effects, we model the tippedisk
as an infinitely thin disk with mass m, radius r and
eccentricity e. For the experimental investigations, a
disk with a rounded edge has been constructed, as a
sharp edge cuts grooves in the support and leavesmarks
on it, resulting in inhomogeneous frictional proper-
ties. In addition, a sharp edge is not as resistant as a
rounded one, such that a flattening of the tread can
occur. Such flattening of the running surface can lead
to micro-jumps of the tippedisk. The dimensions and
inertia properties for the considered specimen are given
in Table 1. For a more detailed derivation of the princi-
palmoments of inertia,we refer to [30]. In the following
numerical simulations, the smoothing parameter is set
to ε = 0.1m

s and the friction coefficient is chosen as
μ = 0.3.

Fig. 5 Stationary solutions of the tippedisk

2.3 Stationary solutions

In accordance with the model presented in [30], the
tippedisk has two stationary solutions for which dissi-
pation is absent. The stationary solutions are character-
ized by a constant spinning speed α̇ = Ω , a constant
height z = r and a constant inclination angle β = π

2 .
The COG is below G (γ = −π

2 ) for noninverted spin-
ning and aboveG (γ = +π

2 ) for inverted spinning. The
stationary solutions can be expressed in the coordinates
q(t) as

q∗
n(t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
r

Ωt
+π

2−π
2

⎤
⎥⎥⎥⎥⎥⎥⎦

; q∗
i (t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
r

Ωt
+π

2+π
2

⎤
⎥⎥⎥⎥⎥⎥⎦

(5)

with generalized velocities u∗
n(t) = u∗

i (t) = [0 0 0
Ω 0 0]T. In the following, we aim to analyze the sta-
bility properties of both stationary spinning solutions,
depicted in Fig. 5.

3 Linear stability analysis (6 DOF)

As a first step in the analysis of the dynamic behavior of
the tippedisk, the local stability properties of inverted
an noninverted spinning solutions are analyzed using
Lyapunov’s indirect method. The experiments and sim-
ulations from [30] show that the inverted spinning solu-
tion seems to be locally attractive for a large spinning
speed Ω . We may try to apply Lyapunov’s indirect
method, i.e., use an eigenvalue analysis, to prove local
attractivity. Hence, we linearize the system equations
around thenoninverted and inverted stationary spinning
solutions. Both stationary spinning solutionsEq. (5) are
characterizedby the constant rotational velocity α̇ = Ω
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and thus by a linear time dependence α(t) = Ωt + α0

of the angle α. If we linearize the equations of motion
around the noninverted and inverted spinning solutions
q∗(t), we obtain a linear system of the form

M(t)ÿ + B(t)ẏ + C(t)y = 0, (6)

with y(t) = q(t) − q∗(t) and M(t) = M(q∗(t)). The
time dependent matrices B(t) and C(t) are extracted
from h(q∗,u∗), the normal contact force λN (t) =
λN (q∗,u∗) and the friction force λT (t) = λ(q∗,u∗).
Since the mass matrixM(t) = M(q∗(t)) here depends
on α and is thus time-dependent, the linear system is
nonautonomous. As a consequence, Lyapunov’s indi-
rect method is not applicable due to time-dependent
matrices and one would need to resort to Floquet the-
ory which is not feasible in closed form [12]. In con-
trast, the physical interpretation suggests that the sys-
tem does not explicitly depend on time t . For this rea-
son, it is presumed that a non-autonomous descrip-
tion exists, so that this time dependency vanishes. In
Sect. 3.1, it is shown that a non-autonomous description
can be achieved through a coordinate transformation,
so that subsequently Lyapunov’s indirect method can
be applied. The above linearization motivates the intro-
duction of new minimal coordinates for the nonlinear
system.

3.1 Reparametrization

The parameterization of the reference point G with
respect to the I -frame leads to a time-dependent mass
matrix M and therefore to a non-autonomous system
in coordinates

q = [
x y z α β γ

]T ∈ R
6. (7)

Since this time dependence is an artifact of the chosen
parameterization, we introduce a second parameteriza-
tion in new minimal coordinates

z = [
x̄ ȳ z α β γ

]T ∈ R
6, (8)

where the position

RrOG =
⎡
⎣
x̄
ȳ
z

⎤
⎦ (9)

of the geometric center G is expressed with respect to
the co-rotating R-frame, which results from rotation
of the I -frame with the angle α around the eIz -vector.

The corresponding transformation matrix AI R yields
the relationship

q =
[
AI R 0
0 I

]
z = H(z)z = q(z) (10)

between coordinates q and z. The kinematic relation
between q̇ and ż can be derived by taking the time
derivative of Eq. (10) as

q̇ = H(z)ż + Ḣ(z)z = B(z)ż, (11)

from which one extracts the kinematic matrix

B(z) =

⎡
⎢⎢⎣

cα −sα 0
sα cα 0
0 0 1

−sα x̄ − cα ȳ 0 0
cα x̄ − sα ȳ 0 0

0 0 0
0 I

⎤
⎥⎥⎦ .

(12)

Together with Eq. (10) and Eq. (12), the equation of
motion

M(q)q̈ − h(q, q̇) = f + wNλN + WTλT (13)

from Eq. (2) transforms to

BTMBz̈ − BT
[
h(q(z),Bż) − MḂż

]

= BTf + BTwNλN + BTWTλT , (14)

which can be written in short form as

M̄(z)z̈ − h̄(z, ż) = f̄ + w̄NλN + W̄TλT , (15)

using the notation M̄(z) := BTMB, h̄(z, ż) :=
BT

[
h(q(z),Bż) − MḂż

]
, f̄(z) = BTf(q(z)), w̄N =

BTwN and W̄T = BTWT . Equation (15) corresponds
to the equation of motion in new minimal coordinates
z. The symmetric mass matrix M̄ and the vector of
gyroscopic forces h̄ are given as

M̄ =
[
M̄11 M̄12

M̄21 M̄22

]
, (16)

with

M̄11 =
⎡
⎣
m 0 0
0 m 0
0 0 m

⎤
⎦ , M̄21 = M̄T

12, (17)

M̄12 =
⎡
⎣

−mȳ − mecβsγ 0 −mesγ
mx̄ + mecγ −mesβsγ mecβcγ

0 mecβsγ mesβcγ

⎤
⎦ ,

(18)

M̄22 =
⎡
⎣
M̄22,11 · sym.

M̄22,12 Ac2γ + Bs2γ ·
M̄22,13 0 C

⎤
⎦ , (19)

M̄22,11 = m(x̄2 + ȳ2) + 2me(x̄cγ + ȳcβsγ )

+(As2γ + Bc2γ )s2β + Cc2β, (20)
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M̄22,12 = (A − B)sβsγ cγ − mex̄sβsγ, (21)
M̄22,13 = mex̄cβcγ + meȳsγ + Ccβ, (22)

where the notation cγ = cos γ and c2γ = cos2 γ has
been used and

h̄(z, ż) := [
h̄1 h̄2 h̄3 h̄4 h̄5 h̄6

]T (23)

with

h̄1 = m
[
x̄ α̇2 + 2 ˙̄yα̇]

+ me
[
(α̇2 + γ̇ 2)cγ − 2α̇β̇sβsγ

+ 2α̇γ̇ cβcγ
]
, (24)

h̄2 = m
[
ȳα̇2 − 2 ˙̄x α̇]

+ me
[
(α̇2 + β̇2 + γ̇ 2)cβsγ

+ 2α̇γ̇ sγ + 2β̇γ̇ sβcγ
]
, (25)

h̄3 = me
[
β̇2sβsγ + γ̇ 2sβsγ − 2β̇γ̇ cβcγ

]
, (26)

h̄4 = −2m
[
x̄ ˙̄x α̇ + ȳ ˙̄yα̇]

− me
[
2 ˙̄x α̇cγ + (2 ˙̄yα̇ − x̄ β̇2 − x̄ γ̇ 2)cβsγ

− 2x̄ α̇γ̇ sγ − 2x̄ β̇γ̇ sβcγ + ȳγ̇ 2cγ

− 2 ȳα̇β̇sβsγ + 2 ȳα̇γ̇ cβcγ
]

− (A − B)
[
β̇2cβsγ cγ + 2α̇γ̇ s2βsγ cγ

+ β̇γ̇ sβ(c2γ − s2γ )
]

− 2(As2γ + Bc2γ − C)α̇β̇sβcβ + C β̇γ̇ sβ,

(27)

h̄5 = me
[
2 ˙̄x α̇ − ȳα̇2]sβsγ + (A − B)

[
2β̇γ̇ sγ cγ

− α̇γ̇ sβ(c2γ − s2γ )
]

+ (As2γ + Bc2γ )α̇2sβcβ

− C
[
α̇2sβcβ + α̇γ̇ sβ

]
, (28)

h̄6 = −me
[
2 ˙̄yα̇ + x̄ α̇2]sγ − me

[
2 ˙̄x α̇ − ȳα̇2]cβcγ

+ (A − B)
[
(α̇2s2β − β̇2)sγ cγ

+ α̇β̇(c2γ − s2γ )sβ
] + C α̇β̇sβ. (29)

Equations (16)–(29) define the left-hand side of the
equation of motion, see Eq. (15). The generalized grav-
itational force yields

f̄ = [
0 0 −mg 0 −mgecβsγ −mgesβcγ

]T
.

(30)

The generalized normal and tangential force directions
are given with respect to the coordinates z as

w̄N = [
0 0 1 0 −rcβ 0

]T (31)

and

W̄T =
[
1 0 0 rcβ − ȳ 0 r
0 1 0 x̄ rsβ 0

]T
. (32)

With γ T = W̄T
T ż the smooth Coulomb friction law

Eq. (3) can be evaluated.

3.2 Linear stability analysis of the autonomous
system

In Sect. 3.1, the reparameterization of the equations of
motion to new minimal coordinates z has been intro-
duced. The resulting equations of motion Eq. (15) can
be linearized together with the smooth Coulomb fric-
tion law (3) and the condition gN = z − rsβ = 0
around the inverted and noninverted stationary spin-
ning solutions of the tippedisk. Due to symmetry, the
linearized equations for noninverted spinning solutions
are similar to the linearized equations of motions for
inverted spinning and differ only in the sign of the
eccentricity e. For this reason the linearization is here
only performed for the inverted spinning tippedisk. In
the inverted orientation β = +π/2 and γ = +π/2 are
valid. Introducing the shifted angles β̄ = β −π/2 � 1
and γ̄ = γ − π/2 � 1, we linearize the trigonometric
expressions

sin β = cos β̄ = 1 + O(β̄2), (33)

cosβ = − sin β̄ = −β̄ + O(β̄3), (34)

sin γ = cos γ̄ = 1 + O(γ̄ 2), (35)

cos γ = − sin γ̄ = −γ̄ + O(γ̄ 3). (36)

Instead of the linearization around an isolated state, we
assume only

O(x̄) = O(ȳ) = O(β̄) = O(γ̄ ) � 1 (37)

to be small and define the vector

z̄ := [
x̄ ȳ z α β̄ γ̄

]T
. (38)

Note that z and α are not small. We define ẑ :=[
x̄ ȳ β̄ γ̄

]T of small quantities and use O(||ẑ||)
to qualify the deviation from the stationary solution. In
[30], it is shown that during the inversion process the
disk makes always contact with the flat support, i.e.,
the contact between the points C and D is closed so
that gN = 0 holds. Accordingly, the vertical height of
the geometric center G and therefore the coordinate z
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can be expressed as z = r sin β = r cos β̄. With the
assumption of slightly perturbed inverted motions, the
second time derivative

z̈ = −r( ¨̄β sin β̄ − ˙̄β2 cos β̄) = 0 + O(||ẑ||2) (39)

of z vanishes in the linear analysis. From the third row
of the equation of motion Eq. (15), we then conclude

O(||ẑ||2) = −mg + λN ⇒ λN = mg + O(||ẑ||2) (40)

for motions in the vicinity of the inverted and non-
inverted stationary solutions of the tippedisk. If the
diskmoves in a stationary solution, the relative velocity
γ T between contact points C and D is equal to zero.
For motion in the vicinity of the stationary solutions,
the smooth Coulomb friction law from Eq. (3) can be
approximated as linear dissipative force law

λT = −μλN

ε
γ T + O(||γ T ||3) = −dγ T + O(||γ T ||3),

(41)

with dissipation constant d = μλN
ε

. Inserting the rela-
tive velocity γ T = W̄T

T ż yields the generalized force

W̄T λT = −d W̄T W̄T
T ż + O(||γ T ||3) (42)

= −d

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 −r β̄ − ȳ 0 r
0 1 0 x̄ r 0
0 0 0 0 0 0
0 0 0 0 0 0
0 r 0 x̄r r2 0
r 0 0 −r2β̄ − r ȳ 0 r2

⎤
⎥⎥⎥⎥⎥⎥⎦
ż

+ O(||ẑ||2).

Neglecting higher-order terms in the fourth row of
Eq. (15) we obtain α̈ = 0+O(||ẑ||)2, such that α̇ = Ω

and α(t) = α0 + Ωt follows. The associated solution

z̄0 = [
0 0 r α0 + Ωt 0 0

]T (43)

˙̄z0 = [
0 0 0 Ω 0 0

]T (44)

which can be equivalently expressed in z-coordinates

z0 = [
0 0 r α0 + Ωt π/2 π/2

]T (45)

ż0 = [
0 0 0 Ω 0 0

]T (46)

is similar to the inverted stationary solution of the
tippedisk. Without loss of generality, the initial angle
α0 can be set to zero since we assume an isotropic fric-
tion law. The stationary solution from Eqs. (43)–(46) is

derived from the assumptions (37) neglecting higher-
order terms. Consequently, the normal contact force
λN used in the tangential Coulomb friction law and
the rotational velocity α̇ = Ω in the linearization are
no longer degrees of freedom but become parameters
of the reduced linear system. Since for each Ω ∈ R,
there exists a pair of inverted/noninverted stationary
solutions, the parameter Ω defines a foliation in the
state-space. Together with the matrix

C =

⎡
⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎦ (47)

and the linear relations ẑ = Cz̄ and ˙̂z = C ˙̄z, we obtain
reduced coordinates ẑ = [

x̄ ȳ β̄ γ̄
]T, in which

stationary inverted spinning is represented by the equi-
librium ẑ0 = ˙̂z0 = 0. To reduce the equations ofmotion
Eq. (15), we have to pre-multiply with the C matrix,
which resembles the deletion of the third and fourth
line. Applying the linearization around zero and using
α̇ = Ω yields the linear system

M4×4 ¨̂z + G4×4
h

˙̂z + K4×4
h ẑ = −K4×4

f ẑ − D4×4
C

˙̂z − B4×4
C ẑ

(48)

with constant system matrices

M4×4 =

⎡
⎢⎢⎣

m 0 0 −me
0 m −me 0
0 −me B 0

−me 0 0 C

⎤
⎥⎥⎦ , (49)

Gh
4×4 =

⎡
⎢⎢⎣

0 −2mΩ +2meΩ 0
+2mΩ 0 0 −2meΩ
−2meΩ 0 0 −DΩ

0 +2meΩ +DΩ 0

⎤
⎥⎥⎦ ,

(50)

Kh
4×4 =

⎡
⎢⎢⎣

−mΩ2 0 0 +meΩ2

0 −mΩ2 +meΩ2 0
0 +meΩ2 (A − C)Ω2 0

+meΩ2 0 0 (A − B)Ω2

⎤
⎥⎥⎦ ,

(51)

Kf
4×4 = −

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 mg(e + r) 0
0 0 0 mge

⎤
⎥⎥⎦ , (52)

DC
4×4 = −

⎡
⎢⎢⎣

d 0 0 dr
0 d dr 0
0 dr dr2 0
dr 0 0 dr2

⎤
⎥⎥⎦ (53)
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and

BC
4×4 = −

⎡
⎢⎢⎣

0 −dΩ −drΩ 0
dΩ 0 0 0
drΩ 0 0 0
0 −drΩ −dr2Ω 0

⎤
⎥⎥⎦

= B4×4
sym + B4×4

skew. (54)

In Eq. (51) the abbreviation D = (A − B − C) is
used. The linearization of the gyroscopich-vector leads
to a skew-symmetric gyroscopic matrix Gh

4×4 and a
symmetric stiffness matrix Kh

4×4. The gravitational
and normal contact forces induce a symmetric Kf

4×4

matrix. The linearized Coulomb friction includes lin-
ear terms in ˙̂z, which are distributed by the symmet-
ric matrix DC

4×4 on generalized coordinates ẑ. More-
over, Coulomb friction leads to linear terms in ẑ, which
occur symmetrically with B4×4

sym and asymmetrically

with B4×4
skew. Defining D4×4 := D4×4

C , G4×4 := G4×4
h ,

K4×4 := K4×4
h + K4×4

f + B4×4
sym and N4×4 := B4×4

skew,
the linearized equations of motion can be written as

M4×4 ¨̂z + (
D4×4 + G4×4) ˙̂z + (

K4×4 + N4×4) ẑ = 0 (55)

and form a system of linear ordinary differential equa-
tions with constant coefficients. The matrices M4×4,
D4×4 andK4×4 have a symmetric structure. The matri-
ces G4×4 and N4×4 are skew symmetric. Since these
matrices and hence the eigenvalues, depend on the spin-
ning velocity Ω , the linear stability behavior of the
system can be studied with respect to the bifurcation
parameter Ω .

Due to the high dimension of the correspondingfirst-
order system, the eigenvalues are calculated numeri-
cally. Figure 6 shows the real and imaginary part of the
eigenvalues λ1 − λ6 for Ω ∈ [0, 50 rad/s]. Both real
eigenvalues λ7 ≈ −9·102 1/s and λ8 ≈ −1.5·103 1/s
are strongly negative. As the real part does remain
almost constant and does not change sign and there-
fore is not mainly responsible for the qualitative stabil-
ity behavior, the corresponding two-dimensional sub-
space remains stable. The comparison of the upper
left and right graph shows that the eigenvalues λ1(red)
and λ2(red, dashed) are crossing the imaginary axis
at the critical spinning velocity Ωcrit2 ≈ 30.2 rad/s,
such that the magnitude of their real part is negative
for Ω > Ωcrit2 . Since the eigenvalues are crossing
the imaginary axis as complex conjugated pair, the
bifurcation can be identified as Hopf bifurcation with
corresponding stable two-dimensional eigenspace for

super critical spinning velocities. The green pair of
conjugated eigenvalues λ3 and λ4 are purely imagi-
nary and their magnitude is directly related to the spin-
ning velocityΩ . The eigenvalues λ5(blue) and λ6(blue,
dashed) are crossing the imaginary axis simultaneously
at Ωcrit1 ≈ 27.1 rad/s. The bifurcation at Ωcrit1 can
also be identified as a Hopf bifurcation leading to an
unstable subspace for supercritical spinning velocities
Ω > Ωcrit1 . In the lower graph of Fig. 6, both criti-
cal velocities Ωcrit1 and Ωcrit2 are depicted in a mag-
nified plot. The numerical eigenvalue analysis indi-
cates that the equilibrium ẑ0 = ˙̂z0 = 0 correspond-
ing to a inverted spinning solution is always unstable,
since there exists for each Ω an unstable subspace.
This local stability analysis does not reflect the physi-
cal observation of an inverted spinning motion which,
loosely speaking, seems to attract almost all trajecto-
ries. According to this contradiction, it is not possible
to analyze the asymptotic dynamical behavior apply-
ing Lyapunov’s indirect method to the six-dimensional
systemEq. (15). Just because of the vanishing real parts
of λ3 and λ4, a stability statement about the nonlinear
system by neglecting higher-order terms is not possi-
ble.

For the sake of completeness, the eigenvalues for the
noninverted spinning tippedisk are shown in Fig. 11 of
“Appendix B”. Here we observe that noninverted sta-
tionary solutions are always unstable because of the
positive real part of λ1. This stability behavior is con-
sistent with experimental observations, since it is not
possible to rotate the disk so that it remains in a non-
inverted configuration. In summary, the linearized sta-
bility analysis contradicts the physical observation for
inverted spinning solutions. The reason for this con-
tradiction could be the restrictive assumption of small
|x̄ | � 1 and |ȳ| � 1. This hypothesis is supported
by the fact that in the real experiment we observe hor-
izontal movements of the tippedisk during the inver-
sion phenomenon. Although the linear analysis cannot
properly describe the qualitative dynamics, it provides
important results. On the one hand we observe that
the inverted spinning of the disk, which is basically
a stationary solution, manifests as equilibrium in gen-
eralized coordinated ẑ ∈ R

4. On the other hand the
linearization of the six-dimensional system motivates
a constant spinning velocity α̇ ≈ Ω and a constant
normal contact force λN ≈ mg. Furthermore, the large
difference in the eigenvalues implies that the qualitative
behavior can be decomposed into slow and fast dynam-

123



Model reduction of the tippedisk 1963

Fig. 6 Evolution of
eigenvalues for the inverted
tippedisk. (Color figure
online)

ics, suggesting the application of singular perturbation
theory and thus the theory of slow–fast systems.

4 Reduction

In the previous section, it has been shown that the qual-
itative dynamic behavior of the tippedisk cannot be
identified by an eigenvalue analysis of the full system.
For this reason, a system reduction is sought which
preserves the qualitative stability. Before introducing
new constraints, the bilateral constraint of the contact
point C is applied, such that an ordinary differential
equation is obtained. This bilateral constraintwasmoti-
vated in [30] and numerically validated. After this first
reduction step, new physically motivated constraints
are introduced which are validated numerically using
simulationswith fixed initial conditions. For the sake of
clarity, Table 2 introduces the following model names
with the assumptions made.

As several constraints will be introduced in this sec-
tion, the reduction procedure is explained in a gen-
eral way. The starting point of any reduction step is
an ‘unconstrained’ mechanical system of the form

q̇ = u

M(q)u̇ − h(q,u) = f(q,u).
(56)

The addition of a generic mechanical constraint equa-
tion c(q,u,λC ) = 0 ∈ R

m induces the generalized
constraint force fC = WCλC into the right-hand side
of the equation of motion (56), whereWC is the matrix
of generalized force directions and λC ∈ R

m is the
associated constraint force (i.e., Lagrange multiplier).
This addition yields the constrained system

q̇ = u

M(q)u̇ − h(q,u) = f(q,u) + WCλC

c(q,u,λC ) = 0,

(57)

which forms a differential algebraic equation (DAE)
[16]. In DAE-theory it is possible to obtain the underly-
ing ordinary differential equation (ODE) by successive
differentiation of the constraint equation. The (differ-
entiation) index of a DAE counts the differentiations
needed to obtain an ODE for all states and Lagrange
multipliers [14,16]. In mechanical systems, we restrict
us to constraints on position, velocity or acceleration
level. Constraints on position level gC (q) = 0 can be
differentiated once to obtain the corresponding con-
straint on velocity level

γ C (q,u) = ∂ gC (q)

∂q
q̇ = ∂ gC (q)

∂q
u = 0. (58)
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Table 2 Assumptions on constraints of various models introduced in this paper

Constraints Model 1 Model 2 Model 3 Model 4

Bilateral constraint gN = 0 � � � �
Hor. fixed COG gS = 0 � � �
No tangential slip γx = 0 � �
Constant spinning speed γα = 0 �

The meaning of the constraints will be explained in following sections

Subsequently, the differentiation of a constraint on
velocity level yields the constraint on acceleration level

γ̇ C (q,u, u̇) = ∂γ C (q,u)

∂u
u̇ + ∂γ C (q,u)

∂q
u

= ∂γ C (q,u)

∂u
u̇ + χ = 0.

(59)

Since themassmatrixM is symmetric, positive definite
and thus invertible, we obtain the generalized acceler-
ation

u̇ = M−1 (h + f + WCλC ) . (60)

For perfect constraints it holds that the matrix WC of
generalized force directions follows from the kinemat-
ics:

WC =
(

∂ gC
∂q

)T

=
(

∂γ C

∂u

)T

. (61)

Substitution of Eq. (60) allows to express the relative
acceleration as a function of q, u and λC

γ̇ C (q,u, u̇) = ∂γ C (q,u)

∂u
M−1 (h + f + WCλC ) + χ

= WT
C M−1WC︸ ︷︷ ︸

=:D

λC

+ WT
C M−1 (h + f) + χ

= c(q,u,λC ). (62)

The square matrix D = WT
C M−1WC , defined in

Eq. (62), is called the Delassus matrix [8]. For linearly
independent constraints γ̇ , the matrix WC of general-
ized force directions is of full column rank. The Delas-
sus matrix D is then symmetric, positive definite and
thus invertible, such that an explicit equation forλC can
be found. Direct substitution of the explicit equation
λC (q,u) into the equations of motion yields the under-
lying ODE. However, the DAE (57) with constraint
Eq. (62) is a DAE of index 1, as the constraint equation
needs to be differentiated once to obtain a differen-
tial equation in (q,u,λC ). In summary, a constraint on

acceleration level describes an index 1 problem, while
constraints on velocity or position level lead to index 2
and index 3 DAEs, respectively. Instead of solving the
related ODE, we use a numerical scheme, which solves
the DAE of index 1 directly. Considering the constraint
on acceleration level Eq. (62) in system (57), we obtain
the DAE of index 1
q̇ = u

M(q)u̇ − h(q,u) = f(q,u) + WCλC

c(q,u,λC ) = γ̇ C (q,u, u̇) = WT
C u̇ + χ = 0.

(63)

which can be rewritten in matrix form as⎡
⎣
I 0 0
0 M −WC

0 WT
C 0

⎤
⎦

︸ ︷︷ ︸
A

⎡
⎣

q̇
u̇
λC

⎤
⎦ =

⎡
⎣

u
h + f
−χ

⎤
⎦ . (64)

The square matrix A is of full rank, as it can be trans-
formed into the upper triangular matrix

A∗ =
⎡
⎣
I 0 0
0 I −M−1WC

0 0 WT
C M−1WC

⎤
⎦ , (65)

with a submatrix A∗
33 = WT

C M−1WC , which is equal
to the Delassus matrix D an thus of full rank. Equa-
tion (64) can be solved for each time step and there-
fore integratedwith any standard integrator for ordinary
differential equations (e.g., the stiff integrator ode15s
from MATLAB). To avoid numerical difficulties, the
initial conditions must be admissible, i.e., they must
be compatible with the applied constraints. The used
initial conditions are therefore listed in Table 3 and are
chosen such that the following constraints are not vio-
lated.

4.1 Bilateral constraint

During the inversion process, one observes that the uni-
lateral constraint gN ≥ 0 expressing the impenetrabil-
ity of the contact remains closed, i.e., gN = 0 see [30].
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Table 3 Initial conditions Coordinate Magnitude Unit Velocity Magnitude Unit

x̄0 0 m ˙̄x0 0 m/s

ȳ0 0 m ˙̄y0 0 m/s

z0 r = 0.045 m ż0 0 m/s

α0 0 rad α̇0 40 rad/s

β0 0.5π rad β̇0 0 rad/s

γ0 − 0.5π + 0.1 rad γ̇0 −α̇0 cos(β0) = 0 rad/s

The unilateral constraint can therefore be replaced with
a bilateral one

gN = z − r sin β = 0, (66)

which forces the contact point to be in touch with the
flat support and prevents penetration. Of course, this
bilateral restriction does not apply to general motion
of the tippedisk, but it is indeed fulfilled during the
inversion process and therefore not an approximation.
The equations of motion from (15) together with the
constraint equation (66) can be written in a differential
algebraic form

M(q)q̈ − h(q, q̇) = fG + wNλN + WT λT (λN , γ T ),

gN (q) = 0
(67)

with generalized coordinates

q = [
x̄ ȳ z α β γ

]T ∈ R
6 (68)

and generalized force directions

wN = [
0 0 1 0 −rcβ 0

]T (69)

WT =
[
1 0 0 rcβ − ȳ 0 r
0 1 0 x̄ rsβ 0

]T
=

[
wT
x

wT
y

]T

(70)

from Eqs. (31)–(32). The system Equation (67) forms
a DAE of index 3, as the constraint (66) is formulated
on position level. The associated Lagrange multiplier
of the bilateral constraint is identified as the normal
contact force λN with corresponding generalized force
direction

wN =
(

∂gN (q)

∂q

)T

. (71)

The tangential generalized contact force λT , described
by the friction law (3), depends linearly on the normal
contact force λN . The index of the DAE (67) can be

reduced by differentiating the constraint equation, i.e.,
replacing it with the velocity constraint,

γN (q, q̇) = ∂gN (q)

∂q
q̇ = wT

N q̇ = ż − r β̇ cosβ = 0,

(72)

yielding the DAE of index 2

M(q)q̈ − h(q, q̇) = fG + wNλN + WT λT (λN , γ T ),

γN (q, q̇) = wT
N q̇ = 0.

(73)

Subsequently, we reduce the index of system (73) by
formulating the constraint on acceleration level

γ̇N (q, q̇, q̈) = wT
N q̈ + ẇT

N q̇

= z̈ − r β̈ cosβ + r β̇2 sin β = 0,

(74)

to arrive at the DAE of index 1

M(q)q̈ − h(q, q̇) = fG + wNλN + WT λT (λN , γ T ),

γ̇N (q, q̇, q̈) = wT
N q̈ + ẇT

N q̇ = 0.
(75)

As the first equation of (75) describes the equation of
motion, which is basically a differential equation of
second order, we introduce the kinematic equation

u := q̇, (76)

such that the system (75) can be rewritten in first-order
form as

q̇ = u

M(q)u̇ − h(q,u) = fG + wNλN + WT λT (λN , γ T ),

γ̇N (q,u, u̇) = wT
N u̇ + ẇT

Nu = 0.

(77)

Inserting the force law (3) of smooth Coulomb fric-
tion into the right-hand side of the kinetic equation, we
obtain as right-hand side (RHS)

RHS = fG + wNλN + WTλT (λN , γ T )

= fG +
(
wN − μWT

γ T

||γ T || + ε

)

︸ ︷︷ ︸
=:WNT

λN . (78)
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Fig. 7 Simulation results for Model 1: bilateral constraint.
(Color figure online)

The index-1 equations of motion Eq. (77) can be refor-
mulated in matrix form using Eq. (78) as
⎡
⎣
I 0 0
0 M −WNT

0 wT
N 0

⎤
⎦

︸ ︷︷ ︸
A0

⎡
⎣

q̇
u̇

λN

⎤
⎦ =

⎡
⎣

u
h + fG
−ẇT

N u

⎤
⎦ , (79)

depending on the kinematic quantities q̇, u̇ and the nor-
mal forceλN . TheλN -dependence in theCoulomb fric-
tion law renders thematrixA0 asymmetric and is there-
fore not guaranteed to be invertible. Using the results
from the previous section, where the system was lin-
earized with six degrees of freedom, the assumption
λN ≈ mg for calculation of the friction force is moti-
vated. Using this approximation, Eq. (79) is rewritten
as
⎡
⎣
I 0 0
0 M −wN

0 wT
N 0

⎤
⎦

︸ ︷︷ ︸
A1

⎡
⎣

q̇
u̇

λN

⎤
⎦ =

⎡
⎣

u
h + fG + WTλT

−ẇT
N u

⎤
⎦ ,

(80)

with

λT =
[
λT x

λT y

]
= −μmg

γ T

||γ T || + ε
, (81)

i.e., λT = λT (q,u). The assumption of a constant nor-
mal contact force mg in the Coulomb friction law has
led to a symmetricmatrixA1, having the same structure
as the matrix A in Eq. (64), guaranteeing the solvabil-
ity of Eq. (80). In Fig. 7, the angles β and γ are shown
during the process of inversion.

The γ -graph (red, dashed) starts from γ0 = −π/2+
0.1 rad and converges in the interval t ∈ [0 s, 0.5 s] to
γ = π/2. As the angle β (blue, dotted) only changes

slightly, we identify the increase in γ with the inver-
sion of the tippedisk. Both angles are superimposed
with small oscillations occurring from t ≈ 0.5 s. The
colored angles were obtained by solving the DAE of
index 1 from Eq. (79). The angles shown in black are
calculated assuming a constant normal force λN ≈ mg,
i.e., by combining Eqs. (80) and (81). Since the normal
force λN is nearly constant, it is convenient to neglect
the λN -dependence in the tangential friction law and
to assume a constant scaling. This has already been
motivated by the linear stability analysis. The differ-
ence between the solutions with constant and varying
normal force is nearly zero. To be more specific, the
absolute difference |�β| and |�γ | lies in the range of
10−2 rad. For the sake of simplicity,wewill use only the
approach of a constant normal force in the following.

4.2 COG constraint

The horizontal position of the tippedisk does not affect
the dynamical behavior, since the equations of motion
(w.r.t the inertial I -frame) do not explicitly depend on
the horizontal position, see “Appendix A”. The only
force acting in the horizontal direction is caused by
friction and is therefore dependent on the relative slid-
ing velocity at the contact point. The relative sliding
velocity can be decomposed into a part caused by hor-
izontal translation and a part induced by gyroscopic
effects. As the gyroscopic effects dominate, the part
induced by horizontal motion is negligible, motivating
the assumption of a horizontally fixed center of grav-
ity. In experiments, we observe that the disk only drifts
slowly in the horizontal plane, supporting the hypoth-
esis of a horizontally immobile COG. The COG con-
straint can be expressed on position level with

rOS = rOG + eeBx (82)

as

gS(q) =
[
eRx · rOS

eRy · rOS

]
=

[
x̄ + e cos γ

ȳ + e cosβ sin γ

]
= 0

(83)

and can be written with the matrix

WS =
(

∂ gS(q)

∂q

)T

=
[
1 0 0 0 0 −e sin γ

0 1 0 0 −e sin β sin γ +e cosβ cos γ

]T

(84)
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of generalized force directions as a velocity constraint

γ S(q,u) = WT
Su = 0. (85)

In Fig. 8, the simulation results of angles β and γ

are depicted during the inversion process under the
assumption of a bilateral constraint together with a hor-
izontally fixed center of gravity. The simulation results
of Model 2 are very similar to the results of Model 1,
both qualitatively and quantitatively. A high-frequency
oscillation, present in Model 1, has disappeared in
Model 2.

4.3 No tangential slip

The relative velocity between the moving contact point
C and the inertial fixed support is equal to the horizon-
tal projection of the velocity vC of the contact point C
and can be decomposed into two orthogonal parts. For
a more physical interpretation, we use the co-rotating
R-frame with

eRx = eIz × eBz
||eIz × eBz || , eRz = eIz , eRx = eRz × eRx

(86)

and define the projected relative velocity components
γx := eRx · vC and γy := eRy · vC as tangential and lat-
eral slipping velocity. Motivated through experiments
we assume that the tippedisk inverts without any slip
in eRx -direction, which justifies the velocity constraint

γx (q,u) = wT
x u = eRx · vC = 0. (87)

At his point we mention that the assumption of pure
rolling (vC = 0) does not lead to the inversion of
the tippedisk and therefore does not describe the phe-
nomenon under investigation. Figure 8 shows the sim-
ulation results of Model 3, using initial conditions of
Table 3 under the assumption of a bilateral constraint, a
horizontally fixed center of gravity and zero slip condi-
tion in eRx -direction, introduced in (87). Qualitatively,
the simulation results ofModel 3 are similar toModel 2.

4.4 Constant spinning velocity

The linearization of the system (15) reveals that the
spinning velocity α̇ is constant for motion in the vicin-
ity of an inverted spinning solution, such that α̇ = Ω

holds. Furthermore, simulation results of the full model
show that the angle α seems to increase almost linearly

during the whole inversion process of the tippedisk.
The assumption of a constant spinning velocity α̇ = Ω

can be written with the generalized force direction

wα = [
0 0 0 1 0 0

]T (88)

and χα = Ω = const as a constraint on velocity level

γα(q,u) = wT
αu − χα = α̇ − Ω = 0, (89)

Since Eq. (89) describes a holonomic constraint, we
integrate the constraint on velocity level to obtain the
rheonomic constraint

gα(q, t) = α(t) − Ωt − α0 = 0 (90)

on position level [7]. The equations of motion do not
depend on α explicitly. For this reason α0 can be set to
zero without loss of generality.

4.5 Reduced system

The application of a bilateral constraint, a horizon-
tal fixed center of gravity, zero tangential slip in eRx -
direction and a constant spinning velocity yields the
constrained system

q̇ = u

M(q)u̇ − h(q,u) = fG + wNλN + wyλT y + WSλS

+ wxλT x + wαλα

γ̇N (q,u, u̇) = 0

γ̇ S(q,u, u̇) = 0

γ̇x (q,u, u̇) = 0

γ̇α(q,u, u̇) = 0

(91)

of index 1, which can be written in linear matrix form⎡
⎢⎢⎢⎢⎢⎢⎣

I 0 0 0 0 0
0 M −wN −WS −wx −wα

0 wT
N 0 0 0 0

0 WT
S 0 0 0 0

0 wT
x 0 0 0 0

0 wT
α 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Ared

⎡
⎢⎢⎢⎢⎢⎢⎣

q̇
u̇

λN

λS

λT x

λα

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

u
h + fG + wyλT y

−ẇT
N u

−ẆT
S u−ẇT
x u

−ẇT
α u

⎤
⎥⎥⎥⎥⎥⎥⎦

. (92)

In (92) the constraints are applied on acceleration level
so that the system can be solved numerically using
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Fig. 8 Comparison of
simulation results of the
various models

explicit integration schemes. However, this formula-
tion on acceleration level can lead to drift problems and
therefore to excessive constraint violation (e.g., pene-
tration). To prevent the constraints from drifting, one
may choose a new set of minimal coordinates

z =
[
β

γ

]
, (93)

such that q = q(z) fulfills all constraints on position
level

gN (q(z)) ≡ 0 ∀z
gS(q(z)) ≡ 0 ∀z
gα(q(z)) ≡ 0 ∀z

(94)

intrinsically. In addition, we choose new minimal
velocities

v := β̇ (95)

and introduce the kinematic differential equation

u = B(z)v + β(z, t), (96)

with

B(z) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
e sin β sin γ

+r cosβ

0
1
0

⎤
⎥⎥⎥⎥⎥⎥⎦

and

β(z, t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

−eΩ cosβ sin γ

+eΩ cos2 β sin γ

0
Ω

0
−Ω cosβ

⎤
⎥⎥⎥⎥⎥⎥⎦

(97)

such that the velocity constraint

γx (q(z),u(z, v)) ≡ 0 (98)

is automatically fulfilled for all z and for all v. As the
velocity constraint from Eq. (98) is non-integrable, it
is identified as a nonholonomic constraint [2,3]. The
constraints from (91) are said to be perfect in the sense
of d’Alembert, as

BTwN = 0

BTWS = 0

BTwx = 0

BTwα = 0

(99)

holds [7,28]. With Eqs. (97), (99), (91) and the matrix

C =
[
0 0 0 0 1 0
0 0 0 0 0 1

]
, (100)

we obtain the reduced system

ż = C (B(z)v + β(z, t))

BTMBv̇ − BT
(
h − M(Ḃv + β̇)

) = BTfG + BTwyλT y .
(101)

This reduced system inminimal coordinates z andmin-
imal velocities v from Eq. (101) corresponds to a first-
order ordinary differential equation of the form

ż = B̄(z)v + β̄(z)

M̄(z)v̇ − h̄(z, v) = f̄G + w̄yλT y,
(102)

with mass matrix (here scalar)

M̄ = A cos2 γ + B̄ sin2 γ + m(r + e sin γ )2 cos2 β,

(103)
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scalar gyroscopic force term

h̄ = +(A cos2 γ + B̄ sin2 γ )Ω2 sin β cosβ

− 2(A − B̄)Ωβ̇ cosβ sin γ cos γ

+ m(r + e sin γ )2β̇2 sin β cosβ

+ me(r + e sin γ )Ω2 sin β cos3 β sin γ

− me(r + e sin γ )(3 sin2 β − 2)Ωβ̇ cosβ cos γ,

(104)

generalized gravitational force

f̄G = −mg(r + e sin γ ) cosβ (105)

and generalized friction force w̄yλT y with correspond-
ing force direction

w̄y = (r + e sin γ ) sin β, (106)

lateral sliding velocity

γ̄y = (r + e sin γ )β̇ sin β − eΩ sin2 β cos γ (107)

and friction force

λT y = −μmg
γ̄y

|γ̄y | + ε
. (108)

In Eqs. (103) and (104) the abbreviation B̄ = B−me2

is used. The kinematic part of (102) yields

ż = B̄(z)v + β̄(z, t) (109)

with

B̄(z) =
[
1
0

]
and β̄(z) =

[
0

−Ω cosβ

]
. (110)

Equations (92) and (102) describe the bilaterally con-
strained tippedisk with horizontally fixed center of
gravity, zero slip condition in eRx -direction and a con-
stant spinning velocity. Equation (92) describes a DAE
of index 1, which can be solved numerically since all
constraints are formulated on acceleration level. In con-
trast, Eq. (102) corresponds to a formulation in mini-
mal coordinates q and minimal velocities v satisfying
the introduced constraints, so that the behavior of the
system is described by a first-order ordinary differential
equation. Since both approaches consider the samecon-
straints, they lead (in the absence of numerical errors
such as drift) to the same simulation results, which are
shown in Fig. 8.

5 Comparison

In the previous sections, we have presented several
models by applying additional constraints on the sys-
tem (15). The introduced constraints are used to reduce

Fig. 9 Evolution of the spinning velocity α̇. For t > 2 s the spin-
ning velocity Ω remains for Model 1, 2 and 3 almost constant.
Model 4 assumes per definition a constant spinning speed Ω

the number of degrees of freedom, step by step, and
thus to obtain a minimal model which qualitatively
describes the inversion behavior of the tippedisk. In
this section, the solutions of all reduction stages are
compared, starting from the initial conditions given in
Table 3. The evolution of the angle γ and the inclination
angle β is shown in Fig. 8 for Models 1–4.

Qualitatively, the trajectories of the inclination angle
β remain close to π/2 for all introduced models. The
qualitative comparison of the derived models shows
that the behavior is similar. However, it can be noted
that the additional constraints lead to less overshooting
and faster convergence to the inverted spinning solu-
tion. In Fig. 9, the evolution of the spinning velocity α̇

is depicted for the presented models.
The red graph describes the spinning velocity α̇

under the assumption of a bilateral constraint of the
contact point, the green under assumption of a bilateral
constraint and a horizontally fixed center of gravity.
The blue α̇-graph is obtained from the model with an
additional constraint on the tangential sliding veloc-
ity. The black graph is given using the model from
Eq. (102), which assumes a constant spinning velocity
and therefore implies directly a linear time dependency
of α. According to Fig. 9, the spinning velocity α̇(t)
drops slightly during the inversion phenomenon from
α̇0 = 40 rad/s to α̇ ≈ 35 rad/s. This drop in α̇ stems
from the fact that the kinetic energy has to decrease
when the potential energy rises during the inversion
process. The exact decrease here depends on the respec-
tive model, but is in a similar order of magnitude. After
the disk inverts its orientation, the rotational velocity α̇

is kept nearly constant.
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6 Linear stability analysis of the 3 DOF system

Similar to Sect. 3, the shifted angles β̄ = β − π/2
and γ̄ = γ − π/2 are introduced. The linearization of
Eq. (102) around the equilibrium ‘inverted spinning’
yields the linear homogeneous system

ẋ =
⎡
⎢⎣

˙̄β
˙̄γ
¨̄β

⎤
⎥⎦ =

⎡
⎣

0 0 1
Ω 0 0
A31 A32 A33

⎤
⎦

⎡
⎣

β̄

γ̄
˙̄β

⎤
⎦ = Ax, (111)

with

A31 = mg

B̄
(r + e) − Ω2 = O (1)

A32 = −μmg

ε B̄
e(r + e)Ω = O ( 1

ε

)

A33 = −μmg

ε B̄
(r + e)2 = O ( 1

ε

)
.

(112)

The eigenvalues λni from Eq. (111) are computed
numerically and shown in color in Fig. 10 for vary-
ing Ω . The left graph shows the real part R(λi ) of the
eigenvalues λi for Ω ∈ [0, 50 rad/s]. The right graph
of Fig. 10 represents the corresponding imaginary part
I(λi ). Since the real part of the third eigenvalue λn3
yields R(λn3) < −100 1/s ∀Ω ∈ [0, 50 rad/s], it is
not shown in the left diagram. For Ω = 0 the eigen-
values λn1 and λn2 are purely real and R(λn1) > 0,
R(λn2) = 0 holds. If the rotation speed Ω is increased,
these two eigenvalues λ1 and λ2 with positive real part
converge so that from Ω1 ≈ 12.5 rad/s on they form a
complex conjugate pair with equal positive real part. If
the spinning velocity Ω is further increased, the com-
plex conjugate pair of eigenvalues λn1 and λn2 is crossing
the imaginary axis, changing the sign of the real part
at the numerically determined critical spinning veloc-
ity Ωn

crit ≈ 31 rad/s. For Ω > Ωn
crit all eigenvalues

have negative real part, such that the inverted spinning
equilibrium is locally asymptotically attractive. As a
complex conjugate pair of eigenvalues (i.e., the pair of
λn1 and λn2) changes the stability behavior of the equi-
librium, we identify the corresponding bifurcation as a
Hopf bifurcation.

Due to the dimension of the system (111), a linear
stability analysis in closed form is not feasible. How-
ever, we can use the smoothing parameter ε as per-
turbation parameter with lim ε ↓ 0 to approximate the
eigenvalues. The characteristic polynomial p(λ) can be
calculated using the Laplace expansion as

p(λ) = det(A − λI)

= (−λ)(−λ(A33 − λ)) + (+1)(A32Ω + A31λ)

= −λ3 + A33λ
2 + A31λ + A32Ω

!= 0.

(113)

Since the linear first-order system (111) has dimension
three, there is at least one pure real eigenvalue such
that the characteristic polynomial p(λ) can be written
as polynomial decomposition

p(λ) = (a − λ)(λ2 + bλ + c)

= −λ3 + (a − b)λ2 + (ab − c)λ + ac
!= 0.
(114)

The comparison of coefficients from Eqs. (113) and
(114) yields with Eq. (112)

A31 = ab − c = O (1) (115)

A32 = ac

Ω
= O ( 1

ε

)
(116)

A33 = a − b = O ( 1
ε

)
, (117)

from which we derive the mathematical orders

a = O ( 1
ε

)
, c = O (1) , b = O (ε) . (118)

From Eqs. (118), (117) and (112) we obtain the coef-
ficients

ε ↓ 0 ⇒ a → A33 = −μmg

ε B̄
(r + e)2 (119)

⇒ c → A32

A33
Ω = e

r + e
Ω2 (120)

⇒ b → 1

a
(A31 + c)

≈ −129.04
1

s
. (121)

According to the polynomial decomposition (114), the
purely real eigenvalue is identified as

λ3 = a = A33 + O (ε)

= −μmg

ε B̄
(r + e)2 + O (ε) ≈ −129.04

1

s
. (122)

Solving the quadratic polynomial factorλ2+bλ+c = 0
results in

λ1,2 = −b ± √
b2 − 4c

2
. (123)

In Eqs. (122) and (123), the eigenvalues λ1,2,3 are
approximately given in a closed form under the
assumption of a small smoothing parameter ε. These
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Fig. 10 Eigenvalues for the
inverted tippedisk for
varying spinning velocity
Ω . (Color figure online)

eigenvalues of the closed form are depicted black in
Fig. 10. The critical spinning speed Ωcrit can be calcu-
lated in closed form by requiring that the real part of
the complex conjugate eigenvalues λ1,2 in (123)

R(λ1,2(Ωcrit)) = 0 (124)

has to vanish. For the limit of ε ↓ 0 ⇒ b → 0, the
following expression

c = −A31 = −mg

B̄
(r + e) + Ω2

crit
!= e

e + r
Ω2

crit

(125)

has to hold. The critical spinning velocity Ωcrit is thus
given by

Ωcrit =
√

(r + e)2

r

mg

B̄
= 30.92

rad

s
. (126)

The numerically determined critical spinning velocity
Ωn

crit ≈ 31 rad
s is close to Ωcrit from Eq. (126), such

that Ωcrit ≈ Ωn
crit is a valid approximation. The corre-

sponding complex eigenvalues are given as

λ1,2 = ±i
√
c = ±6.9i

1

s
(127)

which also agrees with the numerically calculated
eigenvalues.

With prior knowledge of a Hopf bifurcation, λ = iω
can be substituted directly into the characteristic poly-
nomial (114), which yields

iω3 − A33ω
2 + iA31ω + A32Ω = 0. (128)

Setting both real and imaginary part to zero, the two
equations

R: − A33ω
2 + A32Ω

= μmg

ε B̄

(
(r + e)2ω2 − e(r + e)Ω2

)
= 0 (129)

I:
(
ω2 + A31

)
ω

=
(

ω2 + mg

B̄
(r + e) − Ω2

)
ω = 0 (130)

are obtained. From Eq. (129) it follows

ω2 = e

r + e
Ω2, (131)

which can be inserted into Eq. (130) and solved for
Ω = Ωcrit , yielding

Ω2
crit = (r + e)2

r

mg

B̄
. (132)

Hence, the critical spinning velocity Ωcrit given in
Eq. (126) is exact and not an approximation for small
values of the smoothing parameter ε. Moreover, it can
be seen from Eq. (132) that the critical spinning veloc-
ity does not depend on the friction coefficient μ and
the smoothing parameter ε.

7 Discussion

Experiments show that at high spinning velocities the
tippedisk inverts so that the center of gravity lies above
the geometric center of the disk, see Fig. 2. For lower
spinning velocities the disk does not invert. These
observations indicate that the inverted spinning solu-
tion is unstable for low spinning speeds and becomes
attractive when the disk is spun fast enough.

In Sect. 3.2, the local stability of the inverted spin-
ning solution of the full system was investigated using
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a linear eigenvalue analysis. Numerical computations
for Ω ∈ [0, 50] rads showed at low spinning velocities
two eigenvalues with a pronounced positive real part.
For larger values ofΩ , the real part of these eigenvalues
becomes negative. Furthermore, the real part of a sec-
ond complex conjugate pair of eigenvalues increases
from a noticeable negative value at lower speeds to a
very small positive value at higher rotational speeds.
Consequently, the inverted spinning solution of the full
system is always unstable, since for allΩ ∈ [0, 50] rads
there exists at least one eigenvalue with positive real
part, indicating an unstable subspace.

Numerical simulations of the full nonlinear system
show the inversion during a first phase of motion. How-
ever, after the solutions reach the inverted spinning
solution, they are eventually repelled. The eigenvalues
of the full system indeed indicate that there are three
different timescales involved. For supercritical spin-
ning velocities, two strongly negative eigenvalues λ7,8
with R(λ7,8)| � 1 corresponding to fast asymptotic
dynamics are obtained. Moreover, two complex conju-
gate eigenvalues λ1,2 with negative real part describe
a stable subspace with intermediate spinning velocity
(i.e., the asymptotic behavior is neither very slow nor
extremely fast). The third and thus slow timescale char-
acterizes the long-termbehavior, as the slightly positive
real parts of λ5,6 define an unstable subspace, such that
the inverted tippedisk is not stable on longer timescales
(because of the eigenvalues with slightly positive real
part and also because the spinning speed α̇ decreases
as the system dissipates energy), see [30]. Since we are
only interested in the inversion process during the first
stage ofmotion, the focus is on the fast and intermediate
timescales on which the inversion process occurs.

Therefore, we need to somehow ‘block’ the slow
unstable motion related to the eigenvalues with small
positive real part. This is exactly what we do by adding
physically motivated constraints, as done in Sect. 4.
Clearly, these assumptions affect somewhat the quan-
titative behavior, as the comparison shows that themore
constrainedmodels converge faster to the inverted spin-
ning solution. However, the qualitative behavior is pre-
served, i.e., the inversion process occurs only for super-
critical initial spinning velocities and the evolution of
the inclination angle β and the angle γ is not strongly
affected by the four constraints which we introduced.
Two constraints, namely the horizontally fixed center
of gravity and the constant spinning speed α̇ = Ω ,
require further discussion. As the inversion behavior

does not strongly depend on the horizontal motion,
the constraint of a horizontally fixed center of gravity
seems justified, although actually not present for the
real system. By introducing the horizontal constraint,
the state space is reduced such that the inversion behav-
ior is preserved and superfluous horizontal dynamics is
neglected. According to the graphs in Fig. 9, the spin-
ning velocity α̇ remains nearly constant (on an interme-
diate timescale) after the disk spins in an inverted orien-
tation. Since a raise of the center of gravity implies an
increase of the potential energy, the kinetic energy and
thus the rotational speed must naturally decrease as a
consequence of energetic consistency. The assumption
of a constant spinning velocity α̇ correctly describes
the qualitative dynamics, but leads to inconsistencies
in energetic considerations. In [30] it is shown that the
inversion phenomenon cannot be explained from an
energetic viewpoint. Therefore, we argue that the vio-
lation of the energetic consistency is acceptable.

8 Conclusions and merits

The tippedisk shows an interesting inversion phe-
nomenon that cannot be explained intuitively and must
be studied in the context of nonlinear dynamics. From
the stability analysis conducted in this paper, which
serves as stepping stone to amore complete global anal-
ysis, the following conclusions are drawn:

• The asymptotic behavior of the tippedisk strongly
depends on the considered timescale. On a ‘fast’
and ‘intermediate’ timescale, the inversion can be
observed.Ona ‘slow’ timescale, themotion reaches
a static equilibrium state, for which the disk lies flat
on the table.

• Comparison of the models at different reduction
levels shows that the qualitative dynamical behav-
ior is well described by the three-dimensional
reduced system (102).

• Based on the reduced model, the linearization
around the inverted spinningmotion yields the local
stability behavior. For Ω = Ωcrit we identify an
eigenvalue λ3 with negative real part and a complex
conjugate pair λ1,2 crossing the imaginary axis,
implying a Hopf bifurcation. The classification as
sub- or supercritical Hopf bifurcation will be stud-
ied in a follow-up paper.

• A closed form expression of the critical spinning
velocity
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Ωcrit =
√

(r + e)2

r

mg

B̄
= 30.92

rad

s

was derived. The critical spinning velocity Ωcrit

does not depend on the friction coefficient μ and
smoothing parameter ε. However, these parameters
affect the real part of the eigenvalue and thus char-
acterize the asymptotic behavior of solutions, i.e.,
how fast solutions converge to the inverted spinning
solution.

The reduced system will set the starting point for a fur-
ther nonlinear dynamic analysis in follow-up papers.
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A Equations of motion

The equations ofmotion of the systempresented in [30]
are given as:

M(q)q̈ − h(q, q̇) = fG + wNλN + WTλT , (133)

with mass matrix

M(q) =
[
M11 M12
M21 M22

]
(134)

M11 =
⎡
⎣
m 0 0
0 m 0
0 0 m

⎤
⎦ , M21 = MT

12

M12 = me

⎡
⎣

−cαcβsγ − sαcγ sαsβsγ −cαsγ − sαcβcγ
−sαcβsγ + cαcγ −cαsβsγ −sαsγ + cαcβcγ

0 cβsγ sβcγ

⎤
⎦

M22 =
⎡
⎣

(As2γ + Bc2γ )s2β + Cc2β (A − B)sβsγ cγ Ccβ
(A − B)sβsγ cγ Ac2γ + Bs2γ 0

Ccβ 0 C

⎤
⎦

and gyroscopic force vector

h(q, q̇) = [
h1 h2 h3 h4 h5 h6

]T (135)

h1 = me
[
α̇2(cαcγ − sαcβsγ ) − β̇2sαcβsγ

+ γ̇ 2(cαcγ − sαcβsγ )

− 2α̇β̇cαsβsγ − 2α̇γ̇ (sαsγ − cαcβcγ )

− 2β̇γ̇ sαsβcγ
]
, (136)

h2 = me
[
α̇2(sαcγ + cαcβsγ ) + β̇2cαcβsγ

+ γ̇ 2(sαcγ + cαcβsγ )

− 2α̇β̇sαsβsγ + 2α̇γ̇ (cαsγ + sαcβcγ )

+ 2β̇γ̇ cαsβcγ
]
, (137)

h3 = me
[
β̇2sβsγ + γ̇ 2sβsγ − 2β̇γ̇ cβcγ

]
, (138)

h4 = −β̇2(A − B)cβsγ cγ

− 2α̇β̇(As2γ + Bc2γ − C)sβcβ

− 2α̇γ̇ (A − B)s2βsγ cγ

− β̇γ̇ sβ
[
(A − B)(c2γ − s2γ ) − C

]
, (139)

h5 = α̇2sβcβ(As2γ + Bc2γ − C)

− α̇γ̇ sβ
[
(A − B)(c2γ − s2γ ) + C

]

+ 2β̇γ̇ (A − B)sγ cγ, (140)

h6 = α̇2(A − B)s2βsγ cγ − β̇2sγ cγ (A − B)

+ α̇β̇sβ
[
(A − B)(c2γ − s2γ ) + C

]
. (141)

The generalized normal and tangential force directions
are given as

wN =
(

∂γN1

∂q̇

)T

= [
0 0 1 0 −rcβ 0

]T ∈ R
6×1, (142)

and

WT =
(

∂γ T1

∂q̇

)T

=
[
1 0 0 rcαcβ −rsαsβ rcα
0 1 0 rsαcβ rcαsβ rsα

]T

∈ R
6×2. (143)

B Eigenvalues for noninverted spinning solutions

See Fig. 11.
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Fig. 11 Evolution of
eigenvalues for the
noninverted tippedisk
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