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Aerodynamic and Acoustic Simulations of Thick Flatback
Airfoils Employing High Order DES Methods

Galih Bangga,* Ferdinand Seel, Thorsten Lutz, and Timo Kühn

The results of high fidelity aerodynamic and acoustic computations of thick
flatback airfoils are reported in the present paper. The studies are conducted
on a flatback airfoil having a relative thickness of 30% with the blunt trailing
edge thickness of 10% relative to chord. Delayed Detached-Eddy Simulation
(DDES) approaches in combination with high order (5th) flux discretization
WENO (Weighted Essentially Non-Oscillatory) and l2Roe Riemann solver are
employed. Two variants of the DES length scale calculation methods are
compared. The results are validated against experimental data with good
accuracy. The studies provide guideline on the mesh and turbulence modeling
selection for flatback airfoil simulations. The results indicate that the wake
breakdown is strongly influenced by the spanwise resolution of the mesh,
which directly contributes to the prediction accuracy especially for drag force
and noise emission. The Reynolds normal stress u′u′ and the u′v′ Reynolds
stress component have the largest contributions on the mixing process, while
the contribution of the u′w′ component is minimal. Proper orthogonal
decomposition is further performed to gain deeper insights into the
wake characteristics.

1. Introduction

Wind energy development grows significantly in the last decade
due to surged people consciousness toward clean energy produc-
tion and due to the increased cost competitiveness to fossil fuel
sources. Data show that most of today’s wind turbine power are
generated onshore.[1] In contrast, available sites with high wind
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potential are inherently limited. Repower-
ing is often chosen as the solution,[2] by re-
placing old turbines with newer and larger
turbines having higher power production.
The increased turbine size enforces blade
designers to adopt much thicker airfoils
than the classical turbine blades for a sig-
nificant portion of the blade radius.[3]

It is well known in wind turbine commu-
nity that thick airfoils have poorer aerody-
namic performance than thin airfoils. This
has been reported for instance in ref. [4–13].
The shape of these airfoils have stronger ad-
verse pressure gradient than thin airfoils,
and hence promotes stronger flow separa-
tion.Moreover, the leading edge of the blade
sections cannot be avoided from contami-
nation from bugs or dirt during wind tur-
bine operation, and this could potentially
lead to premature laminar to turbulent tran-
sition of the flow over the aerodynamic pro-
files. Measurements reported by Timmer
and Rooij,[4,5] Ehrmann et al.,[10] andWilcox
et al.[12] demonstrate that the maximum

lift coefficient and global aerodynamic performance under such
conditions are worse than those measured for the same air-
foils/blade sections having clean conditions. Furthermore, stall
occurs earlier and its characteristic is less favorable. This be-
comes a great challenge for blade designers to reduce the sensitiv-
ity of the airfoil toward surface roughness near the leading edge.
To overcome this limitation and to increase the structural

strength at the same time, flatback airfoils are introduced in the
root area of wind turbine blades. Flatback airfoils are created
by enlarging the trailing edge thickness and redistributing the
shape of the airfoil for a certain proportion along the chordwise
direction. This reduces the adverse pressure gradient and as a
consequence promotes aerodynamic performance improvement.
Studies[14–21] have shown that the maximum achievable lift co-
efficient and lift curve slope could be enhanced by adopting the
flatback airfoil concept. Furthermore, the sensitivity of the lift and
drag characteristics to surface soiling effects is also reduced.[16,17]

Despite the promising advantages of flatback airfoil, it has its
own drawbacks. The flow in the wake of the airfoil becomes un-
steady due to the increased trailing edge thickness, even at zero
angle of incidence. The blunt trailing edge generates counter-
rotating vortices detaching periodically from the upper and lower
edge of the base.[20] This evokes fluctuations of the forces acting
on the airfoil and increased noise tonality at relatively low fre-
quency domain.[22] This is clearly not desirable and should be

Adv. Theory Simul. 2022, 5, 2200129 2200129 (1 of 16) © 2022 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH

http://www.advtheorysimul.com
mailto:bangga@iag.uni-stuttgart.de
mailto:galih.bangga@dnv.com
https://doi.org/10.1002/adts.202200129
http://creativecommons.org/licenses/by/4.0/


www.advancedsciencenews.com www.advtheorysimul.com

avoided for designing a wind turbine blade. Despite that, there is
only limited knowledge in this area due to the complexity of the
case and its difficulty to be computed numerically, even when
high fidelity computational fluid dynamics (CFD) codes were
employed.[16,18–20,23–27] Stone et al.[23] demonstrated that the pre-
diction of drag coefficient varies significantly depending on the
employed codes and computational meshes. Furthermore, most
studies were focused on the force assessments but little effort
has been spent for wake analysis.[16,18–20,23–27] On the other hand,
further evaluating the wake flow characteristics is needed to un-
derstand the flow physics because the forces acting on the airfoil
and the noise emission are dominated by the flow fluctuations in
the wake.
From the above discussions, it can be seen that there are still

gaps concerning a complete understanding of the interactions
between the unsteady characteristics of wake with the resulting
forces and noise emission of flatback airfoils. The present stud-
ies are aimed at investigating these effects with the help of high
fidelity computational approaches. First of all, the influences of
numerical setup on the aerodynamic and acoustic characteristics
of flatback airfoils shall be evaluated to gain a solid basis for the
evaluation process. Deeper analyses into the wake flow charac-
teristics and flow field decomposition using the proper orthog-
onal decomposition (POD) will be performed. The connections
with the solution accuracy and the generated noise as well as re-
sulting forces will be identified. The main novelty of the paper
is in the comprehensive evaluations of the flatback airfoil forces
and noise in relations with the wake characteristics and model
reduction by means of POD. At present, no literature was dedi-
cated to account for such combined studies for flatback airfoils
at wind turbine relevant Reynolds number. The obtained results
may serve as a basis in designing an efficient noise control strat-
egy for flatback airfoils.
The present paper is constructed as follows. Section 2 presents

the employed computational approach and test case. The results
of the computational studies will be presented in Section 3 in
terms of the numerical setup effects, wake characeristics and flow
decomposition. Finally, all results will be concluded in Section 4.

2. Computational Setup

2.1. Airfoil and Flow Conditions

The studies were conducted on a flatback version of the DU 97
W-300 airfoil with a 30% relative thickness. Measurements were
done for this airfoil at the Sandia National Laboratory in the Vir-
ginia Tech stability wind tunnel.[21] The chord length of the airfoil
was 0.914 m spanning up to 1.8 m in the wind tunnel. The airfoil
was measured under clean and tripped (at 5% suction side and
10% pressure side) conditions in terms of lift, drag, and acoustic
emission. The acoustic measurements were conducted using a
63-microphone phased array with a center being aligned with the
airfoil center of rotation having a distance of 3.04 m in vertical di-
rection. In the present studies, themeasured cases having a wind
speed of about 57 m s−1 were considered.[21] This corresponded
to a Reynolds number of 3.2 million and was the largest tested
velocity in the measurement campaign. Three different angles of
attack (𝛼) were taken into account: 5.1◦, 12.8◦, and 15.4◦.

2.2. Computational Fluid Dynamics

The CFD computations in the present studies were carried out
using a CFD code FLOWer. The code solved the compressible
Navier-Stokes equations applying a finite volume formulation on
a block-structured mesh. The basic version of the code was de-
veloped by the German Aerospace Center (DLR).[28] The FLOWer
code was continuously extended by the Institute of Aerodynam-
ics and Gas Dynamics (IAG) at the University of Stuttgart for
the simulations of wind turbine components, including the us-
ages of high fidelity eddy resolving computations and high order
flux discretizations.[29–31] The code made use of a central space
discretization with artificial dissipation being calculated in rela-
tion to the grid cell aspect ratio.[32] This approach was robust and
well suited for parallel application.[32] Furthermore, the time in-
tegration for the unsteady calculations was conducted under the
use of an explicit 5-stage Runge-Kutta scheme, which can be ac-
celerated by methods of local time stepping, resulting in a sec-
ond order accuracy in time. The time step applied is defined by
Δt = c∕(100 ⋅U∞), with c and U∞ being the airfoil chord and
undisturbed inflow velocity, respectively. The multigrid level 3
was further used to accelerate convergence.[33]

The FLOWer code supported the usage of the overlapping
mesh (chimera) technique. This allowed several grid components
to be built independently, making the grid generation process
easier without sacrificing the accuracy and quality of the mesh.
In the present studies, the computational grid consisted of two
main components, namely background (black color) and airfoil
meshes (red color) as shown inFigure 1. The background domain
was large enough (> 100c) to contain the wake in all directions.
The grid adopted a nonconformal (hanging-grid) fully structured
mesh approach to save the computational expenses and to enable
the usages of high order flux discretization methods. This finest
mesh resolution in the near wake region was Δx = Δy = Δz =
0.01c that was suitable for eddy resolving computations. The cell
size was subsequently increased until Δx = Δy = Δz = 1c in the
outer domain of the mesh.
The airfoil mesh was generated by an in-house automated

script using Pointwise grid generator.[34] The grid adopted an O-
type topology and was generated independent of the background
mesh, and combined using the chimera approach. The chimera
mesh approach accelerated the grid creation significantly while
still maintaining the quality of the mesh. The mesh resolution
in the chimera interpolation area was close to 0.01c, similar with
the background mesh resolution at the same location. The airfoil
was discretized by 512 cells in circumferential direction (256 on
pressure side + 256 on suction side) and 128 cells are allocated
on the trailing edge base according to a past study.[20] To prop-
erly resolve the boundary layer, 64 cells were applied across the
boundary layer domain with a growth rate of 1.07 and the first
wall distance of the grid satisfies y+ < 1.0. The normal direction
of the airfoil mesh excluding the boundary layer domain was dis-
cretized by 144 grid cells. Detail of the meshes considered in the
studies is given in Table 1. Three different 3D meshes were con-
sidered in the studies by changing the mesh resolution along the
spanwise length of 0.5c. This varies the cell size in z direction
from 0.0078c, 0.0052c, to 0.0038c. An illustration of this refine-
ment effect on the mesh distribution on airfoil is shown in Fig-
ure 2. Additionally, a 2D version of the mesh is also considered

Adv. Theory Simul. 2022, 5, 2200129 2200129 (2 of 16) © 2022 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH

http://www.advancedsciencenews.com
http://www.advtheorysimul.com


www.advancedsciencenews.com www.advtheorysimul.com

Figure 1. Detailed overview of the simulation domain and computational meshes.

Table 1. Computational grid parameters considered in the studies. PS: pressure side, SS: suction side.

Grid SS cells
N𝜉,SS

PS cells
N𝜉,PS

TE cells
NTE

BL cells
NBL

Normal cells
N𝜂

Span cells
NZ

Span length
Lz∕c

Grid C 256 256 128 64 144 64 0.5

Grid M 256 256 128 64 144 96 0.5

Grid F 256 256 128 64 144 128 0.5

Grid 2D 256 256 128 64 144 – –

Grid F Short 256 256 128 64 144 64 0.25

Grid F Long 256 256 128 64 144 256 1.0

Figure 2. Mesh distribution on the airfoil surface for three different spanwise mesh resolution: a) Δz = 0.0078c, b) Δz = 0.0052c, and c) Δz = 0.0038c
which correspond to NZ = 64, 96, and 128 cells, respectively.
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Figure 3. Energy spectra from NACA 0021 airfoil simulations at 60◦ inci-
dence. The DNS data was obtained from [44] and all DES simulations were
obtained from previous simulations in [29]. The WENO l2Roe scheme was
adopted in the present simulations.

to enable a comparison between 2D and 3D simulation environ-
ment. Also to study the influence of the simulated span length,
the finest grid resolution was shorten to half and lengthen to dou-
ble of the original span length. In that sense, the amount of the
spanwise cells was adjusted accordingly. In all simulations, the
angle of attack was changed by rotating the airfoil about its quar-
ter chord location.
A high order (5th) WENO (Weighted Essentially Non-

Oscillatory) scheme[35] for flux computation together with the
l2RoeRiemann solver was applied on the block backgroundmesh
component. The usage of central scheme-based WENOmay pro-
vide a higher degree of accuracy instead of the upwind-based
scheme as in ref. [35], e.g. those from ref. [36–38]. Despite that,
it was observed from the previous studies that as long as a high
enough order of the WENO scheme was adopted, the numerical
dissipation can be minimized. Surely, providing that the spatial
and temporal spacing requirements are met. The computational
settings in the present studies were prepared according to the
previous works for airfoil, helicopter wind turbine cases, e.g., ref.
[29–31, 39–41]. In these studies, the employed WENO scheme
was able to model the turbulent kinetic energy of the flow and
the decay of atmospheric turbulence fairly well compared to refer-
ence data, as illustrated for the NACA 0021 airfoil simulation re-
sults at 60◦ incidence in Figure 3. The present computations were
conducted employing an eddy resolving Delayed Detached-Eddy
Simulation (DDES) approach.[29] The method ensures the turbu-
lent structures of the separated flow to be resolved without rely-
ing on RANSmodels, except in the vicinity of the wall area where
the SST k − 𝜔model was applied.[42] Two variants of DES length
scale calculation methods were considered, namely the standard
maximumcell sizemethod,ΔDES = max(Δx,Δy,Δz), and a newly
implemented shear-layer adaptive (SLA) method.[41,43] Boundary
layer transition was enforced at the same locations as in the ex-
perimental campaign.

2.3. Computational Aeroacoustics

To determine the noise emission toward an observer at a spe-
cific location in the farfield, an in-house CAA code ACCO[45]

was employed in the studies. The code makes use of the Ffowcs
Williams-Hawkings (FWH) equation for solving the nonlinear
acoustic problems. Themain basis of the CAA computations was
the extracted time-dependent CFD solutions for a period of time.
The data used for acoustic analysis was extracted at each time

step of the CFD computations following convergence. The time-
dependent CFD simulation variables over a prescribed surface f
generated monopole and dipole sources. If the volume zone en-
closing the surface was defined, quadrupole noise sources could
be computed. Equation (1) shows the FWHequation being solved
using ACCO. The right-hand side represents the source terms
while the left-hand side is for the wave propagation.

�̄�2�̄�′

𝜕t2
− c2∇̄2𝜌′ = 𝜕2

𝜕xi𝜕xj
[TijH(f )]

− 𝜕

𝜕xi
[(p′ni + 𝜌ui(un − vn))𝛿(f )]

+ 𝜕

𝜕t
[(𝜌0vn + 𝜌(un − vn))𝛿(f )] (1)

with 𝜌′ and p′ being the fluctuations of density and pressure,
respectively. The variable un and vn represent the normal com-
ponents of the fluid and surface velocities, respectively, 𝛿 is the
Dirac delta function, Tij is the Lighthill tensor and H(f ) is the
Heavyside function of the integration surface function f . The
flow outside of the integration surface was assumed to be at
undisturbed state with the use of the left-hand side wave equa-
tion. The source terms on the right-hand side can be inter-
preted as volume displacement (monopoles), load fluctuations
(dipoles) when the considered integration surface coincides with
the physical surface itself. Compressibility effects were consid-
ered quadrupole noise sources.[40]

In the present studies, the physical blade surface itself was
used as the integration surface for the FWH analysis. The
quadrupole effects were neglected since the Mach number was
very small in the test cases considered. The time accuracy was
limited by the linear interpolation onto observer time slots, and
especially by errors in the CFD input data. Those discrepancies
between time step led to glitches in the pressure timeline solely
by numerical artifacts. Those can be regarded as unwanted high-
frequency components. To solve for this issue, filtering was ap-
plied to smooth out the data. By experience, a hundred runs of
the fourth order filter yielded reasonably good solution.[46] Since
it was too costly to simulate the whole airfoil span, the root mean
square of the pressure sound (prms) was multiplied by the ratio of
the real airfoil span to the simulated span (𝜁 ) before the sound
pressure level (SPL) is computed as:

SPL = 10 log10

(
𝜁 2p2rms
p2ref

)
. (2)

with pref defines the reference sound pressure of 2 × 10−5 Pa. For
all calculations, the observer was located according to the exper-
imental campaign, at x = 0.25c and y = 3.326c above the airfoil
fixed in the inertial system.

3. Results and Discussion

3.1. Effects of Computational Grid

In this section, the effects of computational grid on the predic-
tion accuracy in terms of the aerodynamic loads and acoustic
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Figure 4. Convergence of the lift and drag coefficient monitored over the
time. The data are evaluated once the desired convergence is achieved,
presented by the shaded area.

emission will be assessed. As presented in Table 1, six different
grids will be tested. The simulations were monitored over the
time, and the evaluations of the results were carried out once
the desired convergence of the lift and drag forces were obtained
as illustrated in Figure 4. The comparison results are given in
Figure 5 in terms of the lift (CL) and drag coefficients (CD). Both
clean and tripped measurement datasets are presented. Despite
that, only the turbulent boundary layer results were considered
in the CFD simulations. For comparison, measurement data of
the sharp trailing edge version of the airfoil obtained from ref.
[4] at a Reynolds number of 3 million is also given. It can be seen
that flatback generally increases both lift and drag coefficients.
Figure 5 shows that the prediction of CL is relatively indepen-

dent of the spanwise grid resolution. One can see that the pre-

dicted lift is accurate for all tested 3D grids. Despite that, 2D cal-
culations overestimate the predicted lift coefficient for the high-
est considered angle of attack of 15.4◦. Drag prediction is more
challenging than lift prediction as becomes evident in Figure 5.
The coarsest spanwise resolution (Δz = 0.0078c) slightly overes-
timates drag. The results clearly indicate that the predicted drag
no longer significantly changes from the medium grid (Δz =
0.0052c) to the fine grid (Δz = 0.0038c). This observation is in-
teresting because the coarse grid is actually already fine enough
for common DES computations. This is caused by the inability
of the coarse mesh to simulate complex 3D mixing in the wake
as will be further discussed in Section 3.4. As expected, the drag
prediction using a full 2D approach is inaccurate since 3D effects
are completely missing.
The prediction of the noise emission in Figure 6 is also very

challenging, similar to the drag prediction. It can be seen that the
accuracy of the predicted noise increases with increasing number
of spanwise cells. Medium and fine meshes yield similar results
as the measured data, while the coarse grid tends to overestimate
the aerodynamic noise. It also becomes clear that the 2D simu-
lation environment is not suitable for the noise prediction of the
studied case.
Figure 7 shows the influence of the spanwise length on the

predicted aerodynamic and acoustic characteristics. All simula-
tions employ the same spanwise cell size of Δz = 0.0038c. One
can see that the prediction accuracy is relatively unaffected by the
change. This implies that a shorter spanwise length of 0.25c will
be sufficient for accurate predictions. This is beneficial because

Figure 5. Aerodynamic forces predicted using four different grids. a,b) Effects of spanwise resolutions. c,d) Comparison between 2D and 3D simulations.
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Figure 6. Aerodynamic noise predicted using four different grids at 𝛼 = 12.8◦. a) Effects of spanwise resolutions. b) Comparison between 2D and 3D
simulations.

Figure 7. Aerodynamic forces and noise predicted using the fine grid resolution for three different spanwise distances.

this configuration costs only half of the computational effort for
the case adopting Lz∕c = 0.5c.

3.2. Effects of Employed Turbulence Model

This section discusses the influence of the employed turbulence
model on the accuracy of the CFD simulations in terms of the
aerodynamic and acoustic predictions. The computations employ
the fine grid resolution (Grid F in Table 1). The URANS SST
k − 𝜔 turbulence model is considered for the URANS compu-

tations. As the employed DES model also adopts the SST k − 𝜔

model in the wall bounded domain, separation location on the
airfoil surface should be comparable for both cases. Thus, this
section highlights the capability of the turbulencemodel to trans-
port the separated wake downstream of the trailing edge which
influences the force and noise predictions.
Figure 8 presents the aerodynamic forces predicted using

3D URANS and 3D DES. One can see that the lift coefficient
is predicted by URANS fairly well, although it is slightly higher
than the DES prediction. However, drag is again overestimated
by URANS. The predicted drag level is even similar with the
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Figure 8. Aerodynamic forces predicted using two turbulence modeling approaches.

Figure 9. Aerodynamic noise predicted using two turbulence modeling approaches. a) 𝛼 = 5.1◦, b) 𝛼 = 12.8◦ , and c) 𝛼 = 15.4◦.

2D simulation results. In Figure 9, the acoustic emission of
the airfoil is presented. As expected, URANS overestimates
the noise prediction in comparison with the measured data
and DES results. From the assessments, it can be inferred that
drag prediction accuracy seems to be a good indication for the
accuracy of the noise prediction results.

3.3. Effects of DES Length Scale Calculation Method

Two variants of DES length scale calculation methods, namely
max(Δx,Δy,Δz) and SLA, will be evaluated in this section. The
latter is expected to be less severe to modeled stress depletion is-
sue than the earlier. The computations employ the fine grid res-

olution (Grid F in Table 1). Figure 10 displays the aerodynamic
forces estimated using these two approaches. The prediction ac-
curacy for both DES length scale calculation methods are very
similar for the considered case, even for the drag force. This
shows that modeled stress depletion is not a critical issue for the
studied case. In fact, the location of flow separation is determined
by the blunt trailing edge airfoil itself. Thus, separation is not
driven by the pressure gradient.
Figure 11 presents the predicted aerodynamic noise for

three different angles of attack, namely 𝛼 = 5.1◦, 𝛼 = 12.8◦,
and 𝛼 = 15.4◦. For the lowest considered angle of attack, the
predicted noise spectra from both DES length scale calcula-
tion methods are similar for the whole considered frequency
range. This result is consistent with the aerodynamic force
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Figure 10. Aerodynamic forces predicted using two different DES length scale calculation methods.

Figure 11. Aerodynamic noise predicted using two different DES length scale calculation methods. a) 𝛼 = 5.1◦, b) 𝛼 = 12.8◦, and c) 𝛼 = 15.4◦.

prediction in Figure 10. For 𝛼 = 12.8◦, a noticeable discrepancy
is observed in the small frequency domain, where the peak of
the noise spectra is shifted toward the lower frequency in the
max(Δx,Δy,Δz) method. This could possibly be caused by the
limited simulated timeseries of the sound pressure. Despite
that, longer simulations will be very expensive for DES compu-
tations. Nevertheless, these two methods agree for the rest of
the frequency range fairly well. The highest considered angle of
attack (𝛼 = 15.4◦) also demonstrates that both approaches yield
similar results. This further confirms that the choice of DES
length scale prediction method is not sensitive for flatback airfoil
case as long as there is no premature separation in the trailing
edge region.

Figure 12 shows the demarcation of the LES and RANS do-
mains obtained from the DES computations at the same time in-
stance. Although in general the behavior of both employed DES
length scale calculation methods is similar, it can be seen that
the SLA approach provides faster transition to LES within sep-
arated flow area, especially downstream the trailing edge base.
The RANS area is remarkably suppressed for this approach. This
may provide better separated flow characteristic predictions.

3.4. Wake Characteristics

In this section, the wake characteristics downstream of a flat-
back airfoil will be evaluated. The results were obtained from
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Figure 12. LES-RANS zone division computed using twomethods: SLA andmax(Δx,Δy,Δz). Magenta colored zone shows the RANS area. Top: 𝛼 = 5.1◦,
middle: 𝛼 = 12.8◦, and bottom: 𝛼 = 15.4◦.

the CFD computations employing DDES turbulence model with
SLA method for the DES length scale calculations, except stated
otherwise. Figures 13 and 14 display the vortex structures down-
stream of the DU 97 W-300 flatback airfoil obtained from three
different mesh resolutions and for two turbulence modeling ap-
proaches. For easier interpretation of the results, the domain is
duplicated three times in spanwise direction for all plots. This
is possible because a periodic boundary condition was applied.
The wake structures are displayed by quantifying the Q-criterion
vortex identification in Figure 13 as:

Q = 1
2

[
(|𝛀|2 − |S|2)] > 0 (3)

with

𝛀 = 1
2
[𝛁v − (𝛁v)T ] (4)

S = 1
2
[𝛁v + (𝛁v)T ]. (5)

Further visualization of the iso-vorticity is presented in Fig-
ure 14 to get a better overview of the case, computed as:

𝜔z =
𝜕v
𝜕x

− 𝜕u
𝜕y

. (6)

It can be seen that URANS is unable to generate rich three-
dimensional vortex structures as those predicted by DDES in
Figures 13 and 14, even when the finest grid resolution is em-
ployed. As a result, the vortex shedding predicted by URANS has
a strong coherence in spanwise direction which travels down-
stream. On the other hand, for all considered three-dimensional
meshes, DDES-based predictions are characterized by rich
vortical structures. As can be seen in Figures 13 and 14, the
wake structures are inherently different in terms of the vortex
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Figure 13. Instantaneous vortex structures (Q = 200, 000s−2, at 𝛼 = 12.8◦) downstream of the airfoil trailing edge from different mesh resolutions and
turbulence modelings colored by the spanwise vorticity. The domain is duplicated three times for visualization purposes.

breakdown. The wake vortex ages faster when a finer mesh res-
olution is employed. It becomes evident that medium and fine
mesh resolutions exhibit earlier wake breakdown than the coarse
mesh. The earlier wake breakdown reduces the displacement
thickness of the wake flow and yields a reduction in base drag
and in the load fluctuations, which have a direct connection with
the noise emission. This improves the prediction accuracy and
will be discussed in Section 3.1.
To gain deeper insights into the wake characteristics of the flat-

back airfoil, the mean and statistical parameters are further eval-
uated based on the DDES results using the fine grid resolution.
The flow field is recorded for every time step at several locations
(at x∕c = 1.5, 2.0, 2.5, 3.0 and 3.5) downstream of the airfoil as
depicted in Figure 15. The results are plotted in Figure 16 to Fig-
ure 19.
Figure 16 displays the normalized mean streamwise velocity

component downstream of the airfoil trailing edge for three dif-
ferent angles of attack at 5.1◦, 12.8◦, and 15.4◦. The wake center-
line (defined as the maximum momentum deficit) changes de-
pending on the angle of the inflow approaching the airfoil. The
higher the angle of attack is, the lower the wake centerline is lo-
cated along y-axis. Note that the angle of attack is changed by ro-
tating the airfoil about its quarter chord location. This wake cen-

terline location is further shifted in negative y direction with in-
creasing streamwise distance. It is interesting to observe that the
shift between 𝛼 = 5.1◦ to 𝛼 = 12.8◦ is much larger than between
𝛼 = 12.8◦ to 𝛼 = 15.1◦.
The Reynolds normal stress (u′u′) for three different angles

of attack is plotted in Figure 17. All considered angles of attack
yield a similar Reynolds normal stress profile shape in vertical
direction. The Reynolds normal stress starts to increase with in-
creasingmomentumdeficit on both sides (from positive and neg-
ative y directions). It reaches the maximum shortly afterwards,
at ≈20% of the half-wake width. This is followed by a reduc-
tion in the Reynolds normal stress until it reaches the minimum
around the wake centerline itself. This indicates that the mixing
process is emanated mainly from the sharp edge of the trailing
edge base. Furthermore, the Reynolds normal stress decays very
fast with increasing streamwise distance which indicates that the
breakdown of the coherent wake structures occurs near the air-
foil itself, which is in consistent with the observation made in
Figure 13.
The u′v′ Reynolds stress component for three different an-

gles of attack is plotted in Figure 18. It can be seen that the an-
gle of attack has a stronger influence on this component than
on the Reynolds normal stress. The magnitude of u′v′ increases
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Figure 14. Instantaneous iso-structures of spanwise vorticity at 𝜔z = −400s−1 (red) and 𝜔z = 400s−1 (gray). DES length scale calculations adopt the
SLA approach. The domain is duplicated three times for visualization purposes.

Figure 15. Locations of the wake evaluation downstream of the airfoil (marked by red dash-dotted lines) at x∕c = 1.5, 2.0, 2.5, 3.0, and 3.5.

considerably high when the angle of attack increases from 5.1◦

to 12.8◦ at x∕c = 1.5. Further increasing streamwise distance
causes the difference to be minimal. The higher level of u′v′ pro-
motes turbulent wake mixing process. In fact, the noise level re-
duces with increasing angle of attack, both in experiment and in
CFD results shown in Figure 11, which seems to be connected.

It is expected that modifying this aspect could alter the noise
characteristics.
Figure 19 presents the u′w′ Reynolds stress component for

three different angles of attack. The magnitude of the Reynolds
stress in this tensor direction is much smaller than the other two
investigated components. This could be caused by the strong
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Figure 16. Normalizedmean streamwise velocity component downstream of the airfoil trailing edge for three different angles of attack: (a ) 𝛼 = 5.1◦,
(b ) 𝛼 = 12.8◦, and (c ) 𝛼 = 15.4◦. From left to right: x∕c = 1.5, 2.0, 2.5, 3.0, and 3.5.

Figure 17. Normalized Reynolds normal stress (u′u′) downstream of the airfoil trailing edge for three different angles of attack: (a ) 𝛼 = 5.1◦, (b )
𝛼 = 12.8◦, and (c ) 𝛼 = 15.4◦. From left to right: x∕c = 1.5, 2.0, 2.5, 3.0, and 3.5.

coherence of the vortex structure in spanwise direction. This
indicates a small value in the spanwise velocity gradient. As a
result, this component has a very small contribution on the drag
generation and noise emission. Increasing this Reynolds stress
component may change the breakdown of the wake and could
possibly improve the aerodynamic and acoustic characteristics.
From the studies, it can be seen that the area near the two end

edges of the blunt trailing edge shows the strongest pressure fluc-
tuations among the other parts of the trailing edge, see Figure 20.
As an implication, the pressure fluctuations are directly repre-
sented in the acoustic flow field in Figure 21. Altering the pres-

sure characteristics within this area of may help promoting the
breakdown of the coherent vortices and ultimately reducing the
noise tonality.

3.5. Proper Orthogonal Decomposition

In this section, deeper investigations will be carried out by
evaluating the wake flow based on its energy content. The flow
field in the wake is highly turbulent and clear analysis is often
difficult to be done due to its chaotic nature. Such complex flow

Figure 18. Normalized Reynolds stress component (u′v′) downstream of the airfoil trailing edge for three different angles of attack: (a ) 𝛼 = 5.1◦,
(b ) 𝛼 = 12.8◦, and (c ) 𝛼 = 15.4◦. From left to right: x∕c = 1.5, 2.0, 2.5, 3.0, and 3.5.
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Figure 19. Normalized Reynolds stress component (u′w′) downstream of the airfoil trailing edge for three different angles of attack: (a ) 𝛼 = 5.1◦,
(b ) 𝛼 = 12.8◦, and (c ) 𝛼 = 15.4◦. From left to right: x∕c = 1.5, 2.0, 2.5, 3.0, and 3.5.

Figure 20. Pressure fluctuations on the airfoil surface near the trailing
edge area.

Figure 21. Instantaneous resolved acoustic pressure in the wake of the
airfoil.

characteristics are difficult to capture numerically without the
usage of high fidelity computations. Many studies have docu-
mented the importance of high fidelity modeling in producing
good data,[47–54] highlighting the need of eddy resolving ap-
proaches for capturing the unsteady fluctuations. Furthermore,
to understand the physicalmechanisms of the complex flow char-
acteristics, modal decomposition approaches provide a valuable
insight into the flow physics since they are able to separate differ-
ent flow characteristics into different modes. Proper orthogonal
decomposition (POD) and dynamicmode decomposition (DMD)

Figure 22. Relative energy content of each mode for three components of
velocities in the wake as a function of the POD mode.

are two methods widely used for extracting the dominant modes
of the fluid flow. Recently there were also attempts to employ
deep neural networks based on autoencoders for achieving the
same goal with better flow reconstruction capabilities.[55–58] POD
analyses were done in the present studies to extract the dominant
flow characteristics. The calculations were carried out employing
the snapshot method[59] implemented in the Python package
modred (https://modred.readthedocs.io). Weiss[60] provided a
good overview concerning the usage and derivation of POD for
fluid dynamics problems.
Figure 22 displays the relative energy content of the fluid flow

in the wake as a function of the POD mode, computed as:

Energy =
E𝜙

k∑N
k=1 E

𝜙

k

⋅ 100% ≈
𝜆
𝜙

k∑N
k=1 𝜆

𝜙

k

⋅ 100% (7)

with E𝜙

k and 𝜆
𝜙

k being the energy content and eigen value of the
POD mode k for the evaluated component 𝜙 ∈ u, v, w, respec-
tively, and N being the total identifiable modes. It can be seen
that the first mode is highly dominant for the u-component, with
more than 80% of the relative energy content for u. For the v-
component, the first threemodes show relatively comparable sig-
nificance, then the energy drops for the higher POD modes. In-
terestingly, the spanwise velocity component (w) shows relatively
low energy content even for the first POD mode indicating that
the energy is spread out throughout all identifiable POD modes.
Further physical meaning can be derived by evaluating the

flow structures of the first three POD modes in Figure 23. One
can see that the first POD mode of the streamwise velocity is
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Figure 23. Proper orthogonal decomposition results in the wake region downstream of the airfoil at z∕c = 0.25 (mid simulation domain). Top: for u-
component, middle: for v-component, bottom: for w-component normalized by U∞. Results are obtained from fine mesh at 𝛼 = 12.8◦ using DDES-SLA
turbulence model.

inherently dominated by the steady part of the wake flow. The
displacement of the wake is clearly observed. The higher POD
modes of the streamwise velocity are characterized by typical
vortex shedding effects. Similarly, the shedding effects are also
observed for the first POD modes for v. The unsteady shedding
term of the first POD mode is clearly contributed mainly by the
vertical velocity component since the streamwise component is
inherently steady. The spanwise velocity component shows no
clear signs of the shedding effects. The flowmode ismore chaotic
and seems to be more related to the noise caused by the small
scale turbulence in the wake having low energy content. There-
fore, it can be inferred that the vortex-shedding drag and noise
emission of the flatback airfoils are mainly caused from the in-
teraction of the vertical velocity fluctuations with the streamwise
velocity component.

4. Conclusions

Aerodynamic and acoustic investigations of thick flatback airfoils
have been conducted by employing high fidelity computational
approaches. The studies were performed on the flatback version
of the DU 97 W-300 airfoil at a Reynolds number of 3.2 million
considering soiled conditions. The results were validated with
measurement data and further assessments on flow character-
istics were carried out. The following aspects could be concluded
from the present studies:

1) 2D simulation environment overestimates the drag force
and noise emission of the airfoil.

2) 3D URANS is not suitable for investigating the noise and
drag characteristics of flatback airfoils.
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3) The accuracy of DDES computations improves with increas-
ing grid resolution in spanwise direction. A resolution of
Δz < 0.0052c is recommended.

4) The choice of DES length scale calculation methods is not
sensitive for flatback airfoil, where the location of separation
is clearly defined by the trailing edge base itself.

5) The improvement of prediction accuracy for the finer mesh
resolution is caused by the the improved accuracy in wake
structure computations. Wake breakdown occurs earlier for
the finer mesh resolution.

6) The Reynolds normal stress (u′u′) shape is fairly indepen-
dent of the angle of attack. The mixing process is concen-
trated near the sharp edge of the trailing edge base.

7) The shape of the u′v′ Reynolds stress component is depen-
dent on the angle of attack and influence the noise emission.

8) The u′w′ Reynolds stress component is not significant for
flatback airfoils.

9) The surface pressure fluctuations are strongest approaching
the two end edges of the blunt trailing edge.

10) POD shows that the interactions between the vertical veloc-
ity fluctuations with the streamwise velocity component are
the main source of vortex-shedding induced drag and noise
emission of flatback airfoils.
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