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Abstract

This thesis presents a method for evaluating semantic ik of projec-
tive locative expressions such as "X is above Y’ and "X iseqitpht of Y'.

The method is implemented for semantic theories that repteseaning
of projective locative expressions in terms of geometrazalstraints in
two-dimensional space.

A set of semantic theories is defined according to propogaisthe litera-
ture. These theories predict precise geometrical constsgor projective
locative expressions. Furthermore, a formalism is proploshich is used
to combine these theories in order to generate new semémgaries that
are capable of handling vagueness of projective locatiygessions.

The empirical basis of the evaluation is a set of expresdioatssubjects
of a 'map task’ experiment (Anderson et al., 1991) have usetkscribe
spatial relations in two-dimensional space. Each expmssefers to a
specific map of which two-dimensional geometrical represgems are
derived.

The semantic theories are tested with these data by cheaktiether the
geometrical constraints predicted for an expression argsfiad by the
corresponding geometrical representation.

The evaluations show good results for most theories whigle baen pro-
posed in the literature. The results are systematicallyrowed by the
corresponding theories that handle vagueness.

A more detailedsummary can be found on page 167.

Eine ausfuhrlich&usammenfassungn Deutsch befindet sich auf Seite 173.
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Chapter 1

Introduction

This thesis investigates geoemtrical aspects of the mganfiprojective locative ex-
pressions. Projective locative expressions describeoiteibn of an objectl¢cated
objector LO) relative to another objectgference objecor RO) by means of a di-
rection. Direction is expressed by projective preposgi@derskovits, 1986) such as
above below to the right of andto the left of Projective locative expressions may
contain modifiers, e.gdirectly, slightly, straight and1 inch, which modify the in-
terpretation of the direction or add constraints on theadis¢ between the located
object and the reference object (Zwarts, 1997). The folgwiivo sentences contain
examples of projective locative expressions with and withoodification:

Q) The circle is above the rectangle.
(2) The circle is directly above the rectangle.

Projective locative expressions can be used in posititersints or in their nega-
tions. | will use the termgpositive usdor positive statements antkgative usdor
negations of positive statementositive use®f projective locative expressions con-
vey that the relation denoted by the expression applieseaiven spatial configu-
ration. The previous two sentences are examples of posises. Negative usesf
projective locative expressions convey that the relatiemoded by the expression does
not apply to the corresponding spatial configuration. Thievong sentence is a neg-
ative use corresponding to (1):

3) The circle is not above the rectangle.

| will focus on two distinct but related aspects of the megnirh projective loca-
tive expressions. The first aspect concerns the truth vdlaa expression: What are
the truth conditions that determine whether the statemieatpvojective locative ex-
pression is true or false with respect to a spatial configam@t And to what extent
is the meaning of these expressions vague? — so that thaajquesthe truth con-
ditions of an expression is not simply a question of it beirtges true or false, but
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(@) (b) (©) (d)

Figure 1.1:A circle in different positions relative to a rectangle.

one of beingdefinitely true definitely falseor indefinite where indefiniteness means
that we cannot unequivocally determine the truth value hsb the statement might
be either true or false. Bearing in mind vagueness the doofarprojective locative
expression is divided into three parts. One part consistdl @patial configurations
which unequivocally make the expression trdef(nitely trug, another part consists
of spatial configurations with respect to which the exp@ssiould be either true or
false {ndefinitg, and the remaining part consists of all spatial configoregiwhich
unequivocally make the expression faldef{nitely falsg

The second aspect concerns the goodness of fit between gtlescand a situ-
ation: To what extent do a projective locative expressioth arspatial configuration
match? Answers to this question are given in terms of funstfioom spatial configu-
rations to values on a linear scale expressiegrees of applicabilitylLet us call such
functionsapplicability functionsand their rangapplicability scale Degrees of appli-
cability allow for two ways of interpretation. On the one dathey provide a way of
comparing and ranking alternative expressions accordirigdir goodness of fit. On
the other hand, they can be interpreted as the degrees i spatial configurations
instantiate a given projective locative expression. Loga®adler (1996), Regier &
Carlson (2001), and Gapp (1995) report rating experimeras éxhibit varying de-
grees of applicability for projective locative expressavith respect to systematically
varied spatial configurations. Figure 1.2 shows the resilgsrating experiment re-
ported in (Regier & Carlson, 2001). Subjects rated sentéhcg€The circle is above
the rectangl® with respect to different spatial configurations like thiees shown in
Figure 1.1 on a scale from 0 to 9, where a rating of 0 meanshkeadescription isiot
acceptable at aland a rating of 9 means that the descriptiopesfectly acceptable
The matrix in Figure 1.2 shows average ratings for 56 diffelecations of the circle.
Sentence (1) receives the following degrees of applidgimiith respect to the config-
urations shown in 1.1: (a) 8.9, (b) 7.1, (c) 4.1, and (d) 0.6ese figures clearly rank
the spatial configurations with respect to their extent sfantiating sentence (1). The
configuration (@) is ranked highest, (b) and (c) receivermégliate degrees, and (d) is
ranked lowest. Intuitively, these degrees of applicabdiso say something about the
truth of sentence (1). Its rating relative to (a) is 8.9 whiglelose to 9 (i.e. close to
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72:75:84:89:82:77:70

6.7:65:84:89:83:72:71
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05:03:03:04:04:04:0.1

Figure 1.2:Average ratings of the sentence “The circle is above thenge.” with respect to 56
different locations of a small circle like in Figure 1.1 refsa by (Regier & Carlson, 2001). The ratings
lie between O fonot at all acceptabland 9 forperfectly acceptable

“perfectly acceptable”) and thus suggests that the seeatisricue with respect to (a).
However, the fact that this degree is not identical to theimar of the applicabil-
ity scale raises the question whether the sentence candgerédative to (a) in some
respects. If so, a degree of applicability of 8.9 would iadkcthat the spatial configu-
ration belongs to the part of the domain that is associatddimdefinitenessegarding
the truth of sentence (1). If not, a degree of 8.9 would ingi¢hat the sentence is
definitely true We can ask the same question with respect to all other $pah&gu-
rations, and also for the corresponding negative use (3) igpect to all four spatial
configurations. In essence, we ask for the relation betwegneés of applicability
and the partition of the domain inttefinitely trug indefinite anddefinitely false

The relation between degrees of applicability and trutbhiealcan be established via
partitions which divide the applicability scale into intafs, each of which is associ-
ated with one of the three truth valuete(initely true/ indefinite/ definitely falsg A
natural way of partitioning of the applicability scale, aast forunmodifiedprojective
prepositions, is given by a division of the scale into thrgerivals. The upper interval
comprises all spatial configurations with a high degree giiagbility, and it is in-
terpreted unequivocally as being associated with the tralilnetrue — corresponding
expressions ardefinitely true The interval in the middle is the areaiafiefiniteness
i.e. both truth values are possible. And the lower intereahprises all spatial config-
urations where the description scores a low degree of aiplity — low enough for
an expression to count definitely false

Adverbial modifiers that are combined with projective pr&pons, such asli-
rectly, slightly, just, andsort of change the interpretation of the modified term (see
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Zwarts (1997) and Lakoff (1973)). We have two principal ops for analysing such
modification operations. On the one hand, modifiers couldakert to change the
underlying applicability function, while the partition®fihed by the modified terms
remain the same. On the other hand, modifiers might redefenditiision of the ap-
plicability scale and leave the underlying applicabilit;m€tion unchanged. Whatever
analysis of modification we choose, we can treat both modafiretlunmodified projec-
tive locative expressions as single non-decomposabls wiich divide the domain
into three sets associated wdkfinitely true indefinite anddefinitely false

It should be noted that the question of truth and falsity ofeapression can be
treated independently of the question of its degree of agbpiiity. In fact, any dis-
crete approach that divides the domain into three such smitdvgive us a suitable
amount of truth values. However, in order to gain completdenstanding of previ-
ous work on projective locative expressions, it is necgsgaintegrate discrete and
continuously graded approaches, since later work on $patiguage has made great
advances in developing methods for abstracting over $gati@erties by means of
continuously graded degrees of applicability, e.g. (Kedle 2003), (Regier & Carl-
son, 2001), (Matsakis et al., 2001).

Apart from work reported in (Abella, 1995; Abella & Kende§%), the question
of truth and falsity of projective locative expressionshwiespect to spatial configu-
rations has not been investigated on an empirical basis.thtarefore an open ques-
tion how people really use projective locative expressishsen they talk about spatial
configurations. Can we confirm the truth conditions that grecsied by previous
approaches with data taken from actual conversations? rticglar, do those truth
conditions correctly predict the positive and negativesubat people produce?

The following three factors play a considerable part in deieing the degree of
applicability and the truth value of projective locativepegssions: (i) thdrame of
reference- in a concrete spatial settingflame of referencelefines reference direc-
tions relative to which the directions referred to by prtijeeprepositions (e.cabove
are aligned; (iilgeometricakelations and properties; and (ifiinctionalrelations be-
tween objects, i.e., relations which are determined bylogtcal, conventional and
intentional aspects of the objects.

Since this work is concerned with the influence of the secantbf {izgeometri-
cal properties and relations) the other two factors neee twontrolled, so that distinct
degrees of applicability and truth values are caused bgraiffces in geometrical con-
ditions, but neither by distinct frames of reference notidd functional relations.

The HCRC Map Taslcorpus (Anderson et al., 1991; Isard, 2001) is the empirical
basis for the work described in this thesis. It is a colletid route description dia-
logues produced by people trying to accomplishap task The map task described in
(Anderson et al., 1991) engages two participants in a ceatien about a route that is
printed on a map. Each of the participants in this task hak@matic map containing
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line drawings of objects, so calléandmarks While the map of one participant — the
instruction giver— has a path drawn in it, this path does not appear on the mée of t
other participant — theoute follower Their joint task is to replicate that path on the
map of the route follower. Communication between the pipdiats is restricted to
natural language communication — the participants cargmtlse other participants’
maps and they are not supposed to use gestures nor to showm#ps to each other.

PN :
|/ T \ , ,.,‘%-fs
_ \ \l . r"iff\/alfej
wagon wheel , '
/
\ L - |
tamand mine -t
\—- — - '
F

Figure 1.3: Upper part of an instruction giver's map. It contains landksawith the labelsstart,
diamond mingwaggon wheelandrift valley.

Figure 1.3 illustrates the top part of an instruction gigeriap. The maps used in
the map task experiments are schematic maps containingdavangs that serve as
landmarks. Each landmark is associated with a textual |akeladditional difficulty
was introduced to the map task by having maps in one expetithanwere slightly
different. More precisely, in every experiment the map efitstruction giver and the
map of the route follower slightly deviate from each othetlas landmarks on both
maps do not match exactly. Nonetheless, they are supposegprasent the same situ-
ation. There are three kinds of differences: (i) landmag{searing on one map are not
printed on the other map; (ii) landmarks occurring on bottpsnat the same position
are associated with different textual labels; and (iiijfestent landmarks, i.e. distinct
line drawing and distinct label, appear at the same |locatiotiie corresponding maps.
These mismatches cause the participants to align themnafion about the existence
and the location of landmarks before they use them in theerdescription task. The
instruction giver needs information about the route foko'wmap in order to describe
the route in a way that the route follower can understandye@sid the route follower
needs information about the instruction giver's map in otdeinderstand all route di-
rections by the instruction giver. The speakers achiegmalent by either identifying
a label from the other participant’s map with a landmark fribvair own map or by
constructing spatial extension and position of a missingmaark according to the de-
scription provided by the other participant. In either ¢alse participants typically use
locative expressions to describe the location of a landmarkome cases, location is
described relative to the entire map, in some cases it ingwktive to the current
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position of the path, and in the cases which are relevanhfsistudy, the location of a
landmark is specified relative to another landmark.

All occurrences of the latter kind of locative expressioagébeen extracted from
the corpus, i.e., expressions describing the location ahdrhark relative to another
landmark, in order to investigate which truth conditionsaers associate with pro-
jective locative expressions.

The general assumption concerning the data is that speddsrabe spatial config-
urations on their map with expressions that are true witheetsto their map. Thus,
positive uses of projective locative expressions in apgilbn to given spatial configu-
rations provide empirical evidence for the truth of the egsions with respect to those
spatial configurations. And negative uses of projectivative expressions provide
empirical evidence for the falsity of the expressions wébpect to the corresponding
spatial configurations. In terms of the truth conditions pfrajective locative expres-
sion this means that spatial configurations which are desdiby positive uses should
belong todefinitely trueor theindefinitepart of the extension of the expression, and
those ones that are described by negative uses should ldeltmgdefinitely falseor
theindefinitepart of the extension. In this way, the data can be used toatebll the-
ories of the semantics of projective locative expressibatsprovide a partition of the
domain into two partst{ue/ falsg or three partsdefinitely true/ indefinite/ definitely
false.

Outline

Chapters 2 and 3introduce theoretical notions relevant for the semantiggs@ective
locative expressions and give an overview of the state o&theChapter 2 introduces
the geometric notion docative direction relations Locative direction relations are
binary relations which convey information about the logatof an object relative to
another object by means of a direction. This notion is a nmattieeal notion, and thus
independent of questions of cognition or linguistics. Amection to natural language
is established in Chapter 3, which provides an overview ofasdic theories of pro-
jective locative expressions modelling meaning in termscdtive direction relations.
In order to capture the vague nature of these meanings, spelgfied representations
and a procedure calldalased valuatiorare suggestedChapter 4 describes a novel
way of interpreting the formal semantic framework. The aggh is implemented as a
computational procedure that automatically applies seéim#reories to locative pro-
jective expressions and determines their truth value \epect to geometric represen-
tations, i.e., the spatial configurations those expresgiefer to. Chapter 5 presents
the preparation of the data, a set of utterances and repagisais of the situations
those utterances refer to. The natural language data harerhanually extracted
from a corpus of route description dialogues and annotatéd mformation. The
corresponding spatial data have been translated into agjeomepresentation. The
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approach described in Chapter 4 is applied to the data (Eh&ptn order to analyse
different semantic theories (Chapter 2 and 3). The resuttpeesented ilChapter

6 and they are used to determine new semantic theories by aldata algorithm.
More specifically, the algorithm determines semantic tiesoior unmodified projec-
tive locative expressions and expressions which are mddifyalirectly andslightly,
respectivelyChapter 7 andChapter 8 provide summary and conclusions in English
and German, respectively.

Contributions of the thesis

This thesis provides contributions to empirical lingusgsearch, linguistic resources,
semantic theory, and qualitative spatial reasoning:

linguistic research This thesis empirically evaluates prevalent semanticrtbemf
projective prepositions, and proposes improved and eogtlyi motivated se-
mantic theories for unmodified projective prepositions anepositions modi-
fied byslightly anddirectly.

linguistic resources The data has been derived from tHERC Map Task Corpus
(Anderson et al., 1991) for which an additional annotateyel has been made
publicly available. It marks all projective locative expséons which are used
to describe the location of a landmark on a map relative taheendandmark.
The annotation layer contains semantic and pragmaticrmdton, and, most
importantly, it contains reference pointers to the landta#ne expressions refer
to. Geometric representations of each map complement tiegation layer.

semantic theory This thesis brings together formal semantics and autonmaémre-
tation of semantic representations. It introduces a fagaabn of the relation
between geometric aspects of actual situations and caalonadels of formal
semantics. A proof of concept is provided by the implemeonadf an algorithm
that generates finite first-order logic models from georoelaita.

gualitative spatial reasoning This thesis gives a comprehensive overview of locative
direction relations from the disciplines linguistics, odtiye science, logic, and
computer science.

15



16

Introduction



Chapter 2

Locative Direction Relations

This chapter gives an overview of locative direction relasi. The literature provides
various techniques to define locative direction relatiomhsctv will be presented in a
systematical fashion and finally used to specify schemaiedigfine locative direction
relations. The relations of these systems will provide thg$for representing the se-
mantics of projective locative expressions in Chapter yTdre applied to geometric
data in order to generate first-order logic models for suchasgic representations in
Chapters 4 and 5.

As | will point out in the introduction (Section 2.1), loce#i direction relations are
defined in terms of three ingredients. First, there is a lef/edpresentation which rep-
resents theelative positionof an object with respect to another object. Second, there
areprototypical directionsand third, there is a classification algorithm that catesger
the representations of relative position according toghwstotypical directions. The
sections from 2.2 to 2.5 summarise the techniques of deringpresentations of rel-
ative position that we find in the literature. More specifigaBection 2.2 presents
ways to represent the location of objects. Section 2.3 dhires topological relations
and describes in which ways they are used in the literaturedtrict the domain of
locative direction relations. Section 2.4 discusses waydetermine the orientation
of prototypical directions with respect to particular sptonfigurations. And Sec-
tion 2.5 integrates the preceding sections and describéstail techniques from the
literature to represent the location of an object relativariother object. Two differ-
ent approaches to classify such representations are pedsarSections 2.6 and 2.7.
The former presents continuously graded degrees of classhership and the latter
discrete categories. In Section 2.8 | describe my own prpagich combines the
techniques from the literature presented in the previousmes. | present a set of
relation schemata which define systems of locative diragtations. Most relations
defined in the literature can be matched with one or more afethelations. Finally,
the last part of this chapter (Section 2.9) describes inildgtastudies about locative
direction relations used in this chapter.

17



2.1 Locative Direction Relations

2.1 Introduction

Locative direction relations provide classifications détiwe position in terms of pro-
totypical directions. They specify the location of an objeéle located objecor LO,
relative to another object, theference objecbr RO, by means of a predicate that is
associated with a prototypical direction. For exampleglendb be spatial objects.
And let the relation symbold BOV E andRIGHT be associated with the prototypi-
cal directionsup andright, respectively, see Figure 2.1(a). The following predmadi
are examples of locative direction relations:

(1) ABOVE(a,b)
RIGHT (a, b)

These predications express thas located in directiomp and in directiorright from
b, respectively.

The question whether an object is located in a particulatopypical direction is
a problem of classification. On the one hand, there are reptasons that represent
the relative position of LO with respect to RO; and on the potiend, there are sets of
prototypical directions. Representations and protolpiirections are set into rela-
tion by classification conditions which associate thoseasgntations with none, one
or more prototypical directions.

Representations of relative position abstract particspatial properties, and they
are designed to explicitly represent features that spéaictional information of LO
being located with respect to RO. A very intuitive examplalo$ level of represen-
tation can be given for a pair of spatial points. Suppasandb are arbitrary spatial
points which do not coincide. The relative positionaofvith respect ta) can be rep-

resented by a vectot = ba starting inb and ending im:. Vector+ abstracts over the
absolute coordinates afandb, but the directional component éfprecisely specifies
the direction in whichu is located relative td.

Common sets of prototypical directions are the main catdim&ctions north,
south west andeast or the set of directionap, down right, left, front, back Figure
2.1(a) illustrates a subset of the latter set where all fa@ctonsup, down right and
left lie in one plane.

We further need eclassification condition- let us use the binary predicate
classify(-,-) — that indicates whether or not a representation of relatagtion of
a with respect tah — here let us simply use paju, b) — belongs to the category de-
fined by a prototypical direction. Locative direction rédais RF L(a, b) between two
objectsa andb are then defined by the condition that b) belongs to the category
defined by the prototypical directignwhich is associated with the predicdte’ L:

1The scope of this kind of representation is restricted tosathat do not coincide, because, oth-
—
erwise, the resulting vectdiz could be the null vectod which doesnot have a unique directional
component. Other reasons to restrict the scope of a relaiibbe pointed out in Section 2.3.

18



Locative Direction Relations 2.1

up up
225% AT
right right
left left
down down

(a) The directionsip, down left, and (b) The smallest absolute angles be-

right. tween a vector and prototypical di-
rections. The angle betweerandup
is 22.5

Figure 2.1: An example of prototypical directions in tworginsional space and a
vectorr.

(2) Va,b: REL(a,b) = classify({a,b), p)

ConsequentlyU P, RIGHT, LEFT, and DOW N are defined in general terms as
follows:

(3) Va,b: UP(a,b) = classify({a,b), up)
: RIGHT (a,b) = classify({a,b), right)
Va,b: LEFT(a,b) = classify({a,b),left)

Va,b: DOW N(a,b) = classify({a,b), down)

oo o
<C
)
S

Above we have already seen an example of a representatiatative position be-
tween points, namely, a single vector from RO to LO; and weshadso seen a set of
prototypical directions in two-dimensional space. Let os/ook at an example of
a classification predicatelassi fys (7, p), that indicates whether a vectdbelongs to
the category defined by a prototypical directjoriet the predicate be true if the angle
between”andp is below an arbitrary thresholj say,0 = 80°:

(@) classifyso(F, p) = Z(F, p) < 80°

Figure 2.1(b) shows a vecteramong four prototypical directions. The angle between
7 andupis 22.5°. The angle betweenandright is 67.5°. With a threshold ofl = 80°

the relative position represented Bys categorised as bothP andRIGHT, i.e.,a is

in directionup and in directiorright from b. It is not categorised dsEFT andDOWN
since the angles betweerandleft and betweem anddownare greater thaé = 80°,
namely112.5° and157.5°, respectively.

Range levels The classification conditions denoted &yissify(-,-) determine the
rangeof locative direction relations. Thengeof a locative direction relation is de-

19



2.1 Locative Direction Relations

fined as the set of all pairs of objects from all possible situns that satisfy the re-
lation. Ranges are particularly interesting for compatmzative direction relations
that are associated with the same prototypical directinrsolme cases the range of a
locative direction relatiol? £ L; will be completely subsumed by the range of another
locative direction relatiol® £/ L,. We will then say that the range &fF' L, is narrower
than the range oRFE L,, and conversely, the range &fF L, is wider than the range
of REL,. We will also say, thaRFE L is on a lowerange levethanRE L,, and con-
versely, thatRF L, is on a higherange levethan RE L. The notion of subsumption

is defined by the following implication:

(5)  REL, is subsumed byRE L, iff Va,b: REL;(a,b) => RELs(a,b)

In order to illustrate range levels of relations, let us defelationd’ P,, DOW N,,,
LEFT, and RIGHT, for n € {1,2,3,4} in terms of the classification conditions
given in (3). Forn = 1 we assume a threshold éf= 10°, for n = 2 the threshold is
0 = 45°, forn = 3 letd = 90°, and forn = 4 let @ = 135°. The indexn indicates the
range level of the relation. It is easy to see that relatioosiflower range levels are
subsumed by corresponding relations from a higher ranggselFor example,

UP, is subsumed by P,, with m,n € {1,2,3,4} andn < m.

On the firstrange levelln = 1, 6 = 10°) the vector~ in Figure 2.1(b) is not cate-
gorised at all. On the secomdnge leveln = 2, § = 45°) the vector is categorised
asU P,, because the angle betweéandupis 22.5 and lower than the threshold of
45°. On the thirdrange leveln = 3, 8 = 90°) the vectoris categorised a§ P; and
RIGHTj;, because the angles between betweandup and betweem andright are
lower than the threshold &0°. Finally, on the fourtirange levelln = 4, § = 135°)
the vector is categorised a8 Py, RIGHT,, andLE F'T}.

In these examples, different range levels are defined by dngngeterd. Other
classification conditions are parametrised in differengsyas we will see in Section
2.8. The effect, however, will be similar; locative dirextirelations from lower range
levels imply the corresponding locative direction relaidrom higher range levels.

Complements and disjointness Different classification conditions and different sets
of prototypical directions determine different sets ofdtiee direction relations which
we callsystems of locative direction relatianEach such system is associated with a
particular range level. Other properties of those systéasare relevant for this study
arecomplementsf relations andlisjointnesof relations.

This study will be limited to sets of four prototypical diteans which correspond
to the axes of an orthogonal coordinate system in the Ewatigéane as shown in Fig-
ure 2.1(a). Therefore, there is always exactly one inveirgetibn for each direction
of the set. Based on this observation we can formulatetmeplement propertior
any system of relations used in this study:
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(6) ArelationREL' is thecomplementf a locative direction relatio® £ L if and
only if REL andREL’ are both members of the same system of relations and
the directionp, which is associated witik 'L, is inverse to the directiop’,
which is associated witR /L.

Since every direction has exactly one inverse direction¢ivis also in the set of
prototypical directions, every locative direction retatihas exactly one complement
relation within a system of relations. Examples for competpairs areRIGHT)
andLEFT;, andUP; and DOW Ns.

Apart from this complement property we will look at disjawetss properties of
systems of locative direction relationgairwise disjointnessr mutual exclusiorand
complement disjointness mutual exclusion of complements

(7) Relations from a system of relations grairwise disjointif and only if for
every pair of the domain, there is at most one relation thpli@pto that pair.

This disjointness property is very strong since it does howeor any overlap between
the relations of a system. For example, supddsg and L E F'T; are relations from a
system that satisfies pairwise disjointness. In that cheeg is no pair of objecisand

b such that the relation between them may be characterizédPasand, at the same
time, asLEF'T3. A weaker property isomplement disjointness

(8) Relations from a system of binary relations digjoint with their complement
if and only if for every relationR £ L. and its complement relatioRE' L' and for
every pair of the domain there is at most one relation am®Ad. and RE L'
that applies to that pair.

For example, leU P, and DOW N; be relations from a system that satisfies comple-
ment disjointness. Then there are no two objeasdb such that the relation between
them may be characterized @$>, and, at the same time, a80W ;.

2.2 Location

The location of an object is defined by the set of spatial gaiitich it occupies. Let
x be an object and IR x R denote the total set of points in two-dimensional space.
The functionloc yields the set of points occupied by

(9)  loc(z) CR xR

Computational theories of direction relations approxerat exact notion of location
by using functions which yield a finite set of features to es@nt the (approximate)
location of their arguments. This section gives an overwéwhe functions that are
used in the literature.
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2.2 Locative Direction Relations

(@) The source object, an inflb) Finite set of points(c) Geometric  description,
nite set of pointsjoc(x). locpiz (). locg(x)

(d) Hull, locpyn (). (e) Convex hulljoceonvex(x).  (f) Bounding box.locy(x)

(g) Diagonally aligned bound-  (h) Centroid.loccen:
ing box.

Figure 2.2: Different ways of representing location. Tharse object is displayed in
the background of each representation in light grey.
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The first panel of Figure 2.2 shows the border of some objeet region with a
partly concave boundary and a hole. The other panels #testepresentations that
approximate the location af. They correspond to the following functions described
here in more detail: (i) raster scan function, (ii) complgé®metric description, (iii)
hull, (iv) convex hull, (v) bounding boxes, and (vi) centisi

The location functiorioc,;, yields for each object (or region) a finite set of points
where each point represents a pixel of a raster scan of thettobPanel (b) illus-
trates the representatiéur,,;. (x) for = being the object of panel (a); each black square
represents a 'pixel’ that represents a part of the objecthSunctions are used by
(Miyajima & Ralescu, 1994) and (Matsakis & Wendling, 1999hey are also used
to produce simple grid representations of spatial scenagy@g, 2005). The loca-
tion functionloc, yields a complete geometric description such that all gooft: lie
within the geometric object and all points that are not part @o not lie within it.
Complete geometric descriptions in two-dimensional sgpeeify the area of an ob-
jectincluding holes and discontinuities and preserveeasigetric properties of the ob-
jects. Complete geometric descriptions are used in (MasakVendling, 1999) and
(Regier & Carlson, 2001). An example of a complete geomelegcription is given
in Figure 2.2(c). It is a complex polygon that describes ateo and inner boundaries
of the object. The representation most commonly used intidr@iture is given by the
functionlocy,,;; which yields a geometric description of the object’s hullitsrouter
boundary, see Figure 2.2(d). The hull encloses all points bfit in contrast to com-
plete geometric descriptions, it also encloses pointsdh@anot inz, namely, points
that are part of holes im. To be preciseloc,.;(z) yields a geometric object which
encloses all points which are either pointseadr from which it is not possible to find
a path to the outside of the convex hull — the notion of conuékit specified below —
without intersecting:. The following studies use hulls: (Kelleher, 2003), (Sctitke,
2001), (Goyal, 2000), (Gapp, 1994a), (Schirra, 1993), (Wi, 1992), (André et al.,
1987), (Herskovits, 1986). Hulls can be approximated byp&npolygons with ar-
bitrary accuracy. Closed polygons are described by a sicdeed boundary which
consists of straight line segments between the polygomtsces. Closegimplepoly-
gons are closed polygons with no line-segments intersgetich other.

A geometric description of the object’'s convex hulid.,,....) contains all points
located on straight lines between any two points @ind nothing more. Like hulls in
general, convex hulls can also be approximated by simplgpok. Zwarts & Winter
(2000) represent the location of an object by convex spadeshmcan additionally
contain points in the vicinity of an object which do not bejgdo the convex hull. The
convex hull of the example object is depicted in Figure 2.2(e

Another common representation format are bounding bokes, (see Figure
2.2(f)). Bounding boxes are minimal rectangles which conédl points of x such
that there are no other rectangles aligned in the same waghvduantain all points
of x and have an area smaller than the area of the bounding boxndBauboxes
are usually aligned with the vertical and horizontal axishaf coordinate system, see
(Hernandez, 1994), (O’Keefe, 1996), (Papadias & Selli84)9(Rajagopalan, 1993),
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(Topaloglou, 1994). Bounding boxes can also be alignedes that are determined on
intrinsic features of an object, for example, Abella & Ken©93); Fuhr et al. (1995)
use bounding boxes that are aligned to the reference obgeatsprincipal axes. In
most of such cases the bounding box is not aligned with thedowate system. Figure
2.2(g) gives an example of a bounding box that is aligned vapect to diagonal
axes.

Finally, the most abstract way of approximating locatiotoisepresent it by a sin-
gle point. A common method to determine such a point is to agmfhe centroid of
an object (Hernandez, 1994), see Figure 2.2(h). Let usleabltdérresponding location
functionloc...;. The (geometric) centroid coincides with the center of ntdss ob-
ject under the assumption that the density of that objeatisdgeneous. Formulas for
computing the centroid of basic two-dimensional geometn@pes, such as polygons,
can be found, for instance, in (Heckbert, 1994).

2.3 Domain restrictions

Locative direction relations do not cover a domain exhaastj there is at least one
pair of objects in any domain for which there is no locativediion relation that holds
between them: two objects (or regions) whose locationscten It would be unin-
tuitive to define direction relations as reflexive relatioss that for example, every
object isleft of itself, and alsaight, belowetc. It can be argued whether direction
relations should be exhaustive for any two non-identicgectis. But it seems to be
easy to find situations where two distinct objects pose alpmolsimilar to the pre-
vious one. For example, think of a circle that is in the cewtfea ring (see Figure
2.3). What is the direction of the ring with respect to thecle? Either we cannot
determine a direction at all, or it lies in all relevant diieas because it surrounds the
circle. Most accounts of direction relations avoid suchpgmatic cases by restricting
the domain of locative direction relations to cases whiagns¢o be unproblematic.
Another rather practical reason for introducing domairtrretsons is the observation
that different ways of defining locative direction relatsooyield a different quality of
results depending on the distance between located objdaeserence object. Some
definitions might yield good results for objects that aratieely far away from each
other, but their results get worse with decreasing distaRoe example, (Hernandez,
1994, p.49) discusses three different types of definitidihsoative direction relations,
each of them is restricted to a domain defined by a conditiothermlistance between
the located object and the reference object.

Most definitions of locative direction relations are asatal with domain restric-
tions that specify preconditions on pairs of objects in ofdedetermine whether a
direction relation can be computed at all. Domain restitdiare specified by means
of conditions on topological relations and on the distanevben the located object
and the reference object.
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Figure 2.3: A problematic case for determining a directigation.

Topological relations Topological relations express the quality of spatiahnect-
ednesbetween two objects. Two regiomsandy are connected,'(z, y), if they share
at least one point:

(10) C(z,y)<eIp:pexApeEy

Based on this predicate of connectedness, Randell et &2)Ii&fine a set of topo-
logical relations on the domain of regions, hencefdRG,C relations They comprise
the following relations: DC(x,y) # is disconnected from”, P(x,y) “z is part of y”,
PP(x,y) “z is proper part ofy”, EQ(X,y) “z is identical withy”, DR(X,y) “x is discrete
fromy”, O(x,y) “x overlapsy”, PO(x,y) “z partially overlaps withy”, EC(X,y) “x is
externally connected with’, TPP(X,y) “z is tangential proper part ofy”, NTPP(X,y)
“x is nontangential proper part of”, and the inverse relations®(x,y), PP 1(x,y),
TPP1(x,y), and NTPP!(x,y). The relations are defined in the following way:

11 Letz, y, andz be regions.

DC(z,y) & —~C(z,y)

P(z,y) & Vz[C(z,x) — C(z,y)]

PP(z,y) < P(xz,y) AN ~P(y,x)

EQ(z,y) &z =y & P(z,y) APy, x)

O(z,y) < 32[P(z,2) A P(z,y)]

PO(z,y) < O(x,y) AN—P(z,y) N =P(y,x)
DR(z,y) < —0(z,y)

EC(z,y) < C(x,y) N —=O(z,y)

TPP(xz,y) < PP(x,y) AN 3Iz[EC(z,2) N EC(z,y)]
NTPP(x,y) < PP(x,y) AN =3z[EC(z,2) N EC(z,y)]
P~Y(z,y) & P(y,z)

PP Yz,y) & PP(y,x)

TPP Y (z,y) & TPP(y,x)

NTPP Yz,y) & NTPP(y,x)

S3TATTSQ@Toan o
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a@ Qb a@b a b

(a) DC(a,b) (b) EC(a,b) (c) EQ(a,b) and a=b
b b a@b
(d) TPP(a,b) (e) NTPP(a,b) (f) PO(a,b)

Figure 2.4: Some RCC relations.

Figure 2.4 presents six fundamental topological configomatand the correspond-
ing RCC relations. All other RCC relations can be defined ftbese using the oper-
ationsunionandinverse For example, the relatioxis part of yis true if eitherz is
tangential proper part af, = is nontangential proper part 9f or = is identical withy,
see (12-a). And the relationoverlaps with ys true if eitherz partially overlaps with
y, x is part ofy, ory is part ofz (12-b):

(12) a. P(z,y)iff EQ(z,y) vV NTPP(z,y)VTPP(z,y).
b. O(x,y)iff PO(z,y)V P(z,y)V P71 (x,y).

There is a great amount of literature about topologicatimata and their applications,
for an overview | refer the reader to Cohn & Hazarika (2001).

Domain Restrictions The majority of locative direction relations are defined &r o
jects which are disconnected, see for example (Schmid&l,2422). Some kinds
of definitions additionally presume that the objects’ repraations derived by loca-
tion functions (see Section 2.2) are disconnected, as fonple in (Zwarts & Winter,
2000), (André et al., 1987), (Wazinski, 1992), (Gapp, 1#94nd (Abella & Kender,
1993). Matsakis et al. (2001) and Papadias & Sellis (199d)i@y discuss the effect
of overlapping objects on the computation of locative dimtrelations. But only
(Herskovits, 1986) and (Wazinski, 1992) provide an exteatiment of cases in two-
dimensional space where the located object is part of tleeeete object. An example
of such a situation is a spatial configuration where the extabject is part of a pic-
ture, and its location is described with respect to thaupetlike in “The bird is at the
top of the picturé.
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Even if the objects are required to be disconnected, thesponding representa-
tions might overlap. Papadias & Theodoridis (1997) repretiee location of objects
by bounding boxes, and they discuss the application of iedirection relations for
disconnected objects only, but the definitions of locativealion relations are also de-
fined for overlapping bounding boxes. As mentioned ear{léernandez, 1994, p49)
defines three different kinds of locative direction relaiawith different domain re-
strictions. The first kind of relation is used if the objecteedap. The second kind
is used if the centroid of the located object lies inside tinele with a certain radius
around the reference object. Otherwise the third kind @aftrehs is used.

2.4 Frames of reference

In the beginning of this chapter we introduced sets of pygical directions which
were needed for defining locative direction relations. Hastion describes common
strategies to determine such sets of prototypical dirastioThe strategies and the
corresponding set of directions are commonly caftadhes of referencer reference
frames The choice of a frame of reference determines the desmmipti a spatial re-
lation — where is an objedtO located in relation to another obje&O? It is now
generally accepted that we need to distinguish betweee thpes of frames of ref-
erence (Levinson, 2003): (gbsolute (ii) relative, and (iii) intrinsic. In addition, the
situation in which a spatial relation is described may regaithree-dimensional or a
two-dimensional frame. To both the two-dimensional andttinee-dimensional case
the distinction between the three reference frames is cgiph.

The standard case of a 3-dimensional frame of referencethadés the choice of
the descriptions of spatial relations between objects ot éathat where one of the
three axes of the frame is thertical, an axis whose direction is determined by gravity,
and which is usually represented as pointing in the diradtat is opposite to that of
the gravitational force. The other two axes — both orthogtinte vertical — form the
horizontal plane. It is the choice of these axes that thedifice between the three
frames of reference shows itself. In addition to the dimiof its axes a coordinate
system also needs an origin. In connection with descriptmfrspatial relations the
origin is always centered on the reference object, or moeeigely, on some point
determined by the reference object, for example, its ceritgravity.

In theabsolute frame of referencadirections are determined by features of the en-
vironment that contains LO and RO. For instance, the hotéd@xes might be chosen
according to some geographical convention such that tieeglemed with the cardinal
directionsnorth andeast Cardinal directions are used in Schmidtke (2001), Papadia
& Sellis (1994), Topaloglou (1994), Yamada et al. (1988).

The absolute frame of reference can also be applied to girscother than the
cardinal directions if the space that contains LO and RO ugligdetermines some
directions. For example, in Olivier & Tsujii (1994) and Handez (1994) rooms have
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intrinsic sides such as a front, a back, a left-hand side aanght-hand side. Spatial
configurations that are located within such rooms can beritbestin the 'absolute’
frame of reference specifying the prototypical directidrmt, back left andright
corresponding to the intrinsic sides of the room, respelytiv

Theintrinsic frame of reference is applicable if the reference object has intrinsic
sides such asottom top, backandfront, and consequently we can derive the siledéts
andright. These intrinsic sides are determined by features of tleeerte object such
as shape, function, conventional use, characteristicanoéind canonical orientation.
For example, the spatial scene depicted in Figure 2.5 shdall and a van. Since the
van has an intrinsic front, the situation can be describgd 3in the intrinsic frame
of reference:

D .

Figure 2.5: Depending on the frame of reference the ball fsant of, to the left of,
or north of the van.

(23) The ball isin front of the van.

The meaning of the sentence is independent of the locatian obbserver. The intrinsic
frame of reference is used in Kelleher (2003), Gapp (1992kier & Tsujii (1994),
Hernandez (1994), Schirra (1993), André et al. (1987) skievits (1986).

Therelative frame of referenceis the result of the projection — it is a reflection
to be precise — of the intrinsic orientation system of theeolrsr as he is facing the
reference object. The reference frame’s direcfiomt is the inverse direction with
respect to the observer’s directifront, i.e. the direction from the reference object
to the observer. The other directionsft, right, up, anddown are preserved. For
example, if the coordinate system in Figure 2.6(a) repitssiie orientation system
of the observer, then Figure 2.6(b) shows the coordinateesythat is imposed onto
the reference object. Sentence (14) describes the locattiball in Figure 2.5 in the
relative frame of reference from the perspective of theeeadlthis text.

14 The ball isto the left ofthe van.
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above above
P )
hack front

left left

right right

b/ac/k
P
below below

frol ﬁt

(@) Coordinate system of (b) Coordinate system im-
the observer. posed onto the reference ob-
ject

Figure 2.6: Coordinate systems involved in the relativenieaof reference.

In three-dimensional space the relative frame of refereleémes the vertical di-
rectionsup anddown and the horizontal directiorrgght andleft, andfront andback
see for example Kelleher (2003); Fuhr et al. (1995); Hergkd¥986).

In many situations it is only spatial relations within therizontal plane that are of
interest. In such cases a two-dimensional reference systkioe all that is needed.
However, since this only involves discarding the verticasathe options are basically,
the same as above: the difference between absolute, estatt/intrinsic frames is as
much of an issue here as in the three-dimensional cases.

Nevertheless, the choice of a two-dimensional frame caolvevoptions that do
not arise in connection with three-dimensional framessThncerns primarily relative
frames and has to do with the position of the observer. Onsilpitis/ is that the
observer is a virtual observer which is assumed to belongélirto the space spanned
by the two axes of the two-dimensional frame of referencethis case the intrinsic
orientation system of the virtual observer is such that #réical axis is perpendicular
to the two-dimensional plane. The projection of the intgnsrientation system is
exactly as it has been described above, but after the pimjettie vertical axis is
discarded. This use of 2-dimensional relative frame ofregfee is found in Olivier &
Tsujii (1994), Hernandez (1994), Schirra (1993), and Anetral. (1987).

The other possibility is that the observer is assumed to b&drithe space of the
reference frame and is looking at this space from outside.mbst natural case is that
where the observer is thought as looking at the space fromealhothe way we look
at drawings, diagrams or maps. In this case the two-dimaabkpane is best thought
of as being aligned with the vertical axis, i.e. the directad the gravitational force.
The intrinsic orientation system of the observer is prgdainto the two-dimensional
reference object and the axis that is perpendicular to tleediwensional plane is
discarded, i.e. the axis determining the directimst andback The directionup,
down left, andright are preserved. This use can be found in Matsakis et al. (2001)
Logan & Sadler (1996), Abella & Kender (1993), Rajagopald®93), and Wazinski
(1992).
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Frame of reference conventionally used with maps With geographical maps there
is yet another factor that plays a role. That is that we hagedmvention that maps are
to be looked at in such a way that the relative vertical caiesiwith the geographical
north. This convention is now so deeply rooted that we thifritke relative vertical as
pointing to the north not only in actual geographical maptsdiso in fictional maps
such as, for instance, the maps used in the HCRC Maptaskiergres which are
described in Section 5.1. This makes it possible for the mese of such maps to
describe an objedtO that is located on the map in relation to a reference olipget
as indicated above not only as “above” but also as “to thehnoft the reference
object.

2.5 Representation of relative position

This section gives an overview of different approaches tde/aepresenting the lo-
cation of an object LO relative to a reference object RO. Bsgmtations of relative
position are derived from paifs O,RO) that satisfy given domain restrictions (Section
2.3). They abstract over the particular locations of LO a(Bection 2.2) and the
particular directions specified by a frame of reference{8e@.4). Locative direction
relations will be defined on the representations developdais Section.

There are two principal kinds of representations that mlewabstraction in this
sense: angular representations anaxial representations. Angular representations
represent relative position by angles and real values mdedcwith them express-
ing distance or degrees of truth. Axial representationsisbof one or more axes and
orthogonal projections of LO and RO onto these axes.

Angular Representations Angular representations are based on polar coordinates,
which define vectors in two-dimensional space by specifgimgngle and a distance
r. The distinction between different representation fosmatroduced here is a dis-
tinction of the number of vectors and differences of therprtetation of the angular
and distance components.

The simplest angular representation format used in thetiiee is a single vector
v = (¢, r) which determines the position of LO relative to RO (Hernand94),
(Gapp, 1994a), (Olivier & Tsuijii, 1994), (Schirra, 1993Ya(ada et al., 1988), and
(André et al., 1987). The computation of a vector betweandbjects is trivial if the
objects are points. In that case, there is a unique vector R® to LO. For locations
that are represented by spatially extended represendd®iegier (1992) describes two
basic ways for determining a single vector that represémtsdiative position between
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spatially extended objectgproximalandcenter-of-masslirections. Theproximal di-
rectionof LO with respect to RO is given by the minimal vector, i.ee thector with
minimal length, from all vectors connecting a point from R@haa point from LO.
The center-of-mass directionf LO with respect to RO is determined by the vector
from the centroid of ROIlfc,..:( RO)) to the centroid of LOlpc,en:(LO)). Examples
are presented in Figure 2.11 (a) and (b).

LO

/LO

RO RO

(a) Center of mass direction.  (b) Proximal direction.

Figure 2.7: Vectors between spatially extended objects.

Other representation formats use multiple vectors or ipleltangles to repre-
sent directions between locations with spatial extensi®he representations used
in Schmidtke (2001) are equivalent to angle intervals wisighn over the directions
of all possible straight connections from RO to LO. For exblmnthe direction of the
rectangle LO in Figure 2.8 with respect to the rectangle R€pexified by the angle
interval [«, 5] measured counter-clockwise from thexis of the coordinate system.
« is the smallest possible angle between ithaxis and any vector connecting an ar-
bitrary point of RO with an arbitrary point of LO. Similarly, is the greatest possible
angle. The angle intervaly, 5] contains the directions of all possible vectors from
RO to LO. Therefore, an angle interval represent the seletis occupied by the LO
from the perspective of the RO.

Multiple vectors that specify directions and distancesused by (Wazinski, 1992)
and (Kelleher, 2003). Wazinski uses a tuple of 9 vectors poagent the centroids of
9 parts of the LO. Kelleher (2003) represents relative pmsity a list of vectors from
the centroid of the RO to each of the vertices of the polyg@negenting the hull of
the LO, see Figure 2.9.

Fuhr et al. (1995) represent relative position bgraed modelbased on angular
deviation.Grid modelspartition space into a finite array of cells which is centesad
the RO. Each cell is associated with the proportion of LO laygaing with that cell.
The proportion of a cell is computed as follows. Let the fimet - | return the area
(or volume in 3D space) of its argument.

(15)
|LO N cell|

pcell<LO> = ‘LO‘
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LO \/

RO

(a) ais the minimal angleg is  (b) The vectors defining the an-
the maximum angle. gle interval placed in the coor-
dinate system.

Figure 2.8: Angle interval representing the relative poribf LO with respect to RO.

/
&

Figure 2.9: Vectors from the centroid of the RO to the vegioéthe hull of the LO
represent the direction LO and RO.
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The numerator is the area (volume) of the LO overlapping wighcell. The denom-
inator is the area (volume) of the whole LO. The proportiohalbcells sum up to 1.

The angular deviation grid from Fuhr et al. (1995) appliedwo-dimensional space
partitions space around the bounding box of the RO in ret¢arend 45 sectors as

shown in Figure 2.10 (a). The proportions according to (X8)skhown in (b). Every

region (apart from the center region) is associated withrecton representing the
average direction of that region. The proportions can beedtas a tuple of vectors
combining average direction of the sector and proportiolemgth. Figure (c) shows
three relevant vectors representing (@p°, 0.40) , (67.5°,0.51), and(22.5°,0.09).

040 | 051
LO | g
- 0.09
RO 0 0
(a) LO and RO. (b) The proportion of LO inc) Vector representations con-
each cell. sisting of average direction and

proportion.

Figure 2.10: Angular deviation grid representing relapesition of LO with respect
to RO.

Matsakis & Wendling (1999) represent relative position Hyistogram of angle’s
Each bar in the histogram associates an anghéth a certain weight representing the
weight of the proposition “LO is in direction relative to RO”. The details of the com-
putation of such an angle histogram from a given spatial gardition are described
in Section 2.9.4. The histogram shown in Figure 2.11(a)asgmts the location of the
rectangle LO relative to the rectangle RO from previous eas) e.g. Figure 2.10.

Based on angle histograms Matsakis et al. (2001) furthesridbesa procedure to
derive a single vectar which represents the direction of LO from the reference abje
RO andrelative to some prototypical directign Matsakis et al. (2001) say that this
vector indicates thedverage directioh of the angle histogrambut note, that” is
dependent on the prototypical directipnthat means, that the corresponding vectors
7, are distinct forp=up, p=down p=left, andp=right. The details of the computation
of this vector can be found in Section 2.9.4.

2Matsakis & Wendling (1999) call it histogram of forces, sirthe histogram expresses some kind
of ‘gravitational’ force exerted by LO on RO in the directioheach angle.
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90 180 270 360
(a) Angle histogram.

Figure 2.11: Angle histogram representing the directiob@fwith respect to RO.

Similarly, Regier & Carlson (2001) present a procedure tavedea single vector,
which they call theattentional vector sunor short AVS, that represents relative po-
sition of LO w.r.t. RO in a way that is dependent on some pygical directionp.
Due to this dependency the AVS can be seen as representidgutaion of LO from
p from vantage point RO. Thattentional vector suns a vector that is an average
weighted sum of all vectors pointing from each point of thel@@he LO. The details
of the computation are described in Section 2.9.2. Impoifi@anus at this point is
that the computation of the AVS is constrained in the follogvivay: The direction
of the AVS always lies between tleenter-of-masslirection, i.e. the direction of the
vector from the centroid of the RO to the centroid of the LOq éime direction of a
certain vector’ connecting RO and LO and minimizing the angle betwéemd the
prototypical direction in question.

For example, Figure 2.12 illustrates the difference betwbe AVSs correspond-
ing to two distinct prototypical directions (apand (b)right. Both AVSs are supposed
to represent the relative direction of the black circle wahpect to the rectangle. The
grey sectors mark the range of possible directions of the.Au$ (a) up possible
directions of the AVS are constrained by the directignand by thecenter-of-mass
directionc. For (b),right, possible directions of the AVS are also constrained by the
center-of-masslirectionc. The other constraint, however, is given by the veetor
from the top left corner of the rectangle to the black cirdlee difference between the
constraints foup and forright in this example is obvious. The constraints faght
subsume the constraints fop. AVSs for this example associated wiilght can point
(i) up and to the left, (ii) up, or (iii) up and to the right. A¢&ssociated withp can
only point (i) up and (ii) to the left and up.

Axial Representations Axial representations reduce the complexity of two- or¢hre
dimensional space to a set of one-dimensional represemsatAn object is projected
onto the axes of the coordinate system that is specified biyahe of reference. For
each axis this projection yields an interval which représ#re object’s extension with
respect to the axis’ direction. Axial representations aexby Goyal (2000), O’'Keefe
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(a) Range of possible vectors (b) Range of possible vectors
for the prototypical direction for the prototypical direction
up. right.

Figure 2.12: A single vector represents relative positidh wespect to a given proto-
typical direction in the attentional vector sum model (Regt Carlson, 2001).

(1996), Papadias & Sellis (1994), Topaloglou (1994), Ab&Kender (1993), and Ra-
jagopalan (1993). A related approach is taken by (Mukerjed®&, 1990) to represent
the relative position between objects with an intrinsiaifro

For two-dimensional space, axial representations of thation of an object rel-
ative to another object require the representation of fatervals in the set of real
numbersR. Let the functionse(-) andy(-) yield intervals that are the result of an
orthogonal projection of the argument (a region) onto thezbatal and vertical axis,
respectively, and let the functions,;,(-), Zmaz(*)s Ymin(-), @NdYma(+) return the
corresponding interval boundaries. An example is shownguaré 2.13.

ymax(A) -
ymax(B) -

ymin(B)
ymin(A)

xrﬁin(A) xma*(A) xrﬁin(B) xméx(B) X

Figure 2.13: Orthogonal projection.
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This information provides us with qualitative informatiabout the relation be-
tween the intervals and with quantitative information abbarizontal and vertical
extension of the objects and horizontal and vertical dtdbetween them.

If only qualitative information is needed to compute a dii@t relation, we can
further reduce the representation to a pair of intervaticeia, as they are defined by
Allen (1983). Allen defines a set of 13 relations on interaler the domain of time.
They are illustrated in Figure 2.14. Leands be intervals, the indicesiin andmax
denote the lower and upper interval boundaries, respégtive
(16) Ks= tmax < Smin
t=s= (tmzn = Smin) A (tmax = Smaa:)
toverlaps S (tmzn < Smin) A (tmax > Smin) A (tmax < Smax)
tmeets = tnar = Smin
tstarts = (timin = Smin A tmaz < Smaz)

t finishes s= (i < Smin A tmaz = Smaz)

t during s= ((tmin > Smin) N (tmaz =< Smaz)) V ((tmin >= Smin) A
(tmax < Smam))

tduring's= s during t

tstarts !s= s starts t

t finishes 's = s finishes t

t meets's= s meets t

t overlaps's = s overlaps t

m. t>s=s<t

Q™00

a<b

ameets b

aoverlaps b a H—'—< b -

b finishes a a H—‘( b =
b during a a P—%b‘ =
b starts a aw =

Figure 2.14: Allen’s interval relations

The relations are jointly exhaustive and pairwise disjoliterefore, we can deter-
mine a unique relation between any two intervals.

36



Locative Direction Relations 2.5

The interval relations that indicate coincidence of in&rldoundaries \(iz ‘=,
‘meets’, ‘starts’, ‘finishes’, and their inverse relatipase dependent on the conditions
that definespatial coincidenceln the context of this study, i.e., people using locative
expressions to describe a spatial configuration which teey is is sensible to think
of spatial coincidencasapproximate spatial coincidencather than mathematically
precise spatial coincidence. Topaloglou (1994) redefinesdentity relation ‘=" and
the precedence relatior* in order to reason with interval relations and a notion of ap
proximate spatial coincidence. The identity relation gaeed by a vicinity predicate
which is true for any two points whose distance is below sdmeshold. The prece-
dence relation is adjusted to the vicinity predicate: itis truth value of the original
"< if the objects are not in each others vicinity, otherwisis italse. The effect of the
redefinition can be illustrated graphically by assumingeged interval boundaries
for one of the reference intervals. Extended interval bawied are intervals them-
selves, and a pointis in the vicinity of an extended interval boundaryifs part of
it. Substituting the identity predicate for the vicinitygalicate yields approximate in-
terval relations. For example, lebe the distance that is added to and subtracted from
the original interval boundary to obtain the boundariesheféxtended interval bound-
ary, so that the boundaty,,, is substituted for the intervat, .. — €; t,.. + € and
the condition is changed from identity “=" to the topolodipart-of relation “P(-, -)".
For example, the definition for the interval relatioreet s is changed to the following
definition:

(17) t meetss = P<sz’n7 [tmam — € tmax + 6])

Figure 2.15 shows an exampleameets edefined. The interval boundariesaoére
substituted for intervals which are represented by gregsar@ meets tbecause the
lower interval boundary df is part of the upper extended interval boundary .of

b

Figure 2.15: Extended interval boundaries for approximepeesentation.

Orthogonal grid models Orthogonal grid modeldike angular deviation grid mod-
els presented above, divide the space around the RO int celch cellcell, is
associated with the proportign.;(LO) of LO overlapping with that cell. The follow-
ing definition is a repetition of (15). Let the function return the area of its argument.
The proportiorp..;(LO) is computed as follows:

(18)
|LO N cell

pcell(LO) - ‘LO‘
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2.5 Locative Direction Relations

The numerator is the area of the LO overlapping with the déle denominator is the
area of the whole LO. The values of all cells sum up to the value

O

Figure 2.16: A &7 grid imposed over a spatial configuration consisting otssrand
a circle. The grid is centered on the cross.

Logan & Sadler (1996) use a<# grid shown in 2.16 which is imposed over a two-
dimensional spatial scene centered on the RO. Since LogaadfeSonly consider
objects that are part of a single cell, the situation can peegented by ax7 matrix
where the element representing the cell with the LO has theevane, and all other
elements are zero. The spatial scene depicted in the figuepliesented by ax77
matrix with cell (2,2) set to the value 1.

(19)

0

O OO oo oo
O OO OOk o
O OO OO oo
O OO O oo

O OO oo oo
O OO oo oo
O OO oo oo

A treatment of located objects that overlap with more thaa oell is proposed by
Wazinski (1992) and Goyal (2000) who introduce orthogonaB rids. The propor-
tions are represented by &3 matrix. The potential of the orthogonal grid model to
convey directional information is discussed in great ddtaiGoyal (2000). Figure
2.17 shows an example of such a grid imposed over a spatiifooation.

The proportions of LO overlapping with each cell is représdrby the following
matrix:

(20)

0.0 O.
0.0 0.
0.0 O.

O O N
coo
o N

Let us for convenience label the regions of thex 3 grid as shown in Figure
2.18. The rectangle in the center is associated with thd ROe because it is the
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LO

Figure 2.17: X3 orthogonal grid defined by the bounding box of the RO.

bounding box of the reference object. The other eight regare labelled according
to the cardinal directionaorth (N), south(S), west(W), east(E), northwest(NW),
northeastNE), southwes{SW), andsoutheas{SE).

NW | N NE

W E

SW | S SE

Figure 2.18: X3 grid defined by the bounding box of the RO.

Axial representations with two orthogonal axes are eqaiviab representations that
express relative position by a pair of bounding boxes thatadigned to these axes.
The relative position of the LO with respect to the RO can hgessed by topological
relations between the LO and the regions of an orthogondldgfined by extending
the sides of the bounding box of the RO to infinite straight¢dims shown in Figure
2.18.

Symmetry between locative direction relations We have so far looked at differ-
ent ways of characterising the location of LO relative to RS.we said earlier in
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2.5 Locative Direction Relations

this chapter, locative direction relations will be definaeccanditions which categorise
such representations of relative position into categatetermined by a given set of
prototypical directions. Before we will look at particulelassification conditions in
the next sections | would like to point out that all locativieedtion relations which
will be defined later are symmetric in a certain way. This syetrqnproperty is de-
rived from the symmetry properties of the sets of prototgpairections which we are
using to define the relations. The classical example is thefs$ke four main cardinal
directionsnorth, west south andeastcorresponding to the locative direction relations
to the north/west/south/east ofhe set consists of four orthogonal vectors which we
may label for convenience N, W, S, E. Suppose that the firatiogl, to the north of is
defined in terms of theories for N by a definition D(LO,RO,Nhattis, LO counts as
to the north of RO iff D(LO,RO,N). Then the three other relatiottsthe east / south

/ west ofare defined by D(LO,RO,E), D(LO,RO,S), and D(LO,RO,W), exgely.
We use the symmetry property in the following way. Supptséie north ofis given
(i.e. we can tell for any paifLO,RO) whether the relation between LO and RO holds).
Then we can determine for any palrtO,RO) whether LO is, sayto the east ofRO

by rotating the plane (with LO and RO) anticlockwise over,%b that the vector E
coincides with the old position of N. If the new images LO’ aR@®’ of LO and RO
are such that LO’ iso the north ofRO’, then and only then is L@ the east oRRO.

Locative direction relation sets satisfying such symmetmgditions simplify the
computation of the relation between LO and RO. We need dklienputation for
only one of the relations (e.¢o the north o). All other relations can then be computed
by carrying out simple transformations to reduce the proke this one case.

Technically, angular representations are adjusted totacpkar prototypical direc-
tion by computing the difference between the angles of tpeesentation of relative
position and the prototypical direction.

Axial representations are adjusted to a particular prpioty direction by invert-
ing and swapping axes. For example, in order to rotate an @epaesentation anti-
clockwise for 90, the interval of the horizontal axis is mapped onto the gattaxis,
and the inverted interval of the vertical axis is mapped ¢méohorizontal axis:

(21) xlmm(a) = _ymax(a)’
xgnax(a) = _ymin(a)’

Ypin (@) = Tmin(a),

Ymaa (@) := Tma(a)

For3 x 3 grid representation a ninety degree anti-clockwise roteais defined by the
following mapping. The number associated with d€lis mapped onto celll, and
so on:

(22) N—W Ww—§S,8—FE,E— N,NW — SW,NE — NW,
SW+— SE',SE +— NE', RO — RO’
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2.6 Degree of applicability

There are many ways to compute an answer to the question eveetrarticular loca-
tive direction relation applies to a spatial configurationsisting of a reference object
and a located object. A general approach is to compute a weaber which speci-
fies adegree of applicabilityf a locative direction relation applied to the LO and the
RO. The general notation of the degree of applicability —te¥sar the actual repre-
sentation format of relative position may be — is the appilids function a(-) applied

to the triple consisting of LO, RO, and the locative direotielation RE L which is
associated with the prototypical directipn

(23)  a((LO,RO,REL))
We may also sometimes use:
(24)  a((LO, RO, p))

This section introduces basic functions from represematiof relative position to
real numbers. They are defined on basic parameters of theseggiations like angles
and distances, and they offer different kinds of intergreta applicability functions
express a degree to which a relation applies; higher degndeste better fit.Cost
functionsyield a degree indicating the deviation of the represemtdtiom optimally
fitting a particular relation. Lower degrees indicate bditehigher degrees indicate a
greater deviation from optimal fit.

Binary applicability functions  Binary applicability functiongmplement a classical
set membership function ranging over the §@tl} defining the extension of a loca-
tive direction relation. If a representation is mapped dhtovaluel, then the relation
holds of the objects being represented. Otherwise, if(if then the relation does not
hold. Binary applicability functions are defined via ac@ayte intervals or acceptance
areasA which determine points that belong to the extension of thection relation.
Examples for acceptance intervals for angular representaare [-90,90], [-45,45],
[-22.5, 22.5], and [0,0]. For axial representations ushegdrthogonal 33 grid com-
mon acceptance areas are the regioand the composite regia U NW U NE.

In case the representation of relative positiog/a®), RO) is given by a poinp, the
degree of applicability((LO, RO, REL)) is 1 if the pointp lies within the acceptance
interval or acceptance regiohthat is determined byO and RE L, otherwise it is).

1, ifpeA
0; otherwise

(25)  alp) = {
In case relative position gfLO, RO) is represented by a region (or interval) then
the degree of applicability is determined by topologic#htiens such apart-of (P)
andoverlap(O) (or corresponding interval relations). LEbpo be such a topological
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2.6 Locative Direction Relations

relation, them((LO, RO, REL)) yields1, if R is in relationT opo to the acceptance
region (or interval)A that is determined byRO and RE L, otherwise it is false:

1; if Topo(R, A)
0; otherwise

@) i)~ {

For example, let us define an applicability functid(-) that is based on the topo-
logical relationoverlapand the acceptance regidfn, and another applicability func-
tion aX;(+) that is based on the topological relatipart-of and the acceptance region
N.

1; if O(R,N)

o — ' ’
(27) a. ax(R) = { 0; otherwise
b [ 1 if P(RN)
b.ay(R):= { 0; otherwise

Figure 2.19 shows two regions LO and RO, their bounding bdxe$.0) and
locy(RO), and the3 x 3-grid determined by the bounding box of the RO. Since the

NW N NE

o

W E

Figure 2.19: The bounding box @fO overlaps with the regio@ in the 3 x 3 grid
aroundRO.

bounding box of LO overlaps with th¥ region,a{, (loc,(LO)) yields the value 1. And
ak (LO) yields 0, because the bounding box of LO is not part of dheegion. Loca-
tive direction relations that are defined by means of binaplieability functions are
presented in (Schmidtke, 2001), (Zwarts, 1997), (O’Ke#896), (Papadias & Sellis,
1994), (Hernandez, 1994), (Topaloglou, 1994), (Rajagopdl993), and (André et al.,
1987).

Graded applicability functions Graded applicability functionseturn a degree of
applicability for a given pair of a relation and a repres&otaof relative position.
They return values on a scale that may either be discreterdmcous. The lowest
value indicates no applicability, the highest value fulpbgability. Other values from
the scale indicate intermediate degrees of applicabHity.example, Logan & Sadler
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(1996) use functions that yield real numbers between 1 antf the range of the
applicability function is restricted to real numbers frohretinterval[0, 1], then we
speak offuzzy applicability functions

Fuzzy applicability functions based on angular represems determine a degree
of applicability with respect to angular deviatienfrom a prototypical directiomn.
This means that((LO, RO, p)) is defined as a function(«). A function used by
(Kelleher, 2003), (Fuhr et al., 1995), and (Matsakis & Wamgi|1999) is the following
triangular fuzzy membership function; the graph is ploiteBligure 2.20:

laf .

11— if ol <«
28 = Qmax ’ . max
(28)  ala) { 0; otherwise

Figure 2.20: triangular fuzzy membership function

This function satisfies the following properties: An angudaviation of0° scores
a degree of applicability of, and deviations of some maximum deviatiep,, and
higher yield a degree af. Fuzzy applicability functions are zero belowy,,., and
abovea,,... Their global maximum is att = 0 with a value ofl. They are strictly
monotonic increasing OVeFr oy, 0] and strictly monotonic decreasing ovy@ra,, ., |-

Gapp (1994a) uses a non-linear function that satisfies tbhpepties specified
above. A more general formulation of an applicability fuontis provided in Regier
& Carlson (2001)a(«) = slope * |a| + ¢ wherea is the angular deviation, andope
andc are free parameters which make it possible to set the furistiange arbitrarily.

Fuzzy applicability functions on distances indicate thgrde of applicability with
respect to a distancé The degree decreases with increasing distance and isfzero i
the distance is greater than some maximum distdpge The following function is
found in Kelleher (2003):

1—-4: ifd<d
L dmax ’ max
(29)  ald):= { 0; otherwise

Gapp (1994a), Schirra & Stopp (1993) and Wazinski (1992ntdate constraints on
distance by defining functions similar to the one in (29). ©herall degree of appli-
cability is the product of the degrees computed from amgbnd distancel derived
from the triple(LO, RO, p):

(30) a(a,d) :=ala)-a(d)
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Cost functions Cost functions range over positive real numbers includarmgzThe
value zero indicates optimal applicability of the relatiorcreasing values express less
good applicability. Yamada et al. (1988) and Olivier & T$(}i994) use cost functions
to find the optimal location for a new object given a locatixpression. The optimal
location is specified by the global minimum of the cost funies.

(Yamada et al., 1988) and (Olivier & Tsujii, 1994) use vatsgaaf the following
cost function. Letd,,, be some arbitrarily chosen optimal distance, &dand K,
be arbitrary positive real values. The variablelenotes the angular deviation asd
denotes the distance derived fraimO, RO, p). The overall cost is the sum of the cost
of direction and the cost of distance.

(Bl)  pla,d) = p(d)+ p(a)
The cost of direction is defined as follows:

[ K,sin?*(a); if |a] <90°

32)  p(a) '_{ unde fined; otherwise

The termp(«) is minimal if the direction is aligned with the prototypidditection (i.e.,
a = 0), and it increases monotonically with increasing deviafrom the prototypical
direction (i.e.,|a| > 0). The cost is maximal fot = 90°.

The cost of distance is defined as follows:

(B3)  p(d) := Ky(d — dopt)?

The termp(d) is minimal if the distancel is equal to some optimal distandg,. It
increases with increasing deviation from that optimaladise.

Degree of applicability for grid models. Grid models partition space into cells.
The location of LO relative to RO is represented by means agfis that indicate the
proportion of LO overlapping with each of these cells (seetiSa 2.5). Letp; be the
weight that is associated with ceéll For every grid model there is another grid (with
the same cells) which determines a weightfor each celli.® Particular assignments
of the cells can in principle be determined freely; Logan &ll8a(1996) for example
determine the degrees of applicability by empirical stagleuhr et al. (1995) use a
graded applicability function that is applied to the angieaciated with each of the
cells in the angular deviation grid. The total degree of malility for a certain grid
modelgm determined by L.O, RO, REL) is the sum over the products of weight and
proportion of all cells:

(34)
algm) = 3" pirw

3Logan & Sadler (1996) use the tespatial template
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2.7 Classification

This section describes discrete classification of spatehas with respect to locative
direction relations. It addresses the question whetheoioa focative direction relation
applies to a spatial configuration consisting of a LO and a®@&ssification of locative
direction relations is dependent on the degree of applicaki((LO, RO, REL)) of
arelationR E L with respect ta.O and RO.

Degrees of applicability are real values on a linear scalerevhigher values imply
better applicability. We can define intervals on the appliiy scale and associate
them with relations. A LO is in relation REL to RO if and onlyttie corresponding
degree of applicability is part of the interval that is asated with REL:

(35) REL(LO,RO) ©4.; a((LO, RO, REL)) € Ippy

Intervals can be closed intervals y| where the interval boundaries belong to the in-
terval, open intervalse, y[ where the interval boundaries do not belong to the interval,
and half-open intervalg, y[ and]z, y|. Intervals can also be singleton intervatsz]
where upper and lower boundary coincide. A relatidbiL; implies a relationRE L,

if and only if the interval associated with the first relatidpz ., , is part of the interval
that is associated with the second relatiaf,, in other words, every value that lies
in Irpr, alsoliesinlger,:

(36) REL,(LO,RO) — RELy(LO, RO) < 4.; P(Inpw,, InsL,)

Relations that are based on binary applicability functicens be defined by means
of intervals that contain the number 1 but not the number (hce&Sthese intervals
contain the number 1, the above condition yields true if tiiady condition of the
applicability function is satisfied. Otherwise — if it is O ket above condition yields
false.

The relations presented in (Abella, 1995) are based on fappjicability func-
tions. They are defined by means of the interygld| which is associated with the
truth valuedefinitely trueand [0, ] which is associated witblefinitely false Some
studies use fuzzy applicability functions to define directielations in a relative way;
either to find the relation which fits a particular pair of LOdaRO best (Gapp, 1994a;
Wazinski, 1992), or to find an object which best fits a giveatieh and RO (Kelleher,
2003). | assume that such a relative definition of relatidgitisimplies the following
absolute properties. A degree of applicability(oindicates that the relation is not
applicable, and all other values in the half-open intefval| indicate applicability
to some extent. That means, that all values greater thaniizéicate that a locative
direction relation is applicable to a pair of LO and RO. Inesabke this, and in other
cases where the applicability scale is simply divided imto intervals, one interval is
associated with a direction relation and the other is aasettiwith its negation. In-
stead of using an interval we can equivalently define thds¢ioas by a threshold
and an equality or inequality condition, like one of the daling three definitions:
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2.8 Locative Direction Relations

(37) a REL(LO, RO) &4 a(({LO, RO, REL)) = 6
b. REL(LO, RO) &4 a({LO, RO, REL)) > 0
C. REL(LO,RO) <. a({LO, RO, REL)) > 0

Matsakis et al. (2001) propose an approach to generate ewgifojective locative
expressions consisting of at most one modifier and a progptieposition. Pairs of
modifiers and prepositions directly correspond to locatiivection relations that are
defined in the following way. As said earlier on page 34 thgyesent relative posi-
tion by angle histograms. On the basis of such angle histogrwo fuzzy parameters
a;((LO, RO, REL)) anda;;((LO, RO, REL)) are computed. Relations are associ-
ated with two acceptance intervadg andA;;, one interval for each parameter. Spatial
relationsREL(LO, RO) are defined by the following condition:

(38) REL(LO,RO) S def
CL[(<LO, RO,REL)) € Ar A CL][(<LO,RO, REL>) € Asr

2.8 Relation schemata

This section describes a number of representative relatib@mata that define locative
direction relations. These relation schemata presentfart & systematically apply
the techniques that have been presented in this Chapter. $ddst relation schemata
provide locative direction relations which directly capend to relations defined in
the literature. However, some relations from the literatare just modelled approx-
imately, and some are not modelled at all. For each relattbersa | will point out
which of the relations it defines match with relations frora titerature.

Each relation schema defines systems of relations on diffeeege levels (see
Section 2.1). Every system of relations consists of fouative direction relations
corresponding to the main cardinal directiorwth, south east andwest The rela-
tion schemata will be constructed in such a way that theioglatthat are associated
with the same prototypical direction are linearly orderedaading to their range level:
Given two relations? andS that are both associated with the same prototypical direc-
tion and that are both defined by the same relation schekaisifrom a lower range
level thanS thenR is subsumed by

(39)  Va,y[R(z,y) = S(v,y)]

Otherwise,S' is on a higher range level thaR or on the same level, and theéhis
subsumed byg:

(40)  Va,y[S(z,y) = R(x,y)]

The systems of relations defined by the relation schemataaam the following
inferential properties: (ipairwise disjointness.e. mutual exclusion of all relations
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(see (7) on page 21), and (igomplement disjointnesse., a relation excludes its
complement but not the other relations (see (8) on page 21).

The relation schemata described below will explicitly defrelations fomorth
only. The other relations corresponding to the directisoath eastand westare
derived by applying simple rotations described at the erfsleation 2.5 on page 39.

2.8.1 Orthogonal projection schemata

NW NE
Nwc | Nec
Wnc : Enc
Wsc ‘ Esc
Swc | Sec
SW SE

Figure 2.21: An orthogonal projection grid that partitiemsace into 12 regions.

Orthogonal projection relation schemata are based on exaésentations. We
specify an orthogonal projection grid by means of the boogdiox of the reference
object and straight lines through the center of the bountimgas shown in Figure
2.21. The grid refines the 9-region model presented eanliection 2.5 Figure 2.18.
The four center regions are the region of the RO’s boundinxgtsmply labelled with
RO. The diagonal regionBlW, SW, SEandNE are taken from the 9-region model.
The regions that are associated with the cardinal direst\nS, Eand W are fur-
ther split into two halves, for examplh, is split up intonorth-west-cente(Nwc) and
north-east-cente(Neqg. For ease of reference | introduce a few labels for composit
regions with the label$V (“north”), N*°n9 (“strong north”), N*¢?* (“weak north”),
andNverv—weak (“yery weak north”). These regions are defined below in (4 iflus-
trated in Figure 2.22N is the grey region in Figure 2.22(kY;*'""9 refers to the upper
half-plane Figure 2.22(c)y™“*** is the region of the middle half-plane excluding the
area RO, as shown in Figure 2.22(d). ANd<v—v<e* is illustrated in Figure 2.22(e),
it refers to the composite region consisting of the lowegtanghalf-plane excluding
the area RO.

(41) a. N := NwcUNec
b. Nstrondg .= NWUNUNE
c. Nwedk .— Nstrong |y WineU Enc
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(a) Centemorthline. (b) N (c) Nstrong

(d) Nweak (e) Nvery—weak

Figure 2.22: Regions defined by means of the regions definglebgrthogonal pro-
jection grid.
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d. Nvery—weak . Nweak | W se U Esc

Four relation schemata will be defined by means of this gnithagonal projection
with part-of (OPp), orthogonal projection witloverlap(OPF,), orthogonal projection
with overlapandpart-of (OP,p), and a grid model (OF.;q).

orthogonal projection with part-of (OPp) The relation schema QRdefines loca-
tive direction relations in terms of axial representatiand binary applicability func-
tions. The conditions of the applicability functions aresified in terms of the topo-
logical part-of relation (P) and acceptance regions defined above in (41)-gue
2.21:

All relations defined by this relation schema have a resictomain. Relations
are only defined for spatial configurations with the bounding (loc,) of the LO not
being part of the bounding box of the RO.

Domain restriction==P(locy(lo), locy(r0))

Overlap of LO’s bounding box with the RO’s bounding box isetaited and ig-
nored, i.e., it has no effect. The definitions are specifigdttie locative direction
relationnorth, the other three relations are obtained by adjusting theseptation of
relative position to the corresponding direction, seedabtsection of Section 2.5.

We define 4 range levels. For each range level the relaioth.(lo, ro) is defined
by conditions that relat® to the composite regions described above.

(42)  OPBsy: north(lo,ro) = P(locy(lo), N U locy(ro))
OPpy:  north(lo,ro) = P(locy(lo), N5 U locy(r0))
OPps:  north(lo,r0) = P(locy(lo), N¥¢ U locy(ro))
OPpy: north(lo,ro) = P(locy(lo), N*¥=vek | locy(ro))

This relation schema supports the following inferences. r@me level 1 all four
locative direction relationsnprth®r1, westOrrr, south®r1, andeast®r1, ) are
mutually exclusive. On range levels 2 and 3, complementtoe relations, like for
examplenorth®Tr2 andsouth®r2, are mutually exclusive.

Figure 2.23 shows an example of a spatial configuration whatisfies the re-
lation north®r2(lo, 7o) and also theworth relations of the levels 3 and 4 because
they are implied byrorth®2(lo,r0). north from range level 1north®Fri(lo, ro),
is not satisfied. The configuration further satisfiest“7(lo, ro) and consequently
east9Pri(lo, ro).

OPy relations are used by O’Keefe (1996), Topaloglou (1994, tarsome extent
by Abella & Kender (1993).
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LO

,,,,,, RO

Figure 2.23: Example for orthogonal projection relatiohesonata OB, OF,, OF,p,
and OR,. 4.

The following relations defined by the relation sche®Bs;* are variants of the
OPp, relations. They are equivalent to the relations defined bgirAret al. (1987).
They are defined by means of acceptance conditions simil@Pg, but instead of
representing LO by its bounding box LO is represented byatgroid (oc.c,.(lo)) —
RO is still represented by its bounding box.

(43)  OP:  north(lo,r0) = P(loceeni(l0), N5 U locy(ro))

orthogonal projection with overlap (OPy) The relation schema QPdefines rela-
tion in terms of axial representations and discrete apipility functions based on the
topological relatioroverlapbetween the bounding box of the LO and the regions de-
fined by the orthogonal grid around the RO presented aboveelations defined by
this relation schema have a restricted domain. Relatiom®aly defined for spatial
configurations where the bounding box of the LO is not parheftounding boxi¢c;)

of the RO.

Domain restriction=P(locy(lo), locy(10))

The relation schema specifies 5 range levels. For each rawgéthe relation
north(lo,ro) is defined by means of overlap of the bounding box and the msgio
defined in (41):

(44)  ORy: north(lo,ro) = O(locy(lo), Nwe) A O(locy(lo), Nec)
OPos:  morth(lo,ro) = O(locy(lo), N)
OPps3:  north(lo,ro) = O(locy(lo), Ntrong)
OPoy:  north(lo,ro) = O(locy(lo), Nvek)
OPyps:  north(lo,r0) = O(locy(lo), Nvery—weak)

50



Locative Direction Relations 2.8

The relation schema does not support any disjointnessimées. We cannot conclude
from any relation that another relation does not hold.

The example in Figure 2.23 is not satisfiedmyth®te1(lo, ro), but it is satisfied
by north®*e2(lo, ro) and higher. Furthermore, it satisfiesst?703(lo, ro) and higher
andwest®s(lo, ro).

OP;, relations are used by Rajagopalan (1993).

orthogonal projection with overlap and part-of (OPpp) The relation schema
OP,p combines the relation schemata ©&nd OR, in order to provide more fine-
grained range levels and maintain the inferential propexi OR-. It defines locative
direction relations in terms of axial representations anddy applicability functions
which are based on the topological relatigpast-of andoverlap The same domain
restrictions apply as above. The relations are only applécé the bounding box of
the LO is notpart of the bounding box of the RO.

Domain restriction==P(locy(lo), locy(r0))

The relation schema specifies 9 range levels. Again, theaetaare defined along
the composite regions defined in (41). The LO is eitbant of one of these regions,
or it overlapswith one of these regions. In order to maintain inferentia@perties
the overlapconditions are restricted by a constraint that required.eo bepart of
the next bigger composite region. For each range level tlagiar north(lo,ro) is
defined by means the bounding boxefvizloc,(l0)) overlapping or being part of the
composite regions defined in (41). Note, ti#aD is used here to denote the central
region which is defined as the bounding box,(r0). The relations fosouth west
andeastare defined in a similar fashion.

(45) ORypi: north(lo,ro) = O(locy(lo), Nwe) N O(locy(lo), Nec) A
P(locy(lo), N U RO)

OPopa:  north(lo,ro) = P(locy(lo), N U RO)

OPop3:  north(lo,ro) = O(locy(lo), N) A P(locy(lo), N9 U RO)
OPops: morth(lo,ro) = P(locy(lo), N¥"°" U RO)

OPops:  north(lo,ro) = O(locy(lo), N*tr™9) A P(locy(lo), N*** U RO)
OPops:  north(lo,ro) = P(locy(lo), N*** U RO)

OPop7: north(lo,r0) = O(locy(lo), NV ) AP (locy(lo), Nverv=weak y RO)
OPops:  north(lo,ro) = P(locy(lo), Nvery=weak  RO)

OPopg:  north(lo,ro) = O(locy(lo), Nvery—weak)

Relations on the levels 1, 2, and 3 are mutually exclusive. |®als 4, 5, and 6
complement relations exclude each other.

The example in Figure 2.23 satisfies the relationsth®fo73(lo, ro) and higher,
east?fori(lo, ro) and higher, andvest?tors(lo, ro).

OP,p relations are used by O’Keefe (1996) and Papadias & SeBi84)L
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orthogonal projection grid (OPg,,q) The relation schema QE,; defines locative
direction relations by means of a grid model based on theogahal grid defined
above in Figure 2.21. In contrast to previous schemata whérke based on binary ap-
plicability functions, this relation schema defines re&lasi by means of graded degrees
of applicability (see formula (18) on page 37). Relativeipos of LO with respect

to RO is represented by a4l matrix the elements of which contain the proportion of
the LO that overlaps with the corresponding cell. Note, thatshape of the LO is not
restricted, and the LO is not reduced to its bounding box.

The corresponding x 4 matrix that contains a weight for each cell is designed
corresponding to the composite regions defined in (41). €Hs corresponding to the
smallest region/V, are assigned a weight @f0. Every new part of the next bigger
region receives half the weight of the preceding region. t Theans, the remaining
cells of N*"on9 receive the weighd.5. The upper part of RO and the cells &fee*
which are not associated with a weight receive the valaé. The remaining cells
of the lower part of RO and alVverv—veak are associated with the weightl25. The
rest is set to zero. The cells of the grid are associated witweights defined by the
following matrix. Figure 2.24 illustrates the associatimtween matrix and cells:

(46) 0.500 1.000 1.000 0.500
0.250 0.250 0.250 0.250
0.125 0.125 0.125 0.125
0. 000 0.000 0.000 0.000

0.5 0.5

0.25
0.125

0.0

Figure 2.24: Axial representation grid.

The overall degree of applicability is computed accordméprmula (34) on page
44. It is the sum over the product of weight and proportiorp; of each cell:

a = E W; * P;
i

52



Locative Direction Relations 2.8

The grid model yields a degree of applicability between 0 aridr all possible
combinations of LO and RO. Different range levels are defimgdheans of different
thresholds. Let us define 7 range levels. The thresholdshasea in such a way that
there is a threshold for each value defined by the weight m@t) and one threshold
corresponding to the means between two consecutive tHassho

47 ORyia1: north(lo,ro) = agria(lo,ro) = 1.0
OPgrige:  north(lo,r0) = agria(lo,ro) > 0.75
OPgpias:  north(lo,ro) = agria(lo,r0) > 0.5
OPgrigs:  morth(lo,ro) = agria(lo,ro) > 0.375
OPgrigs:  north(lo,ro) = agria(lo,ro) > 0.25
OPgrigs:  morth(lo,ro) = agria(lo,ro) > 0.1875
OPgyiar:  north(lo,r0) = agria(lo,T0) > 0.125

A threshold of1.00 ensures that the whole LO lies withiv. With a threshold of
0.75 at least half of the LO lies withidv.* If LO is completely within/N*"°"9 then
the degree of applicability is greater th&h. However, even if parts of the LO do not
overlap withNs'"°"9 the degree of applicability can be greater thah because these
parts can be compensated by other parts of LO which overldp/Win the following
way. Letp, be the proportion of LO overlapping with regions that areoagged with
a degree of applicability of; p; is associated wittVs"°"9, p, 5 with NWW and NE,
and so on. Compensation of parts being in regions with a wéiglow 0.5 requires
satisfaction of the following inequality:

(48) P1 +p0.5 * 0.5 +p0.25 *0.25 +p0.125 *0.125 2 0.5

The other thresholds can be interpreted in a similar way.
Strictly speaking, however, only the thresholds 0.625 abdriark the boundaries
of pairwise disjointness and complement disjointnesqeaetively® Therefore, rela-

4Let p be the proportion of LO overlapping with, then1 — p is the proportion of the rest. The
maximum degree of applicability that can be achieved by éiseis(1 — p) x 0.5. It is easy to see that
1.0xp+0.5% (1 —p) > 0.75 is equivalent to the condition > 0.5. Therefore, every score above a
threshold of 0.75 implies thatis greater than 0.5.

5In order to proove this we have to show that for any proportimatrix, if the degree of appli-
cability >, w; * p; is greater than the corresponding thresh@lfiiz 0.625 / 0.5), then there is no
(other/complement) relation which scores a higher degirapplicability. Letg; denote the proportion
of cell j in the proportion matrix of the (other/complement) relatithen we have to show:

0) Ziwi*pi>922ng‘*lﬁ

We compute? by determining the proportion distribution pf andg; which maximise the following
term:

(i) D wikpi+ 3 w)*q

According to the symmetry property described on page 3®tisea mapping between the indicesnd
j so that we can write (ii) as
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tions on range levels 1 and 2 are pairwise disjoint. And aekegf applicability greater
than 0.5 ensures complement disjointness. If we additipaasume that objects can-
not be distributed in a way that they are disconnected swatthtlif of the object is in

N and the other half it¥, but that there have to be some proportions in other regions,
then the degrees of applicability will always be smallemtha, so that we can also
accept values dd.5 in order to conclude complement disjointness. Thus, raege |

3 provides complement disjointness.

The example in in Figure 2.23 overlaps 25% wNhand 75% withV E. Therefore,
north relations score a degree of applicability0o275 (= 0.25 % 1.00 + 0.75 % 0.50).
The relationnorth®feriaz(lo, ro) does not apply, butorth®f9id3(o, ro) andnorth
relations from higher range levels do. Similarly, the sasr@4375 (= 0.25 % 0.25 +
0.75%0.50) for east relations and.03125 (= 0.25%0.125+0.75%0) for west relations,
soeast?PImid (1o, ro) and higher applies, but neestrelations.

OPg,.4 relations are used by Wazinski (1992). They are ways of defitocative
direction relations based on the applicability ratingorégd in Logan & Sadler (1996)
and Regier & Carlson (2001).

2.8.2 Angular deviation schemata

Angular deviation schemata are based on angular repréisesta Relations will be
defined in terms of acceptance intervals defined on anglegebat-180 and 180.

A natural partition of a full circle that provides complemelisjointness is provided
by two 180° intervals. Pairwise disjointness of four relations is pded by90° in-
tervals that are defined bys° deviation from the prototypical to both sides. In order
to consider the possibility of a finer grained distinctioattimight be necessary for
the semantics of projective locative expressions, we useeictors derived by &°
partitions. The relations defined below will be based onriratis that are centered on

(iii) > (wi +wir) * p;

This term is maximal if all the proportion is distributed owellsi that are associated with the highest
sum of weights:

(iv) Wi + Wy

It is easy to see that for pairwise disjointness (iv) is maatimith 1.25. For example, for the relations
northandwestthe weights of the region¥ wc andWnc sum up tol.25. Consequently, (i) is maximal
if all the proportion of LO is distributed only over those leghat are associated with25.

Then we solve the following equation:

(v) sziwi*pizzjwj*qj

which comes out a8 = 0.625.
Similarly, for complement disjointness the highest sum efghts is1.0 obtained, for instance, by
the cells of the regiond” andS. The threshold determined by equation (iv)is.
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0° and vary in width from 0 to 112.5 in steps of 22.5 All partitions are depicted
in Figure 2.25. The singleton intervél, 0] spans a single number, it is depicted in
Figure 2.26(a). The other intervals are open intervals vz not include the interval
boundaries. They are illustrated in Figure 2.26:

(49)  ADO = [0,0]
AD225 = |—225 225
AD45 = | — 45,45
AD67.5 = |—67.5,67.5
AD90 = ]—90,90]
AD1125 = |—112.5,112.5|
N
E
W
S

Figure 2.25: Illustration of the division of space into r&g22.5 partitions.

We will define 5 different relation schemata based on angigaration. The first
two, AD*"* and AD’"°%, represent relative position by single angles betweerecent
mass direction or proximal direction, respectively, (sagg31) and the prototypical
direction that is associated with a projective expression.

Locative direction relations are defined by the conditiat the angle representing
relative position is part of the corresponding acceptantarval. Then we will define
two relation schemata that represent relative position égms of angle intervals. Sim-
ilar to the definition of the orthogonal projection relatiechemata above, relations are
defined by means of the topological relatiangerlapandpart-of between the repre-
sentation and the acceptance intervals defined in (49). dlaéan schema AR’ is
based oroverlap and ADj! is based on thpart-of relation. The last relation schema,
AD¢" is a grid model based on an angular deviation grid.

angular deviation with centroids (AD“"") The relation schema AD" defines
locative direction relations by means of angular repredents and binary applica-
bility functions. Relative position is represented by thgla between the prototypical
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(a) ADO (b) AD22.5 (c) AD45 (d) AD67.5

(e) AD90 (f) AD112.5

Figure 2.26: Acceptance intervals for angular deviatidatien schemata.

direction, e.gnorth, south east andwest and the vector starting in the centroid of the
RO and ending in the centroid of the LO. Relations are defiryadd&ans of the accep-
tance intervals defined in (49) and shown in Figure 2.26. ati@h holds between LO
and RO if the angle representing relative position is pathefacceptance interval that
is associated with the relation. The relation schema exslwdhjects from its domain
whose centroids {c..,;) coincide:

domain restrictionioc e, (10) # l0Ceent(10)

Let us define 5 range levels. Letbe the angle between the prototypical direction
(north) and the vector from the centroid of the RO to the centroichefltO.

(50)  ADs™:  north(lo,ro) = a € AD22.5
ADS™:  north(lo,r0) = a € AD45
ADS™: north(lo,ro) = a € AD67.5
AD§™:  north(lo,ro) = a € AD90
ADg™: north(lo,ro) = a € AD112.5

Range levels 1 and 2 provide pairwise disjointness, rangdde3 and 4 comple-
ment disjointness.

The example in Figure 2.27 shows the vector from the centobdithe RO to
the centroid of the LO. It can be seen from part (b) that thistaelies in the ac-
ceptance interval — 45°,45°[ with respect to the prototypical directiororth, and
in the acceptance interval- 67.5°,67.5°] with respect to the prototypical direction
east. Thus,north*P5™ (1o, ro) andnorth relations from higher levels are true, and
east"P5™ (1o, ro) and higher are true, too.
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/LO

RO

(a) Direction between cen- (b) The vector placed in the an-
troids. gular deviation grid.

Figure 2.27: Example for relationsrth(lo, ro) defined by AD,

ADc™ relations are used by Gapp (1994a), Hernandez (1994), amadé@ et al.
(1988). The relations defined in Kelleher (2003) are likenisised on ABD™ rela-
tions.

angular deviation with proximal direction (AD 77°*) The relation schema AD**
defines locative direction relations by means of angularesgntations and binary
applicability functions. Relative position is represehby the angle between the pro-
totypical direction and a vector representing pin@ximal direction that is the angle of
the smallest vector connecting RO and LO, see Section 26 phgRelations are de-
fined in the same way as AP relations. A particular relation holds between LO and
RO if the corresponding angle is part of the acceptancevalénat is associated with
that relation. Relations defined by this relation schemabahg applicable to objects
ro andlo if they are not connected)(') (see page 26).

Domain restriction:DC'(lo, ro)

If they are connected the proximal direction is #heector which has no actual
directional component. Definitions and inference propsrtire identical to AD™.
Let « be the angle between the prototypical directimnthand the proximal direction.

(61)  AD{"*: north(lo,ro) = a €AD22.5
ADY " north(lo,r0) = o €AD45
ADEY " north(lo,r0) = a €¢AD67.5
ADY*": north(lo,ro) = a« €¢AD90
ADZ™*: north(lo,ro) = o €¢AD112.5

Range levels 1 and 2 provide pairwise disjointness, rangdde3 and 4 comple-
ment disjointness.

The example in Figure 2.28 shows the vector indicating tlo&ipral direction of
LO relative to RO. Itis aligned with the prototypical dirextnorth and perpendicular
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LO

RO

(a) Proximal direction. (b) The vector placed in the an-
gular deviation grid.

Figure 2.28: Example for relationsirth(lo, o) defined by AD™*.

to the prototypical directionsast and west. Thus,north?i"" (lo,ro) andnorth
relations on higher levels are true, angst*”:™ (lo, 7o) andwest*P5™ (1o, r0) are
true.

The concept of proximal direction is discussed or used igi@e1992), (Schirra,
1993), (Zwarts & Winter, 2000), and (Regier & Carlson, 2001)

angular deviation with angle intervals and part-of (AD%) The relation schema
AD#%* defines locative direction relations by means of angularesgmntations and bi-
nary applicability functions. Relative position is repeated by arangle intervalthat
covers all possible directions of vectors connecting ROWwiD. Relations are defined
by means of the topological relatigrart-of between the angle interval representing
relative position and the acceptance intervals specifigd®). Concerning domain
restrictions, relations are only defineddéfandro are not connected{C) (see page
26).

Domain restrictionsDC'(lo, ro)

We define 5 range levels. Ldtbe the angle interval representing the relative
position of LO with respect to RO:

(52)  AD%: north(lo,ro) = P(I,AD22.5)
ADE: north(lo,ro) = P(I1,AD45)
AD%:: north(lo,ro) = P(I,AD67.5)
AD%E: north(lo,ro) = P(1,AD90)
AD%E: north(lo,ro) = P(1,AD112.5)

Like the previous relation schemata, the relations fronj?ABre pairwise disjoint
on levels 1 and 2, and complement relations are disjointwelde8 and 4.
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The example in Figure 2.29 shows the angle intejvab] representing the relative
position of the LO relative to the RO. In (b) the angle intérMa°, —79°] is placed in
the angular deviation grid. The relationsrth* 74 (1o, ro) andnorth*P¥s (lo, ro) are
the only relations that hold from the relation schemaAD

LO

RO

(a) Angle interval representing (b) The angle interval placed in
the relative position of LO with the angular deviation grid.
respect to RO.

Figure 2.29: Example for relationsrth(lo, ro) defined by AD™.

angular deviation with angle intervals and overlap (AD?}Y) The relation schema
ADZ' defines locative direction relations by means of angularesgmtations and bi-
nary applicability functions. Relative position is repeated by arangle intervalthat
covers all possible directions of vectors connecting RO wiD. Relations are defined
by means of the topological relati@verlapsbetween the angle interval representing
relative position and the acceptance intervals specifigd9n This relation schema
provides relations which are applicable only if the objéatandro are not connected
(see page 26).

Domain restrictionsDC'(lo, ro)

Let us define 6 range levels. Létbe the angle interval representing the relative
position of LO with respect to RO:

(53)  ADZY: north(lo,ro) = O(I,ADO)
AD%E:  north(lo,ro) = O(1,AD22.5)
AD%E: north(lo,ro) = O(1,AD45)
AD%E:  north(lo,ro) = O(1,AD67.5)
AD%E: north(lo,ro) = O(1,AD90)
AD%E: north(lo,ro) = O(1,AD112.5

ADZ! relations do not provide any disjointness properties. .
The example in Figure 2.29 is satisfied by the relationsth451 and higher,
west*P31 and higher, andast“P32 and higher.
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J.. and AD/°™ are variants of thangle
interval relations. They are defined here for the purpose of havirgjiogls that are
equivalent to some relations defined in the literature.

The following two sets of relations, AT}

e Schmidtke (2001) defines the relatiamsrth, south east andwestby means of
a disjunction of ACr! and AD)}} relations:

AD™ : north(lo,r0) = AD%i(lo,r0) vV AD(lo,T0)

e The directional component of the relations defined by Keltgf2003) can be
defined by means of a variant of A relations. For A} relations the angle
interval is constructed between the entire RO and the en@récompare with
Figure 2.8 on page 32). But the angle intervals of the rataticorresponding
to Kelleher’s relations are constructed between the cehtbthe RO and the
entire LO (compare with Figure 2.9 on the same page). We defiset of
relations A2/ which only differs from AGE! in that the angle interval.,.,
is defined from the centroid of RO:

ADglg/centi north(lo, ro) = O(Icent,AD90)

angular deviation grid ( AD%"?) The relation schema AB defines locative di-
rection relations by means of a grid model based on angulaatiten. The grid is
constructed around the bounding box of the RO. It is basedhe®iregion grid de-
scribed in Section 2.5 and adds’4#artitions to the diagonal cells NW, NE, SW, and
SE as shown in Figure 2.30. Each cell is associated with amgeengle relative to
the corresponding prototypical directiowrth. The NV cell is associated with an av-
erage angle of°, the upperNWW sector with22.5°, the lowerNTW sector with67.5°,

and so on. On the other side, the uppéF sector is associated with an average angle
of —22.5°, the lowerN E sector with—67.5°, and so on.

Relative position is represented by a 13 dimensional vesaoh element of which
reflects the proportion of LO overlapping with the assodatell of the grid.

The weights of the cells are defined as the cosine of the avenagle associated
with a certain cell. The degree of applicability of the cemtl is 0. Thus, cells with an
angle between-90° and90° are associated with a positive weight between 0 and 1, and
cells with an angle below-90° and above)0° are associated with negative weights.
In contrast to the grid model QR,,, this grid model can assign negative degrees of
applicability. The parts of LO that lie within the cells asgied with positive weights
must compensate these negative degrees if thélp@iRO) is to qualify as an instance
of the relatiorf

The degree of applicability of a cellis the product of the weight;; associated
with cell : and the proportiorp; of LO overlapping with RO. The total degree of
applicability is the sum of all single degrees.

6See Matsakis et al. (2001) for another explicit compensatiechanism.
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22,5 0 225
67.5 67.5
90 RO 90
112.5 112.5
157.5 180 157.5

2.8

Figure 2.30: Angular deviation grid with average angleshefitegion with respect to
the prototypical directiomorth.

a = E W; * P;
i

Relations are defined by means of thresholds for the degragptitability. Let us
define 7 range levels corresponding to approximated cosilues of the angles defin-
ing the intervals in (49), namely’, 22.5°, 45°, 67.5°, 90°, and112.5°. Letapp(-, -) be
the function that yields a degree of applicability:

(54)

AD?”?:
ADQGW:
AD?W:
ADf”f‘:
AD?”f‘:
ADg’de:
ADSid:

north(lo,ro)
north(lo,ro)
north(lo,ro)
north(lo,ro)
north(lo,ro)
north(lo,ro)
north(lo,ro)

1T | T 1
2

2 2 2

2 9 9
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pp(lo,ro) = 1.00
pp(lo,ro) > 0.92
pp(lo,ro) > 0.7
pp(lo,ro) > 0.38
pp(lo,ro) > 0.0
pp(lo,ro) > 0.0

(

pp(lo,ro) > —0.383
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Range levels 1 to 3 provide pairwise disjointnédRelations from range levels 4
and 5 provide mutual exclusion of complemehs degree of applicability of exactly
0.0 indicates that a relation and its complement relation dagexeh other out.

040 | 051 10 0%
7 0.09 0.38
RO 0 0 0.0 0.0
(a) LO and RO. (b) The proportion of LO in (c) The relevant weights deter-
each cell. mined by the cosine of the aver-
age angle.

Figure 2.31: Example for relationsrth defined by ALY

The example in Figure 2.31 illustrates the applicatiomofthAP?“* relations.
Panel (a) shows the LO, the RO and the partition of space @ite. ®anel (b) contains
the proportion of LO for each cell, and (c) shows the weigktoaiated with each cell.

The degree of applicability oforth relations is

app(lo,ro) = 0.4 % 1.0 + 0.51 % 0.92 + 0.09 % 0.38 =~ 0.90

Thus,north“P5™ (1o, ro) and corresponding relations on higher range levels apply
to this example.

ADS™ relations are used by Fuhr et al. (1995).

2.9 Related work

This section presents in detail the literature on locativeation relations. All sum-
maries focus exclusively on the technical side of thoseissudin particular, each
summary will describe what locative direction relations defined and how they are

’Following the argument in footnote 4 on page 53, the cells #ha associated with the highest
sum of weights are the cells that correspond to the regloVis and N E. For example, fonorth and
westthese regions are the upper and IoW8i1” sectors summing up t@s(22.5) + cos(76.5) ~ 1.31.
Consequently, the threshold that guarantees pairwiseiispss i€.65.

8Again, following the argument of footnote 4 on page 53, itasyeto see that the corresponding
weights of complement relations are inverse to each otbethat they cancel each other out and the
following term (which has to be maximised) is zero:

(i) Ziwi*pi+2jwj*Qj:0

Consequently, a threshold 010 defines the boundary for complement disjointness.
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defined. How do they represent location? Which frames ofeefse are considered?
How do they represent relative position? How do they computegree of applicabil-
ity? And finally, how do they determine binary locative diiea relations?

The parts of these studies which describe other aspectsatébkprocessing, e.g.
computation of the frame of reference, topological retasgiand distance relations, are
not considered here. Similarly, little will be said abou¢ tpatial domains that the
relations are supposed to be applied to, because the maint it these summaries
is to describe the technical inventory that has been useeéfinadlocative direction
relations. The summaries are ordered according to theirghithg date.

2.9.1 Kelleher 2003

Kelleher (2003) presents a system that interprets locaxessions from the per-
spective of an agent situated in a virtual 3D world. The appinoemploys angular
representations, fuzzy applicability functions, and ihsiders the influence of per-
ceptual accessibility, namely occlusion of objects from plerspective of the viewer.
Locative expressions are interpreted in a combination @iritrinsic and the relative
frame of reference. Kelleher (2003) focuses on locative@sgions containing the
termsin front of, behind to the left of andto the right of but also discusses the treat-
ment of the prepositionsboveandbelow(e.g. page 263). The interpretation process
aims at finding the most suitable candidate in a virtual 30renwnent that matches
the locative expression.

Relative position The objects in the domain are representednmshesi.e. 3D
polygons. The degree of applicability is computed via prprynts representing the
whole object. The proxy points are determined as followse tation of the RO is
represented by a point that is determined by (i) the meshedR, (ii) the point of the
viewer, and (iii) the centroid of the RO’s bounding box. Téare three possibilities:
first, if the half-axis from the viewpoint through the centt@f the RO’s bounding
box intersects with the RO’s mesh, the point of intersectsotaken to represent the
RO, see Figure 2.32(a). Second, if that half-axis does rietsact with the mesh, but
the inverted one does — that is, the half-axis from the cehtwbthe bounding box
through the viewpoint — then that point of intersection letato represent the RO, see
Figure 2.32(b). Third, in the case of no intersection attak, RO is represented by
the centroid of its bounding box. The location of the LO isresgnted by the vertex
of the mesh of the LO that gains the highest degree of applityabThis vertex is
determined by applying the applicability function of ther@n relation to all vertices
of the LO’s mesh and selecting the vertex with the highestakegs the proxy point
representing the LO.

Frames of reference The degree of applicability of locative expressions is categ
in the relative viewer-centredj frame of reference and, in case the RO has an intrin-
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ro ro

©)

(a) rois the first intersection of (b) ro is the first intersection
mesh and half-line from the ob- of mesh and half-line from the
server (0) through the centroid centroid (x) of the bounding
(x) of the bounding box. box through the observer (0).

Figure 2.32: Determining the proxy poinb for the reference object in (Kelleher,
2003).

sic orientation, in the intrinsic frame of reference. Ifthare no linguistic cues in
the utterance that hint at a particular frame of referenckthea intrinsic frame of ref-
erence is not aligned with the relative frame of referenegyees of applicability are
computed in both frames and the results are combined in tlosviag way. For each
vertex of LO’s mesh two degrees of applicability are comgutene for the intrinsic
frame of reference and one for the relative frame of refexefithe overall degree of
applicability of each vertex is the weighted sum of both ealnormalised with respect
to some maximal value. The weights of the weighted sum imptdra bias of certain
prepositions towards a particular frame of reference.dfgrepositionsboveandbe-
low occur in the relative frame of reference the weight is 2.0, i&the prepositionso
the right to the left in front of, andbehindare used in the intrinsic frame of reference
a weight of 1.1 is used, see (Kelleher, 2003, p232) and (Ketle2003, Section 10.3)
for empirical support of such a bias.

Degree of applicability The underlying function to compute the degree of applica-
bility of a locative expression with respect to a spatialf@guration is a fuzzy applica-
bility function defined on angular representations. It@ssia fuzzy scorepp(p) to a
pointp given a spatial relation and a reference pomtThe fuzzy score is the product
of the scores for directiorufp,;,-(p)) and distancedppg;s:(p))-

(55)  app(p) = appair(p) * appais:(p)

The degree of applicability for directiongp,;,) is dependent on the angular deviation
of the vectorl = ro p from reference pointo to pointp and the prototypical direction
p'thatis specified by the projective locative expression aerdrame of reference. The
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anglea = A(ﬁ,f) is the deviation of from p. If it exceeds a certain maximumy,,,
(Kelleher usesv,,., = 90°), then the rating is zero, otherwise it is a real value betwee
zero and one.

[e] .
1— ;< QOmaz

Amax

(56) QWWZ{

The distance between a pojnand reference poinio impacts on the acceptability
rating of p by virtue of the fact that if there are two points located &t $hme angular
deviation from the prototypical direction, the point close ro will have a higher
degree of applicability (Kelleher, 2003, 234). The disebetweerp andro is given
by the length of the vectdr If [ exceeds a certain maximum distange,, the degree
of applicability for distancedppy;s;) will be zero. Otherwise it will be a real value
between 0 and 1.

0;

|
1_%7 |‘ max

S
Discrete conditions: Occlusion If the preposition®ehindandin front of are used in
the relative frame of reference, the degree of applicghgiadditionally influenced by
a discrete model based on the occlusion of an object by anoltipect with respect to
the viewer. Folbehindit yields a degree of applicability of 1 (i.e. full applicdiby) if
and only if the reference object (partially) occludes theated object, and fan front
of it yields a degree of applicability of 1 if and only if the Ided object (partially)
occludes the reference object. Otherwise the rating i®s&tro. An objecd occludes
an objectB if there is a straight line intersecting the observer, tleated object, and
the reference object, such that the intersection of thewiik A lies between the
intersections of the line witl® and the observer.

Classification The direction relations defined in Kelleher (2003) are fuddyy are
used in a task of understanding locative expressions wélptirpose of finding the
object that matches the locative expression best with otdpea set of objects that
are provided by the context. The boundary for binary classifin, i.e. applicable
and non-applicable, is controlled by the constants for maxn angular deviation (i.e.
maz) @nd maximum distance (i.€,,..). Any fuzzy value greater than zero indicates
applicability (to some extent), a fuzzy value of zero indésathat the relation is not
applicable.

int/cent

Comparison with AD}}! The AD}}//°“" relations which are defined in Section
2.8 as a variant of the AT¥ relations are equivalent to the truth conditions specified
by Kelleher’s relations if we assume a thresholdof. Since the LO is represented
by the point of the mesh that matches the locative expresdiest, truth conditions
for the directional component can be expressed by overlamgle intervals with a
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[—90°, 90°] acceptance interval where the angle interval spans oldirattions from
RO’s centroid to points of the LO (compare with Figure 2.9 ag@ 32).

2.9.2 Regier and Carlson 2001

Regier & Carlson (2001) describe a relation schema defirongtive direction rela-
tions applicable to two-dimensional spatial configuragioihe relations correspond
to the projective prepositiorabove below to the right ofandto the left of

Relative position The location of objects is represented by their hulls. Redgio-
sition is represented with respect to one of the prototypiicactions by a vector com-
puted by theattentional vector surfAVS). The attentional vector suris the average
sum of weighted vectors pointing from each point of the ROh® LO. Regier &
Carlson (2001) describe the procedure only for point-likesL The length of each
vector is controlled by thattentional fieldspecifying the attention each point of RO
receives with respect to the computation of the AVS. It israutar field assigning
highest attention to the center of the circle and decreaaitantion with increasing
distance from the center. In case the focus of attentionthecenter of the circle, is
not determined due to functional considerations, Regiera8ison describe it as the
starting point of a half-line from the hull of RO through th®©lwhose direction is
closest aligned with the prototypical direction assodatéh the direction relation in
question. Thus, different direction relations evoke défe representations of relative
position for the same spatial configuration. Figure 2.33shexamples foaboveand
right. Forabovethe focus point is vertically below the LO, foight it is the top left
corner of the RO. The attentional vector sdns given by the following sum over the
index: iterating over the set of points of RO.

(58) 5= a6
The attentional weight; is defined by an exponential decay function:

(59)  a; = exp|— /\jzo]

The parametet; is the distance of point to the center of the attentional field,
is a free parameter and},, the distance between the center of the attentional field
and the LO. The latter two parameters, that is the taripo, control the width of
the attentional field. Narrow width of the attentional fieksmns substantially more
weight to those points which are closer to the focus of attentand with a wide
attentional field the differences between the weights opthiets are very small. If the
term \d;o is much bigger than the range of the distarigehen for alld; the weight
a; Will be close to 1. Thus, the farther the LO from the RO, or tbecise the farther
the LO from the focus of attention, the wider the attentidiedd! will be.

Independent from particular spatial configurations andesbf the free parameter
A, the direction of the attentional vector sum will alwaysdetween the direction from
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the centroid of RO pointing towards the LO and the directiamT the center of the
attentional field pointing towards the LO. The examples guiFé 2.33 show the line
connecting the centroid of the RO with the LO, and the rang@ssible directions of
the AVS which is marked by grey sectors.

(a) Relative position with re- (b) Relative position with re-
spect toabove spect toright

Figure 2.33: Attentional vector sum: representation cdtre¢ position.

Degree of applicability The degree of applicabilitypp is computed by applying a
graded applicability function to the attentional vectomsgl

(60)  app = g(5) x indir(s)

The functiong(+) is an angular alignment functign: slope*a+c wherea denotes the
angular deviation of from the prototypical directioﬁgiven by the direction relation
in questionslope andc are free parameters. The teimiir(s) indicates whether LO
is strictly in directiony (with a value of1.0), strictly in inverse direction (with a value
of 0.0), or on the same level as RO (with intermediate valuk$$ calculated by the
following equation:

(61)  indir(s) = 3(sig(y — ymaxro, mazgain) + sig(y — ymingo, 1))

The parametemaxgain is a free parameter. The variahjestands for the term
proj(s, 5) which denotes the coordinate of the projection of the potdnto the axis
given by the vectop. The variableymaz o stands for the termaz(proj (RO, 6))
andymingo for min(proj(RO, 5)) yielding highest and lowest coordinate of RO in
prototypical directiory. The sigmoid functiorig(-, -) is defined as follows:

1
14-explgain(—v)]

(62)  sig(v, gain) =

It provides a continuously differentiable function thapapximates O for negative val-
ues ofv and 1 for positive values af. The parametegain adjusts the abruptness of
the change from 0 to 1. Summarising, the relation schemadcwadtee parameters:
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the slope andc of the linear-alignment function) which controls the width of the
attentional field; and the gain of the upper sigmoid in#héir function.

Returning to the applicability function in (60), the firstraponent §(s)) processes
the vectors as an angular representation, and the second componéit()) pro-
cesseg’ as an axial representation. The degree of applicabilityii®fe of the com-
ponents is 0.

Classification Regier & Carlson (2001) aim at explaining differences indegree
of applicability for cases that are all at least applicabledme extent. Therefore, they
do not provide a classification in the sense of Section 2.ficeSihe relations defined
by Regier & Carlson (2001) are not defined on spatially ex¢elrmbjects, they are not
applicable to the spatial domain of this studyz(the maps of the HCRC Map Task,
see Section 5.1).

Regier & Carlson (2001) introduce a dependency of the reptason of relative
position on attention given to the different parts of theerehce object. Furthermore,
they combine axial and angular representations to compatddgree of applicability,
thus combining the strengths of both paradigms.

2.9.3 Schmidtke 2001

Schmidtke (2001) describes relation schemata for locatinextion relations in two-
dimensional space based on cardinal direction in orderdwige novel relations for
gualitative spatial reasoning. The study covers the doeatelationsnorth, south
west east northeastsoutheastnorthwestandsouthwestThe location of an object is
either represented by its hull or by a line that is part of thkdnd represents a side of
that object. A requirement for direction relations is th& And RO are disconnected
(Schmidtke, 2001, p422). Although Schmidtke is not expldiout this, the position
of LO relative to RO is in principle represented by an angtenval. The angle interval
comprises the angles of all straight lines that connectiat@diRO with a point of LO.
Figure 2.34(a) shows the line with the minimum angland one with the maximum
angles. The angles of all other straight lines connecting RO andie@lthe interval
[ov, 3]

The relation schemata define discrete applicability fuumgi Sticking to the no-
tion of angle intervals we can define Schmidtke’s directielatrons in terms of the
topologicalpart-of relation (P) on angle intervals. LetlD be an angle interval as-
sociated with a direction relatiofir, and/ be the angle interval that represents the
relative position of LO with respect to RO. LO is located imeditiondir from RO if
Iis partof AD or if AD is part ofI, compare with definition 10 in (Schmidtke, 2001,
p426). Two distinct sets of angle intervals are used to deliiretion relations:
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63) a. {[0,0],]0,90], [90,90], [90, 180], [180, 180], [180, 270], [270, 270],
270, 360]}
b. {[22.5,67.5], [67.5,112.5], [112.5,157.5], [157.5,202.5], [202.5, 247.5],
[247.5,292.5], [292.5, 337.5], [337.5, 382.5]}

north
northwest northeast northwest northeast
west east
a B
southwest southeast southeast
south
(&) The angle intervallo, 5] (b) Projection based directiqe) Cone-based direction rela-
comprises the angles of aklations. tions.
straight lines connecting RO
with LO.

Figure 2.34: Relative position and definition of directiamgSchmidtke, 2001).

The first set definegprojection baseddirection relations illustrated in Figure
2.34(b). Primary cardinal directions suchrawth are associated with a single angle,
that is an interval where start and end coincide. Secondagir@al directions such
asnorth-westare associated with intervals of 90rhe second set definesne-based
direction relations. Each direction relation is associatéth an interval of 45, see
Figure 2.34(c). Schmidtke notes that in contrast to to doaeed relations, projection-
based relations are exhaustive. They are defined for ak phinon-overlapping ob-
jects. However, they are not mutually exclusive!

The projection-based relations for the principal cardidiaéctionsnorth, south
east andwestare equivalent to the set of relations defined by the relatmrema
AD™ which is defined as a disjunction of A and AD}::, see page 60.

Cross

2.9.4 Matsakis, Wendling, and Keller 2001, 1999

Matsakis et al. (2001) and Matsakis & Wendling (1999) déwca computational sys-
tem that generates locative descriptions of two-dimeradionages. It covers pro-
jective prepositiongbove below to the right of andto the left ofin combination
with the modifiersperfectly, nearly, mostly, loosely, somewhat, stronghtle, and
slightly. The location of objects is represented by complete geana#scriptions
(see Section 2.2). The position of LO relative to RO is repnésd by ehistogram of
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forces A histogram of forcess an angular representation that conveys for any direc-
tion (expressed by an angle) a force exerted by LO on RO, sdBaends to move

in that direction. Matsakis & Wendling consider two kindsfofces resulting in a
histogram ofconstant force§F-histogram§ and a histogram ofravitational forces
(F>-histogram).

The computation of the histogram of forces is based on threetions: ¢, com-
putes the force between to points, handles the force between two segments on a
straight line, andF,. combines the force exerted by multiple segments to longiaid
sections. Let, andwv be the coordinates of two points on a straight line, then dineef
between them is given by, (u, v).

1

— fu—v>0
_ (u—v)"

The forces between two line segments on a straight line arguated byf, (z, v, 2)
wherezx is the length of the line segment belonging to LOthe length of the line
segment belonging to RO, apdhe distance between them.

65)  folwy.2) =[5y er(w,v)do)du

f(z,y, z) appliesy, to all combinations of points from the two segments of LO
(fromy + ztox 4+ y + z) and RO (from0 to z). In case the intersection of a particular
straight line with LO or RO yields more than one line segm#rd,values of function
f are summed up for all possible ways of combining line segmeht.O with line
segments of RO by the functidn.(9, LO%, RO%) whereLO? and RO’ denote sets
of mutually disjoint line segments of LO and RO on a straighe Idefined by the
angled and the point0, v) on the vertical axis. The variablés andro are single
line segments iterating over those sets, and the fundidn, ro) returns the distance
between those line segments.

(66)
F.(0, LO" RO™) = > fr(lo, A(lo,r0), 0)

lo€ LOY? roc ROY

The total force exerted by LO on RO in directi@nis computed by integrating over
that means, over all straight lines defined by the afigle

(67)
+oo
FLO-RO(9) = / E.(0, LO%, RO®)dv
The histogram of force¢/ (F£9-19) is a function from angles into positive real
numbers including zero with a period of 360t is adjusted to a particular direction

9 Fy-histograms are fundamentally equivalent to histogranagtes (Miyajima & Ralescu, 1994).
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relation DI R by shifting all values by0°, 180°, or 270°, e.g. for the relatiorabove
FﬁO’LO’abOUe(Q) — FTRO,LO(Q + 900)_

An analysis of the histogram of forces with respect to a paldr directionDIR
leads to a division of the histogram insffective contradictory and compensatory
forces. The effective forces are further divided iof@imal and sub-optimalcompo-
nents, and they are used to compute the average direet{dn/ R), an angle which
represents the average direction of optimal and sub-optioraponents.Contradic-
tory forces are those forces which are associated with an andelaation of more
than 90. One part of the forces with a deviation of less thafi BOused to com-
pensate the contradictory forces, the other part is cafégttive forces Below we
determine two value8 andd, which divide compensatory and effective forces. All
forces betweefi_ andd, are effective forces. Forces betweknand 90 compensate
contradictory forces between 9@nd 180. Forces between -9@&ndfd_ compensate
contradictory forces between -188nd -90:

(68) Choosd, such that the following condition is met:

0, —90°

0, = —90° L [150°(6 — 90°) FEO-BO(9)df > 0

7900

{ "6 — 90°) FLORO(g)dg = 0 ; [0 (6 — 90°) FEO-EO(9)dA < 0

(69) Choosé_ such that the following condition is met:

1 J9Q°

0_ = 90° [ 18079 4+ 90°) FLO-EO(9)dh < 0

{ 1,750 + 90°) FEO-EO(0)dg = 0 ; [+ (6 4 90°) FEO-RO(9)df > 0

Y 900
There are only effective forcesdf. > 6_. A thresholdr divides the effective forces
into optimal and sub-optimal components. The threshoisl defined as a weighted
average of the effective forces. The weighting function & isapezoidal fuzzy mem-

bership function on the interval-90°, 90°]:

(70)
L if 0] < 22.5°
S(0) =14 2— 5% if 22.5° < |9] < 45°
0; if 45° < |0|
(71)

Iy S(O)FFORO(0)dg
" S(0)db

7900

Matsakis et al. (2001) stipulate that optimal componemntsatly support the force that
drags RO in directio® ] R. Sub-optimal components distract fran? R. The average
directiona,.(DIR) is an angle that deviates from the prototypical directionaias
the direction given by the sub-optimal forces proporticwaihe ratio of sub-optimal
forces to all effective forces:
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(72)

0-
f0+ Olmaz (0, FFORO(9) — 7)]d6
" B0 (0)do

04

a,(DIR) =

Matsakis et al. (2001) use fuzzy applicability functionstostograms of forces.
They are parametrised with the order of the force (i.e. 0 forstant forces and 2
for gravitational forces) with the direction that is assted with a particular direction
relation. The termu,.(DIR) expresses the degree of truth of LO being in direction of
RO, andb, (DI R) expresses the proportion of the effective forces relat\altforces
exerted by RO on LO.

The proportion of the effective forces with respect to alicks is defined as the
ratio of the effective forces:(f f,) to the sum of the effective forces, the compensatory
forces ¢omp,) and the contradictory forcesdpnt, ).

(73) b (DIR) = el fr

ef fr4+compr+cont,

Let u(x) be a triangular membership function of a fuzzy set{-em80°, 180°] as
shown in Figure 2.35. The degree of truth of the average titiree.,. (D R) being in
direction DI R is computed as follows:

(74)  a,(DIR) = u(a,(DIR)) % b,(DIR))

Figure 2.35: Triangular fuzzy set membership function.

Matsakis et al. (2001) propose a complex system for detémgpia direction re-
lation that consists of two components, namely a modifier anarojective term,
e.g. perfectly-above Such combinations are selected dependent on the fuzy trut
value of the parameterg DI R) andm(DIR) which are derived from the parameters
ao(DIR), by(DIR), ay(DIR), andby(DIR), see (73) and (74). The selection algo-
rithm is an attempt to combine the strengths of both histograf forces,H, and H,,

a detailed discussion can be found in (Matsakis et al., 2004).

I)Q(D]}%)7 ag > bo
(75) a. a(DIR)= 1< ao(DIR); ag > by
max(ag(DIR),ay(DIR)); ag < by Orag < by
b. m(DIR) = min(by(DIR), by(DIR))
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a(DIR)\m(DIR)\ high medium-high medium-low

high perfectly - nearly
medium-high - nearly loosely
medium-low | mostly loosely loosely

Table 2.1: Determining a modifier for primary direction.

a(DIR)\m(DIR) |  high medium
high somewhat strongly
medium a little slightly

Table 2.2: Determining a modifier for secondary direction.

Leta(DIR) be the degree of applicability of the proposition “LO is imedition DIR
of RO”. The valuem(DIR) is a measure of the extent both histograms agree on the
fact that LO can be considered in direction DIR of RO.

Classification of direction relations is provided by tabtetating (DI R) and
m(DIR) and determining a modifier for each combination that is comdiwith the
basic relation associated with DIR. The range of the pararses divided into sub-
ranges by fuzzy membership functions. Table 2.1 is defined fpartitioning into
four sub-ranges, namelyigh, medium-high medium-low andlow. And Table 2.2
for a partitioning into three sub-rangbgh, medium andlow. If one of the values
is low, the relation is not applicable. Otherwise a modifier from thble is selected
and combined with the relation associated with DIR. Theyefit indicates that no
modifier should be used. For example, applying higibove) and highm(above) to
the first table yields the relatiqmerfectly-aboveto the second table the same parame-
ters produce the relatisomewhat-aboveA high a(above) value and a medium-high
m(above) gives us the unmodified relati@bove

Matsakis et al. (2001) use two tables to generate locatipeessions describing a
primary direction and a secondary direction, for exampl® ‘i mostly to the right of
RO but somewhat above.” The first part of the locative expoess generated using
Table 2.1 and the second part using Table 2.2.

2.9.5 Logan and Sadler 1996

Logan & Sadler (1996) describe spatial relations in termthefgeneral notion of a
spatial templateA spatial templates a template for a field that determines the degree
of applicability to any point in space with respect to theresponding spatial relation.

It is applied to a particular spatial scene by adjusting thimRO and aligning it with
the relevant frame of reference. Logan & Sadler (1996) dis@patial templates of
the following projective prepositionstbove, below, over, under, left of, right @nd
next to They implement spatial templates by a regular, orthog@nal7 grid. They
report studies where the grid is centered on the RO and the Ip@rt of one other cell
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of the grid. The degree of applicability of a direction redatrelative to a pair of LO
and RO is provided by the value of the cell in the spatial teitgpthat is filled by the
LO. Logan & Sadler (1996) associate the cells of the spatiapiates with the average
values of arelation judgemenéxperiment where subjects had to rate pairs of LO and
RO with respect to a projective preposition on a scale froro 2.t They conclude
that the spatial templates for direction relations ared#idiinto three distinct regions
of acceptability:good acceptableandnot acceptableFigure 2.36 illustrates this for
above Cells in the dark grey regiomg¢od contain the highest degree of applicability.
Light-grey regions marlkacceptableregions, they contain cells with high degrees of
applicability. The white region marks positions which a acceptablgit contains
cells with low degrees of applicability. While there is a gh&order betweemot
acceptableandacceptablepositions, theacceptableandgoodregions blend into one
another gradually — the closer the LO is to tp@odregion the higher the degree of
applicability. For generating locative descriptions, bag& Sadler (1996) propose to

7.00 7.66 8.10 8.61 8.19' 7.32' 7.66

144: 138 1.34 1.19' 1.34 2.08 1.44

Figure 2.36: Spatial template fabove

select the projective preposition whose spatial templeddyrces the highest degree of
applicability. If two competing templates fit reasonablyliweoth prepositions might
be produced, e.gabove and to the right

2.9.6 O’Keefe 1996, 2003

O’Keefe (2003, 1996) describes the semantics of spatigdgsigons in 3D and 2D
space. He proposes meaning definitions for the projectipeessiongabove, up, over,
on top of, below, under, underneath, beneath, beside, dehimdbeyond O’Keefe
(2003) considers the modifiefgst and far. Besides specifying truth conditions, a
great deal of the discussion attends to the question of degrieapplicability and the
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semantics of comparative constructions such as thaseunder a than c”. The loca-
tions of objects are represented by bounding boxes or bytgoDirection relations
are mainly defined in terms of discrete applicability fuoog on axial representations.

NW | N | NE
W -
SW| S | SE

Figure 2.37: X3 grid defined by the bounding box of the RO.

The prepositionaboveandbelowdenote direction relations defined by the condi-
tion that the LO is a part of the half-pladélV U N U NE or SW U S U SFE relative
to RO, respectively, see Figure 2.37. The prepositiorderandover are either syn-
onyms ofaboveandbelow or they overlap with the regions or S, respectively. The
prepositionon top of beneath andunderneattdenote even more specific direction
relations. They apply if the LO is part of or S, respectively. The prepositiobgside
denotes a direction relation that is true if the LO is corgdim theW/ or E region
relative to RO. The prepositidreyondrequires an alignment of the frame of reference
such that the north-south axis is aligned with the vectamftbe observer to the RO.
The direction relation denoted tpeyondis then identical to the one @bove The
next condition deviates from previous conditions by noyirel on axial representa-
tions. The prepositiobehinddenotes a direction relation which is true if the line from
the observer to the LO intersects with the RO. The prepaostip anddownare given
only path related meanings and are therefore not considered In (O’Keefe, 2003)
direction relations are refined by fuzzy applicability ftinos. Most refined relations,
however, are identical with the original relations as rdgahe truth conditions. The
refinements augment a direction relation with internalcitee in order to facilitate
comparing instances with respect to their degree of agplita The revised defini-
tions ofunderandbesidediffer from previous truth conditions. The prepositionder
is true, if LO is part of the S region relative to RO, aesideis true, if LO is a part
of the regiondV or E relative to some rectangle that is bigger than the boundaxg b
of RO. Modifiers such apist andfar place restrictions on the length of the distance
from LO to RO. Summarising the relations defined by O’Keefestof them can be
defined in terms of O, OP,,, and OR-.
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2.9.7 Fuhr, Socher, Scheering, and Sagerer 1995

Fuhr et al. (1995) describe a computational system for geimgr and understanding
projective locative expressions in 3D space with respee task of constructing a
toy-plane. They cover the projective locative expresstbias are used in the relative
frame of reference and that contain the teteft right, in front of, behind above and
below Location of objects is represented by 3D bounding boxeshvare aligned to
the object’s principal axes. The position of LO relative 10 R represented by an array
of vectors, each vector representing a particular cell cragular deviation grid. The
direction of a vector represents the average directioneofétl and its length expresses
the ratio of the object’s volume that intersects with thd.cé@lhe grid is centered
around the RO in a 45attern. Itis a 3D extension of the partitioning that Hehamn
(1994) uses for objects tlose proximityn two-dimensional space, see Figure 2.38(b)
in Section 2.9.10. Further note, that in (Hernandez, 198d)kounding boxes are
aligned externally to the horizontal and vertical axes ef¢bordinate system, and in
(Fuhr et al., 1995) they are aligned intrinsically, so sidiethe bounding boxes of two
different objects are not necessarily aligned. In 3D thd gansists of 79 cells: the
bounding box of the RO (1), one cell for each side (6), twoscill each edge (24),
and six cells for each vertex (48). Relative position is espnted by an array of 78
vectors. The bounding box of the RO is not associated witliection. Lete; be the
unit vector that expresses the average direction ofcedll, then the array consists of
the following vectors:

(76) &= 5

The degree of applicability of a direction relation withpest to a pair of LO and RO
is computed by a fuzzy applicability function that is apglie the vector representing
each cell. Given that every direction relation is assodiaté&h a unit vectorey,,,
the term|Z(c;, €4:,-)| denotes the angular deviation between that vector and titerve
representing celtell;. The degree of applicability for cetkll; is defined as follows:

) 1 — bl if | (G, 8] < 90°
. pry 900 J " -
(77)  app(c) { 0 if |£(c, €air)| > 90°

The degree of applicability is maximalp(c;) = 1) if the vector of the cell is aligned
with the prototypical direction associated with the directrelation in question. It is

minimal (@pp(c;) = 0) if the angle is greater than 90The overall degree of applica-
bility is the weighted sum of the degree of applicability el cell multiplied by the

length of the vector representing it:

(78)  app =", |G| app(E)

For generating projective locative expressions, Fuhr.€08B5) pick the preposi-
tion that is associated with the direction relation with tinghest degree of applicabil-
ity. For a spatial interpretation of projective locativegoeassions, they activate those
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cells whose inherent direction is aligned with the protatgpdirection specified by
the projective preposition. The degree of alignment is rdeiteed by application of
the applicability function to the corresponding acceptaarea. All acceptance areas
that receive a higher degree of applicability than a thriesbb0.3 count as spatial
interpretation of the locative expression. Applied to th@%A relations defined in
Section 2.8 the cells with the following deviation are aated as possible acceptance
areas:0°, 22.5°, and67.5°. That means the relations of Fuhr et al. (1995) correspond
to ADS™ relations.

2.9.8 Gapp 1994, 1996

Gapp (19944, 1996) presents a system for generating leaatpressions in 3D and
2D space. Gapp (1994a) provides direction relations cooreding to the projective
prepositionsn front of, behind to the right of to the left of above below andbeside
Gapp (1996) presents direction relations correspondingcatdinal directions. The
system described in (Gapp, 1994a) handles locative exprsss the relative and the
intrinsic frames of reference. It implements a default ptyoof the intrinsic frame of
reference determined lgtrinsic frontsover an intrinsic frame of reference evoked by
accidental frontsover the default relative frame of reference.

Gapp’s relation schema employs angular representaticch$uarzy applicability
functions. It is intended to be applied to objects which ase@hnected from each
other. The location of objects is represented by geomegsciiptions of their hull.
Relative position of LO with respect to RO is represented Ivg(aorf from the cen-
troid of the RO (oc,en:(10)) to the centroid of the LOI§c.....(lo)) which is adjusted
to a scale that is defined by the sides of RO’s bounding box.plet the prototypi-
cal direction that is specified by the projective prepositiath respect to a particular
frame of reference. Let the functignoj(a,b) yield the orthogonal projection af
onto b, and let v denote a vector that is orthogonaldo In 2D-space the sides of
the bounding box of RO are defined by the tegmsj(ro, p) andproj(ro, Lp). Thus
the vectorfrepresenting the position of LO relative to RO is defined keyfthilowing
product of a vector and a matrix:

(79) 1= 10Ceens(10)l0Coens(10) * ( lproj(RO, p)] 0 )

0 lproj (RO, L)
The anglex expresses the angular deviatidinom the prototypical directiop:

80) =)

The degree of applicability is the product of the degree gliapbility with respect to
direction and the degree of applicability with respect stalce:

(81)  app(p) = appair(p) * appais:(p)
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The applicability functionsppg;,- andappg;s; are monotone decreasing fuzzy applica-
bility functions, the mathematical details are not spedifrethe papers. The function
appqr Yields1.0 for an angular deviation af = 0°. The value decreases with increas-
ing angular deviation. It is zero far greater than some maximum deviation (which
is a free parameter). The functiapp,;.; yields1.0 for zero distance, and it decreases
with increasing distance. It is zero when the distance edlcseme maximal distance
(which is a free parameter).

Gapp (1994a, 1996) defines fuzzy geometric direction ati Fuzzy values
greater than zero indicate applicability (to some exteatyzzy value of zero indi-
cates that the relation is not applicable. The relationegravalent to AGF™* which
is associated with a threshold @i°.

2.9.9 Olivier and Tsujii 1994

Olivier & Tsujii (1994) describe a system for automatic \aigation of spatial de-
scriptions in 2D. They describe a treatment of the projectikepositionsn front of,
behind left of, andright of. The system can interpret locative expressions with réspec
to all three frames of reference. The absolute frame of eefa is implemented as a
projection of the intrinsic orientation of a third objecttorthe RO. For example, in
order to describe the position of an object relative to amotibject, we can make use
of the intrinsic orientation of a room (if it has any orientetat all). In general, objects
are associated with intrinsic orientations. The locatibaroobject is represented by a
single point, additionally there is information about tipasal extension of an object

in arbitrary directions. Relative position is represeritgdneans of a vecto(r;). Di-
rection relations are defined via cost functions from vectorpositive real numbers
including zero. The cosP increases with increasing length and with increasing angu-
lar deviation of the vector from the prototypical directipthat is associated with the
projective preposition.

(82) P = Pproa} + Py

For the computation o we assume a local coordinate system where the vertical axis,
i.e. they axis, is aligned with the prototypical direction of the teda, and the origin

of the coordinate system is centered on RO. Relative coatesnof LO with respect

to RO are given by andy, the distance between RO and LO is givendby

(83) T =2TLo — TRO
Y =1YLo —YroO
d= /12 + y2

The cost of the distance is dependent on the squared diffieirdistance and some
optimal distancd.,,,, and on a facto¥,,

(84) Pproaf = %(d - Lproa:)z
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The cost of the direction is dependent on the distance of b@ fihe vertical axis of
the local coordinate system and on some faéfgy.:

(85) Py = %12

The actual values oK, .., Ly, and Ky, have to be adjusted to the task at hand.
In Olivier & Tsujii (1994) K,,.,, and L, are linearly dependent on the sum of the
spatial extension of LO and RO in the direction of the prgbatgl direction and<y;, is
linearly dependent on the spatial extension of the RO pelipalar to the prototypical
direction. Let7, (o) be the orthogonal projection of a spatially extended objemito

a directed axig. Let the vectop indicate the prototypical direction of the relation and
the vectorpr be perpendicular tg; ¢;, co, andcs are constants:

(86) &  Kpowy=c1-(|T5(ro)| + [T;(l0)|)
b, Lyrows = ca- (|T5(ro)| + [T(lo)])
c. Kuyrpg=cs- <|T,T}’(TO)|>

Olivier & Tsujii (1994) determine the global minimum of thest functionk'. It
describes the point which is the optimal candidate for therpretation of locative
expression in question. They do not provide a classificahaime sense of Section
2.7.

2.9.10 Hernandez 1994

Hernandez (1994) describes relation schemata for regnegemd reasoning about the
location of 2D layout plans of offices. The relations definechprise four base rela-
tionsright, left, front, andbackon various levels of granularity, and some fine-grained
composite relations, e.giront-left Their application is considered in all frames of
reference: intrinsic, relative, and absolute. The ladansed when the orientation is
imposed by the space containing LO and RO, e.g. a room. Tlaidmcof an object
is represented by a centroid and a bounding box. Directiatioas are defined via
discrete applicability functions on the angular comporévectors.

Hernandez (1994) distinguishes between three distinetstyb relation schemata
whose application is controlled by domain restrictiongh&i the objectsverlap they
are inclose proximityor they arefar away. The LO is inclose proximityof the RO if
LO and RO do not overlap and if the centroid of the LO falls withn area up to three
times the maximum radius of the RO, where the maximum radii&ois defined by
the minimum bounding circle — the minimal circle that comelg includes the RO.
The LO isfar awayof RO if it is not in close proximitynor overlaps with RO.

Every relation schema defines sectors or regions which aoxi@sed with a par-
ticular direction relation. A direction relation appliesd particular pair of LO and RO
if the centroid of the LO lies within the associated sector.

The first domain restriction only admits LO and RO that taeaway. Both LO
and RO are represented as centroids, and the half-linesrdgefime sectors start in
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(a) For objects that are far awg¥) For objects in close proxim- (c) For overlapping objects.
ity.

Figure 2.38: Types of relation schemata used by

RO’s centroid. As a default (Hernandez, 1994, p40,41) assi8wegular sectors with
an angle of 45as shown in Figure 2.38(a), but textual and situationalednnight
indicate that only four sectors with 9@r even only two sectors with 18@hould be
used. If LO is on the borderline between two sectors, thequore either recurs to
a sector model with a smaller number of sectors, or to a camgiéary model with
the same number of sectors (Hernandez, 1994, p51). Thedsdoomain restriction is
that LO and RO are iglose proximity In that case the half-lines defining the sectors
are shifted from the centroid of the RO to the corners of thenbling box, see Figure
2.38(b). Finally, if LO and RO overlap, space is partition@d 8 sectors which start in
the center of the RO and are aligned with the sides and theas shown in Figure
2.38(c). A precise description of the partitioning schesaissing, but the diagram
suggests that the partitions ensure that every corner aiidoeater of a side is on the
middle axis of a sector.

For objects that arar awaythe relations defined by Hernandez are equivalent to
ADS™ and AD;™, for the relations of the other two distance conditionséheme no
equivalent relation schemata. But for objects that arelase proximitythe relation
schema AD"@ might provide similar relations, and feverlappingobjects the rela-
tions defined by AGF™ provide equivalent relations at least for the coarsest lefve
granularity with half-planes as acceptance areas.

2.9.11 Papadias and Sellis 1994

Papadias & Sellis (1994) and Papadias & Theodoridis (19@&&gnt a relation schema
for qualitative spatial reasoning in geographic informatsystems. They define rela-
tions for the cardinal directionsorth, south east west north-eastnorth-westsouth-
east and south-westfor the relationsame-level Additionally, they describe fine-
grained versions of these relations indicated by one of teéxesrestricted strong
strong-boundjust, weak andweak-bounded Objects are represented by bounding
boxes aligned to the external coordinate system. An erjiméa scene is represented
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by aspatial indexmodelling the relative order of the corners of all boundirmyéds.
Locative direction relations are defined by discrete appiidty functions in terms of
interval relations or topological conditions on tBe< 3 grid imposed by the sides of
RO’s bounding box, see Figure 2.39.

NW | N | NE
e I
SW| S | SE

Figure 2.39: X3 grid defined by the bounding box of the RO.

Papadias & Sellis (1994) use the tepmmitive relationsfor relations that express
the location of a point relative to the bounding box of the R@e prefixrestrictedis
used to markorth, south east andwestas primitive relations, which are associated
with the regionsN, S, E, andW, respectively, relative to RO. The primitive rela-
tion same-positiorexpresses that the point representing LO is a part of thedngn
box around RO. The relatiosame-levels defined as disjunction agstricted-east
restricted-westandsame-position

Direction relations between two bounding boxes are defioethe directiomorth
and apply to the other principal cardinal directions in aikinfashion. Lety.,;,(a)
andyn,.x(a) denote the minimum and maximum vertical coordinates oéspectively,
andz iy (a) andx .« (a) the minimum and maximum horizontal coordinates, and let
locy(lo) andlocy(ro) denote bounding boxes of LO and RO, respectively.

The relationstrong-northis defined by the condition thétc,(lo) is a proper part
of NW UN UNE, see (87) below for definitions in terms of axial represeotetand
see Figure 2.40 for illustrations. The relatisttong-bounded-northolds if locy(lo)
is a proper part ofV (87-b),strong-northeasholds ifloc,(lo) is a proper part ofV E.
LO isjust-northof RO, if loc,(lo) is a tangential proper part &f IV U N U NE and
externally connected t&' U loc,(ro) U W, see (87-d). The relatioweak-northholds
if locy(lo) overlaps withVW U N U N E but not withSW U S U SE, see (87-e), and
weak-bounded-northolds if loc,(lo) is weak-northof [oc,(ro) and a proper part of
N Ulocy(ro), see (87-f). The relatioweak-northeasspecifies thatoc,(lo) overlaps
with N E, and is a proper part é¢bc,(ro) U N U EUNE, see (87-g), and finally, LO is
north-southof RO if loc,(lo) overlaps withNVIW U N U NE, and withSW U S U SE,
see (87-h). These are the relations defined in terms of apatsentations:

(87) a.  strong-north(p,q)ymin(p) > Ymax(q)
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p p p
p
q q q q
strong-north(p,q) strong—-bounded-north(p,q) strong-northeast(p,q) just=north(p,q)
P p
p
q q q q p
weak-north(p,q) weak-bounded-north(p,q) weak-northeast(p,q) north-south(p,q)

Figure 2.40: Refinements of the north relation as illusttatd’apadias & Sellis (1994)

b.  strong-bounded-north(p,qWmin(P) > Ymax(¢) ATmin(q) < Tmin(p) <

Tmax(P) < Tmax(q)

strong-northeast(p,qYmin(P) > Ymax(q) AZmin(P) > Tmax(q)

just-north(p,d) Ymin(¢) < Ymax(q) = Ymin(P) < Ymax(p)

Weak-north(p,q) ymin(q) < ymin(p) < ymax(q) < ymax(p)

weak-bounded-north(p,q)min(¢) < Ymin(p) < Ymax(q) < Ymax(p)

/\xmin(Q) < xmin(p> < xmax(p) < xmax(Q) 10

g' Weak-northeaSt(p’q) :ymin<Q) < ym1n<p) < ymax(Q) < ymax(p>
AZmin(q) < Tmin(P) < Tmax(q) < Tmax(p)

h- nOI’th-SOUth(p,Q) ymin(p) < ymin(Q) A ymax(Q) < ymax(p)

~® oo

All relations are illustrated in Figure 2.40. The meaningtloé prefixes can be
described in the following way. The modifiesgrong just, andweakexpress condi-
tions in terms of interval relations between the projectiohLO and RO onto an axis
aligned with the prototypical direction. The modifirongholds if the projection of
LO is discrete from RO'’s projection. The modifigist specifies external connection,
and the modifieweakspecifies overlap in the sense of the interval relatienlaps—*
defined in (16) in Section 2.5 on page 36. The modifieandedcarries restrictions
on projections onto an axis orthogonal to the prototypicegddion, it holds if the
projection of LO is a proper part of the projection of RO.

The relations defined by Papadias & Sellis (1994) are besthredtby OR » rela-
tions — they are not equivalent but @F relations imply the relations defined here.

101f you compare with the original definition, note, that | take subformula < [ in the last conjunct
to be the subformulg < I.
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strong-bounded-nortland weak-bounded-nortlare implied bynorth from OPR,p»;
strong-northis implied bynorth from OF,p,4; andweak-northis implied by OR) ps.
The combined relations such asrtheastand north-southare not provided by the
OP,p relation schema. The relatigust-northcannot be modelled by Q2 relations,
because OF» relations — as any of the relations we defined in Section 2.8naat
express the topological relation of a region beirtgragential part ofanother region.

2.9.12 Topaloglou 1994

Topaloglou (1994) describes a logic for expressing “apipnaexe” topological and di-
rectional relations in 2D space. He defines direction retesstraight-north, straight-
east, straight-south, straight-west, northeast, nortfiwsoutheasandsouthwestThe
location of objects is represented by single points, andgtsition of LO relative to
RO is represented by a vector. Direction relations are defayadiscrete applicability
functions. Topaloglou (1994) defines “approximate” dir@ctrelations by weaken-
ing the notion of vertical and horizontal collinearity. Hepftaces the notion of spatial
coincidence by a vicinity predicate.

C
X

AX X

Figure 2.41: B is in the vicinity of A which is marked by the gigox, but C is not.

The vicinity of a pointA is constructed as a square centerediomn Figure 2.41,
B is in the vicinity of A, but C' is not. Vicinity makes it possible to define a point
p as vertically collinear to another poigtif it is in the vicinity of some point on
the vertical axis througlp. And similarly, p is horizontally collinear tgy if it is in
the vicinity of some point on the horizontal axis throughAll * straight relations,
e.g. straight-north require this kind of horizontal or vertical collinearity.he rela-
tions corresponding to secondary cardinal directions) sisnorthwest exclude both
horizontal and vertical collinearity.

We can reformulate Topaloglou’s relation schema in the $an® have been using
in previous sections of this chapter by representing thatios of RO as a rectangle
which includes all points lying in the vicinity of points ofQR Axial representations
of a point LO with respect to the rectangle defined by RO enabl® use standard
definitions of spatial relations, e.g.s straight-northof ¢ if p is a part of theV region
with respect to RO, etc. The relations defined in this wayespond to OpR; and
OPPQ.
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2.9.13 Rajagopalan 1993

Rajagopalan (1993) proposes a relation schema for quaaditgtatial reasoning that is
capable of reasoning about relative positions in two-disiemal space and the effects
of translational motion. It defines the direction relatiatigned-x, aligned-y, left-of,
right-of, overlap-left-boundaryandoverlap-right-boundary The location of objects
is represented by bounding boxes which are aligned to anmatteoordinate system.
Direction relations are defined by discrete applicabilitydtions that are based on
conditions on axial representations. Lgt,(a) and yy..(a) denote the minimum
respective maximum vertical coordinateqfandz,,;,(a) andz..(a) the minimum
and maximum horizontal coordinates.

left-0f(A,B): Zmax (A) < Zmin(B)

aligned(A,B): Yumax(4) > Yumin(B) A Yumin(A) < Yimax(B)
aligned(A,B): Zyax(A) > Tmin(B) A Zmin(A) < Timax(B)
overlapped(A,B)ualigned, (A, B) A aligned, (A, B)
overlap-left-boundary(A,B):

overlapped(A, B) A Tmax(A) < Tpax(B) A Tmin(A) < Tmin(B)
overlap-right-boundary(A,B):

overlapped(A, B) A Zmin(B) < Tmin(A) A Tmax(A) > Tmax(B)
g. right-of(A,B): zpax(B) < Zmin(A)

(83)

® Q20T oo

—h

The relationsaligned, and aligned, denote overlap of two objects’ vertical
(aligned,) and horizontal gligned,) projections, respectively. The relatioright-of
andleft-of do not have any vertical restrictions. But the horizontajgetions of their
arguments have to llisconnectedsee ‘topological relations’ in Section 2.3). The re-
lationsoverlap-right-boundargndoverlap-left-boundaryequire overlap of the LO’s
bounding box with the left and right boundary of the RO’s baing box, respectively.
Vertical orientation relations likaboveandbeloware missing, but they can be defined
in a similar manner téeft-of andright-of. The relationsight-of andleft-of correspond
to the relationsastandwestfrom OPp,, respectively. The other two locative direc-
tion relations,viz overlap-left-boundargnd overlap-right-boundaryrequire overlap
of LO and RO which cannot be modelled by any of the relatiorfsxdd in Section
2.8.

2.9.14 Abella and Kender 1993, 1994

Abella & Kender (1993), Abella & Kender (1994), and Abell®9b) present direction
relations in 2D space that are used to generate descrigifonaps and x-ray images.
They define direction relations corresponding to the ptojedermsabove below

left, andright. For each relation they define two variarggjct andrestrictedrelations.
The modifiersomewhaandveryare discussed in combination with distance relations.
The location of objects is represented by intrinsicallgmaéd rectangles. They are
aligned to the principal axes of inertia, and their sidesdatermined by the first and
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second momentum of inertia. Such rectangles are equal tmaltes than bounding
boxes. Relative position is represented by two rectangtes.the purpose of post-
fuzzification the parameters determining the rectanglestared in a 12-dimensional
vector conveying the center of each rectangle, the areageiming the moments of
inertia.

Direction relations are defined by fuzzy applicability ftinas which are based
on discrete applicability functions on axial represewntadi which are ‘fuzzified’ by
post-processing with a fuzzification procedure.

Abella (1995) defines the relatioa®ove below left, andright, and additionally
two variants of each relation indicated by the prefisggtly andrestricted Relations
are defined in terms of inequalities on the vertical and threzbotal axis. LO isabove
RO if LO is fully contained in thenorth half-plane consisting of the regiohdV, N, and
NE relative to RO. The relationiselow left, andright are defined in the same manner.
The relationsstrictly-above strictly-below strictly-right, andstrictly-left are satisfied
if LO does not overlap RO, but LO overlaps tNeregion,S-region,E-region, and/\-
region, respectively. Theestrictedcounterparts, namelkgstricted-aboverestricted-
below restricted-right andrestricted-left imply that the LO is completely contained
in the N-region, S-region, E-region, andW-region, respectively. In Abella & Kender
(1993) unmodified projective locative expressions withtdrensabove below right,
andleft are associated witktrict relations, i.e.strictly-above strictly-below strictly-
right, andstrictly-left, when applied to particular domains.

In order to introduce tolerance to those discrete definstitime relations are fuzzi-
fied such that they are assigned a fuzzy truth value indigatidegree of applicability.
The idea is that spatial configurations that satisfy therdtecconditions of a relation
receive the fuzzy truth value 1. Configurations that areeclossatisfaction receive
a value between 0 and 1 while the score decreases the biggdistance of the LO
from a position satisfying the discrete conditions. Ab&l&ender (1993) describes
a Monte-Carlo simulation to determine the fuzzy truth valdéhe parameters rep-
resenting LO and RO are randomly varied a limited numberrog& and for each
resulting configuration the algorithm checks the discratéhtconditions associated
with the relation. Abella (1995) employs a fuzzy memberghipction that computes
a fuzzy truth value from vertical and horizontal distancehs LO to the nearest po-
sition where it would fully satisfy the conditions, i.e. wkehe distances are 0. The
following function is applied to vertical and horizontakthnce, respectively:

(89)
fa(d) =e7

The parameted is either vertical or horizontal distance amds a positive value con-
trolling the degree of fuzzification. A value close to 0 meahmsost no fuzzyfication,
greater values fos increase the degree of fuzzification. The truth values foticad
and horizontal inequalities are combined by standard flagig operations.
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Locative expressions are generated depending on fuzzyuales of the relation
associated with the expression. Abella (1995) specifieshiteshold<).33 and0.66
that delineate relations whose negation is applicable38[0from relations which
cannot be applied [0.33, 0.66], and relations which areiegiple ]10.66,1]. Conse-
guently, a locative expression contains a particular ptoje preposition if the cor-
responding relation has a truth value greater théf. It contains negated projective
prepositions, for exampleot below if the corresponding relation has a truth value less
than0.33.

The upper interval [0.66,1] is split further into three satervals determining the
generation of the modifiesomewhatindvery. A truth value between 0.66 and 0.75
generates the modifisomewhatand a truth value between 0.9 and 1 generedeg
Additionally they define superlative expressiagapmostleftmost rightmost andbot-
tommost The modifiersvery andsomewhatare only applicable to distance preposi-
tions such asearandfar. The core relations defined by Abella & Kender correspond
to OPp; and ORs,, but their interpretation is widened to some extent by theZifi-
cation” procedure.

2.9.15 Schirra 1993

Schirra (1993) describes two systems that process locaxpeessions: one system
generates locative expressions to describe parts of sganees (SOCCER). It can de-
scribe static and dynamic two-dimensional scenes. The sistem visualises loca-
tive expressions (ANTLIMA). The paper describes a treatnoémprojective locative
expressions consisting of the prepositides, right, in front of, andbehindand of
the modifiergdirectly, more or lessapproximatelyandalmost The system processes
direction relations in the intrinsic and the relative fraofereference. The location
of objects is represented by their hulls. The relative parsiof LO with respect to
RO is represented by a vector connecting the proximal pofdditionally the vector
is adjusted by some scaling vector derived from the spati@nsion of RO. Direc-
tion relations are defined by fuzzy applicability functiams angular representations.
The degree of applicability decreases with increasingad®n of the relative position
vector from the prototypical direction and with increasieggth. The mathematical
details are not specified. An indication of the effect of nfieds is given by a Figure
reproduced in Figure 2.42.

2.9.16 Wazinski 1992

Wazinski (1992) describes a system that generates lo@tpressions for describing
the location of objects in pictures. The expressions comsithe following terms:
right, left, above, below, top, bottgrandcenter The system generates simple de-
scriptions of the form “A is to the right of B.” and complex @etions containing
two relation terms like “A is above and to the right of B”.
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almost behind

approximately behind

more or less behind

behind

directly behind

Figure 2.42: Acceptance areas associated with modifie&ahifra, 1993)

Wazinski (1992) provides relation schemata for directielations where the LO
is a proper part of the RO, and relation schemata that arecapj# to disconnected
objects only. These schemata define direction relationddscribing the position of
an object in the picture relative to another object in theéype

The location of objects is represented by their hull. In otdeompute a represen-
tation of relative position the relation schema employs mlmimation of angular rep-
resentations and an orthogonal grid. A degree of applitalsl computed by means
of fuzzy applicability functions. The orthogonal grid dies the plane into 9 regions
with the bounding box of the RO defining the partition. Eachisexssociated with an
area weight which is the proportion of LO overlapping withttkell. The centroid of
each intersection of LO and a cell is computed and the distahthat centroid from
the bounding box of RO is associated with that cell. The degfeapplicability for
each celk is the product of the area weight and a distance weight détethby the
functiondist.

(90)  app; = |‘ch| x dist(relation, l0Ceen(C;), locy(RO))

whereC; = cell; N LO, anddist is a fuzzy function dependent on the actual relation,
the centroid foc.....;) of the intersection of LO with respect to celland the bounding
box (locy) of RO. The details of the distance function are not giverhm paper, but
it says that forabovethe degree of applicability decreases with increasingzootal
distance and with increasing vertical distance.

Direction relations are associated with one or more cellse dverall degree of
applicability of a particular direction relation is compdtby summing up the degrees
of the associated cells:
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(91)
app = _ app;

Wazinski (1992) distinguishes between composite and aleamnerelations. Compos-
ite relations are associated with one single cell. For exafifpght, top)” is associated
with the regionNV E' from the orthogonal projection model. Elementary relatiane
associated with three cells, e.g. “top” is associated viighregionNWW, N, and N E.
The degree of applicability is used to find the directiontielawith the highest degree
of applicability. The relations are similar to the ones deditoy OR;,.;42 and ORy,.;44.

2.9.17 Yamadaetal. 1988

Yamada et al. (1988) describe a system that visualisesgbragdocative expression
conveying cardinal directions in two-dimensional spadee Tollowing directions are
considerednorth, south east west northeast northwest southeastandsouthwest
The location of an object is represented by a single poirtt rafative position of LO
with respect to RO is represented by a vector. Directiorticela are defined by cost
functions on angles and distance. The overall cost is theduhe distance cost and
the direction cost.

(92) P = Pyg+ Pur

The global minimum of the cost functioR determines a point which is the optimal
interpretation of the locative expression that has to bealised.

Yamada et al. (1988) assume that there is an optimal disfan@edirection re-
lation. Therefore, the distance cost is minimal if the disebetween LO and RO is
equal to that optimal distance. L&t, K, K5, 9, andL be some constants of whidh
is the optimal distance. The distance cost between two pdiaind B is proportional
to the squared difference of the distance from the optinsthdce:

Let x andy be the relative coordinates of the LO with respect to the R@,dathe
angle between the horizontal axis and the prototypicattoa counterclockwise.

(94) T = TLo — TRO
Y =1YrLo — Yro

The direction cost is computed as follows:

. _ Ki(ycosf—zsin0)?+ Ko
(95)  Purlw,y) = = o aryomort

If we represent relative position by polar coordinatesd) the direction cost is com-
puted as follows:
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(96)  Purlar,d) = MFECTAE, only defined ifl6 — o < 90°
From this equation it is easy to see that the cost approxsnatimity for 90 degrees
deviation. The overall cost function is constrained by am@ite component which
inhibits certain regions completely and P;;, are only defined for angular deviations
equal or less than 90 Under the assumption that objects with spatial extensien a
represented by their centroid, the relations are equivatethe relations defined by
ADzent.

2.9.18 Andre etal. 1987

André et al. (1987) describes a system cal@d@Y TOURfor describing and under-
standing German locative expressions that describe tla¢idocof static and dynamic
objects on a 2D map representation. They define directiatioals corresponding to
pairs of a projective preposition and a modifier. The prejposs are vor’ (in front
of), ‘hinter (behind, ‘rechts vonh(to the right of), and links vori (to the left of). The
modifiers aredirekt (directly), ‘recht gut (pretty wel), and in etwd (sort of).

The location of an object is represented by its hull, and tineial observer is
represented as a point. The system can process relatidresiimtitinsic and the relative
frame of reference. The intrinsic frame of reference canrbpleyed if the RO has
an intrinsic front, the relative frame of reference can bedutor all objects. The
coordinate system of the relative frame of reference isredrdn the observer. In static
cases the front-back-axis is constructed as the bisecteeba the two tangents from
the observer to the RO as shown in Figure 2.43. The left-agig is perpendicular
passing through the point of the observer. In case the atientis induced by the

.,;::i',',‘,',v ,,,,,,,,, RO

Figure 2.43: Aligning the relative frame of reference in Amét al. (1987).
movement of the virtual observer, the front direction of thkative frame of reference
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is aligned with the direction of the movement. If the virtwddserver is part of the
bounding box of RO, the system does not determine a directiation.

The relation schema is based on axial representationsrinatigned with the co-
ordinate system of the frame of reference. Itis refined bgdroidal distance regions
for each direction. Figure 2.44 shows an example of the tlmecelations associated
with directly-above above quite-well-aboveandsort-of-above The degree of appli-

sort—of—-above

above
quite—well-abov

directly—above

RO

Figure 2.44: The acceptance region of the direction redagibpoveand embedded
acceptance regions for three different modifiers in (Aratrél., 1987).

cability is determined by a binary applicability functiof direction relation applies to
a pair of LO and RO, if the centroid of the LO lies within the i@gthat is determined
by the direction relation and the bounding box of the RO. Tla¢hmmatical details of
the treatment of modifiers are not specified in the paper. &laions defined above
correspond to OR;* defined in Section (41) on page 50.
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Chapter 3

Semantics of Projective Locative
Expressions

This chapter specifies the notion pifojective locative expressiorad defines alter-
native theories about their meaning. All semantic thedhiasare proposed at the end
of this chapter are completely defined in terms the locativection relations from
Chapter 2. These semantic theories are evaluated by metmesgbcedure described
in Chapter 4 against projective locative expressions fioeHCRC Map Task corpus
(see Chapter 5). The results are discussed in Chapter 6.

Section 3.1 defines the notion of projective locative exgimess. Section 3.2 gives
an overview of the factors that influence the semantics afalegpressions. In Section
3.3 a formalism is defined that allows for representing thgueaess of projective
locative expressions in terms of underspecified represensa Section 3.4 reviews
formal semantic approaches to projective locative exprass Section 3.5 defines a
number of alternative geometrical semantic theories geptive locative expressions
and points out the assumptions that have been made to fittthesees to the domain
of the HCRC Map Task corpus.

3.1 Projective locative expressions

This section defines the range of linguistic expressionsategeconsidered in this study.
Locative expressiondescribe the location of an entity — | use the tdorated object
(LO) to refer to that entity. Locative expressions consistroexpression denoting the
LO and typically a locative prepositional phrase. The ps#ganal phrase can be con-
nected to the expression denoting the LO by simple PP attachon by a copula. The
spatial reading of locative prepositional phrases esthét a spatial relation between
the located object and the entity denoted by their arguménise the ternreference
object(RO) to refer to that entity.

Q) a. The apple is to the left of the table.
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3.1 Semantics of Projective Locative Expressions

b. The apple is on the table.

In both sentences the noun phrdke applerefers to the LO, and the noun phrase
the tableto the RO. Typically we distinguish between two kinds of sgatlations
that are established by locative prepositional phrasestile direction relations and
topological relations. Topological relations specify thay in which the LO is spa-
tially connected to the RO. Is the LO contained in the RO? @y touch each other?
A brief overview of topological relations has been given gcon 2.3. Topological
prepositions that express topological relations are, ¥angle,in, on, andat.

Projective prepositions (Herskovits, 1986) suchabsve below to the right of
andto the left of express locative direction relations which specify theatam of
the LO with respect to the RO by means of a prototypical dioactThey are called
projectivebecause they “fundamentally involve the experience of ngwand the idea
of a point of observation” (Herskovits, 1986, 156). An exdeqf a projective locative
expression is given in (1-aYtie apple is to the left of the table

Locative expressions can additionally contain modifieragks which modify the
spatial relation established by the prepositional phrasedges(Lakoff, 1973) such
as almost sort of and just are modifiers that strengthen or weaken the truth of a
statement. Zwarts (1997) provides a more detailed anabfsisodifiers of projec-
tive prepositional phrases and distinguishes betwgstance modifieranddirection
modifiers Distance modifiersonstrain the distance between the LO and the RO. They
can be realised as measure phrases or adverbs su¢hcastimetresfar, a bit. Di-
rection modifiersconstrain the range of locative direction relations. Zwe/gitres the
examplesstraightanddiagonally.

This work is concerned with projective locative expressidn particular with ex-
pressions that contain the following projective terms:

(2) right,left
below, underneath, under, down
above, up, upwards, top, bottom
east, west, north, south

These terms can be embedded in a variety of expressionsrtlioytar the termdeft
andright occur in composite expressions suchedsof, to/on the left ofandto/on the
left-hand side aofBut alsotop andbottomtypically occur in phrases liken top ofand
at the bottom ofSome terms are combined with the prepositbr fromin order to
render them fully functional as a projective prepositiomg}., south ofandupwards
from.

There are two modifiers with which we will be particularly c@nned :

3) directly
slightly
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Examples of projective locative expressions that are aglefor the present investi-
gation are givenin (4):

(4) Xis above Y.
X'is directly above Y.
X'is to the right of Y.
X is slightly to the right of Y.

3.2 Aspects of meaning

This section provides an overview of the factors that havenbreported in the liter-

ature to contribute to the meaning of projective locativpressions. These factors
are direction, distance, functional relations between.iBeand the RO, the frame of
reference, the impact of occlusion of one object with resethe viewer, and objects
in the spatial context of LO and RO.

Locative direction relations Locative direction relations (see Chapter 2) are the
principal components of the meanings of projective loegixpressions. They classify
relative position (meaning the location of a LO relativetie RO) with respect to pro-
totypical directions. The previous chapter has shown hay thtegrate the influence
of the objects’ geometric properties such as spatial eixdarad shape.

Distance Distance is explicitly expressed in projective locativpessions by means
of modifiers that constrain the distance between LO and R@xample, “a bit”, “one
inch”, and “far”, e.g. (Zwarts & Winter, 2000), (Zwarts, 189 (André et al., 1987).
Some approaches to the meaning of projective locative sgjmes explicitly model
an effect of distance on the meaning of unmodified projedtigative expressions, see
Kelleher (2003), Gapp (1994a), Olivier & Tsujii (1994), aMdmada et al. (1988).
They define an optimal distance between LO and RO, and anwtitavifrom this
optimal distance decreases the degree of applicabilitysdkas et al. (2001) also uses
a component which is sensitive to distance in this way.

The empirical study by Logan & Sadler (1996), however, ssggthat distance
has no such effect. Therefore, we assume that distancedshoube modelled within
the semantics of projective locative expressions but ratith the semantics of certain
modifiers.

Frame of reference The selection of a single frame of reference is critical fpr a
plying locative direction relations to spatial configuosis (see Section 2.4) and also
for interpreting projective locative expressions (Canlst999). The selection process
is typically based on cues found in projective locative esgions and their context,
suggesting which frame of reference should be used. Proeedioat determine the
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selection of a particular frame of reference can be foundaheker (2003) (Olivier &
Tsuijii, 1994), (Gapp, 1994b), and (André et al., 1987).

The data we are concerned with in this study (see Section Bolyever, always
make use of the frame of reference that reflects the conveltise of printed texts
and maps, see Section 2.4. Therefore, factors that influbecgelection of a frame of
reference do not play a part in this study.

Occlusion In real and virtual 3D environments occlusion of an objectaloypther
object is a factor that controls the use of the projectiveppséionsin front of and
behind(Kelleher, 2003). Given a viewer and two objectandy in a 3D scene, an
objectx occludes an objegt with respect to a viewer if and only if there is a straight
line troughv, = andy such that the intersection afis between the intersections of
andy. If x occludesy, = can be said to b front of y, andy to bebehindz.

Occlusion is not relevant for the domain of map task mapsesthere are only
very few objects on the maps which overlap, and we find only dwourrences of
expressions in the data that contain the projective feomt. The termbehindis not
present at all.

Functional relations Functional relations between objects influence the degree
to which projective prepositions are applicable to spat@ifigurations. Carlson-
Radvansky et al. (1999) describe experiments that showegperdliency of the prepo-
sitionsabove andbelow on functional relations between objects such as a toothbrus
and a tube of toothpaste or a coin and a piggy bank. Functietaions had the effect
that the subjects tended to interpret and express directlations between the ob-
jects’ functional parts, instead of referring to the entilbgects. In the first experiment
subjects were asked to place two objects according to aivecexpression. When
they were asked to place a tube of toothpadievea toothbrush, they showed the
tendency to place the opening of the tube vertically abogehtrad of the toothbrush.
When they were asked to place a tube of oil paint above thélboash, this tendency
was not as strong as in the previous case. The settings articaldrom a geometric
point of view, so the difference must be a conceptual onels@aRadvansky et al.
(1999) conclude that the effect is due to functional retagiathere is a convention of
putting toothpaste on a toothbrush, but there is no suchestdion of using paint on a
toothbrush. In another experiment they showed subjectsrei containing a coin and
a piggy bank and asked them to rate the degree of appligaffiSection 2.6) of the
statementhe coin is above the piggy bankhe location of the slot of the piggy bank
was systematically varied. The results showed that theesigtlegrees of applicabil-
ity were assigned to those settings where the coin was aéyt@above the slot of the
piggy bank regardless of the slot’s location on the piggykb&mgain, the positions of
the coin relative to the whole piggy bank were identical fraqpurely geometric point
of view; the only difference was the place of the slot.
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Coventry et al. (2001) report three experiments that syatieally test for the in-
fluence of geometric and functional relations, respectj\at the prepositionabove
below over, andunder. They presented subjects with pictures of a man holding an
umbrella in different positions with rain coming down fronfferent angles. On some
pictures the umbrella fulfilled its function and protecté@ tman from the rain, on
some pictures it did not, so that the rain hit the man, in yeeopictures there was
no rain, at all. Different configurations of rain were sysétitally combined with dif-
ferent positions of the umbrella. The subjects rated théicgiplity of prepositions to
these combinations. Dependency of the ratings on alignofaain and umbrella (so
that the umbrella fulfilled its function) was interpretedsgsositive effect of functional
relations on the meaning of the corresponding prepositidre experiments showed
that the prepositionsver andunderare very sensitive to functional relations, and al-
though the prepositionasboveand belowshow some sensitivity, too, they are more
strongly determined by geometric relations. The geneel\put forth in (Coventry
& Garrod, 2004; Coventry, 1998; Coventry et al., 2005) ig tha semantics of spatial
relations is dependent on both functional and geometrazabfs.

Concerning the data relevant for this study (Section 5.4dlizgany functional rela-
tions are found between any two landmarks of the map task.nMpst landmarks are
isolated line drawings that are completely unrelated toahgr landmark. The only
exceptions are pairs involving bodies of water, as for eXan{j) a bridge over ariver,
where the functional relation is established by the coneerthat bridges are used to
cross that river; (ii) a beach at the sea, which is by definiabthe border of some
body of water; and (iii) a ship on the sea where the functioektion is established
by ships being conventionally used as floating vehiclesr& hee a few more cases of
landmarks which are functionally related to other landrearksome way. However,
the number of these cases is so small that it is quite harndessume that functional
relations have no impact on the data.

Distractor objects Distractor objects are objects which appear in the sameaspat
context as the located object and the reference object cfadive expression. Her-
skovits (1986, p81) formulates the effect of distractoreaks in theshifting contrast
principle. Given a reference object and a preposition, if an objeceives a higher
degree of applicabilifythan another objedB, “then one can use that preposition to
discriminateA from B — so that the locative phrase will be assumed trud,dsut not

of B.” That means that a preposition that is appropriate to d@stine location of LO
relative to RO, might not longer be appropriate after a dittir objectD has been
introduced which fits the given combination of prepositiod aeference object better
than the LO, see Figure 3.1.

1See Section 2.6.
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LO D LO
RO RO
(a) LO is above RO. (b) LO is above RO — even in

the presence of D.

Figure 3.1: Applicability of “LO is above RO” does not changben we add a dis-
tractor object D.

The system presented in (Kelleher, 2003, p279/280) inkspocative expressions
in a similar way: it selects the object with the highest degséapplicability from a
set of possible alternatives.

Carlson & Logan (2001) provide evidence against such aivedat definition of
the meaning of projective prepositions. Although they slioat the presence of dis-
tractor objects decreases the degree of applicability, shew that this effect is un-
related to the relative placement of the distractor objébiat means that the truth of
projective locative expressions is independent of thegmes of distractor objects.

3.3 Vagueness

This section discusses vagueness of projective locatipeesgions. It has already
been made clear in the Introduction of this thesis that weaggh the question of the
truth conditions of projective locative expressions uritherpresumption that projec-
tive locative expressions are vague. Thus we expect therartiipn the domain into
three sets of pairs of objects: one set for which the exprassdefinitely true a sec-
ond set for which it isndefinite that means, it can be eith&ue or false and a third
set for which the expression igfinitely false

Following the view on the vagueness of adjectives present€dmp (1975), | will
assume that the vagueness of projective locative expreshis two general sources:
(i) vagueness of the weight with which each of the differespects of the meaning of
a projective locative expression (see Section 3.2) canteilo the overall meaning of
the expression; and (ii) vagueness with respect to thefaetiisn of each of these as-
pects. The most important aspects that contribute to tha@imgaf projective locative
expressions have been described in the previous sectiothinAgeneral, all of these
aspects, as well as the ways in which they combine, have takem tas a sources of
vagueness. | have argued in Section 3.2, however, that uffigient for this study
to concentrate on the vagueness of one single aspect, n#mejgometric properties

2This only holds of course under the restriction that we atdauaking at comparative forms.
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and relations which are captured by locative directionti@ia as defined in Section
2.8. The vagueness introduced by this single aspect is tidgmn of finding ‘sharp’
criteria, i.e. locative direction relations, which detémmwhether a certain projective
locative expression is satisfied. | will aim at a semanties thbased on a pair of loca-
tive direction relationg LD Ry, LD R,) which — in accordance with our expectations
vis-a-vis the meaning of projective locative expressions — partitte domain into
three parts: one relatio,D R, demarcates the boundary between the pairs that make
the expressiodefinitely trueand all pairs that can make it false; and the other relation,
LDR,, demarcates the boundary between all pairs that can malexginession true
and all pairs that make definitely false In order to obtain a tripartite domain where
the boundaries are in fact defined by R, andL D R2, there is the additional require-
ment thatZ. D R, subsumed.D R;, i.e., every pair of objects that satisfie® R, also
satisfiesL D R,. This requirement ensures that every pair of objéetg) that makes

an expressiodefinitely true(LD R, (x,y)) can be true LD Ry (z,y)), and that every
pair of objects(x, y) that makes an expressidefinitely falsg§—LD R, (z, y)) can be
false GLDR;(z,vy)).

O

Figure 3.2: Is the circle above the rectangle?

Before we come to the formal details, let me illustrate thguemess of projective
locative expressions by the following example:

(5) The circle is above the rectangle.

It can be argued that the predication of the circle baibgvethe rectangle with re-
spect to Figure 3.2 is true in some respect, but also thafalse in some other respect.
On the one hand, we can adopt the “vertical” perspectiabolzewhich specifies that
LO is above RO if and only if there is at least one vertical axisch intersects RO
and LO such that the (vertical) coordinates of the intersaatith LO are greater than
the (vertical) coordinates of the intersection with RO. Tinaphical interpretation of
the “vertical” perspective is depicted in Figure 3.3(ak thrcle should overlap with
the grey area in order to count as “vertically” above theaegte. However, the circle
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is not “vertically” above the rectangle, and so, from thertieal” perspective sentence
(5) is false.

O ()

(a) Acceptance area for “verticallgbove (b) Acceptance area for “horizontally”
above

Figure 3.3: Example with acceptance areasafoove

On the other hand, we can adopt the “horizontal” perspecthecording to the
“horizontal” perspective LO is above RO if and only if thesed part of LO which
is vertically higher than every part of RO. The graphicakmtetation is depicted in
Figure 3.3(b). The circle counts as “vertically” above thetangle if it overlaps with
the grey area. So, the circle is “horizontally” above thdargle, and sentence (5) is
true from the “horizontal” perspective.

Let us preliminarily accept these two perspectives asitegie interpretations of
the prepositiorabove “vertically above” defines the extension of the pairs theti-
nitely count asabove and “horizontally above” defines the extension of all péat
cancount asabove The next question is one for a formalism that allows us te pro
vide a semantics adbove(i) that yields true for all pairs where the LO is “vertically
above” the RO; (ii) that allows to classify pairs as eithesetor false when the LO is
“horizontally above” but not “vertically above” the RO; affid) that yields false for
all pairs where the LO is not “horizontally above” the RO.

Fine (1975) and Pinkal (1985) propose formal languagesatatit vague terms
allowing for indefinite truth values. Vague terms are eviddawith respect to models
that provide access to all possileecisificationsof those terms. By @recisification
of a vague term we understand a way of making the term moréspteleor example,
earlier we adopted two different perspectives to interfiretermabove Each of these
perspectives provides a precisification that is complgiedgise, i.e., each determines
a definite truth value (true or false) for each pair of objea®n the one hand we
interpreted above as “vertically above” and on the othedta*horizontally above”.

Fine (1975) proposes truth conditions for vague senterttasare based on the
supervaluatiortechnique (van Fraassen, 1969): a vague sentence is ttigtifue for
all ways of making it completely precise. It is false if it &d$e for all ways of making
it completely precise. In all other cases its truth-valuadefinite. The supervaluation
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technique is suitable to interpraboveas true or false for all pairs of objects of the
domain which makabove definitely truer definitely falserespectively. But all pairs
of objects from the domain which belong to tinelefinitepart remain indefinite.

Pinkal (1985, p180ff) introduces two modal operators wigoantify over precisi-
fications. They correspond to the natural language exmessi all respectsandin
some respectd et A be a sentence of a vague language, theail-respects(A)s true
if and only if it is true with respect to all precisification$ 4. The formulain-some-
respects(A)s true if and only if there exists at least one precisificatod the given
model in whichA is true. Applying Pinkal’s operators to sentence (5), wawtitue
in one case in the given model afadsein the other. With the operatam-all-respects
the sentence comes out as false:

(6) in-all-respectgthe circle is above the rectangle).

The circle is not above the rectangheall respectsthere is at least the interpretation of
aboveas “vertically above” which is not satisfied. If the sentereembedded under
the operatom-some-respectshen it comes out as true:

(7) in-some-respectthe circle is above the rectangle).

The circle is above the rectangle in some respects, thatceuse it is “horizontally
above” the rectangle.

These two example show that we can deal with vague sentegcesibedding
them under one of those two operators. Embedding it undepeetotin-all-respects
yields the truth valuéalseand embedding it undén-some-respectgeldstrue. Thus,
we obtain the intended result; pairs of objects from the dortreat aredefinitely true
satisfy and those that adefinitely falsedo not satisfy a vague expression under either
operator. And pairs that count exlefiniterelative to the meaning of a vague predicate
can make a sentence containing that expression true oiditsnding on the operator
embedding that expressions.

Underspecification and biased valuation | will now describe a way of dealing with
vagueness that integrates the operatoisome-respectsndin-all-respectsn the val-
uation procedure. We first define a formalism that uses updeifsed representations
to represent vagueness. The idea has been described ahdhdybeginning of this
section. Vague terms partition the domain into three pate®aated withdefinitely
true, indefinite anddefinitely false respectively. Such a partition can be explicitly
represented by means of at least two completely preciz@@n-vague) terms.

Let us define an extended predicate logjigvith the additional feature of under-
specified predicates. The languafes based on a predicate logic with the logical
symbols—, A, Vv, —, 3, V, the variables), vy, vq, vs3, ..., the constants, ¢y, ¢, cs,
..., and then-place predicate letter@” (i,n € N). The standard syntax of predi-
cate logic is extended by the possibility of composing caxrpredicate symbols by
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means of the operater. The? are theatomicpredicate symbols af. Two or more
atomic predicates of the same arity@;, ... Q;,, (m > 2) can be combined to make
the complex:-place predicate symbol

8 QL o..eQ

Complex predicates are used to represent underspecificatio

In the example above, we took “vertically above” and “hontadly above” as two
completely precise interpretations of the preposiéibove Now, let us assume that the
semantics olboveis expressed by a combination of the predicatgs; and A, that
correspond to these interpretations where the extensidn.nfdetermines all pairs of
objects that definitely satisfgbove and the extension o, determines all pairs of
objects thatansatisfyabove We combineA,.,; and A, to a complex predicate and
obtain the following underspecified representation:

(9) ()‘x'/\y)(Avert ® Ahor)(xv y)

Before | define the semantics fér, let me describe the idea of the valuation pro-
cedure. The valuation procedure integrates the operat@sme-respectandin-all-
respectdy means of a two-valued flag which | callas A positive biascorresponds
to the operatom-some-respectyague predications evaluated with a positive bias are
true if there is at least one way of interpreting the vagueéipegion such that the pred-
ication is true. | call this biapositivebecause a valuation under positive bias shows
“a positive predisposition” towards the formula — if theseany chance so the formula
is evaluated asue, at all. Anegative biagzorresponds to the operaiarall-respects
vague predications evaluated with a negative bias are amiftthey are true in all re-
spects. That means, they are only true if all ways of inteimpgehe vague predication
are true. Since the valuation procedure shows “a negateaigposition” towards the
formula that is evaluated — if possible in some way the foarslevaluated afalse
— the bias is termedegativebias. | call the valuation method using a biabiased
valuation

The semantics of is defined with respect to a first order model M, an assignment
function g, and a bia®. A model M for L is a pair(U, I) whereU is a non-empty
set and! is a function from@} onton-place relations o/. An assignment function
g maps variables onto elements(df Thesatisfaction valuef a formula¢ of L with
respect to a model/ = (U, I) by the assignment with respect to biag € {0,1} is
defined by the following recursion:

Q7 (viy - v, ) g = 1iff (g(viy), ..., g(vs,)) € 1(Q7)
]Mg 1 = Liff not [@]ar,40 = 1 (iff [¢]ar,40 = 0)

(10) {
¢
[_'Qb]JMgO = liffnot [¢]ar,g1 = 1 (iff [p]arg1 = 0)
(9 A
(oY

—

Ypgy =1 !ff [Plargs =1 andh]argp = 1
]M,g,b = 1iff [¢]M,g,b =1 OI’[ ]Mgb -

®©TQ20 T oo
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[0 — Y]argp = 1iff [2@]args = 10N [Y]argp =1
[(Fv:)Plargp = 1iff for somew € U @] gpusog b = 1
[(V;)@|ar,gp = 1iffforall w € U [@]argjujo]p = 1

[ Z D... @QZ(U“ . -Uz'n)]M,g,l = 1iff

thereisan with 1 <m < 1: [Q} (vi, ... v, )|mg1 =1
j_ [ an@...@Qg(vil...Uz‘")]M7970:1iff

forallmwith 1 <m <1:[Q" (v, ...v;,)]ag0 =1

—Ta -

This extension of predicate logic is conservative. All fotere of L that do not
contain the operatop are valuated in the standard way. The bias does neithett affec
the semantics of atomic predicatedimor of the complex formulas that can be formed
from these. The only effect of the bias is that it controls ¥h&iation of complex
predicates, see rules (10-i) and (10-j). A positive biak@maluation makes a complex
predication true if and only if there exists at least one a¢gmnedicate); that is part
of the complex predicate and that is true. It is false if abinaic predicates are false.
A negative bias in the valuation makes a complex predicatios, if and only if all
atomic predicates); that are part of the complex predicate are true. It is false if
there is at least on atomic predicate that is false. TuplesdwWiduals which make
all predicates of an underspecified representation trualee f constitute cases for
which Q7 ®...©Q; is definitely trueor definitely false respectively. In other cases
the predication is indefinite. The negation rules (10-b) @rfidc) invert the bias, all
other rules pass the bias through the recursion withoutgshgrt.

- | Al # 0 Vv][1 #0 —|1 #0
1|0 111 # O 111 1 1 1|1 # O
#|# #|# # 0 #|11 # # # 11 # #
0|1 0|0 0 O 0|1 # O 01 1 1
Table 3.1: Truth tables of strong Kleene log{c

Relation to strong Kleene logic This calculus (let us refer to it by the lettBrand
more precisely, let us usB, 1 for positive bias and, 0 for negative bias) can be
mapped onto the three-valued strong Kleene logig Wwhich has the truth valuek
(true),# (indefinite) and) (false). The truth tables are shown in Table 3.1.

The complex predicates @ can evaluate to all three truth values. They evaluate
to 1 (viz definitely true) if all of their atomic predicates evaluatettue (see (10-i)),
they evaluate t® (viz definitely false) if none of their atomic predicates evaduiat
true (see (10-))), and otherwise, they evaluate to the indefiruth value#.

The relation betweeB andK is expressed by the following statements: (i) Only
if a formulag is true in B with negative bias, thenis true in K. (ii) Only if a formula
¢ is false inB with positive bias, thew is false inK. And (iii), only if a formula¢ is
true in B with positive bias and false with negative bias, then it tefinite ¢) in K:
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3.3 Semantics of Projective Locative Expressions

(A1) () [Plpo=1l<=[¢lx =1
(i) [plp1=0<«=[plx =0
(i) [#lp1=1A[¢]po=0+=[d]x =#

Proof

1. First, we derive two auxiliary premises under the assionpghat (11-i) and
(11-ii) are true:

e [¢]p1 =1 not(d]p: = 0) = not(¢]x =0) = [¢]x # 0
o [plpo =0 not(plpo=1) & not(olx =1) < [p]x # 1

2. Then we can generally show that (11-3) is true if (11-i) ékidii) are true:

d [¢]B,1 =1A [gb]B,O =0& [¢]B,1 = 1and[¢]370 =0& [gb]K 7& 0 and

[Olx # 1 [Blx = #
So in order to prove the three statements in (11) we only resddw (11-i) and
(22-ii)!

3. For atomic predicates froih, see (10-a), (i) and (ii) are trivially true. Note, that
atomic predicates fromh cannot assume the indefinite truth valugin

4. Suppose is a complex predicat®} © ... ® Q7 (v, ... vy, ), see (10-i) and
(10-)):

o [Q®..®Q% (vyy...v,)|Bo =1
sforallmwithl <m <1:[Q} (v, ...v;,)]Bo =1
= forallmwith1 <m <1:[Q} (v, ...v,)]k =

[ ] [anl@"'@QZ(UZ&"'UM)]BJ:0
& thereisnon with 1 <m <12 [QF (vi, ... vi,)|B1 =
s forallmwith1 <m <11 [QF (vi, ... vi,)|B1 =0
< forallmwith1 <m <1 [Q} (vi,...v,)]k =0

1

5. For the negation (10-b) and (10-c) we suppose that (1de ) al-ii) are true for
¢, then we show that they hold fere:

o ([-9]so=1) = ([¢]p1 = 0)
= ([0l = 0) < ([¢]lx = 1)

e ([¢]p1 =0) = not(dlp1=1) < ([¢lpo=1)
= ([¢lx = 1) & ([=¢]x =0)
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6. Similarly for the conjunction (10-d), we suppose that-(1dnd (11-iii) hold for
both ¢ and, then we show that they also hold for :

o ([0 AY]po=1) e ([¢]po=1and[¢)]po = 1)
— ([¢lx = land[Y]x = 1) & ([ A Y]k = 1)

o ([pAY]p1=0)enot(pAy]p1=1)<not(¢p, =1and[y|p, = 1)
< ([¢lp1 =0o0r[¢]p, = 0)
< ([¢lx = 00r [{]x =0) & ([¢p A ]k = 0)

7. The proofs for (10-e) to (10-h) are similar to the one fa tonjunction.
g.e.d.

The role of the bias might become clearer by the followingeolation. If a complex
predicates contains at least two atomic predicates of wbmghis tautologically true
and one tautologically false, then it is completely deterxiby the bias. Supposg,
is a one-place predicate which is true for any argument(and one-place predicate
which is false for any argument.

(12) Vz:Q:® Qf(x)

An evaluation with a positive bias makes (12) true, becauseye: satisfies the prop-
erty ;! An evaluation with a negative bias makes (12) false, bexaasr satisfies

the propertyQ) !
Example

Let us now see how the negation of sentence (5) comes oubiwisied valuation
(13) Thecircle is not above the rectangle.

The model)M represents the spatial configuration depicted in Figur2ged.and (b).
Let us use the constantto refer to the circle and the constanto refer to the rectan-
gle. Following the illustrationd/ satisfies the sentence that the circle is “horizontally
above” (4,.,) the rectangle:

(14) [Ahor(cca Cr)]M,g,b:]--

but M does not satisfy the sentence that the circle is “verticabigve” (A..,:) the
rectangle:

(15) [Avert(cca CT’)]M,g,b:O

We represent the semanticsalfoveby the underspecified representatidp,.; ¢
Anor- The semantics of sentence (13) is represented by the falidiermula:

(16) _'(Avert ¥ AhOT’)(CC7 C?“)
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3.4 Semantics of Projective Locative Expressions

First, we evaluate (17) with a positive bias:

(17) a. [_'(Avert @ Ahor)(cca Cr)]]%,g,l = 1 |ff
b- [(Avert ¥ Ahor)(cca CT)]M,Q,O =0 Iff
c. notforall Ac {Ayert, Anor}: [A(ce, er)mgo =1

Since A,..+(c., c,) is false, (17-c) is satisfied. Therefore, (16) comes out tiext,
we evaluate the formula with a negative bias:

(18) a. [_‘<Avert ) Ahm«)(cc, CT>]J\47970 = 1 |ff
b. [(Avert S Ahor)(cca CT)]M,g,l = 0 iff
c. thereisno Ac {Ayert, Anor} SUch thafA(ce, ¢;)|ag1 =1

Since Ay (ce, ¢;) is true, (18-c) is false. Therefore, (16) comes out false.

The choice of a positive or negative bias is motivated aoWwdl We choose a
positive bias § = 1), if we assume that a sentence/utterance has been prodyced b
a speaker that was cooperative and had the intention to sagtkimg true. And we
choose a negative bias &€ 0) if we are not cooperative ourselves and try to find an
interpretation that makes the sentence/utterance falg@sAive bias corresponds to
Pinkal's operatom-some-respectgnd a negative bias to the operatoall-respects

3.4 Formal semantics

This section describes different ways of modelling the sgmacontribution of the
components of projective locative expressions. First|llpresent non-compositional
approaches that treat projective prepositions and masldigunits that are not decom-
posed further. Such a non-compositional approach is alssupd in this thesis (cf
Section 3.5.) Second, | will present compositional appneadhat provide semantic
representations for modifiers and prepositions and defies far combining them in
order to compose the semantic representation of the whplegsion. Finally, | will
give an overview of the different semantics in the literatof how modifiers contribute
to projective locative expressions.

As said earlier in this chapter, projective locative expi@ss consist of an ex-
pression denoting the LO, an expression denoting the ROyasehlembedding the
projective term, and optionally, one or more modifiers.

(29 The circle is just directly above the rectangle.

In this exampléhe circlerefers to the LO anthe rectangleo the RO. The preposition
aboveis the projective term angistanddirectly are modifiers.

Non-compositional approach Bierwisch (1988) treats locations as entities in their
own right. The functionoc : D — L maps entities from a general domdihonto
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Semantics of Projective Locative Expressions 3.4

locations belonging to the same location dom&irA projective term is mapped onto
a locative direction relation REL. The meaning of locatixpressions is represented
as a spatial relation between the locations of LO and RO.

(20)  REL(loc(lo),loc(ro))

This predication can be directly interpreted in terms of ahyhe locative direction
relations defined in Section 2.8.

Non-compositional approaches to projective locative egpions with modifiers are
described in (André et al., 1987), (Schirra, 1993), andt@dlas et al., 2001). They
are non-compositional in the sense that combinations ofifirecgland prepositions
are treated as units, and semantic representations hagespebified for each possible
combination of modifiers and prepositions. This is the galnemplate for semantic
mappings from modifiers and prepositions to spatial retetio

(21)  modifier™ x preposition — REL

There have to be rules for unmodified prepositions, (22td¢srfor prepositions with
one modifier, (22-b), with two modifiers, (22-b), and so on.

(22) a. preposition — REL
b. modifier x preposition — REL
C. modifier x modifier x preposition — REL

(André et al., 1987) and (Schirra, 1993) provide semantppmgs for unmodified
prepositions and prepositions with one modifier. The acoeg@ area defined by the
locative direction relation associated with an unmodifieeppsitionpreposition is
divided into subareas. Each of these areas is associatbdawptir of a modifier
and that prepositiofimodi fier, preposition) The partitions are controlled by distance
from the RO, see Section 2.9.18 Figure 2.44. Schirra (1968)eks subareas for the
modifiersdirectly, more or lessalmost andapproximatelysee Section 2.9.15. André
et al. (1987) defines subareas for the German modifleekt (directly), recht gut
(well), andin etwa (sort of). Similarly, Matsakis et al. (2001) define fine-grained
subrelations of locative direction relations and assedia¢m with combinations of a
modifier and a preposition, see Section 2.9.4. In particthay provide mappings for
combinations containing the following modifierperfectly nearly, mostly loosely
somewhatstrongly; slightly, anda little.

Compositional approach The following part provides background information
about compositional approaches to modification in theditee. In this study, how-
ever, we adopt a non-compositional approach to modification

Wunderlich & Herweg (1991) decomposes locative expresdito a binary local-
isation predicatéd.OC and a function? RO.J. The localisation predicateOC'(a, S) is
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3.4 Semantics of Projective Locative Expressions

true if and only if the object is located in thecceptance spacg. Two possible ways
to defineLOC' are to use the topological relatiopart-of andoverlap respectively,
between the location of the LO and the acceptance sface

(23)  LOC(lo,S) < P(loc(lo), S)
LOC(lo, S) < O(loc(lo), S)

The acceptance spaceis a set of points which is obtained by applying the function
PROJ to RO:

(24)  LOC(LO, PROJ(RO))

For example, the expressiohO© is above ROis represented by the formula (25)
whereABOV E(+) is the function that determines the relevant acceptanceespih
respect to its argument:

(25) LOC(lo, ABOV E(ro))

Zwarts (1997) and Zwarts & Winter (2000) propose a thoroyglimpositional se-
mantics for modified locative expressions which builds uploa kind of seman-
tic representation schematically derived in (24). Thewarthat the denotation of
PROJ(RO) cannot be a set of points, but that it is a set of arrows, i.@efinriented
straight lines in space. Arrows are specified by pairs oforscivhere the first vector
points to the origin of the arrow, and the second vector tcetigkpoint relative to the
arrow’s origin, see (Zwarts & Winter, 2000). This proposabased on the assump-
tion that modifiers modify prepositional phrases ratheng@positions, and that they
denote functions\/OD which work like filters on the extension d?ROJ(RO) —
yielding a set of arrows, or, more precise, a subsét 80 J(RO). Modified locative
expressions can thus be represented by the following famul

(26) LOC(LO, MOD(PROJ(RO)))

Zwarts (1997) and Zwarts & Winter (2000) define a semantidsadtive expres-
sions based on vectors, which is calkttor space semanticdn vector space se-
mantics the denotation d? RO J(RO) is given by a set of arrows. The localisation
predicationLOC(lo, S) is true, if and only if the set of points of the locationlefis a
subset of the set of endpoints of the Sedf arrows (Zwarts & Winter, 2000, Section
2.4). Modifiers are functions from sets of arrows to sets ofvas. They work like
filters reducing the denotation of the unmodified term. Fameple, the set of arrows
denoted by the expressialirectly above Xis a subset of the denotation above X
with DIRECT LY being the function determined by the adveitectly.

(27) DIRECTLY (ABOV E(z)) C ABOV E(z)
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Modifiers Zwarts (1997, 2003) provides definitions for Dutch modifiefee mod-
ifiers vlak (right) anddirect (directly) are defined as distance modifiers. They let pass
only those arrows whose length is close to zero. The modifiergfar) anddicht
(closg constrain length in relative terms by comparing with a eatially given norm.
The modifiershoog (high), laag (low), anddiep (deep also constrain length in rela-
tive terms, but additionally specify constraints on thesdiion. Rechtand pal (both
meanstraight) constrain the set of arrows to arrows that coincide withpiteetotypical
directior® associated by the projective term. The opposite is the citbetine mod-
ifier schuin(diagonally), it only applies to vectors that deviate from the prototgbi
direction between 0 and 90 degrees.

O’Keefe (2003) claims that the modifigust is a distance modifier which places
restrictions on the distance between LO and RO.

In contrast to Zwarts, Rauh (1996) and (Herskovits, 198@pssat that the mod-
ifiers right and directly constrain direction instead of distance. According to Rauh
(1996, p211) the modifieright chooses those denotations which satisfy the relation
particularly well. She stresses her opinion thight cannot exclusively be seen as a
distance modifier. Herskovits (1986) adopts “ideal meagiinvghich can be shifted
by principles. The attribution of theleal meaningf a projective preposition without
any shifting operations can be expressed by the modifiee¢ty” (Herskovits, 1986,
p.185).

Zwarts & Winter (2000) introduce the distinction betweerotmodes of modifi-
cation: non-projective modificatioapplies to the arrows as they are provided by the
projective term, angbrojective modificatiorperates on the projections of the arrows
onto the axis defined by the prototypical direction. That nsedhat the directional
component of those projected arrows is aligned with thegpypical direction after
such a projection. The following projective locative exgsi®n describes Figure 3.4,
it provides an example of projective modification which ceys that the vertical dis-
tance between the circle and the rectangle is 1 cm, but nothkaactual distance
between them is 1 cm.

(28) The circle is 1 cm above the rectangle.

According to Zwarts & Winter (2000), measure phrases can dsl bboth as non-
projective and as projective modifiers.

3Cf. Section 2.1.
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(O

Figure 3.4: The Euclidean distance between the circle andetttangle ig, the verti-
cal distance igly.

3.5 Semantic theories of projective locative expressions

This section connects projective locative expressionsiedtion relations defined in
Section 2.8 by specifying lexical semantic theories of g@rbye locative expressions.
| will define a generic mapping from projective terms to leeadirection relations.
For each relation schema and range level this mapping wikigge a lexical semantic
theory that defines definite truth conditions which pantitibe domain into cases for
which the corresponding expressions are true and casesion they are false. Then,
| will specify the format of lexical semantic theories of ctive locative expressions
that generate underspecified semantic representatiorsstofimat is going to be used
for the analyses in Chapter 6.

NB: The semantic theories defined here are completely baséatative direction
relations. They can only be applied to expressions thatraegpreted with respect
to a certain frame of reference and that there are no furalti@hations between the
objects which the expressions refers to.

Let H 7?5 be a generic mapping from projective terms to locative dioaaelations
defined by relation schem@sS on range leveh. Projective terms convey the proto-
typical direction that is associated with a projective loeaexpression. The following
sets explicitly state this association for the directiansth, south, east, andwest
which correspond to the predicate names defined by the idine@lation schemata in
Section 2.8. The séYO RT H contains all projective terms that are associated with the
prototypical directiomorth, the setSOUT H contains the terms that are associated
with south, and so on.

(29) a. NORTH = {above, tof, up, upwards, over, north
b. SOUTH = {below, underneath, beneath, bottom, down, under, gouth

“Note, that some of the projective terms used here are ontg pAphrases, such &sp as inon top
of, upwardsas inupwards fromright as into the right of and so on; compare with Section 3.1.
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c. WEST ={left, wes}
d. FEAST = {right, eas}

Let us define a lexical mapping >~ for each relation schemas and range level
n. It maps projective terms onto one of the locative directielationsnorth®n,
south™n, east™n andwest™ depending on the prototypical direction that is asso-
ciated with it.

Aro.Mo.north®(lo,ro) if term € NORTH
Aro.Mlo.south®(lo,ro) if term € SOUTH
roNo.west®n (lo,ro)  if term € WEST
Aro.No.eastf™(lo,ro)  if term € EAST

(30)  HES(term) —

This mapping is used for projective locative expressionajlying it to the unique
projective term of the expressions. For example, the ptggprepositionaboveis
a member of the seWORT H. Thus, it is mapped taorth*>= direction relations.
The expression® the right of andon the right-hand side ofre mapped teast?>"
direction relations.

The mapping defines lexical semantic theories for all ptojedocative expres-
sions that contain a projective term occurring in one of s & (29-d). Since this
mapping is only controlled by the prototypical directiomtls associated with a pro-
jective locative expression, it does not distinguish bevdistinct prepositions that
are associated with the same direction, as for exanig@lw and underneath nor
does it distinguish between unmodified and modified expoassinor between dis-
tinct modifiers. For any two-dimensional spatial configimatconsisting of a LO and
a RO the corresponding locative direction relation deteasia truth value, eithérue
orfalse As said in Section 2.3, locative direction relations aoagted with domain
restrictions. Spatial configurations that do not satisfy dlomain restrictions, strictly
speaking, make the relatidalse

Kind of lexical mapping sought The kind of lexical mapping sought is a mapping
from a projective preposition and a modifier to underspatgEmantic representations
each of which separates the domain into three sets: a setebpabjects which make
the expression true, a set for which the truth value canndebermined unequivocally,
and a set of pairs of objects which make the expression felseunmodified expres-
sions and for some modified expressions the mappimgtermines a relation schema
RS, and two range levels and!:

(31)
H.({mod, proj)) — H"*(proj) ® H" (proj)

The mapping will be such that all positive usesad x proj in the data will satisfy
HE5 (proj) and all negative uses will not satisfy/*>» (proj). The following example
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illustrates a lexical mapping that maps the combinativactly aboveonto relations
of range level 1 and 2 from the relation schemasOP

(32)  H.({(directly, above))
— HOPP1(north) @ HOTr2(north)
— Az \y.(north®Fr @ north©fr2)(xz, y)

Recall that in Section 2.8 we defined groups of relationsamisiting a given re-
lation schema such that the relations of a lower range leesevalways subsumed
by the corresponding relations from a higher range levekr@tore, the relations of
the lowest range level are subsumed by any instantiationeofeixical mapping (32).
For other modified expressions, such as those that are nobdifislightly or diago-
nally, this implication is intuitively wrong. We can expect thaese and maybe other
modifiers exclude relations of lower range levels from theganing.

Let us define one further lexical mappidf) which is used for such “diagonal”
modifiers. It determines a relation schem®& and four range levelg j, k£ andl with
1 <j<k<L

(33)
H{(modxproj) — H"*(proj)@H" (proj) \=(H" (proj)®H " (proj))

The mapping will be such that all positive usesmbd x proj in the data satisfy
HTS (proj) but not H%% (proj) and all negative uses will either satisfy*%i (proj)

or they will not satisfyH #% (proj). Let me give an example. Suppose the meaning
of diagonally abovas specified by means of QR relations such that it idefinitely
trueif the LO is part of theNW or N E region, cf. Figure 3.5(a). It isxdefiniteif it
overlaps with one of these regions and at most one of thensgio £, andlV, see for
example Figures 3.5(c) and 3.5(d). Itdsfinitely false€for all other cases, e.g Figure
3.5(b):

(34)  north®fors @ north®fors A= (north®forz @ northOfors)

The first conjunct specifies a vague upper boundary; it is idefntrue for spatial
configurations that satisfy Qf, and it can be true for cases satisfying&p. The
second conjunct specifies a vague lower boundary. It is delfjrtrue for spatial con-
figurations not satisfying relations from @p; and it can be true for cases not satisfy-
ing relations from OBp-.
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NW | N | NE NW | N | NE
W E W“E

(@) north®fora A —north®fors. Defi-  (b) north®Forz.  Definitely not diago-
nitely diagonally north. nally north.

NW N NE NW N NE

@® e

W E W E

=

(€) north@Pors A —porth@rors Indefi-  (d) north®fors A —north@rorz  Indefi-
nite. nite.

Figure 3.5: Examples illustrating the definition of “diagdig” in (34).
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Chapter 4

A Method for Testing Semantic
Theories

This chapter describes a method for testing semantic #®oifi projective locative
expressions. This method will later be used to test the seodueories specified in
Chapter 3 with respect to data from the HCRC Map Task corpseriteed in Chapter
5. The results will be presented in Chapter 6.

The method is based on the model-theoretic notion of tratim flormal semantics
(Section 4.1). But instead of using models as formal deweoesvill use them here
as a means to represent the spatial information of a spepdita$ setting (a map of
the Maptask experiments to be precise) in terms of a speeifiastic theory (Section
4.2).

4.1 Evaluating semantic theories

In the previous chapter semantic theories of projectivatige expressions were pre-
sented. These theories make precise predictions abouttdresen of certain projec-
tive prepositions. They clearly say whether or not a spabalfiguration is correctly
described by a preposition. This section describes a mdtragialuating these the-
ories against statements of projective locative expressitescribing specific spatial
configurations.

More specifically, a semantic thedfyis evaluated with respect to a pair consisting
of a locative expressionand a spatial configuration Let the terme|; be the seman-
tic representation of the expressieaccording to the semantic thedfy Now, given
that a proficient user of the language in question testifi@setborrectly describes the
spatial configuratior, then(e, s) supportsl” if [e]r is compatible withs. If, however,
le]r is incompatible withs then(e, s) counts as evidence agairist

A simple and direct way of obtaining such paits s) for English is to collect nat-
ural language utterances or written sentences which nspigakers of English have
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produced with the intention to describe the location of ajectbwith respect to an-
other object. As mentioned earlier, this study takes thsl kif data from the HCRC
Map Task corpus. This corpus and the preparation of the datifé evaluation will
be described in Chapter 5.

Before we can apply such an evaluation method we have to be @tmut the fol-
lowing two points: (i) How is a semantic representatjely constructed from an ex-
pressione? (See paragrap8emantic representatidoelow). And (ii) what does it
mean for a semantic representatiepy to be compatible with some spatial configu-
rations? (This question is addressed in the paragf@aphving a hypothesis from the
semantic representation

Semantic representation In Section 3.5 we have already defined lexical mappings
HTS which map combinations of projective prepositions and ke onto locative
direction relations from a relation schemk®s®'. These mappings only provide part of
the construction of a semantic representation. The compieipping from projective
locative expressions to semantic representations isfggubes follows.

Projective locative expressions are only suitable for nske evaluation procedure
when they are conveyed by statements which speakers mak#anto describe some
specific spatial configuration. Let us formalise the ocawes of suitable projective
locative expressions by feature structures of the follgwype:

Q) prep : asymboldenoting a projective preposition
mod : alist of symbols denoting modifiers
lo . a symbol uniquely referring to the located objegt
ro : asymbol uniquely referring to the reference object
use : atruthvalue

Feature structures of this type represent the prepositiap, a list of modifiers,
mod, and unique references to the located objégt,and the reference objecty,
respectively. The values of the featurggp andmod are lexical items. The values
of the featureso andro are unique labels or unique names of the objects described
by this expressioh.The predication that is denoted by the expression is contpoise
the binary relation predicate that is obtained by applyitexiacal mappingd *° to the
combination of the preposition and the modifiers. The argumef the predication
are the values of the featurésandro. Let us use the notatiofiprep to refer to the
value of the featurgrep from the feature structurg. And similarly, f.mod, f.lo, f.ro

This way of coding LO and RO restricts the capacity of thigespntation format to locative expres-
sions which uniquely refer to exactly one LO and one RO. Liseaxpressions containing quantified
terms or plural terms cannot be formalised this way. Howeaherprocedure can be extended to handle
arguments which are specified by quantified terms under thditton that the domain specified by the
restrictor can be determined exactly.
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and f.use to refer to the values of the respective features. The paédit expressed
the feature structurg is the following:

2 (H™((f.prep, f.mod)))(f.lo, f.ro)

The last featureuse, specifies whether the expression is used positivélys¢ =
true) or negatively f.use = false). With a positive use of a locative expression a
speaker makes the statement that the predication conveyt lexpression is true,
and with a negative use the speaker makes the statemert¢hairresponding predi-
cation is false.

Putting it all together, feature structurgsof the type described above in (1) rep-
resent occurrences of locative expressign$emantic representatiofis] zs of e; are
defined by the following mapping from feature structufe®nto formulas of some
formal languagéd. rs the vocabulary of which is defined by the relation schei$a

3) letr; := H®((fi.prep, fi.mod))
7;(filo, firo) ;5 if fiuse = true,

leilrs == [filrs = { —m;(filo, firo) ; if fiuse = false

Let me give an example to illustrate the construction of aasdr representation
from a locative expression. The following two sentencedaoriocative expressions
which are used positively and negatively, respectivelyeyltiescribe the spatial con-
figuration shown in Figure 4.1 on page 118.

(4) a. Thetriangle is above the rectangle.
b. The triangle is not to the left of the rectangle.

Given thatt, is a symbol that uniquely refers to the triangle afndc symbol that
uniquely refers to the rectangle, the above statementgepregented by the following
feature structures:

(5) a [prep = abov
mod = ()
lo = 1
o = r
luse = true
b. [prep = left
mod = ()
lo = 1
o = "
luse = false

The mapping specified in (3) then produces the following taraifulas from (5-a) and
(5-b) for an arbitrary relation schemiaS. Note, thatH %° (above) yields the binary
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predicatenorth®, and H%%(left) yields the binary predicateest®>, compare with
page 109:

(6) a. north®(t;,r)
b. —west®(ty,r)

Deriving a hypothesis from the semantic representation At this point, we have a
mapping that produces semantic representafigisof locative expressions. Next,
we want to set up hypotheses stating thdt- is compatible with the spatial configu-
rations; described by;:

(7)  [es]r is compatible withs;

Let us formalise the notion @ompatibilityby means of the model-theoretic notion
of truth. In order to do so, we will assume that there is anrtigm — and in fact such
an algorithm will be presented in the next section — whichegates a moded/
for a theoryT” from a spatial configuratios; such that\/; ,, satisfies every (formal)
sentence from the theoflywhich is about the objects of.? Given such a model/;,
the hypothesis derived frof;, s;) for 7' can be formulated equivalently as

(8) MT,Si ): [ei]T

For any pair{e;, s;) and any theory T this hypothesis is either true or false. 8ase
such hypotheses we derive evidence for and against a tfieoryhe following way.
If the hypothesis is true, then the pair;, s;) supportsl’. Otherwise, the paife;, s;)
provides evidence against

4.2 Models of spatial configurations

This section specifies an algorithm that generates matels, from specific two-
dimensional spatial configurations for a specific semantic theofl of projective
locative expressions. The creation of such models is degpgrah the semantic the-
ory T which has been selected. Each such thébrgenerates from a given spatial
configurations; its own modelM ;,, which reflects the interpretatidh assigns to the
primitive predicates, i.e. the relations. Thus, each madg|, is both a representation
of the spatial configuratios; from which it has been derived and an instantiation of
the semantic theory.

A model M for a formal languagé€. is a structurgU, I) that consists of a séf
of individuals, called the universe, and an interpretatiorction /. The interpretation
function ] assigns each constaptof L an individual; € U

2NB: Formal sentences from the thedFyare formulas of the corresponding formalism which a
implied by T'.
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9 I(c;) = u;

and [ assigns each-place predicate symbadP™ from L a set ofn-tuples from the
universel/ such that

(10) I(P") C U™

The predication of the predicaf&” to the tuple of. constantgc, . . ., ¢,) is satis-
fied by M if and only if the application of the interpretation funatié to each constant
of that tuple yields am-tuple that is a member of the extension/¢f

A1) M E P'ci,...,c) <= (I(c1),....I(c)) € I(P")

This notion of satisfaction provides us with a precise notod truth for every
predicationP™(cy, . .., ¢,) with respect to a model/.

For every relation schem@s defined in Section 2.8 we specified a semantic Theory
T in Section 3.5 defining four locative direction relations-th*®, south™, east™?,
andwestf™®. These locative direction relations provide precise matiof truth with
respect to two-dimensional spatial configuratienin this way it is possible to deter-
mine the truth value of any locative direction relation feegy possible pair of objects
from s. Let us assume that each objectsa$ associated with a unique constantso
that these constants can be used to uniquely refer to thetsluyks.

The following steps generate a model., = (U, I) for T from a spatial configu-
rations. First, the universé/ is created. For each spatial objectsahere is a unique
constant;, and for each constant a new individual; is inserted intdJ/. The inter-
pretation function/ is to mapc; ontou,. Thus every model ; constructed in this
way satisfies the following condition:

(12) U={ul|d¢:u=1I(¢)}

Second, the extension of all locative direction relatioeBrebd byRS is constructed.
Every relationrel*> defined byRS is applied to all possible pairs of objects 4n
referred to by the corresponding pair of constafaisc;). Only if the pair (¢, ¢;)
satisfies the truth conditions:"*(c;, ¢;) the pair of the corresponding individuals
from U is added to the extension of/’*°. Every modelM ., constructed in this way
satisfies the following condition:

(13) My, Erel™ (e, ) <= (I(ck),I(q))) € I(rel®®)

Semantic representations of projective locative expoessas they are defined in the
previous section are always of one of the following two foiisee page 115) where
in M is a binary relation and;, andc, are constants:

14) a. 7r(e,00)
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A
_

Figure 4.1: A two-dimensional spatial configuration cotisg a rectangle, and a
trianglet,. The direction of the vertical axis is associated with threctionnorth.

b. —r(ci,c)

It is easy to see that modeld , generated above satisfyc,, ;) if and only if the
relation denoted by applies to the objects referred to byandc, in the spatial con-
figurations. And, similarly, models\/r s satisfy—r(c;, ¢o) if and only if the relation
denoted by in M does not apply to the objects referred todpyandc, in the spatial
configurations.

Example Let me illustrate the generation of a model by an example. \&rtwo
generate a modéll; = (U, ;) of the spatial configuration shown in Figure 4.1 for
the theory defined by the relation schemagQPThere are two constants andi;,
and the relation schema @fdefines four locative direction relations corresponding
to the main cardinal directions. A complete applicationlbfeations of OR, to all
combinations of constants yields the following model:

(15) = (U, 1) whereU; = {uy,us} andl; is defined as follows:
a. Il(’l" ) = U
b. Il(t ) = U9
c. ILi(north®frz) = {{ug,us)}
d.  Li(south®fr2) = {{uy,uy)}
e. I (east?fr?) = {{uy,u;)}
f. I (west9PP2) = {{uy,uy)}

The model maps the constantsandt; onto the individuals; andu,, respectively.
The individualu, identifies the rectangle and the triangle. Following the definitions
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of the associated locative direction relations the triang), is north and eastof the
rectangley, andu; is southandwestof u,.

Now, we can check the hypotheses in (16) derived for the seetein (4) (the
triangle is above the rectangland ‘the triangle is not to the left of the rectanite

(16) a. M, = north®fr2(ty, r)
b. M, E —west9Pr2(t,r))

M, satisfies both formulas. Therefore, the combination of treesponding locative
expressions and the spatial configuration in Figure 4.1 @wppe semantic theory
defined by OBR..
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Chapter 5

Data

The data that will be discussed in this chapter is based oH@RC Map Task corpus
(Anderson et al., 1991; Isard, 2001). The Map Task corpusaammuses of locative
projective expressions and representations of the camnelsipg spatial situations. The
aim of this chapter is to document all steps that have beeiedaut to extract projec-
tive locative expressions from the corpus and to prepara tbethe application of the
procedure described in Chapter 4. Details of the data anek#udts of the application
will be presented in Chapter 6.

The first section describes the HCRC Map Task corpus whichcisllaction of
route description dialogues. The routes which had to beritbestin the dialogues
were specified by means of maps consisting of schematic larkdm As part of the
route descriptions the speakers used projective locatpeessions to describe the lo-
cation of landmarks with respect to other landmarks. Fohesabematic map a poly-
gon model is created (Section 5.2). All locative projectxgressions which meet
certain requirements are marked and annotated with refer@nks and semantic in-
formation (Section 5.3).

5.1 HCRC Map Task corpus

The HCRC Map Task CorpuAnderson et al., 1991) is a collection of dialogues of
people trying to accomplishidap Task Map Tasks are route description tasks where
one subject tries to explain a route printed on a map to anatiigiect. The char-
acteristics of the particular version applied in the HCRCpMask experiments are
explained in Section 5.1.1. The collection comprises 128dues which have been
recorded with 32 subjects, each of whom took part in 4 expamishr The complete
data collection consists of (i) recordings of the dialogy@stheir transcriptions, (iii)
various annotation layers, and (iv) electronic copies bfraps. Section 5.1.2 in-
troduces the maps and Section 5.1.3 the transcriptions@né selevant annotation
layers. | will draw the reader’s attention to a subtask ofiteg Task in Section 5.1.4
— besides describing the route the participants also talltahe location of landmarks
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appearing on this map. The solution of slotalisation taskss a are frequently a key
to the success of the actual route description task. The pathe corpus that a part
of attempts to solve localisation tasks provide the emgiidata used in this thesis.

5.1.1 Task

In the Map Task described in (Anderson et al., 1991) two pigdints engage in a con-
versation about a route that is printed on a map. Each of ttigipants in this task has
a schematic map containing line drawings of objects, sedihdmarks The map of
one participant — theastruction giver— has a path drawn in it which does not appear
on the map of the other participant — tfwite follower Their joint task is to replicate
that path on the map of the route follower. Communicatiomiken the participants
is restricted to natural language communication and, inesexperiments, the partici-
pants additionally have eye contact. In all experiments pdrticipants cannot see the
other participant’s map and they are not supposed to usergesir to show their maps
to each other. The task can be accomplished only by meansaiftiv participants
say to one another. Additional difficulty is introduced byigg maps to the instruction
giver and the route follower which slightly deviate from bamther in that the land-
marks on the two maps do not match exactly. The participaetsrarned in advance,
but they are not told what kinds of mismatches to expect. &meismatches add an
additional task to the actual route description task: thr@pants need to align their
information about the landmarks before they can use thetreindute description task
(see Section 5.1.4).

5.1.2 Maps

The maps used in the HCRC Map Task experiments are schemayis containing
line drawings that serve as landmarks. Each landmark isceded with a textual
label. The maps are grouped in pairs: there is a map for theict®on giver and one
for the route follower. | will also use the ternggver mapandfollower map Figure
5.1 shows an example of a pair of maps. 16 different pairs qgfsnieave been used
to collect the entire corpus, so that for each map there aial8glies. None of the
pairs consists of identical maps. Nevertheless, any twosnbatonging to a single
pair are supposed to represent the same situation. Thetigraeskinds of differences
between the maps in a pair. Some landmarks simply do not appdaae other map.
For example in Figure 5.1 starting from the top left of theegimnap, there arstones

a soft furnishing storglost stepan the middle, and &traight river, all of which do
not appear on the follower map. The follower map, howeventaios the landmarks
rockfall and flamingoswhich do not appear on the giver map. The second kind of
difference between the maps are distinct textual labelsrtidal line drawings appear
at the same location but they are associated with distixttiaé labels. In Figure
5.1 for example, there is a landmark on the left-hand sidéenupper middle which
appears aancient ruinson the giver map and asiined cityon the follower map. In
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the third kind of difference both line drawirapdlabel are different — two distinct line
drawings with distinct labels appear at the same locatiam@fcorresponding maps.
For example, look at the bottom left corner of the maps in Fédgul. On the giver map
there argyorillas and on the follower map there is/@nana tree Every giver map in
the data collection contains one pair of duplicated land#shaFhe giver map in Figure
5.1, for example, contains two copies of the landniask stepsone is at the top right,
the other one is in the center. There are no follower mapsam#ta collection which
contain duplicated landmarks.

The data collection provides electronic copies of the m&psy are supplemented
by a table containing all textual labels defining unique tdems (ID) for each label —
a prefix indicating the map and a symbol derived from the léiself. For example,
the labelancient ruinin map 5 has the IDrb_anci ent _r ui n. The table containing
these identifiers additionally describes on which mapsahels and the corresponding
landmarks appear. For example it specifies that the kabaknt ruinappears on the
giver map once, and that it doesn’t appear on the follower (campare the maps on
page 123).

5.1.3 Annotation layers

Transcriptions and annotations are coded in a multi-laysteucture (Isard, 2001).
We use the&Conversational Gamdayer and theConversational Movekyer (Carletta
et al., 1997) to construct a coherent sequential transonitf the dialogue that has
been freed of any overlaps of utterances, i.e., when thécymamts talk simultane-
ously. Conversational movedefine utterance units. They are annotated with informa-
tion about who speaks and with information about the typaetbnversational move.
Carletta et al. (1997) distinguish between the followinggy.commandsstatements
preparationmoves, different kinds ajuestionsand different kinds ofesponsesThe
structure of the entire dialogue is determineddmywersational gamewhich parti-
tion the dialogue into segments and define an ordering bettim. TheConversa-
tional Gamedayer enables us to derive a sensible sequential ordericgwersational
moves even if they overlap or have been uttered simultatgous

TheLandmark Referencédayer (Bard et al., 2000) marks nominal expressions that
refer to landmarks and codes co-reference by means of iidestihat belong to the
corresponding textual labels (see above). The expressgenf this coding layer is
limited to refer to textual labels and it is sufficient for rkieag co-reference. However,
it should be clear that we cannot use the same coding schemeenfint to encode the
specific landmark a nominal expression refers to. Certaiektual labels or their IDs
can be uniquely resolved to landmarks in most cases, incpéatj when there is only
one landmark with that particular textual label on the mmagd when we know which
map we are talking about. However, if there are two landmeiikis the same textual
label on the same map then this coding scheme cannot digingatween the two.
Similarly, it cannot distinguish a landmark on the giver nfi@m a landmark with the
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same textual label on the follower map. A different ID schemméch extends the one
of theLandmark Referenceayer is described in Section 5.3.2.

5.1.4 Localisation subtask

The participants of a Map Task experiment try to align thefoimation about the
landmarks of the maps, when they become aware that thereismeatches between
them. In contrast to the route description task, ltd@lisation subtasks symmetric:
the instruction giver needs information about the followep in order to describe the
route in a way that the route follower can understand easityd the route follower
needs information about the giver map in order to underdtamdoute directions from
the instruction giver.

The alignment process comprises two aspects. One aspéet ihé participants
identify labels from the other map with landmarks on theinawap. This is trivial if
a landmark does not have a duplicated twin and the textueldave identical on both
maps. For example, the landmaskite mountairappears exactly once on both the
giver map and the follower map in Figure 5.1. A more interegtiase of identification
is at hand when the labels of two corresponding landmarkgiatiact, as for example,
theancient ruinson the giver map of Figure 5.1 amdined cityon the corresponding
follower map. The following utterance is taken from dialeg2ec3

(1) FOLLOWER: i'm at theancient ruins

This shows that the route follower adopts the ladmetient ruinsfrom the giver map.
Identification can also go wrong. The dialogue section shimwR) — this one too is
taken from dialogug2ec3- presents a case where the participants identifyaticall
from the follower map with thetonedrom the giver map.

(2) a. GIVER: now, have you got some stones at the top?
b. FOLLOWER: i've got rock fall.
c. GIVER: okay, right, if you head it ups(c!) ... towards theock fall.

d. GIVER: okay, then, so you're at you're at the ... stoneshow
e. FOLLOWER: yeah.

f. FOLLOWER: under thestone®
g. GIVER: under the stones.

In (2-c) the instruction giver adopts the lalvetk fall, but changes back ®tonesn
(2-d), which makes the route follower adopting the lagteinesn (2-e). The lack of
any other talk about correlating the landmarks in a differegy and the confirmation
in (2-g) suggest that the participants have identified thexsgmarks even though they
do not match (compare with Figure 5.1).
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Figure 5.2: Current position in a route description taskwiap 5.

The other aspect of the alignment process is the reconstnuat the location of
a missing landmark. In such a case, the participant who tedahdmark on his or
her map describes its location or responds to questionst aisdocation. We find
three kinds of localisations in the corpus: a landmark’'stmn can be specified (i)
relative to other landmarks, (ii) relative to the whole mapd (iii) relative to the
current position of the path. All following examples reléemap 5 shown in Figure
5.2. The examples in (3) show localisations of landmarlkatined to other landmarks:

3) a. Isthe rope bridgeelow the fallen pilla?
b. The rope bridge i® the left of the waterfall

This kind of localisation frequently contains projectiveétive expressions. The
next two examples in (4) specify the location of a landmarthwespect to the map as
a whole:

(4) a. Doyou have gorillaat the bottor2
b. The fallen pillars arén the center of the map

Here, landmarks are localised by specifying parts of the milp the phraseshe
bottomandthe center of the maphe located objects are specified to be located in the
regions specified by those phrases. The fundamental differ® projective locative
expressions is that the reference object (here it is thesemi@p)containsthe located
object. We also find localisations relative to the currersifoon of the route description
task. For example, Figure 5.2 shows a section of the giverwiidpan arrow pointing

to the current position of the route. The arrow also indisdéte direction of the route.

(5) a. The white mountain is front of me
b. The white mountain ito my right

These sentences locate the landmahite mountainwith respect to the current
position. It is typical for such localisations that they ocaevith distinct instantia-
tions of the relative frame of reference, compare with $&cf.4. The description
in (5-a) uses the relative frame of reference from the petspeof a virtual observer
that inhabitates the two-dimensional plane and who hasprse the way shown by
the arrow. This virtual observer is directly facing tivdite mountaintherefore, the
speaker might use the prepositional phriasteont of to describe the relation between
that mountain and that current position of the route. Themason (5-b) is in the rel-
ative frame of reference from the perspective of the reatotes who looks directly at
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the whole map. Here, the speaker uses the prepositionagtbrany rightto describe
the relation between the mountain and the current position.

It should be noted that localisation of a landmark relatovether landmarks could
in principle make use of the perspective from the virtualavieer, too. But we do not
find any such cases in the corpus.

5.2 Polygon models of maps

This section describes the representation formagiabygon modelsvhich explicitly
represents the identity of objects and their spatial pitogser It is used to represent
the maps of the Map Task. Polygon models define unique iderstiior all landmarks
and explicitly represent contour and location of each laamdmUnique identifiers of
landmarks are used in the annotation process describectiin®&.3. The procedure
described in Chapter 4 is used to apply spatial relations f&ection 2.8 to spatial
objects of the polygon models defined in this section.

The representation format of the maps as they are availedtethe original data
collection of the corpus is a bitmap format which does notaimnany explicit infor-
mation about landmarks — neither about the identity of lazudks nor their geometric
properties. Therefore, | manually created polygon modete@maps. For all land-
marks they provide us with their contour and their locatiortlgat we can compute
their geometric properties and arbitrary geometric retatithat hold between them.
Landmarks are represented by closed polygons approxigntteir contour. The lo-
cation of the polygon correlates with the location of theresponding landmark on
the original map. Polygons enable us to derive geometripgat@s of landmarks such
as their area, their centroid, bounding boxes, etc. An e¥amsiven in Figure 5.3
which shows a copy of giver map 5 and the corresponding polygadel.

We have drawn a polygon around each landmark such that thytighrrounds the
whole drawing including marginal parts of the backgrounkle polygons approximate
the contours of the landmarks in more or less rough detaihadine features are lost,
but significant protrusions are preserved. The strategyavfitig polygons around the
entire drawings is based on the observation that the patheomap task maps leads in
almost all cases around the entire drawings of landmarkse Mpecifically, the paths
on the giver maps do not touch parts of any drawings nor do liesy through the
space between separated parts of any drawing. There ara éawyexceptions to this
observation:footbridgeon mlg rift valley on m2g rope bridgeon m5g m10g and
m13g and finally,iron bridge mountain streamandgreen bayon m15g Although in
these cases the path overlaps with the drawings of the latkdrtteey do not provide
evidence against this strategy. The paths cross the drawirige bridges in a conven-
tional way, that means that they gwerbridges. The same holds for the valley, here
the path goes through the deepest point of the valley. Smwgh the paths overlap
with these landmarks, they do it in a way that is preciselyearined by the draw-
ing of the landmark. The landmarksountain streanandgreen baydiffer from other
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landmarks on the maps in that they are structural featurgtgeddndscape represented
by the map. Besides that, they have a clear contour line adttare is no distinction
between figure and background anyway. | conclude that thetasiparticipants use
the entire drawings as landmarks and that there is no ne@tittaadmarks into figure

and background.

(&) Landmark ©ld (b) Contour of mill (c) Contour of mill (d) Contour of mill
mill” or “ mill wheef and background wheel

Figure 5.4: Alternative contours representing a landmark

Let me illustrate the strategy with a few examples. The firatwhg in Figure 5.4
is a landmark taken from map 12. On the giver map it is assegtiaith the labebld
mill and on the follower map with the labelill wheel The drawing contains a mill
consisting of a shed and a water wheel in the foreground anaobé In the background.
The second picture shows a polygon representing the lakdoasisting of the whole
drawing including the mill and the brook. Alternativelygthtabelold mill could also
be used to only refer to the mill. In that case the landmarkld/be represented by a
polygon like the one displayed in (c). And the lalnell wheelcould be used to only
refer to the wheel part of the mill the contour of which is eg@nted by the polygon
in (d). Although these two alternatives are plausible, dh&/polygon displayed in (b)
complies with our strategy which surrounds the whole drgsin

Another example is shown in Figure 5.5(a). The landmark withlabelancient
ruinsis a drawing of a ruin and some background including thredskabove the ruin.
The polygon that represents this landmark also includekitds. We slightly deviated
from our strategy for drawing polygons around the crossasrttarkstart andfinish
of the paths. In order to explicitly represent the inteneecbf the cross and also
its spatial extension, the polygons start in the center efctloss, go through all four
endpoints, and end again in the center. An example of sucllygqois displayed in
Figure 5.5(b).

Each polygon is associated withlandmark identifier Landmark identifiersare
symbols that uniquely identify landmarks on maps. They amamosed of two or if
necessary three components: (i) the number of the map griigilabel of the land-
mark. For example, the polygon that represents the landarasient ruinson giver
map 5 is associated with the landmark identifiléranci ent _r ui ns. If two land-
marks appearing on one map share the same label, then adhpmboent is appended
to the other two components. It is (iii) a component that isuenher distinguishing
between double occurrences of a label on a single map. Thenkark that is closest
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(a) Ancient ruins and polygon (b) Polygon of a start cross
(without the cross)

Figure 5.5: Example contours of landmarks.

to the top of the map is marked withl and the other one with#2. For example, on
map 5 there are two landmarks with the lalwsdt steps The corresponding polygons
are associated with the symbais | ost st eps#1 andnb_| ost st eps#2, re-
spectively. Landmark identifiers are printed in Figure B.atbitrary locations around
the corresponding polygon. We use these symbols to refbetpdlygons of the poly-
gon model and also to refer to landmarks on a map. The first timaponents of
landmark identifiers are identical to the symbols used inréfierence coding layer of
the map task corpus (see Section 5.1.3). The third compaeritoduced in order to
distinguish between double occurrences of landmarks omage

Polygon models are finite, approximate representationswefdimensional spatial
configurations. They model spatial properties such as cortied location by means
of closed polygons. Polygons are defined by lists of two dsrmaral points. These
points define the boundary of an area in the Euclidean plawehath it is possible
to determine for any arbitrary point whether it lies insideooitside that area. The
boundary of that area is defined by a set of finite straighslir@@ne line connects the
first point and the second point. Another line connects tleersé and the third point,
etc. Finally, the last point of the list and the first point aomnected. LePO L be the
set of all possible polygon specifications:

(6) POL:=(RxR)forallne N withn >0

Formally, a polygon model defines a set of polygon speciboatieach of which is
tied to an identifier. A polygon model = (ID,p) is a structure that consists of a
non-empty set of symbol&D and a total functiop : /D — POL which maps each
symbol of / D onto a polygon specification froRO L.

For each mapn in the Map Task corpus we create a polygon modg] =
(ID,,, pm) WherelD,, is a set of landmark identifiers ang, a function that maps
each landmark identifier onto a polygon specification flBML. Polygon models es-
tablish the connections between names of landmarks andsibegial properties. For
example, the landmark identifie2_st art from giver map 2 is associated with the
following polygon specification:
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(7)  pmog(M@_start) = ((2640, 345, (2880, 195, (2385, 180, (2475, 555,
(2895, 510, (2640, 345)

The polygon that is defined by this list of points is depicte&igure 5.5(b). The index
m2g in the example is a symbol that uniquely determines giver thay/e call such
symbolsmap identifiers They are composed according to the following convention:
the letter m' followed by the number of the map, followed by the lettgf or ‘f’
indicating the version where the lettgf Is used for maps of the instruction givers and
‘f” for maps of the route followers.

Counterpart Relation The participants of the map task experiments assume that
both maps represent the same spatial situation even thinegimaps do not match
exactly, see Section 5.1. Because they assume this, theipants try to identify the
labels used by the other participant with landmarks on tveim map. This is trivial
for landmarks which occur exactly once on both maps with #maeslabel. In other
cases it takes a little more conversational effort. But asss such an identification
has been established, the participants can use eithertabeder to a landmark on
their own map. For example in dialoggdncl a landmark appears on the map of
the instruction giver asld mill whereas it has the labehill wheelon the map of
instruction follower. Nevertheless, the instruction éoller uses the label of the giver
mapm12gto refer to themill wheelon his or her map:

(8) FOLLOWER: idifineedtogo ... ... beneath the old milyht, okay?

We model this kind of relation between the landmarks of aglmaps by a coun-
terpart relationcp that relates landmark identifiers to each other. The matimebr
this counterpart relation is that it simplifies the annatatprocess of the reference
coding layer (Section 5.3) because the annotators canedéimévlandmark identifier
from the labels used by the participants and do not need tmgiissh between dif-
ferent landmark identifiers of giver map and follower map.e @ounterpart relation
cp : ID x ID is an equivalence relation. It is defined between landmazktitiers
referring to landmarks that occupy the same location reddt the origin of the cor-
responding map. Each landmark identifier always has at éeestounterpart, i.e. the
landmark identifier itself, and at most two, namely the laadmdentifier itself and the
one from the map of the other participant. An example for @maark identifier hav-
ing two counterparts isil2_ol d_m | | from mapm12g It has the trivial counterpart
ml2_ol d_m | | and the counterpanil2_mi | | .wheel from the mapm12f

Merged Polygon Models The polygon models of a pair of maps belonging to the
same dialogue are merged tareerged polygon modeMerged polygon models ex-
plicitly represent congruence and difference with respettie landmarks of the single
maps.
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A merged polygon model’’ = (G,, G, cp) consists of a polygon modél, =
(ID,,p,) of the giver map, a polygon modél; = (IDy,py) of the follower map,
and a binary counterpart relatiep: /D, U ID; x 1D, U ID; between all landmark
identifiers of both polygon models.

Let’s define a convenience functipni(l, m) that combineg, andp, such that we
can use the landmark identifiers of one map to refer to theinyparts on the other
map. The functiomol(l, m) returns a polygon specification from the polygon model
G, It p,,(1) is defined or ifp,,(I') is defined, wheré is a counterpart of.

pg(l'); if there isal’ € 1D, such thatp(l, ')
andm refers to a giver map
(9)  pol(l,m) =< psl'); if there is a’ € 1D such thatp(l, ')

andm refers to a follower map
unde fined; otherwise

Going back to the above example (8) where the route followgesuhe labebld
mill from the giver map to refer to the landmark with the lab®ll wheelon his or
her map. The polygon specification framl2f can be obtained by using one of the
landmark identifiers, either the one associated withmill or the one associated with
mill wheel Applying the functionpol to either alternative yields the same polygon
specification:

(10)  pol(ml2_ol d_mi I |, ml2f) = pol(mL2_ni | | wheel ,mL2f)

Summary Polygon models of the Map Task maps represent landmarksoasctl
polygons with a specific location in a coordinate system. flinetionpol(l, m) yields
polygon specifications from pairs of a landmark identifiand a map identifiem. In
order to get the polygon specification of a particular landnea a particular map it is
possible to use either the actual landmark identifier of éineliinark or its counterpart.

5.3 Manual annotation of locative expressions

This section describes the procedure of manually idemigieind annotating locative
expressions in the Map Task corpus. We collect locativeesgions and provide a
syntactic analysis, a reference analysis, and informatlmsut the commitment the
speakers exhibit towards each locative expression. Thet @fghe annotation proce-
dure is an exhaustive list of occurrences of locative exgioes in the Map Task corpus
which describe the location of a landmark relative to anoldwedmark.

The annotations provide information that is required byriethod described in
Chapter 4: (i) they provide the input to the lexical semattimories defined in Sec-
tion 3.5; (ii) they establish reference links between tlguarents of locative expres-
sions and spatial objects; and (iii) they indicate whethlercative expression is used
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positively or negatively. The annotations are used in Giraptto evaluate semantic
theories of location descriptions.

5.3.1 Annotation target

Theannotation targets the part of a locative expression that is marked and ateubta
with information. The aim of the manual annotation procedarto identify and mark
locative expressions which are used to describe spatationk between landmarks.
They are uttered by the participants of the map task expetitngng to accomplish
localisation subtask¢cf. Section 5.1.4). Instead of marking entire locativeresp
sions we only mark the term that denotes a spatial relatioostNfequently they are
prepositions or prepositional phrases behaving like Bitipas, as for example in (11)
and (12):

(12) It's just [abové the picket fence.
(22) The forest istp the right of] the village.

We also find spatial relations denoted by verbal descriptiery. (13), and descriptions
of the configuration of a group of landmarks, e.g. (14):

(13) Is the start actuallytguching the lake?
14 The ravine, the forest, and the village, they are kinthaf [triangle].

As said above, we only study locative expressions whichrdesspatial relations
between landmarks. In most cases the expressions specifygnocated object and
the reference objects refer to specific landmarks on speuiips. Far fewer cases
contain quantified expressions, sucmashingandanything Quantified expressions
refer to landmarks, if their domain is implicitly or explilyi restricted to landmarks.
(15-a) presents an example where the restrictor is givehaithy; in (15-b) it is given
explicitly:

(15) a. [I've gotnothingabove the caravan park.
b. 1don’t haveany obstacleabove the caravan park.

In both utterances thHecated objects specified to be the empty set of landmarks.
For identifying the annotation target we need to collectshgle parts of each
locative expression first. Note that these can be distribater multiple utterances.
Then we analyse what types of objects are related to each @my if the descrip-
tion expresses a relation between landmarks does the ponaisg term specifying
the relation qualify as an annotation target. These ocnoe®have to be distinguished
from descriptions of the location of a landmark relativetie turrent position of the
path, relative to the map as a whole, and relative to partarafrharks (compare with
Section 5.1.4). We annotate each annotation target witloonmeore feature structures
which are composed of four layengference coding layecommitment coding layer
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syntax coding layerandlogical structure coding layerEach annotated feature struc-
ture specifies a particular interpretation of the corresjpamlocative expression in the
dialogue. In the example in (16) we find two interpretationsree locative expression
— one for each participant:

(16)  A: There is a level crossingpglow the lake.
B: That’s right.

In one interpretatiomd describes a spatial relation between the landmarks wittathe
belslevel crossingandlakeon his or her map. The affirmative responségjives rise
to another interpretatior3 claims that the description given by also refers to his or
her map. The difference between both interpretations idhlegparticipants each refer
to their own map, and thus they describe relations betwdtarelt pairs of objects. If
the two maps always matched exactly, then both participaotsd describe the same
spatial configuration with the same locative expressiond gistinguishing between
two interpretations would just be redundant multiplicatioBut since the maps are
distinct from each other, the participants can describBndisspatial configurations
with the same locative expression. Therefore in cases 1&g (ve must distinguish
between two interpretations.

The reason for this need of distinction should become dlesité the following
example. Suppose speakérhas two landmarks with the labé&kld on his or her
map. Let us refer to them with the identifidrsel d#1 andf i el d#2. The landmark
referred to byf i el d#1 is is in the center of the map and the landmark referred to by
fi el d#2 is at the bottom. Speaké? has onlyf i el d#2 on his or her map. Now,
suppose that speaker uses the labéiield to refer tof i el d#1, while speakerB
interpretdield as referring td i el d#2:

(17)  A: Do you also have a housw][the right of] the field?
B: Yes, but it is quite far away.

Again, A and B use the same locative expression to describe a spatiabrelae-
tween distinct pairs of landmarksA describes a relation between theuseand
fi el d#1, andB interprets the expression as describing a relation betwedhouse
andf i el d#2.

5.3.2 Reference coding layer

A locative expression refers to a map, or more precisely,ttgpbe of landmarks of a
map, if a speaker uses it to describe the location of thesbrlarks relative to each
other. Thereference coding layelinks the preposition (or the prepositional phrase)
with the landmarks to which the corresponding locative egpion refers. We annotate
three different kinds of reference links. There are linktedmarks that play the role
of located objectsthen there are links to indicate the rolereference objectsand
links to the maps themselves. Links to maps are necessaegobve the links to the
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Figure 5.6: A section of mam2f

landmarks, and moreover, they define the domain of quanefigaessions such as
“nothing”. Each annotation contains one link tédogated objecta set of links to one
or morereference objects multiplereference objedinks are, for example, necessary
for the ternary relatiometween- and a link to the map which the locative expression
refers to. This last link is specified by a map identifier (seeti®n 5.2):

(18)  Features of the reference coding layer
LO : Landmark identifier

RO . Set of Landmark identifiers
MAP : Map identifier

Landmarks are specified in terms of unique identifiers definethe polygon model
Every annotation needs exactly one identifier for libeated objec(LO) slot. If the
located objecis given by negatively quantified terms, e.g. “nothing” onyéhing”,
then we use the special identifitnnspec. TheROslot is filled with the identifiers of
all landmarks that are used@$erence objectsTheMAP slot is filled with a map iden-
tifier. For example, (19) presents an utterance of a speakerdescribes a situation
from giver map2 which is depicted in Figure 5.6.

(19)  The hideout isgbové the gold mine.
The prepositiorabovereceives the following annotation on the reference codaggt:

(20) LO =nR2_out | aws_hi deout
RO ={rr2_gol dm ne}
MAP = nRf
These features specify referencefétlower mapnumber 2. The located object

is given by the landmark with the labeltlaws hideoutthe reference object by the
landmark with the labejold mine
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5.3.3 Commitment coding layer

The commitment coding layer specifies the way in which a p@dnt is committed to
the truth of a particular locative expression with respedtis or her map. Coding of
commitment is dependent on the value of ke feature described above. If it refers
to a giver map, the commitment of the instruction giver isexhdOtherwise, if it refers
to a follower map, the commitment of the route follower is edd

We distinguish between five different modes of commitmahp¢si t i ve com-
mitment means that the participant attributes the cormedipg locative expression to
his or her own map. (ii) The contrary is indicated iggat i ve commitment. Neg-
ative commitment means that the participant explicitlgct$ such an attribution. We
keep explicit rejections separate framplicit rejections(i npl - negat i ve) which
are based on pragmatic reasoning. If the participant isedfa choice of options of
which he or she selects one, then the other options are ithptejected. For example,
in (21) A offers B the choice between two options:

(21)  A: Isthe level crossing to the right or to the left of the eakefa
B: It's to the right.

Since B selects the optioto the right he or she implicitly rejects the other optitm
the left of Lack of acknowledgement is annotated with the valaa- conmi tt i ng.

If a participant leaves a question unanswered then we irgetipis reaction such that
he or she does not show any commitment. For example, (22)ssth@xsame question,
but a different response:

(22)  A: Isthe level crossing to the right or to the left of the eakefa
B: Just go past the lake.

B does not select any of the options offeredAyTherefore, we annotate both occur-
rences of projective prepositions (i®.the rightandto the left of) with the commit-
ment valuenon- commi t ti ng. This value is also used to mark that a locative ex-
pression does not make any sense because it has not beeretampl) Positive and
negative commitment can be overridden by the valaacel | ed if the participant
overtly corrects his or her commitment at a later point indrdogue. For example,
look at the utterances shown in (23). They are all utterafroes the instruction giver
in dialogueg4ec3 The instruction giver first indicates that he or she is cottedi
to the truth of a particular locative expression, but he @& adincels this claim in the
course of the dialogue. The asterisk (*) indicates refezanctheboat housean the
center of giver map 7.
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(23) g4ec3.124...,—,» G. ohdoyou not have another one* ... to your right ...
Y=y

of the concealed hideout )
g4ec3.133.ify G. noiwantyou to go to the boat house* on your right

... onyour ... on your left
q4ec3.137,iain G. welli've gotone ... ... i've got one* ... ... ... to the

left of the concealed hideout

The first utterance in (23) suggestiat the instruction giver presumes that the
boat housas to the right of theconcealed hideoubn giver map 7. The second ut-
terance already indicates that he or she has discovered hex anistake. The third
utterance finally corrects it. The following structure de8rall possible values for the
commitment feature:

(24)  Feature of the commitment coding layer
COMM: (positive|negative|inpl-negative|
cancel | ed|non-conmitting)

How do speakers show commitment to a statement? There armaigte two ways:
either they make an assertion of a statement themselvesamother speaker says
something containing a statement, then they can show tbgingtment to that state-
ment by an appropriate response. For the annotations, wsdasrfour patterns of
conversational interaction to analyse in which way theipigdnts commit to locative
expressions: (i) assertions, (ii) questions/answer péirsother responses, and (iv)
implications from questions:

Assertion If a locative expression occurs in an assertion from a ppéit about his

or her own map, then it refers to the speaker’'s map. We areitaith posi ti ve
commitment if the statement itself is positive. Otherwiséhe statement is negative
we annotatenegat i ve commitment. The next example shows a positive statement
and its negation:

(25) a. The gold mine is directly below the hideout.
b. The gold mine is not directly below the hideout.

Utterance (25-a) exhibifsosi t i ve commitment, and utterance (25-b) exhibies-
gat i ve commitment.

Question/answer pairs If a participant asks a question containing a locative ex-
pression referring to the other participant’s map, then aeehto consider both the
guestion and the corresponding answer to determine the ¢ament of the other par-
ticipant. One kind of question simply requires positive egative responsesia
yes-no-questions). Positive responses likes'indicateposi t i ve commitment of

1Questions can reveal something about the speaker’s ati@ompare with paragrapimplications
from questions
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the addressee, negative responses lik@ fndicate negat i ve commitment. The
following example shows a question Afand two alternative answers By

(26) A :lIsthe gold mine directlyjelow] the hideout?
B : (i) yes/ (ii) no.

If the answer is (26-i) then we fill th€OvMslot with the valueposi ti ve, ifitis
(26-ii) we fill in the valuenegat i ve. The following feature structure shows the
features of the reference coding layer and the commitmetihgdayer of a possible
annotation of the annotation targe¢lowin (26). Suppose that the corresponding
locative expression refers to the ma@f . The numbers of the alternative commitment
values correspond to the numbers of the answers in (26):

(27) LO =n2_gol dm ne
RO :{mz_out | aws_hi deout }
MAP = nRf
COMM = (i) positivel/ (i) negative

Another kind of questiongkachoice-question) provides sets of alternative locative
expressions and requests the addressee to choose one of¥kemnotate the locative
expression which is selected by the addressee pathi t i ve commitment. The
other locative expressions are marked with the valopl - negat i ve since they
are implicitly rejected. The valuenpl - negat i ve indicates that another locative
expression was preferred over the one marked with it. It ¢dy bbe interpreted as
negation under the assumption that choice-questions iaxglysiveness of their parts.
For example look at the following question/answer pair:

(28)  A: Isthe level crossingtd the right, [to the left of|, or [in line with] the east
lake?
B: It's to the right.

The answer in (28) picks the optido the right so the corresponding locative expres-
sion refers taB’s map andB is positively committed to it. The other options, ite.the
left of andin line with, also refer taB’s map but here we annotatepl - negati ve

in the respectiv€OMMslots. In the example, the answer exactly repeats the qitidn

it is only required that the option is implied by the answee ¥¢sume that modifiers
such agust, directly, andslightly imply the use of the corresponding unmodified loca-
tive expressions. In the example above, the utterargslightly to the rightwould
have the same consequences for the annotations as theudtguahcat’s to the right

For yes-no-questions and choice-questions we assumaitbed below right and
left can exclude each other, so that the following locative esgpoms occurring in the
guestions are annotatedpl-negative
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(29)  A: Isthe level crossing the righi or [to the left of the east lake?
B: It's above.

(30) A :lIsthe gold mine directlyjelow] the hideout?
B : It’s to the left.

In both examples participa®? does respond with answers that imply the negation of
the options provided by the questions.

Other responses We have just seen that answers to questions display the demmi
ment of the addressee. Responses to assertions can haeentheffect. If one par-
ticipant makes an assertion containing a locative expyastiien the other participant
can respond and agree or disagree with the purpose of coroatung that the same
locative expression also refers to his or her map. In thevoilg example participant

A asserts a locative expression apa@ssents to it:

(31) A: There is a telephone boké¢low the east lake.
B: That's right.

The effect is that the annotation tardelowis annotated with two feature structures.
We annotate the first structure, because particigagserts the corresponding locative
expression. Reference and commitment annotations arkgespin (32-a) given that
participant4’s map ismOg The second structure is annotated because of the response
of participantB. He or she says that the description “the telephone box mbte

east lake” also applies to his or her map. The correspondingtation structure is
given in (32-b) assuming that participaits map ismOf:

32) a [LO =n0_tel ephone_box_
RO :{nﬂ_east i ake}
MAP =n0g
COMM =positive

b. [LO =n0_t el ephone_box_

RO :{rrfz_east i ake}
MAP = mOf
COMM =positive

Implications from questions In general, questions do not display in which way the
speaker is committed to the content of the question. Wherrt&ipant addresses a
guestion to the other participant whether a particulartiveaxpression applies, then
we cannot infer anything directly from the question whetbenot that is the case.
Nevertheless, we adopt an assumption that enables us e d&ormation about the
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rapids

& .
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manned {ort

Figure 5.7: A section of mam2f with the landmarksapidsandmanned fort

way the speaker is committed to such a locative expressitwe. participants in the
Map Task experiments have good reason to believe that masiedfindmarks on
the other participant’'s map match the landmarks on their ovap. Among other
possibilities (compare with Section 5.1.4) they check thyisasking for the location
of landmarks which appear on their own map with respect terddmdmarks which
appear on their own map, too. When the participants use suestiqns they actu-
ally describe their own map. Therefore, we assume that suebtipns show that the
speaker is committed to the corresponding assertion, amltththe claim that the
locative expression he or she uses is true of the mentiometinarks on his or her
own map. Of course, this presupposes that the located anecll reference objects
of a locative expression appear on the speaker’'s map. Thepad33) shows an ut-
terance taken from dialogugec4which relates to the section of mam2f displayed
in Figure 5.7. The structure in (34) shows the features oféference coding layer
and the commitment coding layer which we attribute to theosaion targebelow

(33) have you got a manned foliglow] the rapids?

(34) LO . m0_manned f ort |
RO :{mz_r api ds}
MAP : nR2f
COMM : positive

In (33) the route follower checks the existence of the lanttnmanned forton the
giver map giving specific information about its location as or her own map, namely
that it isbelow the rapidsindependent of an answer of the instruction giver we assess
positive commitment of the route follower in such cases.
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5.3.4 Syntax coding layer

Syntactic annotations enumerate the constituents of aiveaaxpression and specify
syntactic relations which hold between them. Here we @sburselves to a partial
syntactic analysis. We specify (i) the relation term of tbealtive expressiorREL),
(ii) a distance modifier@ ST), (iv) a list of other modifiersNIOD), and (v) a symbol
expressing syntactic coordination with other locativerespions $CONJ). The type
of the features for the syntax annotation layer is shown:here

(35) Features of the syntax coding layer

REL : Relation term
MOD : List of modifiers
DIST : String containing a distance modifler

SCONJ: Symbolindicating conjunction clags.

The relation termREL) is the principal lexical item that determines the spatial
relation. In cases where the annotation target is a simglegsition the featur®EL
takes the preposition itself, in cases where the annot&i@et is a complex phrase
the name of the relation is given by the noun or adverb, Efj.in “to the left of”.
Distance modifiers@d ST) unambiguously relate to distances between located object
and reference objects. They express a measure of lengdr eitiquantitative terms
(“two inches”), in relative terms (“halfway”), or in vaguerms (“a bit”, “far”). All
other modifiers like hedges (vagueness modifiers) and dreostodifiers are listed in
the modifiers slotNIOD). The example below, see (36), contains a locative exessi
with the modifierslightly. The featureSCONJ encodes syntactic coordination of loca-
tive expressions where the locative expressions sharathe syntactic realisation of
the terms specifying the reference objects, as for example:

(36) The mill is above and slightly to the left of the mountain

Here we have two locative expressions: one can be paraphnaibe’the mill is above
the mountain” and the other with “the mill is slightly to theftl of the mountain”. The
annotations are attributed to the corresponding annotéigetsaboveandto the left
of, respectively. Since the locative expressions are coatelthby a conjunction and
they share the same argument, namely the expresomountainwe mark them as
being syntactically coordinated. Technically, the valaieeh by the featur8CONJ is

a symbol that specifies a conjunction class. All featurecstings that are annotated
with the same conjunction class are coordinated to each.othehe example, we
would annotate the following two feature structures, (3Teaaboveand (37-b) tao
the left of The syntactic coordination of these feature structurepésified by having
the same value assigned to t8€0ONJ feature. This symbol is arbitrarily chosen,
in the example it ix0, but it is unique in the corpus, so that it uniquely specifies a
set of coordinated feature structures. Here, it is the sétefollowing two feature
structures:
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(37) a. [REL= abov
MOD= ()
DIST= 7”7
SCONJ= ¢0

b. [REL= right

MOD =  (slightly)
DIST= 77
SCONJ= ¢0

5.3.5 Logical structure

The capability of expressing logical structure with the @ation scheme presented
here is very limited. In general, all locative expressiohsre dialogue are interpreted
in conjunction. And the commitment feature determines et locative expression
is interpreted as a positive statemeéntor as a negated statemenk. For example,
suppose that there is a dialogue which contains three relé@ative expressiony’,

Y, and—Z. We assume that all three locative expressions are truemians that the
following formula is true:

(38) XAY A-Z

For most cases this expressiveness is sufficient. Only fonal ssumber of occur-
rences of locative expressions we have to represent a aegaking scope over two
or more locative expressions like the example shown in (38¢kvis taken from dia-
logueqg2ec6

(39) 02ec6.9§,c;y—yn G: SOisit... to your right of the stone creek ... and just
up a bit
02ec6.97p1y—n F: no

We annotate the annotation targatsyour right of andup. The conjunction of the
corresponding locative expressions is rejected by theer@altower. Note that the
route follower does not reject each locative expressiomrseply. That means that
we do not want to represent a conjunction of two negated il@akpressions, but a
negation taking scope over a conjunction of positive leeagixpressions such as the
following formula:

40) ~(V AW)

In order to code negated conjunctions we introduce the iadditfeaturd. CONJ . Like

the syntactic coordination featuCONJ it takes a symbol indicating a conjunction
class. In contrast to thBCONJ feature which expresses syntactic coordination of two
locative expressions sharing the same realisation of flegergce object, the CONJ
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feature is used to mark locative expressions which are ddigicoordinated under
negation.

(41)  Features of the logical structure coding layer
[LCONJ :  Symbol indicating logical conjunction cla}ss.

We link the conjuncts with each other by means of lti@NJ feature and mark them
as negated by settifgOMM = negat i ve. The annotation targets in example (39)
receive the values for the feature€ONJ and COMMas shown in (42) and (43). The
symbolclasslis an arbitrary symbol that specifies a conjunction clas® ddnjunc-
tion class associated wittlasslin this example only consists of these two feature
structures:

(42)  toyour right of

[LCONJ = classl
COMM = negative
(43) up
'LCONJ = classl
COMM = negative

This combination of the featuré<CONJ andCOMMenforces an interpretation of (39)
which can be paraphrased as follows: The instruction fadlogays that it is not the
case that the manned fort is to the right of the stone creekipradbit.

5.3.6 Annotation procedure

The annotations were carried out in two passes. Each dialegs annotated by two
annotators, a third annotator resolved differences betweeannotations.

In the first pass, the annotators read an entire dialogue amll the utterances
which contain an annotation target. After both annotatergetfinished we compute
the differences and return them to the annotators, so tbhhataaotator goes over these
parts of the corpus again. Another computation of the difiees on the re-annotated
data yields cases which both annotators have seen twiceisagrele about. These
differences are resolved by the annotator who has not yatthealata.

In the second pass, the annotators look at the utterances Wwave been selected
in the previous pass. They mark the annotation target andheddnnotations of the
layers described above, i.e. reference coding layer, comanit coding layer, syntax
coding layer, and logical structure. We compute the difiees again, but instead of
giving them back to the annotators they are resolved by d #rinotator directly.
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Chapter 6

Analyses

This chapter describes the results of the automatic apigicécf. Chapter 4) of the
lexical semantic theories of projective locative exprassifrom Chapter 3 to the em-
pirical data described in Chapter 5.

The first section gives an overview of the locative expresstbat have been found
in the data. Some specific semantic theories for projectigative expressions pro-
posed in the literature are evaluated in Section 6.2. Thiiatian of the whole set
of semantic theories defined in Chapter 3 is evaluated ind@e6t3. Based on the
results of the evaluation an automatic algorithm detersygemantic theories of pro-
jective locative expressions in terms of the underspetidicdormalism from Chapter
3. Sections 6.4 and 6.5 analyse projective locative exjgmesshat are modified by
the modifierdirectly andslightly, respectively. Specific semantic theories of modified
projective locative expressions are determined basedeoarthlysis in the same way
as for unmodified expressions. The relation between seadr@ories of unmodified
and modified projective locative expressions is discuss&ection 6.6.

6.1 Description and preparation of the data

This section gives an overview of the data that was obtairyednmotating locative
expressions in the HCRC Map Task corpus as described in évéopis chapter. Fur-
thermore, this section describes the steps that are cauetb prepare this data in
order to evaluate semantic theories of locative expressioth it.

Overall we identified 1367 occurrences of locative expmssivhich describe the
location of a landmark relative to another landmarkhese occurrences were anno-
tated with 1643 feature structures (compare with Secti@h BMe ignore all repeti-
tions of locative expressions in the same dialogues: If atlee expression involving
the same locative expression, the same modifiers, if anygahee landmarks and the

1These expressions do not comprise descriptions of theidwcaf a landmark with respect to the
entire map nor relative to the current position from the eodéscription task, compare with Section
5.1.4.
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same truth value (see ‘commitment’ on page 5.3.3) occurgni@n once in a given
dialogue, then all occurrences except the first one are rdisdad An example of a
repetition within the same utterance is the following:

(1) Thereis acirclabovethe rectangle. It isbovethe rectangle and to the left of
the triangle.

After all repetitions have been removed there are 1228ilexzakpressions remain-
ing. Table 6.1 shows the most frequent prepositions an@gtigg terms.

above 196 down 51 along 15
below 187 onlevel 28 under 14
left 138 at 28 beneath 14

right 107 up 26 nextto 13
between 82 beside 25 near 11
underneath 80 inline 18 bottom 11

Table 6.1:Most frequent prepositions and projective terms after nampall repetitions of locative
expressions in the same dialogue.

There are 1121 positive uses of locative expressions,lieecémmitment feature
is COVMEposi ti ve, and 86 negative uses (63 annotated vé@VMVEnegat i ve,
and 23 withCOMMEI npl - negat i ve). 12 locative expressions were annotated as
non-comm tti ng. Among the remaining 9 feature structures 3 were annotated
with COVM=cancel | ed, and 6 could not be assigned a proper annotation. The latter
9 cases are described in detail in Appendix A.

Preparation In order to be able to apply the evaluation method from Chaptbe
data set is further reduced in the following way: (i) all taosxpressions that are
marked ashion- conmi t t i ng are removed. (ii) All those expressions are removed
that are logically embedded in the discourse other tharucatipn or conjunction of
the negation (see Section 5.3.5). (iii) All those expreassiare removed that do not
contain one of the following projective termabove, below, left, right, underneath,
down, up, beneath, under, bottom, top, west, east, soutth, mver, upwards

There are 751 expressions in the data satisfying these toraditions. The fre-
guency distribution of the projective terms is given in Bbl2. 410 of these pro-
jective locative expressions occur without modifiers, 3dd modified in some way.
Table 6.3 shows the 8 most frequent modifiers combining wibfegtive prepositions.

2Technically, a feature structubds a repetition of a feature structusef the following condition is
satisfied:
a.LO = b.LO N a.RO = b.RO N a.DIAL = b.DIAL N a.REL = b.REL N a.COMM =
b.COMM

3Note, that some terms listed in the table sucleftsright andbottomhave to be complemented to
play the role of a preposition. Compare with page 92.
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above 171 up 22 cast 5
below 157 beneath 14 south 4
left 121 bottom 10 h 4
right 96 under 10 n(;)\;er 3
underneath 74 top 8 ds 1
down 46 west 5 Upwards

Table 6.2:Frequencies of the projective terms of all relevant prajedbcative expressions. The total
size is 751.

The second column contains the frequency of the modifiemgivat there is only one
single modifier (e.g.directly abové and the third column contains the total count of
the modifier counting all its occurrences within projectigeative expressions. The
symbol*distance*stands for distance modifiers suchoae inch

modifier single total
just 96 117
*distance* 92 111
directly 47 57
slightly 23 31
right 16 20

sort of 9 14
straight 8 9
like 6 10

Table 6.3: Most frequent modifiers including distance modification.eTdolumn singlé contains
the frequencies of expression containing exactly one nerdifidtotal the total frequency of the corre-
sponding modifier modifying a projective term.

Altogether, the data contains 410 locative expressiongVatuating the seman-
tics of unmodified expressions, 47 locative expressiongvwatuating the semantics
of locative expressions that are (exclusively) modifieddbgctly and 23 locative ex-
pressions for evaluating the semantics of locative expesghat are (exclusively)

modified byslightly.

6.2 Evaluation of the semantics of unmodified projec-
tive locative expressions

This section evaluates some specific semantic theorieSé&szgmn 3.5) for unmodified
projective locative expressions which correspond to tlesqgroposed in the literature,
see Section 2.9. More specifically, semantic theories fratdllowing studies will be
evaluated: Kelleher (2003), O’Keefe (1996), Fuhr et al98)9 Gapp (1994a), Abella
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term freq term freq
above 86 under 5

left 85 down 5

below 77 up 5
right 63 west 3
underneath 52 south 2
beneath 7 north 2
bottom 7 upwards 1
top 7 east 1

over 1

Table 6.4:Frequency of the projective terms in unmodified locativerespions.

& Kender (1993), and André et al. (1987). These theoriebhwilevaluated according
to the test procedure specified in Chapter 4.

NB: It should be noted that most of these theories are intmlbe used in three-
dimensional environments. Here, however, we evaluatesttiesories only with loca-
tive expressions describing two-dimensional data. It ésdfore important to keep in
mind that the evaluation only tests these theories undeaseemption that they are
independent of the spatial domain. But it doesn’t say angthbout their performance
in the spatial domain intended by their authors.

Data The evaluation is carried out on unmodified projective leaexpressions
from the data set prepared in Section 6.1. It consists of ddétive expressions and
the corresponding spatial configurations. In the data seethre 387 positive uses of
projective locative expressions and 23 negative uses.réqeéncy distribution of the
projective terms is described in Table 6.4.

Evaluations André et al. (1987) specify a semantics of the German copatts of
the prepositionso the right of to the left of in front of andbehindin terms of OB*
relations. For the evaluation all locative expressionssvetracted from the data that
contained the projective termgyht and left, respectively, implying variants of the
corresponding prepositions suchtaghe left of on the left of on the left-hand side of
and so on. The results of the evaluation of these theoriethanésults of all following
evaluations are shown in Table 6.5.

Abella & Kender (1993) and Abella (1995) specify a semarfiicsabove below
left, andright which are based on QP and OR:, relations but they are not exactly
equivalent to these relations, since Abella & Kender ‘féZzhe relations yielding re-
lations which have an extended range compared to the conds OR>; and OR»,
relations. The theories based on @Rnd OR,, are evaluated with locative expres-
sions from the data containing the prepositiaf®ve belowand all variants ofeft
andright such ago the left of on the left ofon the left-hand side odind so on.
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Gapp (1994a) models the semanticsabbve below to the right of to the left of
behindandin front of with AD{*" relations. The semantics is evaluated with locative
expressions containing the projective tera®ve below right andleft.

Fuhr et al. (1995) specify the semanticsinffront of, behind to the right of
to the left of aboveandbelowwith ADS™ relations. These theories are evaluated
with locative expressions containing the projective teatnsve below left, andright,
respectively.

O’Keefe (1996) and O’Keefe (2003) suggest that the sem=aat@boveandbelow
is modelled by OB; relations, and the semanticsaf top of beneatrandunderneath
by OPp, relations? These theories are evaluated with locative expressiornsiodmg
the corresponding preposition, i.e. @Relations are evaluated with locative expres-
sions containingiboveandbelow and OR; relations with the prepositionseneath
underneathat the top ofandon top of

Kelleher (2003) specifies a semantics for locative expoessiontaining the prepo-
sitionsin front of, behind to the right of to the left of above andbelowwith AD 2/
relations. They are evaluated with locative expressionsaining the projective terms
above below left andright.

Results and Discussion The results of the evaluations are described in Table 6.5.
The baseline is computed by assuming that the semanticsdelled by a relation
which is true for arbitrary pairs of objects, so that it isreat for all positive uses
but incorrect for all negative uses. Let us say that a pddidineory is acceptable
according to this evaluation if it scores better resultsitiine baseline.

Theory projective terms total baseline| correct
OPxy (André et al., 1987) left, right 149| 92.6% | 91.3%
OPp, (Abella & Kender, 1993)| above, below, left, right 312 93.9%| 24.4%
OPp, (Abella & Kender, 1993)| above, below, left, right 312 93.9%| 88.5%
ADgent (Gapp, 1994a) above, below, left, right 312 93.9% | 97.1%
ADSi (Fuhr et al., 1995) above, below, left, right 312 93.9%| 96.5%
OPp; (O’Keefe, 1996) beneath, underneath, top 66 95.5% | 27.3%
OPpsy (O’Keefe, 1996) above, below 163 95.1%| 95.7%
ADZ/cent (Kelleher, 2003) above, below, left, right 312 93.9%| 95.5%

Table 6.5: Evaluation of semantic theories with unmodified projectiveative expressions which
contain the projective terms required by the theories. Turaber of expressions found in the data is
given in the total’ column. The terntop stands for the projective prepositioos top ofandat the top
of, left stands for projective prepositions suchtaghe left of on the left of on the left-hand side of
and so on. The baseline is computed by evaluating a reldimtrig true for any pair of objects. The
final column shows the percentage of expressions from thee that were predicted correctly by the
corresponding semantic theory.

40’Keefe also specifies a semantics émerandunderbut there are not enough data for an evalua-
tion. For the same reasons the semantiasooth of south of west of andeast ofproposed by Yamada
et al. (1988) is not evaluated here.
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The following semantic theories do not achieve better teghian the baseline:
(André et al., 1987) foleft andright, (Abella & Kender, 1993) fombove, below, left
andright, and (O’Keefe, 1996) fdpeneathunderneatrandon top of But note that the
evaluation results for (Abella & Kender, 1993) only showwaédn bound of an evalua-
tion of the original semantic theories. Any fuzzificationtbé corresponding relations
as described in (Abella & Kender, 1993) improves the restilte other semantic the-
ories (Gapp, 1994a), (Fuhr et al., 1995), (O’Keefe, 1996,4PRand (Kelleher, 2003)
obtain better results than the baseline; they are accepaabbrding to this evaluation.

The next section shows that an explicit treatment of vagseagstematically yields
better evaluation results. For example, Gapp’s theoryseth@an AQ relations and
correctly predicts 97.1% of the evaluation data. In the sextion a theory is pre-
sented that is based on a combination of relations frorffAand AD*"™; it correctly
predicts 99.5% of the evaluation data.

6.3 Analysis of the semantics of unmodified projective
locative expressions

This section evaluates all semantic theories of unmodifregeptive locative expres-
sions as they are described in Section 3.5.

A heuristic determines underspecified semantic theorigsaéctive locative ex-
pressions based on the results of the evaluations. Thesadhepecify semantic
representations that consist of pairs of locative directedations. Relations from the
lower range level (cf. Section 2.1) hold for all spatial cgaofiations which make the
corresponding expression true in every respect. And oslatfrom the upper range
level hold for all spatial configurations whicdanmake the corresponding expression
true.

Data The evaluations are carried out on the same data used ingli®ps Section.
Itis the set of unmodified projective locative expressiomppred in Section 6.1 which
consists of 410 locative expressions and the corresporsgiatial configurations. In
the data set there are 387 positive uses of projective larakpressions and 23 nega-
tive uses.

Method The aim of this analysis is to determine lexical mappingsnfiarojective
prepositions onto pairs of locative direction relationsda@iven relation schemas:
(2)  HI(prep) = (H"*(prep), H™(prep))

wherek and! denote range levels akS with £ < [ so that for an arbitraryrep
HES (prep) subsumes? %+ (prep). The heuristic which determines these mappings
from the data is such that every mapping satisfies the fotigwonditions:
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1. For every positive use of a locative expression with thagegative preposition
prep and the located objeéb and the reference object the complex predicate
HTSk (prep) @ HR5 ' (prep)(lo, ro) is true when valuated with a positive bias and
false for every negative use also valuated with a positigs.bi

2. There are no other range leveland j with i < j such thatH %% (prep) @
HESi (prep)(lo, ro) satisfies condition (1), and < i or j < m.

Such mappings produce underspecified semantic reprasestdsee Section 3.3)
which are true for the whole set of data — this is of course galgsible if the rela-
tion schemaR.S provides appropriate relations that are on range levelsiwéuie low
enough to reject all spatial configurations described bytieguses and high enough
to accept all spatial configurations described by positsasurespectively — and there
are no other such underspecified semantic representatfool fit the set of data more
tightly.

The range levelg and! for a relation schem®&S are determined in the following
way: The upper range levéls determined according to the evaluation results of the
positive uses./ is set to the lowest range level that correctly predicts tlaimum
number of positive uses. The lower range lekak set to the highest range level
from the evaluation results that provides the maximum nurobeorrectly predicted
negative uses. It is greater tham thenk is reset to the same value ladn Tables 6.6
and 6.7 the range levels determined by this heuristic ar&edan bold face.

Re-rating We have to be clear about the consequences of determinicgllexap-
pings in this way. The data determines the setting of theadexglsk and/ such that
the semantics of every positive use of a locative expressidhe data is correctly
modelled by the relation determined By** and that the semantics of every negative
use is correctly modelled by *%*. The implication of this approach is that there is
at least one negative use in the data the semantics of whagrrsctly modelled by
HESx put not by any other mapping %% with i > k. Similarly, there is at least on
positive use in the data the semantics of which is correctigetied byH ' but not
by any other mapping/ *>; with j < .

This method is problematic when we assume that the datainergeors — either
the speakers might have made an error such as confusingteftght or there might
be errors in the annotations. We want to avoid that the raexgdd of the mappings
are determined on the basis of erroneous occurrences tileapressions. In order
to handle this problem, the truth values of all data that ¢esktting a range level were
re-rated by informant$ which were native speakers of English and didn’t have any
connection to the original HCRC Map Task experiments. Mpexgically, each such
occurrence was presented to all informants with enouglogiied context so that the
located object and the reference object could be identifibé. projective preposition
in question (and the modifiers, if any sections) were markebold face. For each
locative expression the corresponding spatial configumatontaining the LO and the

151



6.3 Analyses

RO was presented, too. The informants had to decide whdthespeakers used the
locative expression intentionally or whether it was a false, e.g. confusion of left
and right or a slip of the tongue. Altogether 3 informanteda26 pieces of data. The
final rating was determined by the majority of the votes. Tawdnd the ratings are
presented in Appendix B.

Two pairs of locative expressions and spatial configuratimere rated as false.
They were temporarily removed from the data and not consdifar determining up-
per and lower range levels of the semantic theories. All sgimtheories correspond-
ing to all range levels provided by the relation schemata GPP,, OFyp, OP5,.4,
ADeent) ADPror AD, ADIt, and ADF" from Section 2.8 are applied to the data in
the way described in Chapter 4.

Results and Discussion The results are shown in Tables 6.6 and 6.7. The number
of correct and incorrect predictions are listed for positisses, negative uses and for
the total set (i.e. positive and negative uses). Horizdimiak separate range levels
which provide pairwise disjoint relations from range levgroviding relations with
the property of complement disjointness and from rangelsewviich do not provide
any of these inferential properties. For example, in Takike@P»; provides pairwise
disjointness and OB and OR,; complement disjointness. Note, that the relation
schemata based on the topological relatwarlap(vizOP, and AD%") do not provide

any of these disjointness properties.

For each mappindgZ?® specifying an underspecified semantic theory two range
levels are determined according to the heuristic descrabede:
OPP: <OPP1, OPP4>
OPO: <OP02, OP04>
OPop:  (OPops, ORopy)
OFcria: (OParid2, OParias)
ADcent: < Dcent ADcent>
AD?Pror; <Ame ADZ™")
AD'  (ADit, ADt)
ADg":  (ADJ, ADSY)
ADGrid: <ADGrzd ADGrzd)

These pairs of range levels define semantic theories wheekaluated with the
same data set as in the previous section (cf Section 6.2, p#@)e The baseline
is computed by assuming the semantics is modelled by aaelathich is true for
arbitrary pairs of objects. It correctly accepts all pagituses but it incorrectly accepts
all negative uses, too. It is simply computed by dividing thenber of positive uses
by the total size of the data. For each relation schema theroolabelled Simplé
describes the range level which yields the best evalua@enlts among the simple
theories that map a preposition onto a single relation.
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OPP (total:405, non-applicable:3)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1| 80 (0,209) 302 23 (1,000) 0l 103 (0,254) 302
2| 345 (0,903) 37 21 (0,913) 2| 366 (0,904) 39
3|379 (0,992) 3 18 (0,783) 5/ 397 (0,980) 8
41381 (0,997) 112 (0,522) 11/ 393 (0,970) 12
OPO (total:405, non-applicable:3)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1]|143 (0,374) 239 23 (1,000) 0/ 166 (0,410) 239
2256 (0,670) 126 23 (1,000) 0| 279 (0,689) 126
3| 377 (0,987) 5 17 (0,739) 6| 394 (0,973) 11
4| 382 (1,000) 0 12 (0,522) 111 394 (0,973) 11
5| 382 (1,000) 0 7 (0,304) 16| 389 (0,960) 16
OPOP (total:405, non-applicable:3)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1| 56 (0,147) 326 23 (1,000) 0 79 (0,195) 326
2| 80 (0,209) 302 23 (1,000) 0l 103 (0,254) 302
31249 (0,652) 133 23 (1,000) 0l 272 (0,672) 133
4| 345 (0,903) 37 21 (0,913) 2| 366 (0,904) 39
5|374 (0,979) 8 18 (0,783) 5/ 392 (0,968) 13
6| 379 (0,992) 3 18 (0,783) 5/ 397 (0,980) 8
71381 (0,997) 1 14 (0,609) 9/ 395 (0,975) 10
8381 (0,997) 112 (0,522) 11/ 393 (0,970) 12
9382 (1,000) 0 7 (0,304) 16| 389 (0,960) 16
OPGirid (total:408, non-applicable:0)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1| 64 (0,166) 321 23 (1,000) 0l 87 (0,213) 321
21169 (0,439) 216 23 (1,000) 0/ 192 (0,471) 214
3| 348 (0,904) 37 21 (0,913) 2| 369 (0,904) 39
4| 369 (0,958) 16 19 (0,826) 4| 388 (0,951) 20
5|384 (0,997) 1 17 (0,739) 6| 401 (0,983) 7
6| 385 (1,000) 0 15 (0,652) 8/ 400 (0,980) 8
7| 385 (1,000) 0 12 (0,522) 11/ 397 (0,973) 11

6.3

Table 6.6:Application of semantic theories based on orthogonal ptije relation schemata to un-

modified projective locative expressions. For each rangel e table provides the frequencies of
correct and incorrect application of the correspondingas#in theory divided into positive uses, nega-
tive uses and total number. The numbers in brackets indicaferoportion of correct cases with respect

to the sum of positive, negative and all uses, respectively.
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ADcent (total:408, non-applicable:0)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1|206 (0,535) 179 23 (1,000) 0l 229 (0,561) 179
2| 305 (0,792) 80 23 (1,000) 0| 328 (0,804) 80
3| 364 (0,945) 21 19 (0,826) 4| 383 (0,939) 25
4| 385 (1,000) 0 15 (0,652) 8| 400 (0,980) 8
5| 385 (1,000) 0 10 (0,435) 13 395 (0,968) 13
ADprox (total:404, non-applicable:4)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1240 (0,630) 141 23 (1,000) 0| 263 (0,651) 141
2| 300 (0,787) 81 23 (1,000) 0| 323 (0,800) 81
3|343 (0,900) 38 21 (0,913) 2| 364 (0,901) 40
4| 377 (0,990) 4 16 (0,696) 7/ 393 (0,973) 11
51381 (1,000) 0 11 (0,478) 12/ 392 (0,970) 12
ADIntP (total:404, non-applicable:4)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1| 15 (0,039) 366 23 (1,000) 0l 38 (0,094) 366
21108 (0,283) 27323 (1,000) 0l 131 (0,324) 273
31229 (0,601) 152 23 (1,000) 0| 252 (0,624) 152
4 | 344 (0,903) 37 21 (0,913) 2| 365 (0,903) 39
5| 368 (0,966) 13 17 (0,739) 6| 385 (0,953) 19
ADIntO (total:404, non-applicable:4)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1259 (0,680) 122 23 (1,000) 0l 282 (0,698) 122
2| 336 (0,882) 45 22 (0,957) 1) 358 (0,886) 46
3| 365 (0,958) 16 15 (0,652) 8| 380 (0,941) 24
41380 (0,997) 1 10 (0,435) 13 390 (0,965) 14
51381 (1,000) 0 7 (0,304) 16| 388 (0,960) 16
6| 381 (1,000) 0 4 (0,174) 19| 385 (0,953) 19
ADGrid (total:405, non-applicable:3)
positive uses negative uses total
level | correct incor.| correct incor.| correct incor.
1| 81 (0,212) 301 23 (1,000) 0] 104 (0,257) 301
2263 (0,688) 119 23 (1,000) 0/ 286 (0,706) 119
3|300 (0,785) 82 23 (1,000) 0| 323 (0,798) 82
41356 (0,932) 26 21 (0,913) 2| 377 (0,931) 28
5377 (0,987) 5 17 (0,739) 6| 394 (0,973) 11
6| 382 (1,000) 0 12 (0,522) 11 394 (0,973) 11
71382 (1,000) 0 6 (0,261) 17| 388 (0,958) 17

L . . 154 - - -
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locative expressions.
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schema | baseline| simple correct| complex correct %
OPp 94.4% | OPp3 96.8% | OPp;®OPpy 98.5%
OPy 94.4% | OPps 96.1% | OPp2@&0Poy 98.8%
OPop 94.4% | OPops 96.8% | OPop3®OPopg 98.8%
OPgria | 94.4% | OPgrigs  97.6% | OPgyiao®OPGyids 99.5%
ADe"t | 94.4% | AD§"t  97.6% | ADS@ADS 99.5%
ADP"°* | 94.4% | ADR™"  95.9% | ADL @AD" 98.5%
ADint 94.4% | AD%Y 93.9% | ADZEGADE 95.4%
ADt 94.4% | ADZ 95.1% | ADZYaAD Y 98.8%
ADCTid | 94.4% | ADSTY  96.1% | AD§TY@ADS 98.8%

Table 6.8:Evaluation with the whole set of unmodified locative expi@ss. Simple theories are based
on single relations, complex theories are based on undgfiggesemantic representations consisting of
pairs of relations.

All simple theories except AP' obtain better results than the baseline. All under-
specified semantic representationofnpleX obtain better results than the baseline.
All of these theories except for AIJ almost achieve 100% coverage of the data. The
errors are due to those cases in the data which are not applicethe corresponding
relation schema and to those cases which have been remotreglrie-rating process
described above.

Only a semantics based on AT provides disjointness of complements. All other
theories allow for spatial configurations which might beatdsed by a certain prepo-
sition as well as by its complement preposition.

The lower range levels of the theories QROP, p, OP4,.iq, AD™, ADP™% and
ADC" provide pairwise disjointness.

For theories based on @rRind AD}! there are not enough range levels defined to
cover the whole set of data.

6.4 Projective locative expressions modified bydi-
rectly’

This section evaluates all semantic theories specifieddyntippings? *° in Section
3.5 with projective locative expressions that are modifigthie adverldirectly. Based
on the evaluation results semantic theories for projetbivative expressions modified
by directly are proposed. The method applied in this section is the santfeeaone
from the previous section.

Data The evaluations are carried out on the set of data prepa®eldon 6.1. More
specifically, those projective locative expressions atecsed which contain exactly
one modifier, namely the advedirectly. The data set consists of 41 positive uses and
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prepositions freq
above 20
below 19
underneath 3
beneath 2
west 1
under 1
down 1

Table 6.9:Projective terms of locative expressions that are exobiginodified by the adverthirectly.

4 negative uses. The frequency distribution of the projegdrepositions is shown in
Table 6.9.

Method As in the previous section it is the aim of this analysis teed®ine lexical
mapping from pairs of the modifiglirectly and a projective preposition onto pairs of
locative direction relations for a given relation schefs.

3) HES((“directly, prep)) — (HESk(prep), H® (prep))

The relations are determined according to the heuristicrdesl in the previous sec-
tion. Again, all critical locative expressions which wercdsive for the selection of a
particular relation were re-rated as before (cf. AppendixBut this time no expres-
sions were removed from the data.

Results and Discussion The results are shown in Tables 6.10 and 6.11. The number
of correct and incorrect predictions are listed for positisses, negative uses and for
the total set (i.e. positive and negative uses). Horizdiriak separate range levels
which provide pairwise disjoint relations from range lewvgroviding relations with
the property of complement disjointness and from rangeldavlich do not provide
any of these disjointness properties.

The range levels provided by AP, ADP"** and ADJ* are not low enough to
correctly reject all negative uses.

All semantic theories of projective locative expressiormxlified bydirectly are at
least complement disjoint if the underlying relation sclagmovides any disjointness
properties (OB, OP,p, OPg,i4, AD™, ADP™* AD%! and AD"?). That means,
if a spatial configuration is correctly described by the corabon of directly and
some projective prepositioprep, then this spatial configuration cannot be correctly
described by the complement prepositiorpeép. For example,directly abovéex-
cludes below.

The following theories also provide pairwise disjointne®®,p, OP;,;4, AD™,
ADPrr and AD", That means thatirectly prep excludes the use afirectly prep’
whereprep’ is a preposition that is associated with a direction thabisatigned with
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OPP (total:45, non-applicable:0)

positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 10 31 4 0|14 (0,311) 31
2 41 0 0 4|41 (0,911) 4
3 41 0 0 4|41 (0,911) 4
4 41 0 0 4|41 (0,911) 4
OPO (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 36 5 4 0| 40 (0,889) 5
2 41 0 1 3|42 (0,933) 3
3 41 0 0 4|41 (0,911) 4
4 41 0 0 4|41 (0,911) 4
5 41 0 0 4141 (0,911) 4
OPORP (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 9 32 4 0|13 (0,289) 32
2 10 31 4 0|14 (0,311) 31
3 41 0 1 3|42 (0,933) 3
4 41 0 0 4|41 (0,911) 4
5 41 0 0 4|41 (0,911) 4
6 41 0 0 4141 (0,911) 4
7 41 0 0 4141 (0,911) 4
8 41 0 0 4141 (0,911) 4
9 41 0 0 4141 (0,911) 4
OPGrid (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 7 34 4 0|11 (0,244) 34
2 30 11 2 2|32 (0,711) 13
3 41 0 0 4141 (0,911) 4
4 41 0 0 4|41 (0,911) 4
5 41 0 0 4141 (0,911) 4
6 41 0 0 4141 (0,911) 4
7 41 0 0 4141 (0,911) 4

6.4

Table 6.10:Evaluation frequencies of projective locative expressithvat are modified bdirectly.
Application of orthogonal projection relation schemata.
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ADcent (total:45, non-applicable:0)

positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 38 3 3 1|41 (0,911) 4
2 41 0 1 3|42 (0,933) 3
3 41 0 0 4141 (0,911) 4
4 41 0 0 4141 (0,911) 4
5 41 0 0 4141 (0,911) 4
ADprox (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 40 1 2 2|42 (0,933) 3
2 41 0 1 3|42 (0,933) 3
3 41 0 1 3|42 (0,933) 3
4 41 0 0 4141 (0,911) 4
5 41 0 0 4|41 (0,911) 4
ADIntP (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 8 33 4 0| 12 (0,267) 33
2 25 16 4 0|29 (0,644) 16
3 39 2 1 3|40 (0,889) 5
4 41 0 0 4|41 (0,911) 4
5 41 0 0 4141 (0,911) 4
ADIntO (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 41 0 1 3|42 (0,933) 3
2 41 0 1 3|42 (0,933) 3
3 41 0 0 4141 (0,911) 4
4 41 0 0 4|41 (0,911) 4
5 41 0 0 4|41 (0,911) 4
6 41 0 0 4141 (0,911) 4
ADGrid (total:45, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 11 30 4 0|15 (0,333) 30
2 41 0 1 3|42 (0,933) 3
3 41 0 1 3|42 (0,933) 3
4 41 0 0 4|41 (0,911) 4
5 41 0 0 4|41 (0,911) 4
6 41 0 0 4|41 (0,911) 4
7 41 0 0 4141 (0,911) 4
5

Analyses

1
Table 6.11:Evaluation frequencies of project|v8e locative expressitirat are modified byirectly.
Application of angular deviation schemata.
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the direction associated wighrep. For example,A is directly above Bexcludes A is
directly to the left of B * A is directly to the right of Band ‘A is directly below B

Similarly, the lower range levels of all of the former thes(OR, OP,p, OP5,.4,
AD“™, ADP™*, AD% and AD""?) provide pairwise disjointness.

The underspecified theories determined for each relatibarsa are evaluated to
the whole set. The baseline for each theorglid %; it is the proportion of positive
uses with respect to the sum of positive and negative uséseidantic theories are

relation schema theory correct
OPp OPp1®0Pp2 100.0%
OPy OPo1®0Po2 100.0%
OPop OPo p2®OPo p3 100.0%
OPgria OPgria1®0Pgri43 | 100.0%
ADcent AD§ pADS™ 97.8%
ADProz ADPT* ADE™" | 95.6%
ADt ADBAD Y 100.0%
ADt ADZIaAD DY 93.3%
ADG"id AD§"pADS ™ | 100.0%

Table 6.12: Evaluation of the underspecified semantic tee@f projective locative
expressions modified yirectly.

better than the baseline.

6.5 Projective locative expressions modified by
‘dightly’

This section evaluates all semantic theories specified &yrtappingsd *° in Sec-
tion 3.5 with projective locative expressions that are riiediby the adverislightly.
Based on the evaluation results semantic theories for tineskfied expressions will
be proposed.

Data The evaluations are carried out on the set of data prepai®elation 6.1. More
specifically, those projective locative expressions atecsed which contain exactly
one modifier, namely the advestightly.

Method After a first evaluation according to the method describe@hapter 4 crit-
ical expressions have been re-rated (cf Section 6.3). Neesgns had to be removed
from the data set because no expression was rated as fakse die 22 positive uses
and one negative use. All types of prepositions are listatl weéquencies in Table
6.15. We analysslightly as a tdiagonal modifier, cf. Section 3.5, page 110. The
corresponding lexical mappings map pairs consisting ofntloglifier slightly and a
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6.5 Analyses
OPP (total:23, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
"1 0 22 1 0| 1 (0,043) 22
2 8 14 1 0| 9 (0,391) 14
3 20 2 1 0|21 (0,913) 2
4 21 1 1 0|22 (0,957) 1
OPO (total:23, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 1 21 1 0| 2 (0,087) 21
2 1 21 1 0| 2 (0,087) 21
3 22 0 1 0|23 (1,000) 0
4 22 0 1 0|23 (1,000) 0
5 22 0 0 1|22 (0,957) 1
OPORP (total:23, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 0 22 1 0| 1 (0,043) 22
2 0 22 1 0| 1 (0,043) 22
~3 0 22 1 0| 1 (0,043) 22
4 8 14 1 0| 9 (0,391) 14
5 20 2 1 0|21 (0,913) 2
6 20 2 1 0|21 (0,913) 2
7 21 1 1 0|22 (0,957) 1
8 21 1 1 0|22 (0,957) 1
9 22 0 0 1|22 (0,957) 1
OPGrid (total:23, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 0 22 1 0| 1 (0,043) 22
"2 0 22 1 0| 1 (0,043) 22
3 8 14 1 0| 9 (0,391) 14
4 19 3 1 0|20 (0,870) 3
5 22 0 1 0|23 (1,000) 0
6 22 0 1 0|23 (1,000) 0
7 22 0 1 0|23 (1,000) 0

Table 6.13: Frequencies of the evaluation of projective locative esgians that are modified by
slightly. Application of orthogonal projection relation schematrizontal lines separate range levels
which provide pairwise disjoint relations from range levgkoviding relations with the property of
complement disjointness and from range levels which do ratige any of these inferential properties.
Bold face range levels are included in the semantic thebeysymbol- marks range levels which are
explicitly excluded from the theory.
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ADcent (total:23, non-applicable:0)

positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 1 21 1 0| 2 (0,087) 21
2 5 17 1 0| 6 (0,261) 17
3 11 11 1 0| 12 (0,522) 11
4 22 0 1 0|23 (1,000) 0
5 22 0 0 1|22 (0,957) 1
ADprox (total:22, non-applicable:1)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 0 21 1 0| 1 (0,045) 21
2 0 21 1 0| 1 (0,045) 21
3 5 16 1 0| 6 (0,273) 16
4 19 2 1 0|20 (0,909) 2
5 21 0 0 1|21 (0,955) 1
ADIntP (total:22, non-applicable:1)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 0 21 1 0| 1 (0,045) 21
2 0 21 1 0| 1 (0,045) 21
3 0 21 1 0| 1 (0,045) 21
4 8 13 1 0| 9 (0,409) 13
5 17 4 0 1|17 (0,773) 5
ADIntO (total:22, non-applicable:1)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
"1 0 21 1 0| 1 (0,045) 21
2 4 17 1 0| 5 (0,227) 17
3 12 9 1 0| 13 (0,591) 9
4 17 4 1 0|18 (0,818) 4
5 21 0 0 1|21 (0,955) 1
6 21 0 0 1|21 (0,955) 1
ADGrid (total:23, non-applicable:0)
positive uses | negative uses total
level | correct incor.| correct incor.| correct incor.
1 0 22 1 0| 1 (0,043) 22
2 0 22 1 0| 1 (0,043) 22
3 2 20 1 0| 3 (0,130) 20
4 11 11 1 0|12 (0,522) 11
5 22 0 1 0|23 (1,000) 0
6 22 0 1 0|23 (1,000) 0
7 22 0 0 1|22 (0,957) 1

6.5
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prepositions
right
above
left
below
up
east
underneath
down
beneath

PR RPN WWW S| —-

Table 6.15:Projective terms of locative expressions wstightly as a single modifying phrase

projective preposition onto quadruples of locative diattelations for a given rela-
tion schemakS. The quadruples determine a semantic representation \higfined
by four range levels, j, k andl with: < j < k < [

4) Hfs((‘slightly, prep)) +— HRSk(prep) P HRSl(prep) A ﬁHRSi(prep) s
H55 (prep)

The termH %5 (prep) & HE5(prep) corresponds to the semantic representations of
unmodified expressions (cf Section 6.3). The terfd ™ (prep) © HEi (prep) ex-
cludes lower ranges from the extension specified by the qusevierm. The mapping
will be such that all positive uses dfnod, prep) in the data satisfy %% (prep) but
not H%% (prep) and all negative uses will either satisfy**%i (prep) or they will not
satisfy H 1+ (prep).

Tables 6.13 and 6.14 show the frequencies of correct andrextapplication of
semantic theories. It separately lists the frequenciepdaitive and negative uses.
Horizontal lines separate range levels which provide pgagwlisjoint relations from
range levels providing relations with the property of coempént disjointness from
range levels which do not provide any of these disjointnespgrties. The range
levelsk andi, which correspond to the range levels of an unmodified esprsare
determined according to the heuristic specified in SectidnBhey are marked in bold
face in the result tables. The range leviedsidj (for excluding lower range levels) are
marked with the symbot. The upper range leveglis set to the highest range level in
the evaluation results which provides the no correct pasiises or, if there is no such
range level, the exclusive part is omitted completely. Tdveer range level is set to
the highest range level which provides the maximum numbeootct negative uses.
If 7 is greaterj, then: is reset toj.

Results and Discussion The underspecified theories determined for each relation
schema are shown in Table 6.16. If the same range levels arkiced by the under-
specification operatap we just write this range level once without underspecifarati
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relation schema theory correct
OPp OPpy A— OPpy 95.7%
OPy OPp3 100.0%
OPop OPo ps@®OPo pg A— OPop3 100.0%
OPgria OPgrias A OPgrige 100.0%
ADeent ADgent 100.0%
ADProx ADY"" @ ADE™" A= ADE™" | 95.7%
ADpt ADZHGADEE A— ADE 95.7%
ADt ADZt & ADZE A— AD Y 95.7%
ADGCTid ADSTA— ADST 100.0%

Table 6.16: Evaluation of the underspecified semantic theories of ptivje locative expressions
modified byslightly.

The theories were evaluated with respect to the same datalbet them are equal to
or greater than the baseline®f.7% (22 positive uses divided by a total number of 23
expressions).

Theories based on the relation schemata“ADand AD"" provide complement
disjointness. All other theories do not provide any didjoass properties. The theories
based on Op and AD*** cannot be analysed adiagonal modifiers since they do
not exclude any lower range levels. All other theories camaaysed asdiagonal
modifiers. The part that excludes the lower ranges is pagrdisjoint for the following
theories: OR, OP,p, OPs,,4, ADP™% and AD""¢, That means a description with the
combination ofslightly and prep rules out a description with combination slightly
andprep’ whereprep’ is a preposition that is associated with a direction thatois n
aligned with the direction associated withep. For example, A is slightly above B
blocks ‘A is slightly to the left of B ‘A is slightly to the right of Band ‘A is slightly
below B.

6.6 Conclusions

This section summarises the semantic theories for progekicative expressions that
have been determined in the preceding sections and disdireseslations between the
semantics of unmodified expressions and expressions nudifdirectly andslightly.
Table 6.17 summarises all theories for projective locak@ressions that were de-
termined in the previous sections. The first part of the tablamarises the semantic
theories for unmodified projective locative expressionbeylare specified in terms
of underspecified combinations of a lower range leleland an upper range level
Up. The column “CD of Up” describes whether the relations ofupeer range level
provide complement disjointness (CD); and the column “PRa¥fdescribes whether
the relations of the lower range level provide pairwisealigpess (PD). The second
part of the table summarises the semantic theories for giregelocative expressions
modified bydirectly and describes disjointness properties of the relationseotorre-
sponding range levels. The third part summarises the s&rtaabries for projective
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locative expressions modified Islightly and it describes disjointness properties of the
corresponding relationgncUp specifies the range level of the relations which deter-
mine the part of the domain theain make the expression true and the relations from
range leveExUp determine the part of the domain which is explicitly exclddeom

the part determined bipncUp.

un- CD PD CD PD PD CD PD
mod- of  of | directly of of of | slightly of of
ified Up Lo Up Up Lo IncUp ExUp
(Lo®Up) (LosUp) (IncLosIncUpA—ExUp)
OPp 1p4 - yes| 1®2 yes - yes 4n-1 - yes
OPy 204 - - | 182 - - - 13 - -
OPop 389 - yes| 283 yes yes yesg 889A-3 - yes
OPgriq | 296 - yes| 183 yes yes yeg5A—-2 - yes
ADeent | 204 yes yes| 142 yes yes yes 4 yes -
ADPTe* | 25 - yes| 1®2 yes yes yes 4d5A-2 - yes
ADWt | 335 - - | 2904 yes yes yes 4p5A—3 - -
ADZt | 195 - - | 1ol - - - |405A-1 - -
ADE™ | 316 - yes| 182 yes yes yesg 5A—2 yes yes

Table 6.17:Summary of semantic theories and their disjointness ptigselICD means complement
disjointness, PD pairwise disjointness.

For each relation schema three semantic theories werendatst from the ana-
lysis of the data: one for unmodified expressions, one foresgions modified by
directly and one for expressions modified &lghtly.

The theories fodirectly andslightly, more specifically the upper range levels of
these theories are subsumed by (the upper range level dfebey of unmodified ex-
pressions for all relation schemata. This is not very sanpgisince this inference was
assumed in process of annotating the corpus, see page 18@veipthis assumption
does not rule out in principle that there could have beenscasthe data leading to
theories fordirectly andslightly that were not subsumed by the corresponding theory
for unmodified expressions.

The theories based on AD' are the only theories that provide complement dis-
jointness for unmodified projective locative expressiomd expressions modified by
slightly. However, they do not exclude any low range levels from thgeadetermined
by the semantics of expressions modifiedsbghtly.

The semantic theories based ongPOP;,.;, ADP°* and AD"" satisfy all dis-
jointness properties listed in the table except for compleiaisjointness of unmodi-
fied expressions and expressions modifiedlmhtly,

Table 6.18 shows specific relations between the theori¢sithdased on the same
relation schema. The first column shows for which relatidmeseata the upper range
level of the theory fodirectly is subsumed by the lower range level of the theory for
unmodified expressions. If this subsumption relation issBatl then the modification

164



Analyses 6.6

directlyUp C unmod_o | directlyUp C slightlyExUp
OPp - -
OPRy yes -
OPyp yes yes
OFgrid - -
ADeent yes -
ADPror yes yes
ADt - -
ADZ! yes yes
ADCrid yes yes

Table 6.18:Comparison of semantics of unmodified expressions and ssipres modified by slightly
and directly, respectively.

with directly implies that the corresponding unmodified expression isdely true
and cannot be false, e.g.:

(5) Aisdirectly above B—= A is above B in every respect.

In contrast to the indirect way of determining the lower rargvelunmodLoof a
theory for unmodified expressions in Section 6.3, lower ealeyels can be directly
inferred from occurrences of projective locative exprassimodified bydirectlyif the
inference rule of (5) holds.

The second column shows for which relation schemata theruppge level of the
theory fordirectly is subsumed by the range level that determines which lowegera
levels are excluded by expressions modifieglyhtly. If this subsumption relation is
satisfied then the modification withirectly implies that the corresponding expression
modified byslightlyis false, e.qg.:

(6) Alisdirectly above B= A s not slightly above B

The following relation schemata provide theories whiclis§atll of these proper-
ties: ORyp, ADP™, AD, and ADF",

Pulling together the information of disjointness propestand the relation between
the theories for modified and unmodified expressions, traiogls of which relation
schema should be selected as the basis for a semantics ettrejlocative expres-
sions? Here we can only come to a conditional conclusioheife are cues from other
resources that prepositions and their complement prepasiare mutually exclusive
then AD**™ should be selected. On the other hand, if there are cuesxpassions
modified bydirectly exclude (i) negative uses of the corresponding unmodified ex
pressions and also (i) modification Isfightly, then AD", AD?™°* or OP,p are
good candidates.
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It should be clear that these theories have been determméutedasis of a small
collection of locative expressions and a very limited sgatomain, and thus it is an
open question how far these results can be transferred éo ddmains. In particular
it should be noted that these theories do not account forscakere the frame of
reference needs to be computed and where functional nedaiave an impact on the
description of the spatial relation.
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Chapter 7

Summary and Closing Remarks

7.1 Summary

This thesis has investigated semantic theories of pregdticative expressions on
the basis of independently collected conversational dakee investigation has been
based on a novel formal approach to testing extensionalrg@leories of projective
locative expressions with pairs of spatial configurationd atatements about them.
This approach has been implemented as a computationaldun@cand applied to
data from the HCRC Map Task corpus (Anderson et al., 1991).

In this study the semantic of projective locative expressis based on locative
direction relations. Locative direction relations aretggdaelations that describe the
location of an objecto relative to a reference objeeb by means of a prototypical
directionp.

Two kinds of semantic theories have been defined. Firstlgs&cal’ semantic
theories which divide the domain into two parts — either tleaning of an expressions
is true with respect to a particular spatial configuratiort @rfalse. A semantic theory
Trs is defined by a mapping/®° from projective prepositiong{ep) or pairs of a
modifier and a prepositiom{od, prep) onto locative direction relations/,:

(1)  H®(prep) — rel,
H®5(mod, prep) — rel,

Every suchrel, defines the extension of the corresponding projective leakpres-
sion. A locative predication involvingiod andprep and terms referring to a located
objectlo and a reference object is true if and only ifrel, holds betweerto andro.

A set of the ‘classical’ theories was specified by systeradlyicombining different
techniques for defining locative direction relations foundhe literature. However,
projective locative expressions are vague to some extemat Means, that there are
spatial configurations for some expressions that are trigenme respect but false in
another respect.
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Therefore, secondly, 'composite’ semantic theorifs, have been defined
that map projective locative expressions onto pairs of tleeadirection relations
(rel?,rel7). Each of these pairs divides the extension of an expressidefinitely
true (rel!) and possibly tru¢rel’). More preciselyrel!, is true for all spatial relations
that can be expressed in every respect by expressionstwogsisnod andprep. And
Tel% is true for all spatial relations thaanbe described by such an expression. Con-
sequentlyyel? is false for spatial relations that cannot be described bgx@nession
consisting ofmod andprep in any respect. A semantics is defined for this formalism
based on models of first-order logic. It determines a classigth value for sentences
of ‘composite’ theories.

The semantic theoriegrs (both the ‘classical’ and and the ‘composite’ theories)
defined by each mapping’*® have been tested against projective locative expressions
from the HCRC Map Task corpus (Anderson et al., 1991) whiehdasllection of route
description dialogues. The routes which had to be desciitbé¢lde dialogues were
specified by means of maps consisting of schematic landmémnksrder to collect a
set for testing all those locative expressions have beeaagt from the corpus which
the speakers used to make statements about the locatiomdofidaks relative to other
landmarks.

The testing procedure has been based on a model-theoratisisnof the data.
The collected utterances have been translated into a semgpriesentation formalism
and the maps about which the utterances make claims havettz@esfiormed into
structures that turn into models for this representatiamédism (in the canonical
sense of model-theoretic semantics) when combined with etbe theorie§ i that
are to be tested. That is, each map is turned into as many masi¢here are testable
theories; and the model-theoretic truth definition for #agresentation formalism then
assigns for each utterance about that map a truth valuettaritslation in each of these
models. If the truth value in a model agrees with the trutlggrdent evinced by the
speaker, that provides positive evidence for the theoryesponding to that model.
If truth value and judgement disagree, then that conssitnegative evidence for the
corresponding theory.

An important subtask was the design of a formal method foeggmg canonical
models for projective locative expressions from the mapbheg are used in the map
task. Each of the testable theories specifies semantic til@fimifor the different pro-
jective locative expressions in terms of geometric propemvhich are directly identi-
fiable in the abstract geometrical maps into which the oalgnaps were transformed
(see below). Therefore, each such definition assigns todiresponding projective
locative expression a model-theoretic interpretatiaa (an extension) for each map.
In this way each theory turns each abstract map into a caalaniadel for the projec-
tive locative expressions of the representation formalism
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Computational implementation The testing algorithm has been implemented as a
computational procedure. The data has been prepared ioltbeihg way.

First, the maps that were used in the map task experimenésbean transformed
into more abstract geometrical structures — rectangulds jp& the Euclidean planes
within which all landmarks are represented as polygonsceSeach of the testable
theories specifies semantic definitions for the differenjgmtive locative expressions
in terms of geometric properties that are explicitly représd in the abstract maps
and can be automatically recognised, each such definitggrasto the corresponding
projective locative expression an extension for each atistnap, and these extensions
can be determined by automatic means.

Second, all locative expressions were marked in the cofplusy described the lo-
cation of a landmark with respect to another landmark. They tvere annotated with
feature structures containing the information requiredtie evaluation procedure. In
particular, they were annotated with the prepositipreg) a list of modifiers {nod)
links to the objectsip andro) which the expressions refer to, and information about
whether the speakers indicated that an expression is tria¢ser For each theo¥is
mappings from these feature structures were defined thagduhem into formulas
of the semantic representation formalism fdfs. For each of these semantic rep-
resentations the truth value was determined with respetigt@orresponding model
generated in the first step.

Results The evaluation shows good results for the ‘classical’ s¢inémeories. But
none of them correctly separates all positive uses of pliggetocative expressions
from all negative uses. A analysis of the errors suggeststiiese theories cannot
correctly model both the semantics of negative and positbes.

A data-driven approach was taken to determine ‘composti@astic theories for
unmodified projective locative expressions and for expoassmodified bydirectly
andslightly The evaluation results systematically improved with respe the corre-
sponding ‘classical’ semantic theories.

Further analysis of the ‘composite’ theories showed thatieaning of comple-
ment prepositions did not come out as mutually exclusiverfost those theories. But
there are indications that a (correct) positive use of thdifiew directly is mutually
exclusive with negative uses of the corresponding unmatléigression, as well as
with the positive use of the modifistightly.

Conclusions This thesis presents a novel approach for testing semdnaaries of
projective locative expressions with conversational datdne testing procedure is
based on a formal-semantic analysis of the natural langdaigeand on a novel tech-
nique to translate the corresponding spatial data intofspewodels of formal seman-
tics. These procedures were implemented and applied tdrdatdahe HCRC Maptask
corpus. They proved to be a powerful tool for the analysisathlsemantic theories
and data.
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7.2 Closing remarks

In order to proceed in the direction of this piece of resedtrebould be desirable to

evaluate the semantic theories of projective locativeesgions with data derived from
other domains. There are two questions. First, do the tbgeq@roposed in this work
generalize to other domains or are they overfitting the data the HCRC Maptask
corpus? Second, how do these theories perform in domain®winere are functional
relations between the objects of the domain and where tineefiaf reference is not
constant? It should be clear that for such domains the sémieries from this

work would have to be extended such that frame of referenoguatation, direction

relations, and functional relations are integrated inbgl& theories.

Another direction of continuing this work would be to reduoa&nual work and
increase the number of automatic procedures. In princthketesting procedure is
fully automatical and thus it provides a good basis for maghearning approaches
and inferential statistical analyses. However, it is onliyf automatical as long as
the data are prepared in the ways described, and most of thal gceparation of
the data was done manually and turned out to be very laboemnsite. Therefore,
it would be highly desirable to have as much as possible ofptieparations done
automatically, too. The challenge is to find procedures gabmatically produce
unique spatial representations and unique feature stagctis specified in Chapter 4,
yet without them being dependent on the semantic theorssatie to be tested. As
for the geometrical representations, we can take such apémdience for granted,
since the problem of producing a spatial representatiom faospatial configuration
is one of recognising the identity of objects and assignifgration to them, but not
one of classifying relative position. As for the featuraustures that are some kind of
pragmatic and semantic representations of uses of pnagdotative expressions, it is
not clear to what extent the construction procedure is iaddpnt from the relevant
semantic theories. The type of the feature structures eated here from Chapter 4:

prep : asymboldenoting a projective preposition

mod : alist of symbols denoting modifiers

lo : asymbol uniquely referring to the located objegt
ro : asymbol uniquely referring to the reference object
use : atruthvalue

A computational procedure that provides analyses of ptiggtocative expressions
in such a way has to cope with a whole bunch of problems irggefitom natural
language processing, in particular (i) parsing, (ii) cterence and reference analysis,
and (iii) discourse and dialogue analysis. On all levelsginestion is whether we can
resolve ambiguous analyses in order to obtain unique featnuctures, and if so, if
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Summary and Closing Remarks 7.2

we can do this without relying on the semantic theories toelséet. The preposition
(prep) of locative expressions and the modifienso) are analysed by syntactic pars-
ing of the relevant utterances. The syntactic analysis tegides the phrases that
refer tolo andro. The reference of these phrases has to be determined by a€omp
nent that resolves anaphoric expressions and determimesfédrence of an expression
with respect to given spatial representations. An anabfdise discourse or dialogue,
respectively, determines logical and pragmatical embepdf the expression in the
context. From such an analysis the value for the featueeshould be derivable, i.e. a
truth value that indicates whether the expression is usettiyely or negatively.
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Kapitel 8

Zusammenfassung

Die Semantik Projektiver Lokativer Ausdriicke

Einfihrung — Kapitel 1

In dieser Arbeit werden geometrische Wahrheitsbedinguvga projektiven, loka-
tiven Ausdiickenanhand von Wegbeschreibungsdialogen untersucht. Pxegek-
kative Ausdriicke beschreiben die Position eines Objekles lokalisierten Objekts
oder auch LO, relativ zu einem Referenzobjekt, RO, durchalegeiner Richtung.
Die Richtung wird typischerweise durch projektive Praposen (Herskovits, 1986)
wie zum Beispieliber, unter, rechts vorundlinks vonausgedriickt. Der folgende Satz
beinhaltet einen projektiven, lokativen Ausdruck:

Q) Der Kreis ist Uber dem Rechteck.

Die Prapositioriiber bestimmt die Richtungben der Ausdruclder Kreisbezeichnet
das LO unddem Rechtecttas RO. Die Bedeutung solcher Ausdriicke soll hier in einer
Weise untersucht werden, dass jedem dieser Ausdriickehdiggbedingungen zuge-
ordnet werden, die dann fur beliebige raumliche Konatielhen bestimmen, ob dieser
Ausdruck auf diese Konstellation zutrifft, also wahr istleo eben nicht, also falsch
ist. Dabei beschranken wir uns hier auf Falle, in denenBdideutung von projekti-
ven, lokativen Ausdriicken ausschlie3lich durch geomsetie Wahrheitsbedingungen
bestimmt wird, so dass andere Faktdrearnachlassigt werden konnen. Um die Fra-
gestellung zu verdeutlichen seien in Abbildung 8.1 vierspagle gegeben, die jeweils
ein Rechteck und einen sehr kleinen Kreis zeigen. Fur a&ladonstellationen von (a)
bis (d) konnen wir uns die Frage stellen, ob Satz (1) aufsiefit. Entsprechende Er-
klarungsansatze, die in dieser Arbeit untersucht werdasieren allesamt auf lokative
Richtungsrelationen.

1Siehe zum Beispiel Coventry & Garrod (2004).
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(@) (b) (©) (d)

Abbildung 8.1: Verschiedene Konstellationen eines Kieisad eines Rechtecks.

Lokative Richtungsrelationen — Kapitel 2

Lokative Richtungsrelationerel, klassifizieren relative Positionen, d.h. die Position
eines Objektes relativ zu einem anderen Objekt, nach gqatmthen Richtungenp,
wie zum Beispiebben unten rechts links vorneundhinten Das Bestimmen, ob eine
Richtungsrelationenel, auf ein Paar von Objekteio undro zutrifft, erfolgt in drei
Schritten. Zuerst wird eine Reprasentation der relatResition furlo relativ zuro er-
zeugt. Als Zweites wird der Grad der Anwendbarkeit vef), auf die Reprasentation
ermittelt und damit auch auf das Paar der Objékiero). Als Drittes wird entschie-
den, ob der Grad der Anwendbarkeit hinreichend hoch istase das Padto, ro) die
Relationrel, erflllt.

Bei Reprasentationen von relativer Position untersareidir vornehmlich zwi-
schenWinkelrepéasentationerund achsenbasierten RegmentationenWinkelrepra-
sentationen stellen relative Position mithilfe eines adehrerer Winkel bzw. Vektoren
dar. Der Grad der Anwendbarkeit wird dann tiber die Abwenghder entsprechenden
Winkel von der prototypischen Richtung ermittelt. Um zusehieiden, ob die ent-
sprechende Relation erfullt ist, gibt es unterschiededingungen, die insbesondere
dann verschieden sind, wenn sich die Reprasentationesr idrdzahl der Winkel bzw.
Vektoren unterscheiden.

Achsenbasierte Reprasentationen bestehen aus ortHeg®ajektionen der rele-
vanten Objekte auf ein oder mehreren Achsen. Pro Dimensiahein Paar raumlich
ausgedehnter Objekte durch ein Paar von Intervallen daitieAquivalent kdnnen
die Objekte auch als ein Paar von Rechtecken reprasengeden, bei denen die Eck-
punkte von den entsprechende Intervallgrenzen der acasienten Reprasentationen
bestimmt werden. Mithilfe des Rechtecks des Referenztbjaknn die Ebene in Re-
gionen aufgeteilt werden, wie in Abbildung 8.2 dargest&l#r Grad der Anwendbar-
keit wird dann Uiber den Grad dBberlappung des lokalisierten Objekts mit verschie-
denen Kombinationen dieser Regionen errechnet.

Es wurden mehrere Relationsschem@taspezifiziert, die lokative Richtungsrela-
tionen fur die Haupthimmelsrichtungendrd, west siid, ost) definieren. Jedes Rela-
tionsschema definiert pro Richtung eine Reihe von Relationg unterschiedlicher
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NW NE
Nwc | Nec
Wnc 1 Enc
Wsc ‘ Esc
Swc | Sec
SW SE

Abbildung 8.2: Aufteilung der Ebene um das Referenzobjeldtd Regionen .

Abdeckung, so dass Relationen mit hoherer Abdeckung despesthenden Relatio-
nen mit niedrigerer Abdeckung komplett Umfassen. Der Akdagsgrad wird durch
die Indizes; und; angegeben:

(2)  Vlo,ro:relfi(lo,ro) = rel™i(lo,ro) withi < j

In diesem Kapitel werden die RelationsschemataADAD?**, AD*, AD%* und
ADCr definiert, die auf Winkelreprasentationen basieren, uadrRelationsschemata
OPp, OR,, OPR,p und OR,,,4, die auf achsenbasierte Reprasentationen basieren.

Semantik Projektiver Lokativer Ausdriicke — Kapitel 3

In diesem Kapitel werden zwei Arten semantischer Theorefmgkrt, die die Bedeu-
tung von projektiven, lokativen Ausdriicken modellierAfs Erstes werden projektive
Prapositionen direkt auf die lokativen Richtungsrelagin abgebildet, die im vorheri-
gen Kapitel definiert worden sind.

()  H™(mod) — rel,
H®(mod, prep) — rel,

Diese Bedeutungsdefinitionen bestimmen eindeutig einehrWggswert eines
projektiven, lokativen Ausdrucks — ein Ausdruck ist enteedahr in Bezug auf eine
raumliche Konstellation oder er ist falsch.

Allerdings ist allgemein bekannt — und es wird auch an dereDgezeigt —, dass
projektive, lokative Ausdriicke eine vage Bedeutungskomepnte haben. Das heisst,
es gibt fur alle diese Ausdriicke entsprechende raumlkdnstellationen, fur die der
Wahrheitswert nicht eindeutig bestimmt werden kann, urgeivisser Hinsicht ist der
Ausdruck wahr, aber in anderer Hinsicht ist er falsch.
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Um diese Vagheit zu modellieren, werden als Zweites Thaovageschlagen,
die projektive, lokative Ausdriicke auf Paare von Richsretationen(r;, ;) abbil-
den. Wobei jedes dieser Paare die Extension des Ausdrudegimtiv wahr ;) und
moglicherweise wahrr(;) aufteilt. Im speziellen ist; wahr fur alle Paare von Objek-
ten, die in jeglicher Hinsicht durch den Ausdruck besteheursnod undprep korrekt
beschrieben werden. Und ist wahr fur alle Paare von Objekten, die durch den Aus-
ruck bestehend ausod undprep korrekt beschrieben werdd@nnen Folglich istr;
nur fur die Paare falsch, die in keinerlei Hinsicht durcasg#in Ausdruck beschrieben
werden konnen.

Fur den vorgeschlagenen Formalismus wird ein Valuatierialaren vorgestellt,
das anhand von Modellen der Pradikatenlogik erster Stafe \Wahrheitswert von
Satzen des Formalismus bestimmt.

Methode — Kapitel 4

Die semantischen Theorien, die im vorherigen Kapitel definivurden, werden an-
hand desHCRC MaptaskKorpus (Anderson et al., 1991) getestet. Das Korpus besteht
aus Wegbeschreibungsdialogen, in denen Wege beschriedydrny die durch Karten
mit schematischen Landmarken vorgegeben sind.

Das Testverfahren basiert auf einer modelltheoretischeasiy&e der Daten. Die
gesammelteAuRRerungen werden in einen semantischen Reprasentatioraismus
Ubersetzt, und die Karten, tiber die dida®erungen Aussagen treffen, werden in geo-
metrische Strukturen uberfuhrt, die dann in Modelle (iam&nischen Sinn der mo-
delltheoretischen Semantik) fur diesen Reprasentsfitomalismus umgeformt wer-
den, indem sie mit jeder der zu testenden Theofigg kombiniert werden. Jede
Karte wird also in genau so viele Modelle umgeformt, wie edegiende Theorien
gibt. Die modelltheoretischen Wahrheitsbedingungen evedann der semantischen
Reprasentation jeddkuRerung iiber jede solche Karte einen Wahrheitswert zu ent
sprechend des jeweiligen Modells. Wenn der WahrheitsweMbdell mit der Wahr-
heitswertbeurteilung des Sprechers tUibereinstimmtt si@d positive Evidenz fur die
Theorie, die dem Modell entspricht, dar. Und wenn sich Waltslwvert und Wahrheits-
wertbeurteilung unterscheiden, stellt das negative Exvadi@r diese Theorie dar.

Als wichtiger Teil der Aufgabe wurde eine formal Methodewveickelt, die kano-
nische Modelle fur die semantischen Theorien aus den KaldeMaptaskgeneriert.
Jede der zu testenden Theorien spezifiziert semantischatioefen fur die verschie-
denen projektiven, lokativen Ausdriicke anhand von gensusien Eigenschaften, die
direkt aus den abstrakten geometrischen Karten ermit@itden konnen, in die die
originalen Karten deMaptasksumgewandelt wurden (siehe unten). Daher weist jede
solche Definition den entsprechenden projektiven, lokatikusdriicken eine modell-
theoretische Interpretation — und zwar eine Extensiorr jefie Karte zu. So wandelt
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jede Theorie eine abstrakte Karte in ein kanonisches Mddelprojektive, lokative
Ausdricke des Reprasentationsformalismus um.

Das Testvervahren wurde implementiert. Dafur wurden di¢eD folgenderma-
Ben aufbereitet: Zum einen wurden die Karten, die in MaptaskExperimenten be-
nutzt wurden, in abstrakte geometrische Reprasentatiomgewandelt, und zwar in
rechteckige Ausschnitte der euklidischen Ebene in der dredmarken als Polygo-
ne reprasentiert wurden. Da alle zu testenden Theoriearsgsuhe Definitionen fir
projektive, lokative Ausdriicke bestimmen und diese Definen sich auf geometri-
sche Eigentschaften beziehen, die direkt in den abstraj@demetrischen Karten re-
prasentiert sind, kann die Extension der Ausdriicke aatmch ermittelt werden.

Zum anderen wurden im Korpus alle projektiven, lokativerséuiicke markiert,
die die Position einer Landmarke relativ zu einer anderemdbzarke beschreiben.
Desweiteren wurden sie mit Merkmalstrukturen annotieetdie bendtigten Informa-
tionen fur das Testverfahren enthalten. Insbesonderdendie Praposition des lokati-
ven Ausdrucks annotierpfep), eine Liste der Modifikatorem{od), Verweise auf die
Objekte (o undro), auf die sich der Ausdruck bezieht, und Information derjibb die
Sprecher den Ausdruck fur wahr oder falsch halten. Fie jBteori€l s wurden Ab-
bildungen von diesen Merkmalstrukturen auf semantisch@d®entationen enspre-
chendTrgs definiert. Diese semantischen Reprasentationen wurdem al#omatisch
am entsprechenden Modell, das im ersten Schritt genergeden ist, evaluiert.

Daten — Kapitel 5

Als empirische Grundlage der Studie diente #83RC Maptask<orpus (Anderson
et al., 1991), das sowohl projektive, lokative Ausdriickéhalt als auch die von ihnen
beschriebenen raumlichen Konstellationen.

Wir haben geometrische Reprasentationen der Karterlerstelenen die Land-
marken der Karten als Polygone dargestellt werden. DiepeaRentationen erlauben
den direkten computationellen Zugriff auf Position undmdiche Ausdehnung von
Landmarken auf den entsprechenden Karten.

Zum Testen der Theorien wurden alle lokativen, projektid@sdriicke im Kor-
pus markiert, die die Sprecher benutzen, um die Positioaerdiandmarke relativ
zu einer anderen Landmarke zu beschreiben. Diese Vorkonwoetsien dann mit
Merkmalstrukturen annotiert, die semantische und praigete Informationen fur
den jeweiligen Ausdruck enthalten. Insbesondere wurdenMiérkmale wie in (4)
dargestellt annotiert. Die MerkmaleO und RO nehmen als Werte Symbole an, die
eindeutig auf das lokalisierte Objekt bzw. auf das Refevbjekt verweisenREL
und MOD geben die projektive Praposition bzw. die Modifikatorers dausdrucks
an. Das MerkalCOVM bestimmt, ob ein Sprecher deutlich macht, dass er den Aus-
druck, der durch die Ubrigen Merkmale bestimmt wird, flahw (posi t i ve) oder
fur falsch halt fegat i ve undi npl - negat i ve). Das MerkmalCOVMerhalt den
Wert non- comm t ti ng, wenn keine dieser Interpretation ausreichend belegt wer-
den kann, und den Wectancel | ed, wenn der Sprecher seine Aussage revidiert.
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4) LO: eindeutiger Schlussel fur ein raumliches Objékt
RO : eindeutiger Schlussel fur ein raumliches Objekt
REL : projektiver Term

MOD : Liste von Modifikatoren
COMM: (positive|negative|inpl-negative|
cancel | ed | non-commi tti ng)

Ergebnisse — Kapitel 6

Es wurden verschiedene semantische Theorien fur preghtikative Ausdriicke mit
dem Testverfahren und den Daten aus den vorherigen Kagtelaiert. Die Evalu-
ierung der Theorien aus den Arbeiten von (Kelleher, 2003)K¢efe, 1996), (Fuhr
et al., 1995), (Gapp, 1994a), (Abella & Kender, 1993) unddréret al., 1987) zeigt,
dass all diese Theorien Probleme haben, die Semantik vatineg Verwendungen
von projektiven, lokativen Ausdriicken korrekt zu mocde#in.

Ein ahnliches Ergebnis ergab die Evaluierung Jdassischen* semantischen Theo-
rien, die eine einfache Extension definieren. Digdassische' Theorien wurden re-
prasentativ fur verschiedener Techniken aus der Litesgiezifiziert. Die Evaluierung
zeigte, dass keine dieser Theorien alle positive Verwegeinn den Daten korrekt
von den negativen Verwendungen trennt.

Alternativ wurden Theorien aus Paaren von klassischen ridreausammenge-
setzt. Diesekombinierten' Theorien teilen den GegenstandsbereichanTaile. Wie
bereits oben erwahnt, sind diese Teile mit den bestimmtahrki¢itswerten, Wahr
und Falsch, und einem unbestimmten Wahrheitswert vefknGemali der Evaluie-
rung verbessern digombinierten* Theorien die Semantik im Vergleich zu dkias-
sischen’ Theorien systematisch.

Unter den,kombinierten* Theorien gab es nur eine Theorie Uber uniimelite,
projektive, lokative Ausdriicke, bei der projektive Pogpionen ihre Komplemente
ausschlief3en. Dieses Ergebnis wirft die Frage auf, ob sachpgfementprapositionen
wie zum Beispiebbove(uiber) undoelow(unter) tberhaupt generell ausschliel3en.

Drei der,kombinierten’ Theorien zeigten die folgenden Eigensd@rafeine Ver-
wendung des Modifikatomirectly schliel3t sowohl eine negative Verwendung des ent-
sprechenden unmodifizierten Ausdrucks aus als auch deraG#bdes Modifikators
slightly mit dem entsprechenden unmodifizierten Ausdruck.

Schluss — Kapitel 7

Diese Arbeit beschreibt eine neuartige Methode zum Testarsgmantischen Theo-
rien Uber lokative Ausdriicke mit Gesprachsdaten. Dasvéefahren basiert auf einer
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formalsemantischen Analyse der Gesprachsdaten undraarhellgorithmus, der Mo-
delle im Sinne der formalen Semantik aus rein raumlichgor&entationen generiert.
Dieses Verfahren wurde implementiert und konkret einggsein semantische Theo-
rien mit Daten de$ICRC Maptaskorpus zu testen. Es erwies sich als ein effektives
Verfahren zur Analyse der semantischen Theorien und elmmsdnalyse der Daten.
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Appendix A

Expressions removed from the data

Some locative expressions have been removed from the dhee, lrecause they were
marked ascancelled i.e. the speaker indicates at a later point in the dialopaé t
the locative expression is incorrect (cf Section 5.3.3.)b@cause they could not be
annotated appropriately according to the guidelines o&timotation scheme.

Cancelled occurrences The following two utterances contain locative expressions
which are corrected instantly:

Q) 04nc4.266,,..;» G: the youth hostel is about it's a couple of centimetres
to the left ehto the right and a couple of centime-
tres above the alpine garden right so it's very c—

(2) g5ec6.153,... F: directlyabove belowthe s— ... start

In the first utterancéo the leftis revised tato the right and in the second utterance
aboveis corrected tdelow

Another locative expression annotated widncelledis shown in move 124 of dia-
logue dialogueydec3 The relation expressed Iy your right of is corrected in move
133 toon you left

3) g4ec3.122,.,,—,» G: doyou have a boat house to your ... left
q4ec3.123,,-, F. right... atthe bottom
q4ec3.124,.,,—,» G:. oh do you not have another oneto.your right ...

of the concealed hideout
qd4ec3.123,,-, F: Yyeah right of the concealed hideout uh-huh

q4ec3.133,,isy G: hoiwantyou to go to the boat housa your right
... onyour ...on your left
q4ec3.134 iain F. i1don’t have one on my left

q4ec3.135; iain G. thoughtyou did
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Problematic occurrences The following locative expressions were problematic in
some respect and were removed from the data. In the folloutitegance the preposi-
tion on the levels overridden byetween

4) glec5.142.,,—,, F. thatonthe... ... the level.. between the fort... mm

In the following case the anaphoric relationtbétis not clear. Therefore, we cannot
determine the RO unequivocally.

(5) 0g4ec2.218,,-., G: well the finish is just between rock fall and great
lake it's n— ... it's not ... ... directly between them
but it's on the same level athat

In the next part of dialoguglnc3 the route follower states that tHi@ish of the
route isright above the fort This expression has been removed from the data because
we cannot determine the kind of commitment that the speakdribit towards this
expression. Since thishis not marked on the follower’s map, the response of the
instruction giver is decisive. He or she responds by thefidation that the finish is
about an inch above the fortt is not clear whetheabout an inch abovempliesright
aboveand thus confirms it, or whether it rejects it.

(6) 91nc3.432:ify G:. it's above
91nc3.433knowicage - right abovethe fort och i've just got a general gist
there
g1nc3.434.,ify G: ’'bout an inch above the fort

In (7) the instruction giver describes the location of pleésoned strearwhich only
occurs on his or her map, but it is described relative to thdrzarkslate mountain
which does not occur on the giver map. Therefore, this piédaformation is not
reliable, and was removed from the data.

(7) q7eC6.218,cry—w F. where’s the poison stream come from slate moun-
tain
q7ec6.217 iain G: thereisn't a slate mountain on this one
q7eCc6.218 knowiedge F:  right
q7ec6.220Q 1, G: butit’s... below ... slate mountain

The next utterance contains the phrasething else but a saloon bato describe
the located object. This description is too complex to bewagl by the annotation
scheme.

(8) g6nc4.188,,..;» F: there’sjustanoose and then like ... to the left there’s
stone creek and below that there’s a saloon bar but
nothing else

Similarly, the following part of dialogug7nc4contains a locative expressian
poisoned stream near ther@/herenear thererefers to some location underneath the
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pyramid. This description of the reference object is too plExto be captured by the
annotation scheme.

(9) q7nC4-19é]icplain
q/nc4.195,cry—yn
q/nc4.196.,,—»
q7/nc4.197,14in

G. but underneath that we've got a cobbled street
G: have you got that
G: no
G. i've got a poisoned stream near there
The following utterance contains a description which isemsgecified with respect
to which object is the located object and which the refereigect:

(20) Q4nc7.278,,, G: rightifyou think... see between this ... thi—see how
the saxon barn and the rope bridge are above each
other

Either thesaxon barnis above theope bridgeor therope bridgeis above thesaxon
barn. The spatial configuration is depicted in Figure A.1. Theregpion is removed
from the data because no unique feature structure couldtbamiaed.

rope brid lge

Figure A.1: Map 13: saxon barn and rope bridge.
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Appendix B

Re-rating of locative expressions

The truth values of the following locative expressions wébpect to the corresponding
spatial configurations were re-rated by three native speake=nglish. More specifi-
cally, each locative expression was presented with enoiadgiie context so that the
located object and the reference object could be identifibé.projective preposition
in question and the modifiers, if any, were marked in bold f&agticles negating the
relevant locative expressions and the phrase denoting@hef there were more than
one LO, were also marked in bold face. For each locative sspye the corresponding
spatial configuration containing the LO and the RO was ptesktoo. The raters had
to decide whether the speakers used the locative expraasgoionally or whether it
was a false use, e.g. confusion of left and right or a slip efttngue. Altogether 3
raters rated 26 pieces of data. The rating was determindagayjority of the votes.
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(1)

g6nc3.45;4in
q6n03-4§xplain

g6nc3.4 704y
q6n03-4%¢struct
g6nc3.49i4,
g6nc3.50. 1,y
g6nc3.5% ery—yn
g6nc3.52,,14in

q 6nc3. 5§cknowledge

q6n03 . 54xplain

Re-rating of locative expressions

.
banana Tree

m o

mMOmTmmne oo

banana tree i've not got that at all
it's a tree with big leaves and ... it's got a bunch of

bananas on it
well

just go left

okay

right

so should i stop there

it's just underneath the rope bridge

underneath the rope bridge

you know it’s ... it’'s about five centimetres ... ...
down andslightly to the left of it

number of ratings for re-rated

true

fal se truth value

3

0 true
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=L

stone creek

(2) 02ec6.89,cry—w G: Where’s the fort
02ec6.96,.,,—,» G: soisit... toyour right of the stone creek ... and just
up a bit
02ec6.97.p1y—n F: no
02ec6.98,4in F. tomy left and up a wee bit ...
number of ratings for re-rated
true fal se truth value
3 0 true
mill wheel
3) g5Nnc7.25,pi4in F: i have a mill wheel ...
95NC7.28cknowicdge G2 Mm well
a5NC7. 2% uery—yn G. isitsortof... ... down antb the left of the caravan
park
g5nc7.28.p1y—y F: uh-huh
number of ratings for re-rated
true fal se truth value
0 3 fal se
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A
pe bbled shore

have you got anythingelow pebbled shore
washed stones

well

and flagship ... anday

4) 94ec3.174ery—w
g4ec3.178,1y—w
g4ec3.17Q.q4y
94ec3.174p1y—w

momnao

number of ratings for re-rated
true fal se truth value

2 1 true
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pe bbled shore

y.N
Cocon \.d" pal M/

o T

(5) 0g4ec5.183..,_u
g4ec5.184 1,
q4eC5- 185ncodable
q4ec5.186 1,
q4ec5.1820knowledge

meO@mem

where where is the object eh you're trying to avoid
it's a— above pebbled shore

it's

to the right of pebbled shore just above

above and to the right right i understand now i—

number of ratings for re-rated

true

fal se truth value

3

0 true

Aisused warehouse

(6) 94nc2.264piain G:
q4nC2-26§cknowledge F:
g4nc2.26 L, piqin F:

i don’t have a a disused warehouse on mine

oh right

well i— ... it's just parallel to it ... like ... just ehm
...... wellnot underneath the giraffes ... you know
over ... ... to the left

number of ratings for re-rated

true

fal se truth value

3

0 true
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Re-rating of locative expressions

_H? Tr;uf%arm
o
b
Al
tolem pole
(7) g3nc7.6Q,cry—yn G IS totem poleébelowthe trout farm
93NC7.67cpiy—n F. noi—
q3nc7.68.,,—, F: wellit's kind of opposite it
number of ratings for re-rated
true fal se truth value
3 0 true
\
5
bo“ﬂ \ 7
coat *‘ak
(8) 04nc3.329,,..;n  F: Okay i'm directly above the boat house now
g4nc3.330,..x G. you're above it
94nc3.33L,;y—y, F: mmhmm
04nc3.332,,.in ' My my boat house is ... dowselow crane bay
04nc3.333,,.in G i haven't got that
number of ratings for re-rated
true fal se truth value
1 2 fal se
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Re-rating of locative expressions

(9) . g6ncl.2,.¢ G: Yyou startto the left of sandy shore ...

number of ratings for re-rated
true fal se truth value

3 0 true

east lake

FINISHXR -—

(20) glncl.61l...« G: butthat's where you're meant to end up under-
neath east lake

number of ratings for re-rated
true fal se truth value

2 1 true
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(11)

(12)

Re-rating of locative expressions

(-“v ‘ ‘-‘

~
Y W

-]
outlaws hideout

gold mine

02NC6.7 3, p1ain F:
q2n06-7@cknowledge Gi
a2NnC¢6.7 fyery—w G:
02NnC6.78.p1y—w F:
02NnC6.7Query—yn G:
02nc6.80.p1y—n F:
02NnC6.8Y0ri 1y F:

02NnC6.82,cry—w G:
02Nnc6.864, 1y F:

q2nC6-8écknowledge Gi

right i've got a gold mine here ...

a gold mine

where about

er just ehm just ... to the right and above it

... iIsitbet— ... bet—... between you and the outlaws’

hideout
ye—... ... no

it's er ... it's on the other side of the outlaws’ ... ...

outlaws’ hideout
on the right or left

well ... ... the outlaws’ hideout hideout the top
...... and themelow ... is the gold mine

number of ratings for re-rated

true

fal se truth value

3

g2ec4.204c.k

)

g2ec4.204.,1y—y
g2ec4.208.cry—yn
g2ec4.209,codabie
02ec4.210,cry—yn
g2ec4.211cp1y—n
g2ec4.212.piain

mmeomom

0 true

you've got a gold mine a gold mine you got a gold

mine ... below that
yeah

far below it

erm

directly below it

not directly below it

just ... ... ... just ... belowthe "u” ... ... ... ... if
you take it down from the hideout ... ... ... er that ...
that’s just ... that’s just at the left-hand side

number of ratings for re-rated

true

fal se truth value

3

0 true
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Re-rating of locative expressions

¥

dutzy, elm

(13)  g2nc2.224,, G: this dutch elm you have ... if you look across the
page to the stile again
02NC2.22%knowtedge  F- UN-huh
02nC2.22Qcry—w G. ... Isit beneath the stile ... or
02NC2.227p1y—w F. slightly beneathit ... ... the base of the dutch elm
is about ... ... ... maybe half an inch ... below the
bottom of the stile
q2nC2.22§cknowled96 G. uh-huh
number of ratings for re-rated
true fal se truth value
3 0 true
Tefphbr\@ ﬂ
broken ja;.
14 06ec2.18xnowicage G: @ broken gate

06ec2.17uery—yn
g6ec2.18.,1y—» F:

G. directly below the telephone kiosk
oh not directly below no

number of ratings for re-rated
true fal se truth value
3 0 true
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Re-rating of locative expressions

a_ .

TN
s
hn'ﬂl—\esf‘ Vledpo)ni’

CNe(‘ﬂfD»Jr\ 3*“\‘_’1

(15)  9g4ec8.3j.,—» G: now where’s the overgrown gully ...

and eh to the ... left or right of highest viewpoint
it's beneath it

it's directly beneath it

it’s ... to the right-hand side

g4ec8.4)cry—w
g4ec8.42.,1y—w
g4ec8.46, ..«

g4ec8.45. 1w

meomno

number of ratings for re-rated
true fal se truth value

3 0 true
-~
g N
S ‘&.
/ %___
) pﬂfamnd /
/— —  ——
r
[} Cobbled street”

(16) q7ec4.133 4in G: below the pyramid there’s a cobbled street ... ... ...

and '

q7ec4.134,ry—,, F. directly below it

q7ec4.133,,-., G: ehm...its...below the ... ... western sid®ef the
pyramid ...

number of ratings for re-rated
true fal se truth value

3 0 true
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Re-rating of locative expressions

(17)

g2nc4.130 struct

q2nC4- 1slcknowledge
g2nc4.132,cck

92nc4.133.,1y—y

q 2nc4. 13écknowledge
02nc4.135;14in

@

mOmem

okay well ... you go up towards it ... but draw just

beneath the words outlaws’ hideout
okay

is that right over in the right-hand side
yeah

okay

and there’s a gold mingirectly beneathit

number of ratings for re-rated

true

fal se truth value

3

0 true
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Re-rating of locative expressions

(18) q7ec4.Buery—yn G. ha— ... have you got crest falls ...

q7ec4.5qpry—y F.  mmhmm
q7ec4.6.piqin G: well ... ... directly above them ... ... ... ... maybe
about ... ... ... ... three quarters of an inch ... above

there is the start point
q7eC4-chnowledge F yeah

number of ratings for re-rated
true fal se truth value

3 0 true

(29) 03ec6.3,struct G: right it startsdirectly above the crest falls if you go
...... to the left of your page just to the edge of the

crest falls
03€eC6.2cknowicdge F:  Mmhmm

number of ratings for re-rated
true fal se truth value

3 0 true

196



Re-rating of locative expressions

e

7 <

y 5 =g
ﬁ h Fast ruaning Creek

o;g .

Amond mine

(20) 9lec5.42 nowicage  G: fast running creek
glec5.43,cry—w G: where ... isthat ... on alevel with the diamond mine

orisit... slightly ... below ...
qlec5.44,1y—w F: it's just slightly above

number of ratings for re-rated
true fal se truth value

3 0 true

(21) g2ec4.15%.,,—,» F: have you got a manned fort ... ... below the rapids

g2ec4.156,,, G: NO

g2ec4.157,p14in F. ’cause i've got that interrupting ... ... er ... like dir—
.. almost directly below it ... ... .slightly to the
left i've got a manned fort

number of ratings for re-rated
true fal se truth value

3 0 true
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Re-rating of locative expressions

(22) 92nc7.12piain  F:

a2Nnc7.2%neck F:
92nc7.22cpiy—y G:

um... ... i've got a sort of river thing ... ... crane bay
crane bay that’s it

and it's ...slightly to the right of the start
yeah ...

number of ratings for re-rated

true

fal se truth value

3

(23) 04eC8.3/,cry—w G:

04ec8.46,cry—w
g4ec8.45. 1w
q4eC8-5chn0wledge
g4ec8.48.,ify

q4eC8-4gcknowledge
04ec8.50,,i fy

q4eC8-Slckn0wledge Gi

mOamomao

0 true

a_ .

- - . \ -
o~ -
LT Ol

e
hn'ﬂl—\esf‘ Vledpo)ni’

CNe(‘ﬂfD»Jr\ 3*“\‘_’1

now where’s the overgrown gully ...

and eh to the ... left or right of highest viewpoint
it’s ... to the right-hand side ...

to the right-hand side of safari truck

slightly to the right-hand side

right of this one right okay

right to the middle of highest viewpoint anyway
okay right

number of ratings for re-rated

true

fal se truth value

3

0 true
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(24) q7ecl.165,i.in G:

q7ecl.16§.... F:
g7ecl.169,.s, G:

' Tron%Carm
_ - T
~N
\
B4 \
et
Cavou‘r:j
there’'sa ... fort ... ... cavalry fort

underneath the trout farm
underneath the trout farm ... ... slighgliyghtly east
...... and underneath it ...

number of ratings for re-rated

true

3

(25) q3ecl.137,.isy G:

g3ecl.143,.5, G:

fal se truth value
0 true
cavalryitsa. ... ... fort ... thing

it's almost south of the sou— ... the trout farm ... it's
south ... analightly to the east

number of ratings for re-rated

true

fal se truth value

3

0 true




(26)

Re-rating of locative expressions

Stone creek

stone Slabs

92ec4.158cry—yn
q2€C4. 1596knowledge
02ec4.160,cry—yn

g2ec4.16].,,,—,

02ec4.162,cry—yn

g2ec4.163,y»
g2ec4.164.,,—,
g2ec4.165,p14in

G:
G:
G:

mome

!

you got another stone creek

eh ohright ...

and stone slabs

yeah it’s right the way down below the manned fort

have you not got anything in between the rapids and

the stone creek ... down at the bottom ...
no

well yeah
slightly to its right there’s some stone slabs

number of ratings for re-rated

true

fal se truth value

2

1 true
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