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Abstract

The present thesis is concerned with the initiation and extension of microcracks in brittle, granular materials, particularly in porous ceramics, and with the effect of this microscopic damage on the macroscopic material properties. For an investigation of the damage behaviour, a two-dimensional geometric model of the microstructure and a physical model of its elastic and strength properties is developed.

The emerging computer algorithm represents a novel approach to the simulation of microscopic damage since it combines elements of the purely analytical 'micromechanical' models, and ideas of the rather numerical 'mesh models'. The numerical parts are due to the discretization of the actual structure into a grid of grain boundaries, which is seen as a network of potential cracks; the disorder immanent to the microstructure is accounted for via random numbers during the grid generation. The analytical parts are involved in the stress analysis: elementary analytical solutions for the single cavities (cracks, pores) are employed to determine the local stress disturbances; crack interactions are explicitly taken into consideration. The fracture criterion at the microscale relies on an energy balance estimation for the individual grain boundaries ('facets').

This semi-numerical simulation model serves as a tool for investigation of progressive damage under various loading conditions, in particular external compression and internal pore pressure. Crack closure resulting from normal compression, internal friction between sliding crack faces, and structural changes due to microcracking give rise to nonlinear effects which are properly described in the formalism.

Exemplary simulations reproduce the various types of damage (unstable crack growth, distributed microcracking, localization) and demonstrate their dependence on the loading modes and on the level of structure heterogeneity. Under internal compression, microcracks grow to connect pores, thus building chains or networks of defects.

In the investigations, high interest is focused on the statistical fluctuations of the observables due to the microstructural disorder. The studies span the whole range between nucleation of single microcracks and material failure.
Zusammenfassung


Mit diesem semi-numerischen Simulationsmodell wird die fortschreitende Schädigung der Mikrostruktur insbesondere unter externen kompressiven Kräften und internem Poren- druck untersucht. Das Schließen der Riss-Flächen unter Druckbelastung, interne Reibungskräfte sowie Strukturänderungen verursachen nichtlineare Effekte, die im Formalismus adäquat beschrieben werden.


Ein wichtiges Thema bei den Untersuchungen sind die statistischen Schwankungen der Resultate aufgrund der mikrostrukturellen Unordnung. Die durchgeführten Studien erstrecken sich über die gesamte Bandbreite vom Entstehen einzelner Mikrorisse bis hin zum Materialversagen.
Zusammenfassung (Langform)

Modellierung der Mikrostruktur und Simulation fortschreitender Schädigung in spröden, porösen Keramiken


explizit berücksichtigt mittels Transmissionsfaktoren, einer Superpositions-Technik und Lösen eines selbst-konsistenten Gleichungssystems. Effektive, d.h. makroskopische, Parameter wie z.B. die Flexibilitätsmatrix werden durch explizites Aufsummieren der Beiträge der einzelnen Kavitäten berechnet.


Der semi-numerische Ansatz bringt freilich auch gewisse Nachteile mit sich. So erfordert die analytische Implementierung der verfügbaren Spannungslösungen eine sehr grobe Näherung für die Kavitäten-Formen, beispielsweise elliptische Porengometrien oder geradlinige Risse. Insbesondere müssen Netzwerke aus Poren und Rissen durch elementare, eher ‘glatte’ Körper ersetzt werden. Eine weitere Schwäche des Modells ergibt sich aus der Tatsache, dass die analytischen Spannungslösungen nur für gleichförmig angreifende Einheitskräfte zur Verfügung stehen: die Belastungskräfte müssen deshalb entlang der Risslinien gemittelt werden. Diese Technik ist am besten vertretbar für verteilt Risse vergleichbarer Länge, wird bisweilen aber unklar bei Lokalisierung der Risse und bei stark unterschiedlichen Riss-Formen.


Ein wichtiger Gesichtspunkt im Modell und bei den durchgeführten Untersuchungen ist auch die Berücksichtigung natürlicher statistischer Schwankungen: Während die makroskopischen Strukturparameter gewissermaßen unveränderlich sind, unterscheidet sich die Mikrostruktur eines Werkstücks von Probe zu Probe, und dies hat Auswirkungen auf deren elastisches und bruchmechanisches Verhalten. Im Modell wird eine Monte

Kapitel 1 der vorliegenden Dissertationsschrift führt in wichtige Begriffe aus dem Bereich der Schädigungsmechanik ein und bietet einen Überblick über die aus der Literatur bekannten Berechnungsmodelle. Der neue, semi-numerische Ansatz wird vorgestellt und zwischen den traditionellen Modellen eingeordnet.

Im zweiten Kapitel wird das Verfahren zur Generierung von geometrischen Mikrostruktur-Bildern erläutert. Hinsichtlich der benötigten Eingabe-Informationen wird verdeutlicht, dass die aus der stereologischen Analyse von elektronenmikroskopischen Aufnahmen gewonnenen Daten die Mikrostruktur nicht ausreichend charakterisieren. In Bezug auf die 'lokalen' Struktureigenschaften, z.B. die Form und Größe der individuellen Strukturelemente, sind daher zusätzliche Annahmen erforderlich. Letztendlich weisen die mit dem zweidimensionalen Strukturmodell erzeugten Bilder aber eine beachtliche visuelle Ähnlichkeit zu den experimentellen Strukturbildern auf.


Weitergehende Simulationsrechnungen unter externem Druck illustrieren, wie sich durch Mikrorisse die Steifigkeit des Materials verringert und eine Anisotropie entwickelt. Aufgrund ihrer Abhängigkeit vom Aktivitätszustand der Risse ist die Steifigkeit jedoch kaum geeignet, den Schädigungsgrad des Materials zu charakterisieren. Stattdessen bietet sich hier die skalare Rissdichte als Kenngröße an, da diese in den Simulationen eine enge Korrelation zu den Komponenten $\epsilon_{xx}$ and $\epsilon_{yy}$ der Gesamtdehnung aufweist und dem Formalismus leicht zugänglich ist. Testreihen an statistischen Materialproben verdeutlichen, wie die Unordnung im Korngitter die Resultate beeinflusst. Die absolute Streuung des Schädigungsparameters erhöht sich mit zunehmender Schädigung, während der Variationskoeffizient (d.h. die relative Streuung) mit zunehmender Schädigung abnimmt.

Wie die Untersuchungen bestätigen, wird die Schädigung im Material gefördert durch die von den Rissen und ihren Wechselwirkungen induzierten lokalen Spannungsfelder. Dagegen hat die Berücksichtigung interner Reibungskräfte in den Simulationen eine hemmende Wirkung auf die Ausbreitung der Schädigung.


Wie erwartet, ist die Varianz der kritischen Belastung in einem statistischen Proben-Ensemble umso größer, je ungeordneter die Struktur ist; diese Unordnung wächst mit der Anzahl der Freiheitsgrade im Strukturmodell (z.B. beliebige Position, Größe, Form, Orientierung der Poren). Gleichzeitig sinkt der Mittelwert der kritischen Belastung mit zunehmender Unordnung.


Die Vorteile und Möglichkeiten des semi-numerischen Modellansatzes bei der qualitativen Untersuchung von Schädigungsprozessen können jedoch nicht darüber hinweg-
täuschen, dass mit dem Modell in seiner gegenwärtigen Form die quantitative Beschreibung des Material-Bruchverhaltens mitunter noch sehr unzulänglich ist. Dies wird deutlich am Beispiel des kritischen Innendrucks, der zur Schädigung der porösen Strukturen aufgewandt werden muss: Während für die Modellstrukturen Schwellwerte oberhalb von 100 MPa berechnet werden, beobachtet man in industriellen Anwendungen schon bei einem Flüssigkeitsdruck zwischen 1 und 5 MPa signifikante Schädigungen. Diese hohe Diskrepanz ist nicht allein auf die Vernachlässigung thermischer, chemischer und zyklischer Einfüsse oder die Beschränkung auf nur eine Korn-Phase (Titandioxid) bei den Modell-Simulationen zurückzuführen. Die Gründe liegen auch auf einer tieferen, konzeptionellen Ebene:

Zum einen ist das Modell durch seine sehr grobe Näherung für die Kavität-Geometrien eingeschränkt. Reelle Poren sind weniger glatt und rund, sondern vielmehr kantig und spitz; deshalb bewirken sie höhere Spannungskonzentrationen im Material, die das Entstehen der Mikrorisse beträchtlich erleichtern. Um diese Spannungs-Spitzen im Modell zu berücksichtigen, wäre eine künstliche Variation der Spannungs-Intensitätsfaktoren erforderlich. Außerdem ist für eine quantitativ gültige Rechnung eine wesentlich breitere Streuung der Porengrößen bei der Struktur-Modellierung nötig — in den Materialproben wird nämlich eine ‘offene’ Porosität beobachtet, die sich in den zweidimensionalen Querschnitten durch vereinzelt sehr lange, schmale Poren bemerkbar macht.


## List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha, \beta$</td>
<td>lengths of ellipse semiaxes</td>
</tr>
<tr>
<td>$a_a^s, a_b^s$</td>
<td>crack activity factors</td>
</tr>
<tr>
<td>$A$</td>
<td>area</td>
</tr>
<tr>
<td>$b_k$</td>
<td>crack opening displacement</td>
</tr>
<tr>
<td>$C$</td>
<td>elastic compliance</td>
</tr>
<tr>
<td>$d$</td>
<td>damage parameter / diameter</td>
</tr>
<tr>
<td>$D$</td>
<td>specimen size (volume or area)</td>
</tr>
<tr>
<td>$E$</td>
<td>Young's modulus</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>elastic strain tensor</td>
</tr>
<tr>
<td>$G$</td>
<td>energy release rate</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>specific surface energy</td>
</tr>
<tr>
<td>$I$</td>
<td>unit matrix</td>
</tr>
<tr>
<td>$K$</td>
<td>stress intensity factor</td>
</tr>
<tr>
<td>$L_A$</td>
<td>specific perimeter</td>
</tr>
<tr>
<td>$l_k$</td>
<td>crack length</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>size factor (Weibull theory)</td>
</tr>
<tr>
<td>$\Lambda_{ki}$</td>
<td>traction transmission factor</td>
</tr>
<tr>
<td>$m$</td>
<td>Weibull shape parameter</td>
</tr>
<tr>
<td>$\mu_y$</td>
<td>population mean</td>
</tr>
<tr>
<td>$\mu_m$</td>
<td>sliding friction coefficient</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>static (sticking) friction coefficient</td>
</tr>
<tr>
<td>$N_A$</td>
<td>number density</td>
</tr>
<tr>
<td>$n_k$</td>
<td>unit normal vector</td>
</tr>
<tr>
<td>$N_p$</td>
<td>projection matrix</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson ratio</td>
</tr>
<tr>
<td>$\rho$</td>
<td>porosity / probability density</td>
</tr>
<tr>
<td>$P$</td>
<td>internal (fluid) pressure</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi$</td>
<td>cumulative failure probability</td>
</tr>
<tr>
<td>$q$</td>
<td>shape factor</td>
</tr>
<tr>
<td>$r$</td>
<td>radius / fitting parameter</td>
</tr>
<tr>
<td>$r_{kl}$</td>
<td>correlation coefficient</td>
</tr>
<tr>
<td>$\rho$</td>
<td>scalar crack density</td>
</tr>
<tr>
<td>$\rho, \theta$</td>
<td>curvilinear coordinates</td>
</tr>
<tr>
<td>$s_y$</td>
<td>sample standard deviation</td>
</tr>
<tr>
<td>$S$</td>
<td>elastic stiffness</td>
</tr>
<tr>
<td>$S_V$</td>
<td>specific surface (surface per unit volume)</td>
</tr>
<tr>
<td>$t_k$</td>
<td>traction acting on a crack</td>
</tr>
<tr>
<td>$t_{s, \text{mism}}$</td>
<td>shear traction mismatch</td>
</tr>
<tr>
<td>$\tau, T$</td>
<td>time</td>
</tr>
<tr>
<td>$\theta_k$</td>
<td>crack orientation angle</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>temperature</td>
</tr>
<tr>
<td>$U$</td>
<td>cumulative survival probability</td>
</tr>
<tr>
<td>$V$</td>
<td>volume</td>
</tr>
<tr>
<td>$V_V$</td>
<td>specific phase volume (phase volume per unit volume)</td>
</tr>
<tr>
<td>$W$</td>
<td>energy</td>
</tr>
<tr>
<td>$x, y$</td>
<td>Cartesian coordinates</td>
</tr>
<tr>
<td>$y$</td>
<td>observable</td>
</tr>
<tr>
<td>$\bar{y}$</td>
<td>sample mean of $y$</td>
</tr>
<tr>
<td>$y_s$</td>
<td>characteristic strength</td>
</tr>
</tbody>
</table>

(Weibull theory)
Chapter 1

Introduction

The present dissertation has emerged from the BRITE-EURAM project N° BE-3109 Extend-Nanofilters which run in the years 1997 to 2000. Essential parts of the work have been developed and written in the bounds of the project, others have been motivated by questions raised during that time, and have been elaborated later on. The context of the European project and the cooperation with international partners suggested the English language for the writing.

The project, fully named “Improvement of porous ceramic substrate for the extension of nanofiltration”, addressed two main points of basic industrial and economical interest: Firstly, the applicability of certain membranes to filtering nanoscale particles, and their performance with respect to the separation rates; secondly, the reliability and lifetime of the porous, multiphased ceramic supports on which the membranes are deposited.

The present work contributes to the second point. The objective was the geometrical modelling of the structural properties and the simulation of damage evolution in the filter support material at the microscale. These studies supplement the efforts of the project partners for a better understanding of the filter support behaviour at the macroscopic level, which included experimental measurements and loading tests on industrial components as well as numerical simulations of the fabrication process and of service conditions via finite element methods. Vice versa, the present account is supported and partially confirmed by micrographic analyses of actual specimens performed by a project partner.

The computational model established and employed here represents a new approach on the simulation of microcracking and irreversible structural changes, which combines elementary analytical solutions, numerical meshing and statistical investigations. It is attached to the essential characteristics of the micro-heterogeneous filter support material: a granular microstructure consisting of several solid-phase constituents (Al₂O₃, TiO₂) and pores, and a brittle or quasi-brittle rupture behaviour. It concentrates on the special industrial service conditions, which comprise remote as well as internal loading modes. Nevertheless, the model is applicable to other multi-phased, compact or porous ceramics subjected to mechanical stresses, and is extendable with respect to the impact of thermal residual stresses and corrosion.

The computer programs for the numerical calculations have all been written in FORTRAN 90 in the course of the project. The computations have been performed under a UNIX operating system running on a Silicon Graphics “O2” workstation. Visualization of the results has been done in the framework of the MATLAB engineering software. The administration of data and of the different software modules has been supported by Perl
scripts. Advantage has been gratefully taken of several further software tools running under the GNU public license.

This introductory chapter will first outline the basic modes of damage and failure from a general, rather phenomenological point of view (section 1.1.1), then review the common concepts of modelling in damage mechanics (section 1.1.2), and finally describe the objective and characteristics of the present approach (section 1.2 and 1.3).

1.1 Micromechanics and damage mechanics

Damage in materials is usually considered from three fundamental observation levels:

At the macroscopic scale, the corresponding scientific discipline is called ‘fracture mechanics’; it deals with macroscopic cracks and notches. The resolution length of models at the macroscale is the size of the ‘representative volume element’ (RVE) of the material. Elementary fracture mechanics deals with the solid phases at the continuum level, i.e. it neglects the heterogeneous character of the material at the microscale.

In many cases, failure of structural parts at the macroscale follows from irreversible processes at the microscale. The corresponding scientific discipline is called ‘damage mechanics’; it is concerned with microscopic defects, and microcracks in particular. A typical resolution length of related models is the grain size or the size of the inclusions in a ceramic material. Transition from considerations at the macroscopic level to models at the microscopic level requires a procedure called ‘discretization’ [48]¹, while the inverse process is called ‘homogenization’.

At the molecular level, damage is expressed in ruptured inter-molecular bonds and atomic dislocations. The resolution length is the atomic distance.

The present investigation must be attributed to the intermediate observation scale (the microscale), and to the field of damage mechanics in brittle solids.

1.1.1 Microscopic damage from a general point of view

Generalizing, one may distinguish two basic ‘modes’ of damage evolution at the microscopic level: nucleation of new microcracks resulting in distributed microcracking, on the one hand, and propagation (growth) of already existing microcracks, on the other hand. Accordingly, failure of a material may be ultimately dominated by unstable growth of a singular crack or by the ‘collective’ impact of a number of cracks. The latter phenomenon is called localization; it may be categorized in between the two limiting mechanisms of unstable crack growth and randomly distributed microcrack nucleation.

The present thesis does not account for any plastic deformation, but consider an idealization of the fracture process.

Distributed microcracking. A damage evolution dominated by microcrack nucleation and stable propagation of existing microcracks requires a heterogeneity or a strongly disordered structure of the material at the microscale: in this case, grain boundaries and inclusions provide energy barriers which trap the nucleated microcracks and arrest their

¹Alternatively, the macro-micro transition is often called ‘localization’ [56], but the present thesis will use this term to describe a damage phenomenon (see p. 19).
growth. Nucleation of new microcracks and the arising patterns of distributed cracks result in a \textit{quasi-brittle} response of these ‘damage tolerant solids’.

Crack nucleation is rather an \textit{intrinsic} phenomenon depending on the constitutive material properties and the micro-defect density, i.e. on effective (macroscopic, averaged) parameters. Compressive loads, high temperatures, or corrosive effects of the environment are further conditions favouring the distributed damage. A moderate lateral compression renders the growth of microcracks stable by decreasing their stress intensity factors.

For example, a material under triaxial compression may keep hardening at the specimen scale while it is progressively crushing into smaller fragments; under these conditions, the microcrack densities may reach and exceed the percolation limit without clearly affecting the current macroscopic response of the material. The connectivity failure becomes obvious only after removal of the confinement (and application of a minute tensile load).

\textbf{Unstable crack growth.} Unstable growth of a single crack is encountered in solids with a rather homogeneous, ordered microstructure. Such materials are called ‘defect-sensitive’, ‘damage-intolerant’, or ‘perfectly brittle’, and break without warning: in simple terms, the first crack arising will immediately grow to divide the specimen into two or more parts.

The exhibited sudden (\textit{brittle}) failure does hardly depend on the effective material parameters, on the density of the accumulated damage, or on overall stresses; the failure threshold rather depends on the size, location and orientation of the largest defect, i.e. on the statistical extremes, not on the averages.

The probability of finding such a critical defect in a specimen depends on the size and shape of the specimen and on the loading conditions. The failure threshold is an \textit{extrinsic} (structural) parameter and a statistical variate; the scatter of the experimental data is substantial.

The possibility of unstable crack growth is favoured in uncompressed specimens. Otherwise, stable evolution of damage may cross over into unstable evolution if one of the microcracks reaches its critical length.

\textbf{Localization.} If in a material “microcracks both nucleate and grow and the growth is dependent on the direct interaction of microcracks”, then a cooperative phenomenon may occur: closely spaced small microcracks tend to self-organize into long and thin clusters where the cracks are roughly parallel and the interaction amplifies their stress intensity factors and the elastic energy release rate. The short range correlation “crosses over to a long range correlation which thereafter dominates the macro response”. This “threshold of the short to long range correlation transition” is called \textit{localization}.

The crack clusters form a narrow ‘band’ where the microcrack density is much higher than in the rest of the volume. One may speak of a ‘shear band mode’ in case of compressive loads, and of a ‘split’ (or ‘cleavage’) mode in case of tensile loads. A shear band is nearly parallel (spanning a small angle in the range between 15 and 25 degrees) to the compression axis and exhibits a very small shear resistance (1 to 5 % of the pristine value) in the direction of the band tangent, whereas the split mode extends perpendicular to the direction of tensile load. As soon as the shear band is formed, the undamaged material domains undergo elastic unloading. The material is stable only under displacement.

\footnote{The quotations in the current section refer to \cite{48}.}
controlled conditions.

In polycrystalline solids, the width of a localized band may typically span several grains. The width of the band where the microcracks are correlated represents a characteristic length, and the material must therefore be described by a non-local theory.

After the onset of localization, the material cannot be considered statistically homogeneous any more. “The material in the exterior of the band remains statistically homogeneous in contrast to the material in the band interior”.

The localization phenomenon is essentially non-deterministic, so “the role of the disorder and dynamic nature of the localization cannot be overestimated”.

### 1.1.2 Review of model approaches in the literature

An immense variety of publications is available in the context of computational damage mechanics; the present section is to give a coarse review of the multitude of model approaches. In order to reach some clarity, it establishes several classes of models, each based upon a different fundamental concept, relating to a different viewpoint on the underlying physical processes. Figure 1.1 shows a chart of the model classes and their relationships.

It is, however, significant that such a categorization is always too simplifying, since the transition between the classes is smooth; they are “complementary (not competing)” [48]. A rational model must integrate several of them: for example, a micromechanical approach is never complete without accounting for the statistical aspects.

---

**Figure 1.1**: Fundamental model approaches in the field of damage mechanics.
1.1 Micromechanics and damage mechanics

1.1.2.1 Micromechanical approaches

Micromechanical approaches are based upon elementary considerations in elasticity theory and fracture; they establish and apply analytical terms and solutions for local stress concentrations (in particular stress intensity factors), crack opening displacements, or cavity compliances.

Conceptually, the impact of the defects or inclusions on the solid phases is the central part of a micromechanical description. On the other hand, the emphasis of the defects usually comes along with a neglection of the microscopic properties of the matrix material (e.g., the grain structure), even though these are fundamental for microcracking. The solid material phases are considered as a continuum, so that the micromechanical models often are applicable to macroscopic problems as well. Vice versa, solutions from fracture mechanics (e.g., stress intensity factors for macrocracks: [75], [44], [7]) are standard tools employed in micromechanical studies (using the stress intensity factors for microcracks: e.g., [67], [83]). In other words, the present class of models is not really specified to micro- or macromechanical situations. Also those studies which are in close contact to experiments, getting their input informations (typically the defect-size distribution) from micrographic and fractographic studies of actual specimens, focus nevertheless on the defects, not on the solid phases (e.g., [6], [35]).

Another essential characteristic of the micromechanical approaches is the analytical formulation of the basic laws. As a matter of course, an analytical model must restrict to simple geometries and thus involves rough approximations of the defect shapes: circular pores, straight cracks etc. (see [43], [41] for a review). The important issue of connected defects, e.g. cracks emanating from pores, necessitates a further reduction of the geometry: the configuration of two equal cracks emanating axially from a circular pore is conveniently approximated by an ellipse of equal overall extent (‘elliptical holes model’) or by superposition of a circular pore and a separate long crack (‘hole and crack model’) [83]. In three dimensions, there are approaches which replace the configurations of cracks emanating from a circular pore by a spheroid (e.g., [46]). For the description of stresses at arbitrarily shaped pores with rounded (not sharp) borders, the ‘equivalent ellipse concept’ [51] is a prominent representative: the local stress concentration at a rounded pole of the pore is substituted by the stress concentration of an ellipse with the same linear extent and an equal radius of curvature. In the study of [6], a three-dimensional defect is approximated by the smallest envelopping disk (penny-shaped crack). A common feature of these reduced configurations is that they are suitable for a prediction of effective elastic material properties and for an elementary comprehension of basic cracking mechanisms, but they are not sufficient for a quantitative simulation of damage evolution from the complex defect shapes encountered in actual materials. Statistical evaluations with appropriate size distributions of the simple defects (see, e.g. [6]) may assist to account for the fact that failure is governed by the extremes.

Studies on single defects or dilute defect concentrations can demonstrate the significance of defect orientation, shape, size and loading conditions for the material response. Due to the defect-centered approach, the description of correlations requires an explicit modelling of the defect interactions. Even in a two-dimensional model, exact analytical solutions must naturally be limited to very few defects (e.g., two cracks) or to periodical arrays.

A higher number of defects, or arbitrary defect arrangements, necessitates transition
from the purely analytical to semi-numerical formalisms: The loading conditions on the individual defects are replaced by ‘pseudotractions’, and the interactions in the multi-defect array result in complex equation systems to be solved by numerical means ([42], [5]). The even simpler ‘dipole asymptotics model’ [25] is another example for these semi-numerical concepts which can manage configurations of hundreds and thousands of cracks with the aid of modern computer facilities.

Alternatively, many approaches are founded on ensembles of identical defects centered at the nodes of a perfectly periodic lattice, and thus ignore the fact that defects in reality form clusters and other anomalous patterns. The assumption of periodicity (perfect order) in these ‘cell models’ reduces the problem associated with the interactions to the consideration of a single defect located in a cell of regular geometry. The boundary conditions at the cell surfaces result easily from the periodicity. The assumption of periodicity reduces the computational efforts significantly, but is seldom a good recipe to describe the physical reality at the microstructural level. On the other hand, exact solutions are available for certain periodic arrays of defects; semi-numerical model approaches may be applied to the same periodic arrays, and the results may be compared with the exact ones for an assessment of the model approaches, see [25] as an example. For an extended discussion of solids with a periodic microstructure, see [62].

As for the damage evolution, micromechanical models predominantly deal with the continuous growth of existing cracks or cavities. Rupture criteria are classically based on Griffith’s model, which compares the stress intensity factor at a crack tip with the fracture toughness (cohesive strength) of the material [76]. For prediction of the propagation of elliptical notches (which have – in contrast to cracks – a finite radius of curvature and thus cause no stress singularity), a simple stress criterion is often used ([58], [35]). The present dissertation will show that simulation of defect nucleation is more challenging, requiring different methods and further assumptions.

The vast majority of the approaches in the literature addresses systems subjected to tensile or shear loads. Approaches on systems under compression are rather rare, even though brittle materials, such as rock, concrete and ceramics, are primarily used in applications subjected to compressive traction. Modelling compressive loading conditions requires to account for the variating state (passive/active) of the microcracks [62]. Simple models ([84]) neglect the effect of friction between the closed crack faces. A special case is the longitudinal splitting of specimens under uniaxial compression: cracks emanating from pores in the axial direction are in fact under tension [83].

1.1.2.2 ‘Mesh’ techniques

Whereas the micromechanical approaches work from the perspective of the defects and cavities, the mesh models (‘lattice’ models) focus main attention on the solid phase of the material. The mesh models rely on a discretization of the solid structure into a finite element mesh, which is assigned to contain the material and structural properties and to carry the externally applied loads. The model simulations aim at the determination of loads and displacements on each individual mesh node as a function of the boundary conditions, involving extensive linear or nonlinear equation systems. Since closed-form analytical solutions for the stresses and strains are not applicable to discretized structures, the simulations make use of numerical techniques instead. Deterministic computational algorithms of elementary structural mechanics can be applied, and available finite element
algorithms (standard software) may be employed to facilitate the calculations.

The characteristic length (resolution length) in lattice models is the size of the links (bonds) in the mesh. The discretization may be done on different resolution scales: At the microscale, disordered meshes may correspond to certain properties of the solid structure, e.g. to the network of grain boundaries, whereas ‘macroscopic’ finite element models veil the microscopic characteristics and usually work on regular meshes. For special considerations, the meshes sometimes are chosen to be even finer than the dimension of the microscopic heterogeneities.

In lattice models, the discretization of the structure comes along with a discretization of the damage evolution. Damage evolution can be simulated simply by a sequential removal of links. The local load sharing effects are incorporated in a natural way: after failure of a link, the algorithm computes the stress redistribution within the mesh structure — an explicit consideration of the defect interactions is not necessary.

In that manner, both defect growth and defect nucleation are naturally incorporated: damage is where the local stresses or strains exceed the rupture strength of the links. Rupture criteria attributed to the links refer either to energy [45] or force considerations. It is self-evident that the strength of the links is easier defined in terms of a critical tensile load, whereas the more complex conditions of compressive loads are often left aside.

Simple lattices. The simplest examples from the class of lattice models are represented by the one-dimensional parallel bar models (see, e.g., [48]). They consist of loose or interconnected bundles of beams attributed with an axial stiffness and strength. They exhibit no characteristic length, but suffice to illustrate the effect of stress redistribution: Damage, i.e. removal of some of the beams, disturbs the orderly transfer of the forces through the lattice structure; the imbalance of the forces in the beams increases with the accumulation of damage.

In the two- or three-dimensional space, a classical and often applied example for a lattice model is the Delaunay network. The Delaunay network consists of a number of distributed points (nodes) which are connected to the neighboring points by straight lines, respectively. In the simplest realization, the resulting cells are triangles (in 2-D, see fig. 1.2) or tetrahedra (in 3-D). The links between the nodes may be axial, transverse, rotational, or combinations of them.

![Figure 1.2: Sketch of a Delaunay network (solid) and the dual Voronoi lattice (dashed).](image-url)
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the perpendicular direction. Thus, the two-dimensional space may be tiled with polygons (fig. 1.2), and the three-dimensional space may, correspondingly, be filled with polyhedra. If the Voronoi polyhedra are considered as the grains of a polycrystalline ceramic [45], then the sides of the Voronoi polyhedrons correspond to the grain boundaries, and the links in the Delaunay lattice correspond to the cohesive strengths of the grain boundaries. A missing Delaunay link then corresponds to an intergranular crack.

Finite element method (FEM). The standardized finite element method (see, e.g. [85]), which relies on libraries of sophisticated numerical algorithms for solving the extensive linear and non-linear equation systems, is a popular technique employed by engineers for product design, structural analysis and strength computation. The specimens under consideration are modelled by a regular-type mesh; for reasons of economy and accuracy, those regions in the material which will receive larger amounts of stress are covered by a higher node density than those which experience little or no stress. The generation and adaptive modification of the meshes is usually supported by commercial software packages.

As for the simulation of damage progression, FE-techniques are traditionally applied to macroscopic cracks [58], but they may also be used for computational studies at a lower (microscopic) level. Macroscopic criteria for modelling crack extension may refer to a ‘contour integral’ (‘\( J \)-integral’: an energy density expression is integrated along a closed path surrounding the crack tip), to the tearing modulus, or to the crack tip opening angle. The increment of rupture is given by the element size, which is usually much smaller than the crack [58]. Introduction of new crack surfaces into the mesh requires to double the node at the center of the respective element (e.g., [45]).

The approach in [80] concerns the propagation and coalescence of microcracks pre-existing around the granulates in a concrete structure. The propagation is controlled by stress-intensity factors of linear elastic fracture mechanics; elastic behaviour is assumed everywhere in the structure except at the crack tip. Typical for this class of approaches, the analysis restricts to tensile stresses, and the finite element mesh is significantly finer than the dimension of the (microscopic) heterogeneities. Remeshing is required to catch the changes in the specimen topology.

A more distinct treatment of crack initiation and propagation is facilitated by introducing zero-thickness interface elements along the expected crack paths within the standard continuum finite element mesh (which is considered linear elastic) [10]. The interface elements are associated with rather extensive, constitutive energy laws for cracking, which may account for a fracture process zone (elastoplastic behaviour) in quasi-brittle materials as well as rather complex loading modes such as shear/compression (see [11], which also includes an extensive review of cracking models in the context of FE-methods).

The above mentioned approaches are applied to two-dimensional studies only. An attempt on crack evolution in three dimensions is described by Kamiya et al. [45], but it relies on very coarse approximations for the fracture criterion, and borders quickly on restrictions imposed by computer facilities.

1.1.2.3 Approaches to the continuum

The ultimate goal of the considerations at the microscopic level is to obtain a general, applicable, efficient model at the macroscopic observation scale, where the microscopic
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details become blurred. The transition to these continuum models is achieved by homogenization techniques.

Continuum models address volume averages and effective parameters of the material; ideally, they provide constitutive equations for macroscopic stresses and strains. The latter are nonlinear in the presence of damage evolution, and singular conditions along the constitutive paths indicate failure of the material. Therefore, the failure condition in continuum models claims a vanishing of the determinant (zero eigenvalue) of the tangent stiffness tensor (see, e.g. [83]): the uniaxial stress-strain curve must reach a turning point.

Deduction from the microscale. Homogenization starting from the micromechanical models often relies on simplifying assumptions for the defects at the microscopic level — e.g., a dilute concentration, an ‘effective environment’ (see section 3.2 of the present dissertation), or a periodic array ([83], [46], [25]). To mention an example, the continuum model presented in [65] accounts for defect interactions in a way motivated by the micromechanical approach by Mark Kachanov ([42], see section 3.4.3 of the present thesis) and the periodic cell model. Concerning the class of mesh models, the linear size of the microscopic specimens may enter a continuum model as the resolution length.

Phenomenological approaches. Phenomenological approaches lead to a special, but very convenient kind of continuum models which are not necessarily motivated by micromechanical studies but may directly emanate from considerations at the macroscopic level. They focus in “constitutive relations in which the mechanical effect of cracking and void growth is introduced with internal state variables which act on the elastic stiffness of the material” [65].

According to the literature, the origin of the continuum damage approaches is attributed to L. M. Kachanov [40] who established a scalar theory focusing on uniaxial problems. The extent of damage in a material is combined to a damage parameter $d$ which defines the loss of stiffness, entering the stress-strain relation as follows:

$$\sigma = E(1 - d) \varepsilon$$

The parameter $d$ may assume values between 0 and 1; a value of 1 refers to total damage, but failure generally occurs when a somewhat lower critical value is reached. Following this simple approach, the evolution of the damage parameter can be determined experimentally by measuring the easily accessible effective Young’s modulus $E_d$ of the material.

The mathematical nature of the internal state variable is different among the various continuum models. It may be a scalar (for isotropic damage, e.g. the porosity), a vector or a tensor. One or more damage parameters may be involved. The continuum damage model illustrated in [65] incorporates two scalar damage parameters, and accounts for crack interactions, damage localization and a characteristic length. The non-local description of the material is realized by introducing a local weight factor for the damage variable in the constitutive relation of the model. The approach in [29] uses an orthotropic damage tensor which results in a fourth order compliance matrix (instead of the scalar $1/E_d$ in eq. 1.1); the model is further extended by distinguishing damage variables under tension and compression, and expressing the evolution of damage parameters in terms of a thermodynamic damage force. Anyway, many continuum mechanics models are based
on thermodynamical approaches which describe the irreversible rearrangements of the microstructure in the process of deformation by kinematic variables; energy dissipation is reflected here in the evolution of an energy potential (Gibb's energy density, see, e.g., [73], which also contains an extended review of the concepts of continuum damage mechanics).

Attempts have been undertaken to extend the phenomenological damage models to deactivation and reactivation of the damage effects. The approach presented in [30] introduces smoothed Heaviside functions to account for the transition between active and inactive states; it is elaborated with respect to elastoplasticity effects, but the phenomenological level does hardly allow for a consideration of delicate effects such as frictional sliding.

All in all, “phenomenological modelling is a mixture of science, skill and experience” [48]. The elegant, closed formalism of many continuum damage models comes along with physical clarity and tractability and renders this class suitable for reflecting certain basic aspects of material behaviour. Expecting quantitatively realistic results from this kind of models is, however, too much. In order to apply a continuum model in further studies, such as (macroscopic) finite element calculations, the damage state variables are sometimes fitted to macroscopic parameters from experiments [29].

1.1.2.4 Statistical considerations

The original micromechanical models and mesh models refer to deterministic defect arrangements and structures, thus ignoring the inevitable stochastic disorder at the microscale. However, “randomness is the most prominent feature of a polycrystal” [50]. An opening up of the above concepts to the actual stochastic nature may be accomplished by a widening or a variation of the input informations. Usually, the introduction of statistics concerns the microstructure modelling, while the calculation of elastic parameters and the simulation of damage evolution remain deterministic.

**Analytical methods.** In an analytical framework, statistical input information may be provided in terms of \( n \)-point correlation functions, which result from integration of \( n \)-point probability density functions or may be determined by experimental methods. \( n \)-point correlation functions have a macroscopic character, since the statistical fluctuations at the microscopic level are averaged ([50], [49], [35]).

These functions firstly refer to elastic parameters such as the stiffness, or stress or strain. Strictly speaking, the \( n \)-point correlation functions and probability density functions describe the local values of these parameters at \( n \) specified points within a statistical ensemble (‘ensemble averaging’), but the *ergodic hypothesis* [50] says that there is an equivalence to averaging between \( n \) arbitrary points within a single member of the ensemble. Via the local values of the considered elastic parameters, the functions reflect the statistical properties of the structure, e.g. the distribution of grain shapes and orientations. The full set of \( n \)-point correlation/probability functions contains the whole statistical information, but “in many cases, it is satisfactory to work with correlations up to order 3” [50]: the one-point correlation function represents the mean value (of the modulus, or of the stress or strain); the two-point correlation function indicates the anisotropy of the grain shapes (“mean value of the grain diameters, taken in the various directions”); the three-point correlation function describes lengthy grains also if they are not aligned, i.e. in an isotropic arrangement [49].
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The correlation functions allow for a determination of the tensors of effective elastic moduli of macro-homogeneous polycrystals to within any desired accuracy, depending on the available order \( n \) of the functions \([50]\).

In a local approach where the correlations are disregarded, it is sufficient to consider simple distribution functions or probability density functions of the structure elements. Section 4.4 of the present thesis will demonstrate how such input information, representing the distribution of grain boundary lengths and orientations, may be utilized to predict the evolution of the effective moduli for the progressively fracturing system.

**Numerical methods.** In numerical approaches, especially mesh models, a statistical treatment is executed by the introduction of randomness. For example, the strengths of the links in a parallel bar model or in a Delaunay lattice may be randomly distributed in space. Or the grain boundaries in a structure model may have random specific surface energies. Or the inhomogeneities, e.g. pores, are randomly positioned across the model image.

While most of the models are characterized by a random, disordered structure and a deterministic analysis, it should be mentioned that other models start from ordered systems and continue with stochastic rupturing processes or a random dilution of the lattice.

The randomness introduced into single specimens often necessitates analyses of a large number of physical realizations. The same kind of experiment should be performed on many specimens which are prepared alike such that they appear to be macroscopically equal though different in the microscopic details. The so-called Monte Carlo methods can approximate expectation values and estimate errors where analytical methods do not work. Depending on the computational power, the results are systematically improvable by using larger samples and extended systems.

An extreme case is the study by Ju and Chen ([38], [39]) where the observations are averaged over ‘all’ possible realizations of a random crack distribution (see section 3.2.2.4 in Chapter 3 and section 30 in Chapter 4).

**Methods at the macroscopic scale.** In defect-sensitive (perfectly brittle) materials, the least resistant element is decisive: failure of the weakest element entails the fracture of the whole solid. Up-scaling of the failure probability of small specimens to the failure probability of larger specimens may then be accomplished by weakest-link theories assuming a Weibull distribution (‘algebraic law’/power law dependence on the applied load, see section 5.5.1.2 of the present dissertation) or a Gumbel distribution (exponential law dependence on the applied load), or even simpler laws for the distribution of small specimen failure thresholds. The proper choice of the distribution of rupture strengths is the crucial point in these models.

Weibull theory may be classified as a ‘phenomenological’ approach since it does not account for the explicit microstructure or the stress fluctuations at the microscopic level. Instead, macroscopic stresses are considered. If the distribution of defects systematically varies within certain batches or areas in the material, then standard Weibull theory fails to predict the results and must be replaced by a ‘multiscale’ approach \([6]\).

The weakest-link theory does not apply to materials under compressive load and to situations where the microcracks are stopped by microscopic heterogeneities \([29]\). As outlined above, the latter situation represents a typical quasi-brittle behaviour.
1.2 Objective and scope of the present study

The present thesis considers brittle sintered solids exhibiting a heterogeneous granular structure, either compact or including pores, with ceramic materials as an application. The materials are subjected to special loading conditions such as externally applied compression, or fluid pressure acting inside the pores. The applied loads are high enough to cause irreversible changes (damage) inside the specimens.

The scope is to gain a better comprehension of the macroscopic behaviour and resistance of these materials by modelling the responsible processes on a finer, microscopic level of the material structure. To this end, the facilities provided by a modern computer system are to be employed, for computer simulations can deal with specimens that are hardly obtainable and conditions that are not easily accessible to experimental analysis.

These special requirements suggest to establish a novel model approach which takes advantage of the existing concepts outlined in the previous section 1.1.2, but goes beyond them. The efforts in establishing and employing the model should particularly address the following issues:

- identification of the microstructural parameters and characteristics relevant for initiation of damage
- investigation of statistical effects due to the microstructural disorder
- inspection of the significance of certain micromechanical correlations (e.g., defect interactions) for the evolution of damage
- considerations on the appropriate damage parameter/observable
- estimation of the macroscopic response of the system (homogenization)

The model should serve as a tool for the determination of universal trends and qualitative attributes of the brittle rupture processes; it does not aim at exact quantitative results. The essential modes of damage as portrayed in section 1.1.1 should be reproduced.

1.3 Principle and characteristics of the present approach

The present approach emanates from a concept by Doltsinis that investigates microcracking in brittle materials in conjunction with the microstructure. Following early preparatory steps ([21], [20]), the theoretical constitutive framework was established in [15]. Essential extensions have been outlined in [16], which concern the nonlinear effects associated with crack closure and friction. The theoretical background is elaborated here to a computational model procedure, the characteristics of which are compiled in the following:

Resolution scale. The resolution length of the present model is the average size of the smallest grains. Below this discretization level, details of the material texture and fluctuations of stress and strain are smeared and summarized in empirical parameters (for example, specific surface energy). The choice of this resolution length follows the numerous observations that the heterogeneity between grains is fundamental for microcracking, and
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that the grains are a “natural choice for the discrete elements” in the case of polycrystalline solids [48].

Classification. The present approach combines essential characteristics of both the class of mesh models and the class of micromechanical models, and must therefore be categorized somewhere intermediate:

• The microstructure model is discretized at the level of the grains. Accordingly, the simulation of progressive damage is not performed in a continuous way, but in discrete steps: the model grid of grain boundaries (facets) represents a network of potential microcracks, and each grain boundary may only fail instantaneously with the full dimension. The discretization of the model establishes a certain relationship with the Voronoi lattice described in section 1.1.2.2. The resulting model images are closer to the actual microstructures than common mesh models, and the same holds for the simulation of damage.

• On the other hand, these facet meshes are not designed to carry any load — the stress and strain analysis in the present approach is not founded on the solid parts of the structure, but rather focuses on the defects (cracks, pores). A deterministic analysis of the local stress field is performed with the aid of elementary, analytical solutions for the disturbances induced by singular defects. The interactions between the defects are directly accounted for via transmission factors and a superposition technique. These concepts are borrowed from the class of micromechanical models (section 1.1.2.1).

Microscopic rupture criterion. Fracturing of facets in the respective loading state is decided by an energy estimation: the elastic strain energy released by separating facets must exceed the associated increase in free surface energy. The energy criterion requires the calculation of the actual local stress condition on each facet. (This is accomplished by superposition of the tractions from external load, and those tractions ‘transmitted’ by cracks and pores.) In case that the facet emanates from an existing defect, the shape and size of the possibly growing defect must be accounted for in the calculation of the strain contribution.

The specific surface energy may be individually adjusted to the boundaries between the various grain phases.

Algorithm. The computer algorithm for generation of artificial geometrical microstructure images requires input informations on certain morphological parameters from actual microstructures. The computer algorithm for simulation of microcracking requires input informations on the elastic properties and certain material properties (such as the specific surface energy) of the grain phases, and on the macroscopic loading conditions (stress or internal pressure).

The simulation of progressive fracturing starts with a stable state of fracturing (usually the undamaged state) in the model images. Afterwards, the loading state is incrementally modified, and the current tractions on each facet are determined. The most critical facet is singled out and – if the rupture criterion is fulfilled – ‘removed’, i.e. replaced by a crack. Appearance of defect growth and coalescence of defects is recognized and approximately accounted for:
• If a new cracked facet touches an existing crack, then no additional crack is allocated but the old one is extended; a kinked crack arising from this procedure is subsequently approximated by a straight line.

• The spatial extent of chains and networks of connected pores and cracks is permanently recorded; regarding the stress analysis, the flaw clusters are approximated by large cavities of simple shape.

Then, a quasi-static redistribution of local stresses is calculated for the surviving network. This procedure is repeated incrementally for each change of applied load. The analysis ultimately ends when the final load is reached or a localization of damage (percolation, failure) is observed.

The main instructions of the crack formation algorithm are presented in Table 1.1.

The model accounts for the different behaviour of cracks under tension and compression, and the constrained shear displacement of compressed crack faces due to static friction.

The output of the damage simulation algorithm comprises effective elastic parameters such as stiffness and overall strain, structural parameters such as the crack density, and the topological microcrack pattern in the damaged microstructure.

<table>
<thead>
<tr>
<th>loading loop start: zero load</th>
</tr>
</thead>
<tbody>
<tr>
<td>• advance state of applied external stress $\sigma$ or internal pressure $P$ along prescribed loading path</td>
</tr>
<tr>
<td>• calculate loading conditions on each unbroken facet; determine potential defect cluster and strain energy release in case of facet failure</td>
</tr>
<tr>
<td>• calculate overall energy release in case of failure of any facet; allocate a cracked facet if energy release is positive</td>
</tr>
<tr>
<td>• update cracks, facets, defect clusters</td>
</tr>
<tr>
<td>• in case of defect percolation or localization: stop loading loop</td>
</tr>
<tr>
<td>• determine current strain state $\epsilon$ and effective compliance $C$ resp. stiffness $S$ for the current structure</td>
</tr>
<tr>
<td>end: final load (input value)</td>
</tr>
</tbody>
</table>

*Table 1.1: Scheme of the microcrack evolution algorithm to be employed on a given model specimen.*
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Statistical treatment. The model images attributed to a certain kind of material are macroscopically almost ‘identical’, but are different at the microstructure level. A Monte Carlo sampling strategy is employed which leads to microscopically different specimens of a material structure by each time randomly distributing the individual constituents. Fluctuations of the averaged structure parameters from specimen to specimen may be allowed as well.

The damage simulations, which are deterministic for a given model structure, are employed in a statistical procedure by successively performing tests on a large number of such macroscopically identical specimens.

Then, a statistical analysis of the results identifies universal trends of the deformation process and of the scatter of the observables.

Restrictions. The present approach is designed with respect to two-dimensional considerations. Thus, the stress analysis assumes plane stress or plane strain conditions. The restriction to two dimensions is at the expense of the generality of the model, but it yields a manageability and applicability with respect to numerical calculations. Compared to this, the applicability of any three-dimensional model for simulation of damage would be limited to the very basics.

Anyway, one should be aware that detailed information on the actual three-dimensional structural properties of the addressed materials is not available.

1.4 Organization of the present thesis

An appealing model study in the field of damage mechanics must cover four essential points: description of the material structure, stress analysis, simulation of damage initiation, and failure. The present thesis comprises four substantial chapters (2 to 5) which are roughly dedicated to these stages:

The immediately following Chapter 2 is concerned with the properties of the actual material structures in question, and the generation of geometrical model images reflecting the essential characteristics.

Then, Chapter 3 deals with the stress fields around cavities and cracks, and with the effective elastic properties and overall strains of structures containing such defects. After reviewing some popular local continuum models, the non-local micromechanical formalism is established which may be seen as the theoretical backbone of the present work. At present, the formalism is rather general with respect to the loading conditions, involving uniaxial or biaxial stresses and internal pressure. Micromechanical details are discussed, and homogenization to the continuum level is demonstrated.

Different from Chapter 3, which refers to structures of a given, fixed state, the subsequent Chapters 4 and 5 pursue the issues of damage evolution and statistical fluctuations in the microstructure — it is here where the discretization of the structure into a granular mesh becomes important. Chapter 4 addresses the nucleation and growth of microcracks under various loading conditions, with a focus on compressive loads. It introduces the theoretical ideas for simulation of fracturing, and presents computer simulations illustrating various points, from the modes of fracturing to the friction coefficients. For practical reasons, the studies are restricted to compact material structures, and to rather small crack densities.
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The subject of Chapter 5 is the progressive damage in porous structures under internal pressure. These particular conditions require a modification of the formalism, which is outlined and illustrated first. The computational simulations then show how microcracks emanate from the existing pores and thus connect the cavities to form large, growing defect clusters. The simulations are continued until the failure of the specimens is recognized in terms of percolation.

Finally, Chapter 6 provides a concluding assessment of the presented investigations, a summary of the insights and results of each previous chapter, and an outlook at possible extensions and further discussions.
Chapter 2

Modelling of porous granular microstructures

The evolution of damage is simulated on two-dimensional geometrical ‘images’ (i.e., numerical representations) of the microstructure (see fig. 2.1, right, as an example). At the time of generation, no microcracks are present in the model images.

The morphological characteristics of the artificial two-dimensional model images are specified by stereological analysis data from actual material structures (see fig. 2.1, left, as an example\(^1\)). The materials under consideration comprise three individual phases: pores, and grains of different constitution. In the context of the present approach, the grains are attributed to a titanium oxide (\(\text{TiO}_2\)) phase and an aluminum oxide (\(\text{Al}_2\text{O}_3\)) phase, but the model applies to different materials as well. The explicit geometry and topology of the microstructure are statistical entities.

Figure 2.1: Left: Scanning Electron Micrograph (SEM) of an aluminum oxide based filter support with 28 % porosity. The size of the image is 170 µm × 230 µm. Right: model structure. In both figures, black areas refer to pores, while the gray-coloured grains represent the \(\text{Al}_2\text{O}_3\) phase, and the white grains represent the \(\text{TiO}_2\) phase. In the model, the grid of gray strokes represents the network of potential cracks along grain facets.

\(^1\)The Scanning Electron Micrographs presented in the current chapter have been provided by Olivier Vansse [63].
Section 2.1 outlines the basics and features of the model generation algorithm, section 2.2 discusses the available input parameters and the additional assumptions required. Section 2.3 presents some exemplary model specimens, which are assessed with the aid of image analysis methods, and are compared with micrographs of actual material structures. The chapter closes with some reflections on three-dimensional structures (section 2.4).

2.1 Computer generation of two-dimensional microstructure images

Artificial two-dimensional microstructure images with specified characteristics are generated by a computer algorithm. First steps reported in [19] have been considerably extended in order to generate rather realistic images of observed microstructures containing several phases. The modelling algorithm essentially comprises four stages, which are illustrated in fig. 2.2, and are elucidated in the following.

Figure 2.2: Various stages in modelling, exemplified for a TiO$_2$/Al$_2$O$_3$ porous structure: 1) Undistorted regular hexagonal lattice; 2) Distortion of the regular hexagonal lattice, thus getting a basic grid of (TiO$_2$) grain boundaries; 3) Implanting the second grain phase (Al$_2$O$_3$) and adjustment of the basic grain boundaries; 4) Implanting pores of simple geometrical shapes and adjustment of first and second grain phase boundaries.
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Figure 2.3: Anisotropic grain model structure.

- For the present purpose, an essential constituent of the microstructure model is a network of potential cracks. Assuming *intergranular* fracture, the network is identical to the grid of grain boundaries (facets) in the ceramic material. The standard algorithm allows for a two-phase mixture of grains:

  - Generation of the first, basic grain phase starts with a regular hexagonal lattice (‘honeycomb structure’); the cells are then subjected to random distortions by displacing triple points. The general extent of distortion may be adjusted. Anisotropic structures, consisting of elongated grains oriented in a preferred direction, might be created by re-scaling of this lattice along a certain linear axis (fig. 2.3).

  - A second phase of grains, different in shape and of larger size, may be implanted into this basic lattice. The individual second-phase grains are created as polygons with corners located on the boundary of imaginable ellipses; the aspect ratio\(^2\) of the respective ellipse and the number of polygon corners are specified by input parameters.

  \(^2\)aspect ratio: ratio of the semiaxis lengths

- For a representation of porosity, various cavities, differing in their effect on the stiffness, can be distributed between the grains. These cavities are of simple geometrical shape, since the local stress analysis in the model is based upon analytical stress solutions for the cavities (see Chapter 3). The distribution of size and orientation of the cavities may be adjusted individually for the various shapes.

Available are ‘elastically isotropic’ and ‘elastically anisotropic’ cavities: circular pores and pores with (approximately) regular triangular shape, on the one hand, and elliptical pores as well as cracks, on the other hand. For elliptical pores, a
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discrete summation yields for the porosity (area fraction)

\[ p = \frac{1}{A} \pi \sum_k a_k b_k, \quad (2.1) \]

whereas the shape factor (‘eccentricity’) is defined as

\[ q = \frac{1}{A} \pi \sum_k (a_k - b_k)^2, \quad (2.2) \]

with \( a_k \) and \( b_k \) denoting the semiaxis lengths of pore \( k \), and \( A \) being the area of the material section. Special cases are circular pores: \( p = \frac{1}{A} \pi \sum_k (a_k)^2 \) and \( q = 0 \), and cracks (length \( l_k = 2a_k \)): \( p = 0 \) and \( q = \frac{1}{A} \pi \sum_k (l_k/2)^2 \).

The shape factor \( q \) of cracks is closely related to the scalar crack density\(^3\) \( \rho \):

\[ \rho = \frac{1}{A} \sum_k \left( \frac{l_k}{2} \right)^2 \quad (2.3) \]

\[ q = \pi \rho \quad (2.4) \]

Regarding the effective elastic properties, ellipses represent a good approximation for rectangles, too [41]. Modelling the actual ‘jagged’ contours of the pores by ellipses (or, in 3-D, ellipsoids) represents a proper simplification since the inscribed and circumscribed ellipses generate lower and upper bounds for the effective properties (for references, see [71]).

Optionally, small triangular cavities can be implanted to represent triple point voids between grains in sintered ceramics.

Due to the two-dimensional formulation, the approximation of open porosity is rather poor: strictly speaking, open pore channels are assumed to extend in the third dimension. The porosity in the modelling plane is of a closed type.

Shapes and sizes of the individual second-phase grains and pores are either fixed at computation time or read from a data file in advance; the individual objects are then successively implanted into the current structure. Apart from the constraint that pores must neither touch nor overlap and second-phase grains may touch but must not overlap too high, the location of second-phase grains and pores is generally random. The orientation of second-phase grains and pores may be chosen individually or statistically, thus attaining isotropy or certain anisotropies.

The adjustment of the previous structure to the presence of an implanted new object (second-phase grain, pore) requires an extensive algorithm: grain boundaries located completely inside the new object need to be eliminated, grain boundaries crossing the border or located close to the border of the new object need to be shifted towards the border, etc.

\(^3\)Under certain conditions, the scalar crack density is an important parameter for characterization of the damage state (see Chapter 4).
2.1 Computer generation of two-dimensional microstructure images

In the ultimate model structure, the individual grains (first phase, second phase) are identified and related to unique numbers (see fig. 2.4). This procedure enables to assign special properties to the grain elements, e.g. orientation angles of the crystalline planes. The latter will be important if a micromechanical description of thermal residual stresses ([77], [54]) is to be added to the simulation algorithm.

![Three-phase microstructure image](image1)
![Three-phase microstructure image](image2)

Figure 2.4: Three-phase microstructure image, and identification of the individual elements belonging to the first grain phase, second grain phase, and pore phase, respectively. Main axis orientations are (randomly) assigned to the individual grains, a prerequisite for consideration of thermal residual stresses.

In order to account for the effect of the surrounding material, the borders of the specimen are designed such that the structure can be duplicated with respect to all four sides. Thus, the specimen can be extended periodically (fig. 2.5). The presence of pores located outside, but in close vicinity to the specimen border (red margin in fig. 2.5) is recorded and accounted for in the stress analysis (Chapter 5).

Different specimens of a material structure are obtained by selecting different distributions of the individual constituents (pores, second-phase grains). Usually, a random positioning will be chosen since informations on the explicit spatial correlations are not available. The random-number generator of the computer is extensively used for the
generation of sizes, shapes, positions and orientations of the material constituents.

Figure 2.5: Accounting for the material surrounding the specimen. The pore pattern along the borders allows periodic continuation of the specimen as an option: pore parts outside the specimen (red margin) are continued inside at the opposite border.

2.2 On the input parameters applied in the model

Stereological parameters from experiment. In order to generate a realistic microstructure image, morphological data of the actual material are required. These may be supplied by analysis of Scanning Electron Micrographs. A pertinent tool in this context is quantitative stereology, a branch of geometry employed for numerical characterization of points, lines, surfaces and volumes from observations on two-dimensional sections in three-dimensional specimens ([48], [78]). It takes advantage of the Euler-Poincaré characteristic, which is suitable for studying $n$-dimensional structures ($R^n$) from measurements of connectivity numbers in lower-dimensional spaces ($R^{n-1}$) (see [70] for details). The most fundamental parameters provided here may serve as input parameters for the modelling program: the specific area (area fraction) $A_A$ and specific perimeter (perimeter per unit area) $L_A$ of the different grain and pore phases. In the following, it is presumed that the considered stereological parameters actually exist, which means that the scatter of these parameters in a statistical sample tends towards zero when the specimen size increases towards infinite, or that the observed parameters in fact have a mean. (The existence of the stereological parameters is not at all a general property of materials, see [52]).

Although obtained from a local analysis of the medium, quantities such as area fraction and specific perimeter are, in effect, global parameters: they refer to properties of a phase (a ‘collective’) from a ‘global’ point of view. The global parameters forge links between experiment and model, but the modelling of the individual structure elements (‘individual analysis’, e.g. size and shape of the pores) still comes along with some arbitrariness.

It is therefore useful to discuss the limits of the information provided by the stereological parameters, and to explain the additional assumptions underlying the present
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generation of microstructure images:

Additional assumptions. Given the specific area and specific perimeter of a certain phase, one may first assume a simple case where the individual elements of that phase conform to a monodisperse size and shape distribution. Then the global parameters are directly related to the properties of the individual elements — the conversion factor is $N_A$, the number density of the elements —, and it can be stated:

- For a given specific area, the specific perimeter of the phase is a measure for the ‘fineness’ or the granularity of the phase. If a certain shape is prescribed, too, then the size of the elements is a unique function of the specific perimeter (see fig. 2.6, left, for illustration).

- For elements of an elliptical shape type and given size (length $a$ of large semi-axis), the exact shape (specified by length $b$ of small semi-axis) is unique, i.e. a unique function of (specific) area and (specific) perimeter (see fig. 2.6, right, for illustration). This fact is of some importance since the largest linear extent of an element (which corresponds to $2a$) is rather easily accessible by image analysis.

- For elements of an elliptical shape type and given area, the exact shape (aspect ratio $a/b$) of the elements is unique as well (see fig. 2.7, for illustration).

![Figure 2.6](image)

Figure 2.6: Left: For a monodisperse distribution of circular phase elements with given area fraction $A_A$, the specific perimeter $L_A$ is a measure for the fineness (radius $r$) of the elements: $r = 2 A_A/L_A$. ($LU$: length unit). Right: For an ellipse, there is a unique relation between area, perimeter, length $a$ of large semi-axis, and length $b$ of small semi-axis.

If a monodisperse shape distribution, but a polydisperse size distribution is given, then the explicit size distribution cannot be deduced from area fraction and specific perimeter. For the general case of polydisperse shape and size distributions, the properties of the individual elements are even more vague.

The main point to emphasize here is that the above three items apply to polydisperse size distributions in an approximate way, provided that the range of element sizes is
rationally bounded (not too small and not extremely large) — an assumption which typically holds for the actual microstructures.

Finally, the present way of modelling is based on additional assumptions regarding the type of the size distribution (Gaussian normal distribution, uniform distribution), the range of the sizes, and the shapes. All the parameters involved here are chosen to fit to primitive observations on micrographs.

**Remarks on the specimen size.** Another important input parameter is the size (area) of the specimens. It is obvious that the analysis of a heterogeneous microstructure should preferably be performed on specimens large enough to be representative. In that context, it is essential to introduce the common term ‘Representative Volume Element’ (RVE).

As a rule, the RVE relates to a certain observable, and its size depends on the desired accuracy of the observation. It is defined as the smallest material section for which the distribution of the observable among a sufficient number of specimens conforms to the corresponding distribution within a very large section. This means that the distribution is the same (to within the defined accuracy), no matter how large the material section is if only larger than the RVE. Thus, the RVE is statistically homogeneous: the properties are invariant (or at least approximately invariant) with respect to translations of the RVE; “any RVE at a specific point looks very much like any other RVE taken at random at another point” [56]. In micromechanical models with a deterministic, periodic structure, the basic cell is a paradigm of a RVE, representing the characteristic pattern. In random structures, the RVE is much larger than the source of the heterogeneity, and may be called a micro-continuum [69].

The structural parameters such as porosity are intrinsic material properties for which a representative volume element usually exists [48]. While the mean $\mu_y$ of such stereological parameters $y$ is expected not to depend on the specimen size $D$,

$$
\mu_y(D) = \text{const.},
$$

Figure 2.7: Perimeter of an ellipse as a function of aspect ratio at constant ellipse area: For an elliptical pore of given area, there is a unique (in the shown range: approximately linear) relation between pore perimeter and pore shape (aspect ratio).
the situation is different for the standard deviation $\sigma_y$ of the estimate\footnote{For a detailed description of the statistical quantities, see section 4.3.1.1, p. 107.}: For sizes below RVE, the variance decreases with increasing specimen size $D$ as follows [52]:

$$\sigma_y(D) \propto \frac{1}{\sqrt{D}},$$

(2.6)

tending to zero for $D$ exceeding RVE. $D$ denotes the area (in 2-D) or the volume (in 3-D) (or, in 1-D, the length) of the specimen [37].

In the case that RVE-specimens are too large for the experimental analysis, eq. (2.6) suggests to use nevertheless the maximum specimen size accessible. This will yield more precision in the results, and a reduction of effort.

For the RVE in metals and ceramics, a characteristic magnitude of $(0.1\text{mm})^3$ has been suggested (see [73]). Boundary effects are not present in the context of stereological structure parameters.

2.3 Suiting the model to real microstructures

Stereological information from image analysis of scanning electron micrographs is a valuable input for the microstructure modelling, but an exact reproduction of these values in the model images is not possible. The reason is that the procedure of successively implanting the second-phase grains and the pores gives no perfect control on the global parameters, which are coupled to one another in a complex way. One may be tempted to variate certain individual input parameters in order to improve the results, but the computer algorithm should rather be based upon input from physical observations than from a try-and-error strategy.

The current section shows several exemplary results for microstructure images which have been generated exclusively from experimental input: Figure 2.8 refers to a material with a majority of titanium oxide grains, fig. 2.9 refers to a material with a majority of aluminum oxide grains at high porosity, and fig. 2.10 refers to a material with a majority of aluminum oxide grains at lower porosity. It should not be forgotten that the model images shown in these figures are no reproductions of the scanning electron micrographs, but single realizations of the statistical sampling.

For an assessment of the quality of the modelling, it suggests itself to apply here the same image analysis techniques which are otherwise applied to the scanning electron micrographs. The image analysis comprises two steps: The first step is a separate presentation of the three structure phases, as included in figures 2.8 to 2.10. A qualitative, visual comparison of the separation images from SEM and modelling already reveals a satisfactory agreement. As expected from the rough modelling with elementary geometrical shapes, the poorest correspondence is seen for the porous phase. The second step of the image analysis applies stereological methods to the separation images, thus providing data for a quantitative comparison. Some results are compiled in table 2.2 (p. 46).

All in all, the two-dimensional modelling approach seems to sufficiently reflect the properties of the considered microstructures.

The typical structural input parameters of the model approach, as well as the elastic/energetic material parameters attributed to the specimens throughout the present work, are compiled in table 2.1 (p. 45).
Figure 2.8: Left: Scanning electron micrograph of a TiO$_2$ based microstructure (upper row), and image analysis (below). Right: corresponding model specimen, and separate presentation of the three phases in there. Second row: Al$_2$O$_3$ phase in white ($A_A$(Al) = 0.17, $L_A$(Al) = 36 mm/mm$^2$). Third row: TiO$_2$ phase in white ($A_A$(Ti) = 0.43, $L_A$(Ti) = 116 mm/mm$^2$). Fourth row: pores in white ($A_A$(po) = 0.41, $L_A$(po) = 105 mm/mm$^2$).
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Figure 2.9: Left column: Scanning electron micrograph (SEM) of an aluminum oxide based microstructure with 40% porosity (upper row), and image analysis (below). Right column: corresponding model specimen, and separate presentation of the three phases in there. Second row: $\text{Al}_2\text{O}_3$ phase in white. Third row: $\text{TiO}_2$ phase in white. Fourth row: porous phase in white.
Figure 2.10: Left column: image analysis of the SEM of an aluminum oxide based filter support with 28% porosity (fig. 2.1, left). Right column: separate presentation of the different phases in the model image (fig. 2.1, right). Above: Al₂O₃ phase. Middle: TiO₂ phase. Below: porous phase.
### structural parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>specimen size</td>
<td>$D$ (variating)</td>
</tr>
<tr>
<td>volume fraction of grains and pores</td>
<td>$A_A(Ti)$, $A_A(Al)$, $A_A(po)$ (variating)</td>
</tr>
<tr>
<td>specific perimeter of grains and pores</td>
<td>$L_A(Ti)$, $L_A(Al)$, $L_A(po)$ (variating)</td>
</tr>
<tr>
<td>average diameter of grains and pores</td>
<td>$d(Ti)$, $d(Al)$, $d(po)$ (variating)</td>
</tr>
<tr>
<td>size distribution of grains and pores</td>
<td>Gaussian normal distr. or uniform distr. (with bounds); monodisperse</td>
</tr>
<tr>
<td>shape of grains</td>
<td>hexagonal ($TiO_2$), polygonal ($Al_2O_3$), randomly distorted</td>
</tr>
<tr>
<td>shape of pores</td>
<td>circular, elliptical, triangular</td>
</tr>
<tr>
<td>location and orientation of grains and</td>
<td>(random, uniform distr.)</td>
</tr>
</tbody>
</table>

### elastic material parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus of compact grain phases</td>
<td>$E$ 270 GPa</td>
</tr>
<tr>
<td>Poisson ratio of compact grain phases</td>
<td>$\nu$ 0.15</td>
</tr>
</tbody>
</table>

### miscellaneous

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>specific surface energy between grain</td>
<td>$\gamma(Ti/Ti)$ 2.00 Jm$^{-2}$</td>
</tr>
<tr>
<td>boundaries</td>
<td>$\gamma(Al/Al)$ 1.00 Jm$^{-2}$</td>
</tr>
<tr>
<td>$\gamma(Ti/Al)$</td>
<td>$0.50$ Jm$^{-2}$</td>
</tr>
<tr>
<td>static friction coefficient</td>
<td>$\mu_s$ (0.7)</td>
</tr>
<tr>
<td>sliding friction coefficient</td>
<td>$\mu_m$ (0.6)</td>
</tr>
</tbody>
</table>

Table 2.1: Basic input parameters for modelling the microstructure, stress analysis, and simulation of microcracking. Right column: respective values or assumptions as chosen for the present studies.
<table>
<thead>
<tr>
<th>fig. 2.9</th>
<th>SEM</th>
<th>model image</th>
</tr>
</thead>
<tbody>
<tr>
<td>volume fraction of porous phase, $A_A(\text{po})$</td>
<td>0.39</td>
<td>0.42</td>
</tr>
<tr>
<td>volume fraction of $\text{Al}_2\text{O}_3$ phase, $A_A(\text{Al})$</td>
<td>0.43</td>
<td>0.41</td>
</tr>
<tr>
<td>volume fraction of $\text{TiO}_2$ phase, $A_A(\text{Ti})$</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>specific perim. of porous phase, $L_A(\text{po})$ [mm/mm$^2$]</td>
<td>137.6</td>
<td>129.33</td>
</tr>
<tr>
<td>specific perim. of $\text{Al}_2\text{O}_3$ phase, $L_A(\text{Al})$ [mm/mm$^2$]</td>
<td>134.3</td>
<td>128.92</td>
</tr>
<tr>
<td>specific perim. of $\text{TiO}_2$ phase, $L_A(\text{Ti})$ [mm/mm$^2$]</td>
<td>92.3</td>
<td>95.89</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>fig. 2.10</th>
<th>SEM</th>
<th>model image</th>
</tr>
</thead>
<tbody>
<tr>
<td>volume fraction of porous phase, $A_A(\text{po})$</td>
<td>0.28</td>
<td>0.31</td>
</tr>
<tr>
<td>volume fraction of $\text{Al}_2\text{O}_3$ phase, $A_A(\text{Al})$</td>
<td>0.50</td>
<td>0.45</td>
</tr>
<tr>
<td>volume fraction of $\text{TiO}_2$ phase, $A_A(\text{Ti})$</td>
<td>0.23</td>
<td>0.22</td>
</tr>
<tr>
<td>specific perim. of porous phase, $L_A(\text{po})$ [mm/mm$^2$]</td>
<td>116.6</td>
<td>116.</td>
</tr>
<tr>
<td>specific perim. of $\text{Al}_2\text{O}_3$ phase, $L_A(\text{Al})$ [mm/mm$^2$]</td>
<td>154.2</td>
<td>157.</td>
</tr>
<tr>
<td>specific perim. of $\text{TiO}_2$ phase, $L_A(\text{Ti})$ [mm/mm$^2$]</td>
<td>112.9</td>
<td>129.</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of basic structural parameters of the $\text{Al}_2\text{O}_3$-based SEM and model images in fig. 2.9 and in fig. 2.10, respectively.

### 2.4 Deducing three-dimensional information from two-dimensional analysis

![Figure 2.11: Illustration of cross-section analysis in a 3-D material specimen.](image)

For an estimation of the volume content of phase $\phi$ ($\phi = 1, \ldots, n$) from cross-section analysis, consider the volume element $V = A \, l$ in fig. 2.11.$^5$ Denoting by $A(\phi)$ the area of the phase in the cross section, the respective volume $V(\phi)$ is obtained by integration along the $z$–axis:

$$V(\phi) = \int_0^l A(\phi) \, dz \quad (2.7)$$

$^5$ Some parts of section 2.4, section 3.3.3, and sections 5.1 to 5.4.2 have already been published in [17] and [18].
The volume fraction of the phase is then

\[ V_V(\phi) = \frac{V(\phi)}{V} = \frac{1}{l} \int_0^l A(\phi) \, dz = \frac{1}{l} \int_0^l A_A(\phi) \, dz, \quad (2.8) \]

and it can be determined as the average over the distance \( l \) of the area fraction \( A_A(\phi) = A(\phi)/A \). The extremum values of \( A_A(\phi) \) along \( l \) represent bounds of the volume fraction:

\[ \min[A_A(\phi)] \leq V_V(\phi) \leq \max[A_A(\phi)] \quad (2.9) \]

Following [13], the above thoughts have already been presented in [14].

The assumption of the material being isotropic and statistically homogeneous simplifies the situation in so far as the analysis may be restricted to a single, arbitrary 2-D cross-section. In other words, the smaller the variation between cross-sections, the more accurately the volume fraction is approximated by the area fraction of a single cross-section. If the cross-section is sufficiently large to represent the phase content, the volume fraction of a phase \( \phi \) (in 3-D) is equal to the corresponding area fraction (in 2-D):

\[ V_V(\phi) = A_A(\phi) \quad (2.10) \]

A similarly straight relation holds for the specific perimeter \( L_A(\phi) \) (in 2-D) and its equivalent in 3-D, the specific surface \( S_V(\phi) \) (surface area of \( \phi \) per unit volume, “surface-to-volume-ratio”) [34]:

\[ S_V(\phi) = \frac{4}{\pi} L_A(\phi) \quad (2.11) \]

Since \( 4/\pi > 1 \), the specific perimeter of a phase is underestimated in a 2-D consideration. Equation \( (2.11) \) may be transferred to cracks: if the size of a crack \( k \) is defined as its length \( l_k \) (in 2-D) or its area extent \( A_k \) (in 3-D), then the sum of crack sizes is underestimated in a 2-D section:

\[ \frac{1}{V} \sum_{k \in V} A_k = \frac{4}{\pi} \frac{1}{A} \sum_{k \in A} l_k \quad (2.12) \]

Regarding the shapes of the individual elements of a phase, one may consider the simple case of (randomly oriented) spheroidal pores in 3-D, which reduce to elliptical pores in 2-D (planar) sections. The studies in [53] confirm that the sum of the aspect ratios per area resp. volume is lower in 2-D than in 3-D, in fact much more for prolate spheroids (approximately logarithmic relation between 2-D and 3-D) than for oblate spheroids (approximately linear relation). Thus, the average 3-D aspect ratio of the phase elements is underestimated in a 2-D analysis, a fact which fits to the message of eq. \( (2.11) \) if one recalls that the perimeter is related to the aspect ratio (fig. 2.7, p. 40). However, deducing relations for properties of the individual elements from relations for global parameters such as eq. \( (2.11) \) is, as already discussed in section 2.2, only possible under very confined assumptions.
Chapter 3

Elastic properties and stress analysis of solids with cavities

The impact of the micro-cavities on the effective elastic properties is of considerable interest for both the constitutive modelling from the microscopic level, and for an assessment of the material state from macroscopic observations. The scope in modelling is to determine macroscopic parameters such as the stiffness (Young’s modulus in particular) and the overall strain of the heterogeneous material from the elastic parameters of its solid constituents, from informations on the incorporated cavities (pores and cracks), and from the loading conditions. The present chapter will first outline some general points in the associated topic of homogenization (section 3.1).

Micromechanical models explicitly account for the reduction of the stiffness (of an otherwise compact material) by the presence of the cavities, or sum up the contributions of the cavities to the strain of the material. Among the common micromechanical approaches, two fundamentally different categories should be distinguished: A great deal has been published on local theories which do not consider the mutual positions of the cavities. These local approaches result in simple and thus very popular continuum models, which are reviewed in section 3.2 and are very instructive with respect to the successive accounts.

The second category is represented by non-local models which focus on explicit complex and deterministic arrangements of cavities, especially of microcracks. The micromechanical way of modelling is based upon analytical stress solutions for the isolated individual cavities (section 3.3), which may be superposed to get a full description of the stress field in a model specimen. Section 3.4 outlines the versatile method established by Mark Kachanov [42], which is extended in section 3.5 with respect to normal compression and frictional sliding of the crack faces, and to structural changes. The deduced expressions essentially relate macroscopic stresses and macroscopic strains and serve as the theoretical fundamentals for the elastic analysis of microstructures in the present thesis.

A useful application of the non-local micromechanical model addresses the stress-strain response of specimens under tension-shear-compression loading cycles. The results presented in section 3.7 clearly illustrate the nonlinear behaviour of solids with cracks.

It should be emphasized that the granular (i.e., discrete) structure of the material is neglected in the present chapter. For the determination of effective moduli, the solid phases are assumed to be linear elastic continua with constant, isotropic elastic moduli. This implies that the elastic properties of both grain phases are equal, and that the grain
interfaces are infinitely thin [50].

3.1 Remarks on homogenization and discretization

**Micro-macro transition.** The transition from a model on a fine scale to a model on a coarser scale is referred to as homogenization (also called ‘coarse graining’ or simply ‘averaging’). Just as in the present work, this transition typically takes place between the microscale and the macroscale, but it should be noted that the properties of the elements at the microscale (grains, facets) result from homogenization of the physical phenomena at an even lower level. From the viewpoint of damage, “the untold number of ruptured bonds [at the atomic/molecular level] are replaced by tens of thousands of microcracks [at the microscopic level] which are subsequently approximated by damage tensors [at the macroscale]” [48].

Homogenization is the modelling of a statistical ensemble of micro-systems with a heterogeneous, discrete, piece-wise continuous microstructure by means of a unique, idealized, continuous medium, where the size of the heterogeneities is very small compared to the characteristic length of this scale. The many body statistical mechanics problem is reduced to simple, deterministic formulae and effective parameters, resulting in effective continuum models or effective field models (see section 1.1.2.3). Homogenization reduces the number of degrees of freedom and enhances the tractability of the model. Features on the lower level are smeared out: details of the micro-defects as well as the local stress and strain field fluctuations are neglected at the macroscale.\(^1\)

“Homogenization assumes that we are able to solve a problem at the macroscopic scale” [56]. It is justified only if the representative volume element (RVE) exists, i.e. if the micro-systems are statistically homogeneous (see section 2.2, p. 40). Determining effective elastic or damage parameters requires the band-width of the distribution of the heterogeneities to be limited.

The formalism of homogenization can easily be demonstrated for the stresses and strains in a linear-elastic material: The macroscopic stresses \(\bar{\sigma}\) and macroscopic strains \(\bar{\epsilon}\) at a point \(X\) of the macro-continuum are evaluated by the unweighted mean values of the microscopic stresses \(\sigma\) and microscopic strains \(\epsilon\) (\(\langle \ldots \rangle\) is the averaging operator) [56]:

\[
\bar{\sigma}(X) = \langle \sigma \rangle \equiv \frac{1}{V} \int_V \sigma(X, x) \, dx
\]

\[
\bar{\epsilon}(X) = \langle \epsilon \rangle \equiv \frac{1}{V} \int_V \epsilon(X, x) \, dx
\]

The integration is extended over all points \(x\) within the volume \(V\) of the RVE (“micro-continuum” [69]) which is associated to the point \(X\) of the macro-continuum. Equations (3.1) and (3.2) yield the elastic fields for the macro-continuum.

\(^1\) A number of methods also provides bounds for the macroscopic elastic moduli: Classical examples are the Voigt and Reuss bounds (see [59], [50], or [1] for a review). Assuming that the strain throughout the heterogeneous material is uniform, the Voigt approximation represents upper bounds of the true effective moduli, whereas the Reuss approximation assumes a uniform stress and represents lower bounds. These bounds, however, “are of practical significance only for small volume fractions and slight mismatch of elastic moduli” of the material phases [1].
**Macro-micro transition.** Modelling at the microscale requires a process which is inverse to the homogenization procedure, and is called discretization or ‘localization’. Such a macro-micro transition addresses, for example, the determination of $\boldsymbol{\sigma}(\mathbf{X}, \mathbf{x})$ and $\boldsymbol{\epsilon}(\mathbf{X}, \mathbf{x})$ from $\bar{\boldsymbol{\sigma}}(\mathbf{X})$ and $\bar{\boldsymbol{\epsilon}}(\mathbf{X})$. A particular point here concerns the boundary conditions at the microscale. With $\text{div} \; \boldsymbol{\sigma} = 0$, i.e. an equilibrium state of the microscopic stresses, the volume integral is equivalent to a surface integral along the boundary $\partial V$ of the RVE (Gauss theorem). If the RVE is sufficiently large compared to the size of the heterogeneities, then the boundary conditions can be approximated by the value of the macroscopic field at the considered point $\mathbf{X}$; this means that the fluctuations at the boundary of the micro-continuum are neglected. At the same time, the RVE should be chosen small enough so that the macroscopic field may be considered uniform along the boundary.

As already mentioned in section 2.2 (p. 40), the size of the RVE is sometimes — especially in periodic structures — reduced to the scale of the microscopic heterogeneities. In this case, the micro- and macro-scale are “well separated” [55], so that the values of the macroscopic field represent no permissible approximation for the boundary conditions, and the task is more challenging:

The problem is firstly that there are no boundary conditions defined, and secondly that the load is only given by the averaged value of a field. The boundary conditions to be introduced “must, in some way, reproduce the internal state of the RVE in the most satisfactory manner” [56]. Possible boundary conditions may be derived from the **Hill-Mandel relation between micro- and macro-scales** (‘Hill-Mandel principle of macro-homogeneity’, ‘Hill’s condition’), which reads in a simplified notation:

$$\langle \boldsymbol{\sigma} : \boldsymbol{\epsilon} \rangle = \langle \boldsymbol{\sigma} \rangle : \langle \boldsymbol{\epsilon} \rangle$$

Provided that the microscopic displacement and stress fields are “admissible” ([56], [69]), this important relation allows to describe the volume average of a work-like expression at the microscale as a product of the corresponding macroscopic tensorfields, and thus establishes the ‘equality of macroscopic and microscopic work’. In statistical theories, this condition is considered as an *ergodic hypothesis*. For details and references, see e.g. [56].

The Hill-Mandel relation induces three possible conditions for the boundary $\partial V$ of the micro-continuum ([56], [69]):

1. uniform strains: displacement boundary conditions (Dirichlet bound. conditions)
2. uniform stresses: traction boundary conditions (Neumann boundary conditions)
3. local periodic stresses and strains: the local microscopic strains consist of the macroscopic mean $\langle \boldsymbol{\epsilon} \rangle$ and a superposed, periodic displacement fluctuation whose mean vanishes; the local microscopic stresses are antiperiodic, i.e. tractions are opposite on opposite faces of $\partial V$

Uniform-load boundary conditions (1 and 2) do not apply to periodic structures when the RVE is chosen small so that the size of the RVE is of the order of the defects. This fact is underlined by studies on a periodic model structure under large strains, as presented in [69]: assuming traction boundary conditions (2), the deformed microstructure is “kinematically incompatible” for differently chosen (but equivalent) RVE sections; assuming deformation boundary conditions (1), a wrong anisotropic material response is obtained from the numerical computations. In this context, only periodic boundary conditions (3)
Examples in the present thesis. Regarding the structure properties, questions of discretization have already been discussed in section 2.2 of the previous chapter. Regarding the elastic properties, the model specimens are supposed to be large enough so that the approximation of uniform stress boundary conditions is justified (Chapter 4). More precisely, the traction acting on the boundary of a model specimen is assumed to be equal to the average load in the macroscopic material. Chapter 5 is concerned with internal pressure, a particular loading mode which renders the question of boundary conditions negligible.

The process of homogenization is, first of all, carried out with respect to the structural parameters, e.g. porosity (see eq. 2.1, p. 36) or crack density (see eq. 2.3, p. 36). More importantly, the overall strains and effective moduli are obtained from a summation of the discrete crack and pore contributions, see sections 3.4.2 and 3.5.5 of the present chapter. Homogenization starting from a continuous distribution function for the micro-elements is demonstrated in section 4.4 of the following chapter.

It is worth mentioning that homogenization has no meaning where the material behaviour is governed rather by the extreme statistical moments than by the mean values: In contrast to the effective stiffness of a fixed-state material, which is governed by averaged values such as porosity and crack density, the brittle rupture strength is sensitive to the size of the largest individual defect — see Chapter 5.

### 3.2 Continuum approaches to the effective stiffness

A customary way of the estimation of macroscopic elastic properties is to apply cavity compliance tensors deduced from complex potential theory ([68], [60], see section 3.3) or from Eshelby’s equivalent inclusion method² ([27], [59]), and to treat the cavities as single inclusions in an otherwise homogeneous medium. These effective continuum theories (as reviewed in [62], [59], [41], [48]) do not account for spatial correlations of the cavities and for the particular cavity sizes; they make no distinction between a small number of large defects and a large number of small defects. Due to the absence of a characteristic length, the models are strictly local.

The popularity of the continuum approaches can be attributed to their tractability and elegance. The simplicity of these models, however, excludes the consideration of delicate effects such as crack closure and friction, and it comes along with the disadvantage that their range of applicability is not defined and that there is no rational set of criteria to choose the best suited analytical model for a particular situation [48]. The models differ considerably from each other at moderate to higher cavity densities (as illustrated

²The Eshelby method assumes that the material properties of both the inclusion and the matrix are equal but the inclusion contains eigenstrains, which create tractions at the boundary of the inclusion resulting in a disturbance of the stress field in the matrix. The eigenstrains are related to the Eshelby tensor. In contrast to the complex potential theory, the Eshelby method may be applied to three-dimensional problems also.
3.2 Continuum approaches to the effective stiffness

in fig. 3.2, left). It must be supposed that the validity of all the approaches is limited to ‘low’ cavity densities.

3.2.1 Approximation of non-interacting cavities

In the limit of a very low concentration of cavities, the individual cavities may be so widely spaced that the direct interactions between them can be neglected. Then, the stress field acting on each microscopic cavity is equal to the average (macroscopic) stress in the material. In a statistically homogeneous material, spatial correlations of the cavities are remote, and the exact positions and orientations of cracks and pores are of no importance. The effective elastic properties of the material are derived simply by superimposing the contributions of all individual cavities, and a subsequent volume averaging.

As for the impact of the cavities on the effective stiffness, the following general statements can be made (the formulae refer to prescribed external stress\(^3\)):

- Cavities with concave borders and sharp corners have lower stiffness (i.e. higher ‘strain response’, ‘contribution to strain’, ‘compressibility’) than cavities with convex borders and smooth corners. Consequently, triangular cavities have lower stiffness than circular cavities (and ellipses with moderate aspect ratio, see also fig. 3.3). This fact can be clearly seen by comparing the formula for Young’s modulus \(E\) of a material containing non-interacting circular cavities:

\[
E = \frac{E_0}{1 + 3p},
\]

and Young’s modulus of a material containing non-interacting cavities with approximately triangular shape (see section 3.3.2, p. 65):

\[
E = \frac{E_0}{1 + 4.143p},
\]

where \(p\) denotes the porosity (volume fraction of the cavities), and \(E_0\) denotes Young’s modulus for the compact matrix material. (See fig. 3.1 for illustration.)

- The stiffness of elliptical cavities is lower for the more ‘elongated’ ones. Especially, the stiffness of elliptical cavities is lower than the stiffness of circular cavities: The circle is the stiffest cavity of a given area (fig. 3.2, right). These facts are reflected in the formula for the effective Young’s modulus of a material with randomly oriented elliptical cavities:

\[
E = \frac{E_0}{1 + 3p + q},
\]

where \(q\) is the shape factor (‘eccentricity parameter’) of the elliptical cavities (see eq. 2.2, p. 36).

- The orientation of triangular or approximately triangular cavities and, of course, circular cavities, has no influence on its contribution to the effective stiffness matrix: Triangles (as well as regular polygons with five or more sharp or smooth corners [41]) and circles are elastically isotropic.

\(^3\)The approximation of non-interacting cavities yields considerably different results depending on whether external stress or strain is prescribed [62].
The formulae show that — for a given porosity and given shape of the cavities — the size (or, equally, the number) of the individual cavities has no impact on the strain contribution of the cavities.

**Figure 3.1:** Decrease of effective Young’s modulus as a function of porosity for different ‘isotropic’ cavity shapes (approximation of non-interacting cavities).

**Figure 3.2:** Left: Decrease of Young’s modulus as a function of porosity in a material with randomly oriented elliptical cavities of fixed eccentricity. Right: Decrease of Young’s modulus as a function of eccentricity in a material with randomly oriented elliptical cavities and fixed porosity.
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3.2.2 Interacting cavities: effective environment theories

At higher concentrations of microscopic cavities, the importance of direct interactions on the effective stiffness can become substantial. The most frequently used theories for estimating the effective elastic moduli account for interactions by placing representative cavities into some ‘effective environment’ which combines the effect of all cavities. The effective environment is an effective matrix material in effective continuum models such as the self-consistent scheme and the differential scheme, or it is an effective stress field in effective field models such as Mori-Tanaka’s scheme. These approaches smooth the local fluctuations of stress/strain fields. The considered materials must be statistical homogeneous, and the cavity correlations should be weak.

In the self-consistent and differential scheme (which is an incremental form of the self-consistent scheme), the impact of interactions on a given cavity is simulated by a reduced stiffness of the surrounding material [43]. The self-consistent and the differential scheme do not take into account the actual mechanisms of interaction and predict that the effect of interactions is always a softening of the overall moduli (which is quite strong in the self-consistent scheme). In general, they substantially overestimate the impact of cracks on the effective stiffness.

The prediction that the effective stiffness always reduces with the increase of the micro-defect density is common to all effective continuum and effective field models [48].

3.2.2.1 Self-consistent scheme

The self-consistent scheme predicts for a material containing randomly oriented elliptical cavities:

\[ E = [1 - 3p - q] \times E_0 \]  

and for a material containing triangular cavities:

\[ E = [1 - 4.2p] \times E_0 \]  

Following Krajcinovic [48], “the self consistent model provides very good estimates at surprisingly large concentrations of micro defects”.

The self-consistent method results in a unique effective stiffness/compliance tensor, no matter if external stress or external strain is prescribed [62].

3.2.2.2 Differential scheme

In contrast to the self-consistent scheme, where the representative cavity is put into the effective matrix all at once, this process can be performed incrementally: starting from \( \rho = 0 \) and \( E = E_0 \), the cavity density is increased by small steps \( \Delta \rho \), and the moduli of the effective matrix are recalculated at each step.\(^4\) The differential scheme predicts for a material containing randomly oriented elliptical cavities:

\[ E = [\exp(-3p - q)] \times E_0 \]  

\(^4\)Vice versa, the self-consistent scheme can be deduced from the differential scheme by a linearization: Expanding the exponential function in eq. (3.9) into a power series and truncating to the first-order term yields eq. (3.7).
Different from the self-consistent scheme, there is no ‘cut-off point’ where the stiffness vanishes. Just as the approximation of non-interacting cavities, the differential scheme predicts that the stiffness vanishes only if the defect density (or damage parameter) tends to infinity.

Following Krajcinovic [48], the “widely held opinion that the differential model provides more accurate results for large defect concentrations [than the self-consistent scheme] has never been documented by compelling arguments”.

3.2.2.3 Approximation of the average stress field (Mori-Tanaka’s scheme)

Mori-Tanaka’s scheme is the simplest method among the effective field models, but it appears to be a reasonable approximation when the mutual positions of the defects are random. With this scheme, experimental data have been successfully described; it seems to be accurate in both limits of small and high porosities [41]. The essential of this scheme is to account for interactions by placing each cavity into the stress field averaged over the solid phase (matrix). This average stress $\sigma$ is expressed in terms of a remotely applied stress $\sigma_0$ as

$$\sigma = \frac{\sigma_0}{1 - p}.$$  \hspace{1cm} (3.10)

For a material with randomly oriented elliptical cavities (pores and/or cracks), Young’s modulus is found to be

$$E = \frac{E_0}{1 + \frac{3p+q}{1-p}}.$$  \hspace{1cm} (3.11)

The factor $1/(1 - p)$ accounts for the interactions. Since $p = 0$ for cracks, Mori-Tanaka’s scheme coincides with the approximation of non-interacting cracks. This is not an inconsistency, but properly reflects the actual situation: Provided tractions are prescribed on the material boundaries, introduction of cracks does not change the average stress in the matrix, so there is no reason to expect any impact of interactions on the effective moduli as long as the cracks are located randomly [43]. Different from the self-consistent scheme and differential scheme (which ignore the impact of the shielding mode of interaction and therefore substantially underestimate the stiffness of the cracked material), Mori-Tanaka’s scheme apparently remains valid up to high crack densities.

Mori-Tanaka’s scheme predicts that the impact of cavities with larger area (and higher contribution to total porosity) on cavities with smaller area is higher than vice versa. In particular, cavities affect cracks, but cracks do not affect cavities — as far as the effective elastic properties are concerned.

Further details of Mori-Tanaka’s scheme are described in [4].

The influence of porosity and eccentricity of elliptical cavities in the different effective environment models is graphically displayed in fig. 3.2 (p. 54).

3.2.2.4 Statistical second-order model based on ensemble averaging and pair-wise crack interactions

In order to exemplify models based upon micro-defect distribution statistics, mention can be made of the approach by Ju and Chen [38]. The general model manages systems with arbitrary crack densities and arbitrary distributions of crack lengths, crack locations and orientations. It claims to be valid even at higher crack densities and stronger crack
interactions. The core theory is of the micromechanical type, and has some similarities to the approach by Mark Kachanov [42] (see section 3.4 below). Crack interactions are treated in a pairwise way, which means a coarse reduction. On the other hand, crack closure is rudimentarily accounted for.\(^5\)

Ju and Chen treat the interacting microcracks within the framework of the ‘ensemble-average approach’: The local constitutive relation at a typical point within a statistical RVE is “obtained by averaging over the ensemble of all statistical realizations, including the locations, orientations, lengths, and relative configurations of randomly distributed microcracks”. Given the first microcrack, the spatial location of the second microcrack is random.

With the ensemble-average approach, the micromechanical model can be employed in extensive numerical calculations to yield explicit closed-form (‘analytical’) solutions for the overall moduli and the constitutive equations. Ju and Chen present results for simple, idealized structures. More realistic structures, including cracks with non-uniform lengths, or even crack length distributions, would involve considerably higher efforts.

For a material containing randomly distributed cracks of equal length, Ju and Chen deduced the following formula where the effect of the cracks is reflected through the scalar crack density \(\rho\):

\[
E = \frac{1}{1 + \pi (\rho + 0.373 \rho^2)} E_0
\]

This is a local effective continuum formula of second order in crack density. The second-order term (quadratic in \(\rho\)) can be traced back to the crack-crack interactions; it becomes significant at ‘larger’ crack densities (e.g., \(\rho = 0.5\)). For ‘extremely large’ crack densities, even higher-order terms should be included [39]. Neglection of the second-order term leads to the approximation of non-interacting cracks (‘first-order microcrack contributions’, eq. (3.6)).

According to this model, the effect of interactions (focusing on the numerical value “0.373”) is a further reduction of effective stiffness, but not as strong as in the self-consistent scheme. In contrast to the self-consistent scheme, there is no ‘cut-off point’ where the stiffness vanishes.

The results of this approach seem questionable since the effects of crack interactions are expected to cancel each other out in the case of a perfectly random crack distribution (see section 3.6, p. 81), so that the second-order term should vanish.

---

\(^5\)Using the nomenclature of section 3.4 and section 3.5, ‘pairwise interaction’ means that the effective traction \(t_k\) on a crack \(k\) is calculated from the single equation

\[
(t_k) = t_0^k + \Lambda_{ki,\text{open}}(t_i^{k_i,\text{eff}})
\]

in contrast to the extensive equation systems eq. (3.41) resp. eq. (3.60) below (p. 73, p. 77). In eq. (3.12), \((t_i^{k_i,\text{eff}})\) is the effective traction on crack \(i\) for the two-crack system comprising cracks \(i\) and \(k\). Nevertheless, \((t_k)\) is seen as the effective traction on crack \(k\) in the all-crack system. This approximation reduces the problem to a two-microcrack interaction problem. The ‘transmission factors’ \(\Lambda_{ki,\text{open}}\) in eq. (3.12) take into account that closed microcracks do not contribute. Thus, the first step in Ju and Chen’s model is to determine the ‘open microcrack angle domain’ to restrict the calculation to those cracks which actually contribute to the effective compliance. This involves an extensive set of case differentiations.
3.2.3 Further concepts and reflections

3.2.3.1 Non-random cavity distributions

![Figure 3.3: Two microstructure model images with identical porosity ($p = 0.41$), but different pore shapes. The structure containing triangular pores has a significantly lower Young’s modulus ($E/E_0 = 0.366$) than the structure containing elliptical pores ($E/E_0 \approx 0.403$). The explicit modelling of the individual cavities (using cavity compliance tensors, approximation of non-interacting cavities) enables to adjust or detect anisotropies: For the specimen on the left, $E_x/E_0 = 0.394$ whereas $E_y/E_0 = 0.411$ GPa ($E_x$: horizontal stiffness, $E_y$: vertical stiffness).](image)

Crack density tensors and cavity compliance tensors. The simple effective continuum models presented so far apply to randomly oriented cavities, i.e. when the continuum is isotropic. An elastic anisotropy due to a non-isotropic distribution of cavity orientations can be approximately accounted for by using a higher order cavity density tensor (for crack density tensors, see [43] or [48]) instead of the scalar cavity density, but the simplicity of the models would be lost at the same time. Alternatively, the full fourth-order cavity compliance tensors (see [41], [48]) can be employed in an explicit modelling of the cavity arrangements (as in the present account, see fig. 3.3).

Point correlation functions. Some approaches, aiming at the effect of direct defect interactions, employ two- and four-point correlation functions as an input information for the structure geometry. These functions — which are typically obtained from analysis of actual structure images — describe the spatial correlation between the defects. For example, two neighboring cracks may be considered as correlated if their stress singularity fields overlap (to some extent). In other words, two objects are correlated if their behaviour depends on their exact relative positions (i.e., distance and orientation). An interaction length may be defined as the maximum distance between two cracks so that the direct interaction provides a contribution to their singularity fields which is large enough to affect their growth and stability. The interaction length must be represented in the form of a distribution, for the crack sizes are generally not uniform. In order to catch the interaction effect between two cracks on their stress fields, two-point correlation functions
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summarizing the distances between centers or tips are not sufficient; since the orientations are important as well, a full description requires even four scalar parameters for the geometry (see [48]).

Correlation functions often are expressed as statistical quantities to sum up morphological information; then, the correlation function gives the probability of finding the objects (particles, cracks, defects) at certain positions. The pair (two-point) correlation function gives the probability of finding an object at a certain distance $r$ from any other object [28].

3.2.3.2 Percolation limit

Percolation arises when a cluster of interconnected (i.e., touching or overlapping) cavities emerges to split the specimen into at least two parts. At the same time, the specimen loses its capability to carry or transmit load — the effective stiffness in a certain direction vanishes.

In percolation studies, the range of statistical homogeneity is trespassed, and volume averages are meaningless, so the validity of critical porosities or ‘cut-off points’ deduced from schemes like the self-consistent model is very restricted ([43], [48]). At least, they may serve as upper limits: For a material containing randomly distributed and oriented cracks, the self-consistent scheme predicts a critical crack density of $\rho_c = 1/\pi = 0.32$ (see eq. (3.7), setting ‘porosity’ $p = 0$, ‘eccentricity’ $q = \pi \rho$). The differential scheme yields no finite values for the critical defect density.

In contrast, a class of models has been developed which explicitly addresses the percolation limit (see [48]). The so-called continuum percolation theories provide estimates of the critical micro-defect density to which the effective continuum models should tend as the defect concentration increases. Different from the wide class of lattice percolation models (see section 1.1.2, p. 20) or to the studies in Chapter 5 of the present thesis, the continuum percolation models deal with micro-defects which can nucleate but not grow. The micro-defects are successively implanted into the structure until the connectivity threshold is reached. For a material containing randomly distributed and oriented cracks, the continuum percolation models yield non-unique values for the critical crack density: e.g., $\rho_c = 0.25$, $\rho_c = 0.20$. The critical porosity of an elastic plate containing elliptical or circular cavities is determined as $p_c = 0.45$ ([48]). Solutions for the critical density are far easier to find for defects of equal size than for problems with polydisperse defect size distributions.

3.2.3.3 Specimen size and boundary-condition effects

In the context of an explicit micromechanical modelling of the defects, the issues of specimen size and boundary conditions become significant. Again, the term of the representative volume element (RVE) is of some importance here. The effective elastic moduli usually are intrinsic material properties for which the RVE exists.\(^6\) The RVE must include a sufficient number of micro-defects, but must be much smaller than the scale over which the macroscopic stresses fluctuate: a homogeneous stress and strain state is required. As an alternative to the definition of the RVE in section 2.2 (p. 40), a more

\(^6\)In special materials with cavities or other unloaded defects, however, it is possible that the RVE does not exist at all [32].
specific and strict formulation claims that the RVE represents certain macroscopic material properties independently from the current boundary conditions, and that no scatter of these properties is allowed from one RVE specimen to another [32].

With respect to the effective stiffness/compliance, this means that the effective stiffness (S) of an RVE obtained under displacement control (Dirichlet boundary conditions, subscript ϵ) must be equal (within a small enough error) to the effective stiffness calculated from the inverse of the effective compliance (C) measured under load control (Neumann boundary conditions, subscript σ) (see [62], [48]):

\[ S_\epsilon = S_\sigma \quad \text{with} \quad S_\sigma = (C_\sigma)^{-1} \]  

(3.14)

Size effects and boundary-condition effects on the overall elastic properties of heterogeneous materials with cavities are apparent in specimens smaller than the RVE. The elements of the effective elastic stiffness and compliance tensors of a specimen smaller than the RVE under displacement control, load control and mixed (subscript m) boundary conditions, respectively, are related as follows [32]:

\[ S_\sigma \leq S_m \leq S_\epsilon \]  

(3.15)

\[ C_\epsilon \leq C_m \leq C_\sigma \]  

(3.16)

The statistical effects of the specimen size, accompanied by strong scatter of the individual results, are strongly coupled to the boundary condition effects. This fact is reflected in the following two sets of hierarchical order relationships [32]:

\[ S_{\sigma,\text{small}} \leq S_{\sigma,\text{large}} \leq S_{\epsilon,\text{large}} \leq S_{\epsilon,\text{small}} \]  

(3.17)

\[ C_{\epsilon,\text{small}} \leq C_{\epsilon,\text{large}} \leq C_{\sigma,\text{large}} \leq C_{\sigma,\text{small}} \]  

(3.18)

where subscripts ‘small’ and ‘large’ indicate sets of smaller-sized specimens and sets of larger-sized specimens, respectively, taken from the same material. Obviously, the trend of the size effect is reversed when passing from load-controlled boundary conditions to displacement-controlled boundary conditions. (The size effect can be non-monotonic in the mixed case [32].)

3.3 Local stress analysis: Analytical stress solutions for various single cavities

A detailed analysis of stresses below the continuum level is essential for the identification of critical locations for microcracking, and will be founded here on analytical solutions for stress fields around individual cavities. The stress solutions available in the literature are restricted to simple geometrical shapes, a fact which enforces the rough geometrical approximation of the porous phase in the microstructure model images. The exact solutions refer to the idealized situation of a single cavity embedded in an infinite, elastic plate under uniform stress applied at infinity.

The first and most popular formalism is the method of complex stress functions, which is assigned to Kolosov [47] and Muskhelishvili [60]. The stress (and displacement) components are treated as functions of the complex variable \( z = x + iy \) which is composed
of the plane coordinates \( x \) and \( y \). Since real part and imaginary part of these functions are harmonic, the Cauchy-Riemann equations hold and the biharmonic functions can be expressed in terms of two analytical functions \( \phi(z) \) and \( \psi(z) \) of one complex variable \( z \). The plain stress components can be deduced from these complex stress functions with the aid of the Kolosov’s formulae:

\[
\begin{align*}
\sigma_{xx} + \sigma_{yy} &= 2 \left[ \phi'(z) + \bar{\phi}'(\bar{z}) \right] \quad (3.19) \\
\sigma_{xx} - \sigma_{yy} + 2i\sigma_{xy} &= -2 \left[ z\phi''(z) + \psi''(z) \right] \quad (3.20)
\end{align*}
\]

Thus, the problem is reduced to the determination of the functions \( \phi(z) \) and \( \psi(z) \). The complex stress functions must be specified in accordance with the boundary conditions. The situation is considerably facilitated if the Kolosov-Muskhelishvili method is applied to derive the stress (and displacement) fields around a unit circle, and if a conformal mapping rule is found to transform these fields into the curvilinear orthogonal coordinate system matched to the shape of the particular cavity (see [60]).

The present approach employs analytical stress solutions for elliptical and circular cavities deduced from [74], and for cavities with approximately triangular shape deduced from [68]. None of the original solutions could be utilized without further elaboration in order that the ultimate implementations exactly fulfil the differential equations of elastic equilibrium as well as the respective boundary conditions. The differential equations of elastic equilibrium read in the absence of body forces:

\[
\begin{align*}
\frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} &= 0 \quad (3.21) \\
\frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} &= 0, \quad (3.22)
\end{align*}
\]

whereas the boundary conditions require that superposition of the individual stress disturbance fields to the macroscopic, homogeneous loading field must result in traction-free cavity boundaries.

The figures in the present section reflect the well-known fact that the stress-concentration coefficients\(^7\) depend on the radius of curvature of the cavity. The highest local stresses appear where the curvature is highest, in the limit near tips or corners.

### 3.3.1 Stress fields around elastically anisotropic cavities

The most versatile cavity shape considered here is the ellipse. The conformal transformation rule mapping the interior of the circle of radius \( R \) in the \( \zeta = \rho \exp(i\theta) \) plane on the exterior of the elliptical cavity in the complex \( z = x + iy \) plane is

\[
z(\zeta) = R \left( \frac{1}{\zeta} + c\zeta \right), \quad (3.23)
\]

where \( R = (a + b)/2 \) and \( c = (a - b)/(a + b) \) (\( a \) and \( b \) denote the length of the major and the minor semi-axis, respectively).

The curvilinear coordinates \( \rho \) and \( \theta \) matched to the elliptical cavity shape are displayed in the \( z \) plane in fig. 3.4.

\(^7\)The ‘stress-concentration coefficient’ is defined as the ratio of any component of the stress tensor at any point in the vicinity of the cavity to the stress tensor component at the same point in the cavity-free material, when the external forces acting on the material are equal in both cases.
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Figure 3.4: Representation of curvilinear coordinates matched to the elliptical cavity shape. Left: ‘radial’ coordinate $\rho$ (reaching from $\infty$ to $R$, where $R$ depends on the ratio of the semi-axes lengths); right: ‘polar’ (‘angular’, ‘circumferential’) coordinate $\theta$ (reaching from 0 to $2\pi$).

In the computer algorithm, the stress solutions employed for elliptical cavities follow the analytical results by Stevenson [74]. Stevenson has developed a method of complex stress functions independently from Kolosov at about the same time (1940/1941). Fig. 3.5 shows the disturbance of the local stress field components due to the presence of an elliptical cavity in a material under external tensile and shear stresses of unit intensity.

Fig. 3.6 shows the corresponding stress field disturbances around a crack, which may be regarded as a degenerated ellipse and therefore described by the same formalism [74]. However, the numerical model uses analytical solutions presented by Benveniste ([5]) which provide identical results but are specified to cracks and therefore reduce the analytical and computational effort. Benveniste’s solutions are based upon the original Kolosov-Muskhelishvili method.

It is instructive to see that for the elastic plane containing an elliptical cavity under uniaxial tension $\sigma_0$ perpendicular to the major semi-axis, the stress concentration $\sigma/\sigma_0$ at the ends of the ellipse is given by a simple formula [61]:

$$\frac{\sigma}{\sigma_0} = \left(1 + \frac{2a}{b}\right)$$  \hspace{1cm} (3.24)

Introducing the smallest radius of curvature, $r_c = b^2/a$, and assuming flat ellipses ($b \ll a$), one can distinguish the effects of cavity size ($a$) and local curvature ($r_c$):

$$\frac{\sigma}{\sigma_0} = 2\sqrt{\frac{a}{r_c}}$$  \hspace{1cm} (3.25)

Equation (3.25) leads to a stress singularity when the ellipse reduces to the limiting case of a crack ($b = 0$).
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Figure 3.5: Stress field components in Cartesian coordinates around an elliptical cavity under unit tension and shear. The stress field components due to compressive load correspond to the fields displayed in the upper two rows if multiplied by \((-1)\).
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Figure 3.6: Stress field components in Cartesian coordinates around a crack under unit tension and shear. Due to crack closure, the stress field components under compressive load are naturally not simply given by multiplying the fields displayed in the upper row by \((-1)\).

Figure 3.7: Representation of curvilinear coordinates matched to the approximately triangular cavity shape. Left: ‘radial’ coordinate \(\rho\) (reaching from \(\infty\) to 0); right: ‘polar’ coordinate \(\theta\) (reaching from 0 to \(2\pi\)).
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3.3.2 Stress fields around elastically isotropic cavities

Elastically isotropic cavities are exemplified by circular pores and pores with regular triangular shape. The local stress fields for circular pores result from the Stevenson solutions \cite{74} in the special case \( a \approx b \) and are illustrated in fig. 3.8.

The triangular cavities are approximated by regular (equilateral) polygons with side number 3 as obtained by conformal transformation mapping the interior of a circle (of radius \( a \)) in the \( \zeta = \rho \exp(i\theta) \) plane on the exterior of the cavity in the complex \( z = x + iy \) plane. The transformation rule

\[
z(\zeta) = R \left( \frac{1}{\zeta} + \frac{1}{3} \zeta^2 \right)
\] (3.26)

yields triangles showing rounded-off angles. The corners of the triangle would become sharper by including a third or more terms into the transformation rule; however, the mathematical and computational effort in handling the elastic fields around this geometry

\[\begin{array}{ccc}
\text{load: } \sigma_{xx} & \text{field: } \sigma_{xx} \\
\text{load: } \sigma_{yy} & \text{field: } \sigma_{yy} \\
\text{load: } \sigma_{xy} & \text{field: } \sigma_{xy}
\end{array}\]

Figure 3.8: Stress field components in Cartesian coordinates around a circular cavity under unit tension and shear. The analytical solutions applied here are those for the elliptical shape \cite{74}, with (nearly) equal ellipse semiaxes.
would increase considerably, whereas the increase of accuracy – at least with respect to the strain contribution of the cavity — would be minimal (below 4 % according to [48]).

The curvilinear coordinates \( \rho \) and \( \theta \) matched to the ‘triangular’ cavity shape are displayed in the \( z \) plane in fig. 3.7 (p. 64).

The determination of local stresses in the present thesis is managed with the solutions by Savin ([68], based upon the Kolosov-Muskhelishvili method), which are originally represented in the curvilinear \( \zeta \) plane. The applicability of the solutions in the numerical model requires their transformation from curvilinear (fig. 3.9) into Cartesian coordinates (fig. 3.10).

Figure 3.9: Stress field components around approximately triangular cavity under unit tension and shear. Representation in curvilinear coordinates.

In fig. 3.11, the local stress at a triangular cavity ‘tip’ is confronted with the corresponding field at an elliptical cavity ‘tip’. The stress field plots illustrate that the near-field stress distribution qualitatively depends on the local curvature of the cavity boundary. (The quantitative level of the stresses, on the other hand, is essentially a function of the cavity size.)
3.3 Analytical stress solutions for various single cavities

Figure 3.10: Stress field components around approximately triangular cavity under unit tension and shear. Representation in Cartesian coordinates. The stress field components due to compressive load are equal to the fields displayed in the upper two rows multiplied by ($-1$).

Figure 3.11: For comparison: stress field component $\sigma_{xy}$ close to a ‘tip’ of an approximately triangular cavity (above) and of an elliptical cavity (below) under $\sigma_{yy}$ tension.
3.3.3 Stress fields around cavities under internal pressure

The stress distributions on the elastic solid induced by the (fluid) pressure in the cavity have been obtained from the respective analytical solutions for remote all-round tension \( P \) (which is equal to the superposition of two orthogonal tensile tractions \( \sigma_{xx} = \sigma_{yy} = P \)) by superposing the homogeneous stress state \( \sigma_{xx} = \sigma_{yy} = -P \). This eliminates the remote loading and introduces the pressure \( P \) within the cavity.

The stress fields in a plate with an elliptical cavity are illustrated in fig. 3.12 in curvilinear and Cartesian coordinates. The special case of a circular cavity is illustrated in fig. 3.13 in curvilinear coordinates. For the circular cavity of radius \( a \), the radial and circumferential stress components are simply given by

\[
\sigma_{\rho \rho} = -\frac{a^2}{r^2} P \quad (3.27)
\]

and

\[
\sigma_{\theta \theta} = \frac{a^2}{r^2} P \quad (3.28)
\]

as a function of distance \( r \) from the cavity centre [76].

The local stress field components around a triangular cavity under internal pressure are represented in fig. 3.14 in both curvilinear and Cartesian coordinates.

The resulting ‘radial’ field component \( \sigma_{\rho \rho} \) due to the cavity has been proved to be exactly \( \sigma_{\rho \rho} = -\sigma_{xx} = -\sigma_{yy} \) at every location on the surface (i.e., \( \rho = 1 \)): the applied
solutions *exactly* satisfy the boundary conditions. This is illustrated in fig. 3.15, which shows enlarged sections of the stress fields.

Figure 3.13: Stress field components in curvilinear coordinates around a circular cavity under unit internal pressure.

Figure 3.14: Stress field components around approximately triangular cavity under internal pressure. Upper row: representation in curvilinear coordinates; lower row: representation in Cartesian coordinates.
3.4 Micromechanical description of deterministic crack configurations: linear formalism

The formalism to be developed in the following relies on the micromechanical description of the crack behaviour and a superposition technique for the ensemble of cavities present in a material section. A prominent part is assigned here to the ‘transmission coefficients’, which can be determined with the aid of the analytical stress solutions from the previous section 3.3.

3.4.1 Crack opening displacement

In general, a crack is characterized by two identical surfaces (the so-called crack faces) which are separated by the crack opening displacement (COD). The crack opening displacement and the corresponding stresses (tractions) along the crack faces are the main mechanical variables for the crack. Both sets of variables may be decomposed into normal components (superscript “n”) and tangential (shear) components (superscript “s”).

In the present work – which restricts to two-dimensional configurations – the cracks are assumed to be straight and the tractions are assumed to be uniform over the length of the cracks. The displacement vector at a certain position on the crack denotes the relative displacement of the corresponding points on the two crack faces, which is a function of the local stresses and the elastic parameters of the matrix. It is assumed here that the displacement is a linear function of the applied stresses.

For a crack \( k \) in the isotropic elastic plane, the familiar linear relation (see [42], [43], [15]) between the averaged crack opening displacement \( \langle b_k \rangle = \{ \langle b^p_k \rangle, \langle b^s_k \rangle \} \) and the effective
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The overall traction\(^8\) \(t_k = \{t_k^l, t_k^s\}\) reads

\[
\langle b_k \rangle \approx \frac{\pi l_k}{2E'} t_k,
\]  

(3.29)

where \(l_k\) denotes the length of the crack, and \(E'\) is Young’s modulus of the compact surrounding material.\(^9\) The normal component \(\langle b^p_k \rangle\) refers to an opening of the crack faces, whereas the shear component \(\langle b^s_k \rangle\) refers to a slip of the crack faces. The term \(\pi l_k/2E'\) may be called the scalar crack compliance.

3.4.2 Determination of macroscopic elastic properties

The properties of the discrete defect arrays at the microscopic level are to be homogenized in order to get effective material parameters. The essential point in the homogenization procedure is the determination of the average (macroscopic) strain \(\epsilon\) over a representative area \(A\). The strain \(\epsilon\) generally is related to the remotely applied (macroscopic) stress \(\sigma\) via the effective elastic compliance \(C\) of the heterogeneous material:

\[
\epsilon = C \sigma,
\]  

(3.30)

In a tensor notation\(^10\), the compliance \(C\) is a fourth rank tensor. The overall strain may be decomposed into a contribution \(\epsilon_0\) of the solid parts of the material, and contributions \(\epsilon_k\) of each individual crack \(k\) (see \([42],[43],[48]\)):

\[
\epsilon = C_0 \sigma + \sum_k \frac{1}{2A} l_k (n_k \langle b_k \rangle + \langle b_k \rangle n_k),
\]  

(3.31)

where \(C_0\) denotes the compliance of the compact matrix material, and the summation extends over all cracks located within the considered area \(A\). Equation (3.31) involves a dyadic multiplication of the unit normal vector \(n_k\) on crack \(k\) and the average crack opening displacement \(\langle b_k \rangle\). The \(\epsilon_k\) terms are equivalent to surface integrals of the displacement discontinuity \(b_k\) over the cracks.

The crack opening displacements can be substituted by eq. (3.29):

\[
\epsilon = C_0 \sigma + \frac{\pi}{2AE'} \sum_k l_k^2 (n_k t_k + t_k n_k),
\]  

(3.32)

so that the problem of the macroscopic strain is reduced to the determination of the (average) load \(t_k\) on the cracks, an issue which is the subject of the following section 3.4.3.

Corresponding to the decomposition of the macroscopic strain, the effective elastic compliance can be decomposed into a contribution \(C_0\) of the compact matrix material, and a contribution \(C_k\) of each individual crack \(k\):

\[
C = C_0 + \sum_k C_k
\]  

(3.33)

---

\(^8\) overall traction on the crack line in the absence of the crack
\(^9\) \(E' = E/(1-\nu^2)\) for plane strain conditions, whilst \(E' = E\) for plane stress conditions
\(^10\) tensor notation in two dimensions:
The components of the crack contribution $C_k$ to the compliance tensor relate the macroscopic stress components to the strain contribution of the crack. They can be found from eq. (3.32) if the tractions are expressed in terms of the macroscopic stress $\sigma$. If the interaction between the cracks is neglected, then the relation between stress and traction along a crack line is a simple projection:

$$t_k = \sigma \ n_k$$  \hspace{1cm} (3.34)

Denoting the orientation angle of the crack with respect to the $x$-axis of the Cartesian coordinate system by $\theta_k$, the components of the normal unity vector are $n_k = \{- \sin \theta_k, \cos \theta_k\}$, and eq. (3.34) yields

$$t_k^n = \sigma_{xx} \sin^2 \theta_k + \sigma_{yy} \cos^2 \theta_k - 2 \sigma_{xy} \sin \theta_k \cos \theta_k$$ \hspace{1cm} (3.35)

$$t_k^s = (\sigma_{yy} - \sigma_{xx}) \sin \theta_k \cos \theta_k + \sigma_{xy}(\cos^2 \theta_k - \sin^2 \theta_k).$$ \hspace{1cm} (3.36)

In a matrix notation (Voigt notation)\(^\dagger\), the contribution of the cracks to the compliance matrix reads thus:

$$C_{\text{cracks}} \equiv \sum_k C_k = \pi \frac{E'}{2AE} \sum_k t_k^2 \begin{bmatrix} \sin^2 \theta_k & 0 & -\sin \theta_k \cos \theta_k \\ 0 & \cos^2 \theta_k & -\sin \theta_k \cos \theta_k \\ -\sin \theta_k \cos \theta_k & -\sin \theta_k \cos \theta_k & 1 \end{bmatrix} N_k,$$

where the ‘projection matrix’ $N_k$ takes into account that the contribution of a crack depends on its projection in the direction of loading.

In contrast, the relation is much complexer for interacting cracks (see eq. 3.38 below), resulting in very extensive expressions for the crack compliance.

### 3.4.3 Determination of the effective load on a crack

The traction on each individual crack and, therefore, the displacement discontinuity along its faces depend not only on the ‘externally’ applied, homogeneous load, but also on the location, orientation and geometry of the neighboured cracks. Since exact solutions for the interactions of two or more cracks are not available, numerical estimations are needed instead. In order to account for the complex system of crack-crack interactions, the simplifying self-consistent approach introduced by Mark Kachanov [42] is used in the following: The unknown traction $t_k$ on crack $k$ is the superposition of the traction $t_k^0$ induced from the external stress $\sigma$ and the tractions ‘transmitted’ by all other cracks $i$:

$$t_k(\xi_k) = [\sigma + \sum_{i \neq k} \sigma_{ki}(\xi_k)] n_k$$ \hspace{1cm} (3.38)

$$t_k(\xi_k) = t_k^0(\xi_k) + \sum_{i \neq k} t_{ki}(\xi_k)$$ \hspace{1cm} (3.39)

\(^\dagger\)Voigt notation in two dimensions:

$$\begin{bmatrix} \epsilon_{xx} \\ \epsilon_{yy} \\ \epsilon_{xy} \end{bmatrix} = C \begin{bmatrix} \sigma_{xx} \\ \sigma_{yy} \\ \sigma_{xy} \end{bmatrix}$$
Here $\xi_k$ is a current point on crack $k$.

The basic simplifying assumption of Kachanov’s approach is that the ‘transmitted’ load $\sigma_{ki}$ resp. $t_{ki}$ is taken as generated by a uniform average traction $\langle t_i \rangle$ on crack $i$. That means, the impact on crack $k$ of traction non-uniformities $(t_i(\xi_i) - \langle t_i \rangle)$ along each crack $i \neq k$ is neglected. The unknown traction $t_k$, averaged along the crack line $\xi_k$, is thus obtained as follows:

$$\langle t_k \rangle = t_k^0 + \sum_{i \neq k} \langle t_{ki} \rangle$$

One may now set $\langle t_{ki} \rangle = \Lambda_{ki} \langle t_i \rangle$, where $\Lambda_{ki}$ denotes the ‘crack-crack transmission factors’, i.e. the ‘standard’ stress fields generated by uniformly loaded cracks $i$ averaged along the lines of cracks $k$ [42]. (The transmission factors can be determined with the aid of the analytical stress solutions presented in the previous section 3.3 (fig. 3.6). Note that $\Lambda_{kk} = 0$.) Then, eq. (3.40) can be re-written as follows:

$$\langle t_k \rangle = t_k^0 + \Lambda_{ki} \langle t_i \rangle,$$

where a summation over $i = 1, ..., N$ ($N$: total number of cracks) is implicitly assumed. Taking eq. (3.41) for each crack $k$ establishes a system of $N$ linear algebraic equations (“self-consistency” equations) for the average tractions$^{12}$:

$$\left(\delta_{ki} I - \Lambda_{ki}\right) \langle t_i \rangle = t_k^0,$$

which can be solved by numerical methods, namely numerical matrix inversion:

$$\langle t_i \rangle = \left(\delta_{ki} I - \Lambda_{ki}\right)^{-1} t_k^0$$

Kachanov’s method of approximating the traction on a crack by its average over the crack length corresponds to expanding the traction, which may actually be a rapidly varying function of the position $\xi$ on the crack, into a power series and truncating to the zero-th order term. Other models have been proposed which account for higher-order terms (see, e.g. [5]) and different series of orthogonal functions. While these approaches gain some accuracy, they lose at the same time a lot of tractability. It is obvious that the simplest approximation by Kachanov suffices to illustrate the essential aspects of the effects of direct crack interactions.

## 3.5 Micromechanical description of deterministic crack configurations: nonlinear formalism

The complexity of the formalism is considerably enhanced if nonlinear effects such as crack closure, friction of the sliding crack faces, and irreversible changes of the microstructure (as will be the subject of Chapter 4) occur. The material response then exhibits a path-dependence which necessitates incrementation of the loading process and of the constitutive equation. The present section outlines the corresponding formalism, which is fundamental for the numerical simulations. The incremental theory is supplemented by the effects of pores and of pressure acting inside the cavities.

---

$^{12}$In fact, it is a system of $2N$ equations, since each traction vector involves two scalar components.
Chapter 3. Elastic properties and stress analysis of solids with cavities

3.5.1 Accounting for crack closure and frictional sliding

The formalism for the cracked solid presented in section 3.4.3 refers to opening and free sliding conditions for all cracks. If the loading system induces compressive stresses on individual cracks, the displacement discontinuity is suppressed in the normal direction (‘damage deactivation’), whilst the tangential motion may be prohibited by the appearance of friction. The instantaneous response of the cracked solid to an incremental change of load then depends on the current state of the microstructure, which results from the entire history of loading and the associated irreversible changes and rearrangements in the microstructure. In other words, there is a path-dependence of the material response.

The simplest illustrative example for the history dependence refers to a crack under normal load: if uniaxial tension is applied first (leading to an active state of the crack), then the change of material stiffness due to a superimposed incremental tension or compression will have a different value than in the case when uniaxial compression is applied first (leading to a passive state of the crack). A different example, referring to mixed loading conditions (shear load and normal load), is illustrated in fig. 3.16. The description of frictional cracks involves a complex set of conditions, as will be elaborated below.

Figure 3.16: Single-crack specimen subject to different loading paths: application of shear traction followed by superposed compressive load produces non-zero shear opening displacement (left), whereas reversing the sequence produces smaller displacement or no displacement at all (right).

According to Krajcinovic [48], an accurate assessment of the magnitude of the friction coefficient (which basically reflects the roughness of the crack faces) “is an absolutely crucial prerequisite for the determination of the effective moduli” of materials in a state of compression. In the present formalism, the movement of contacting grain surfaces is assumed to be governed by a simple friction law: for a compressive load \( t^n \) normal to the contact surfaces, the tangential friction load \( t^s_{\text{friction}} \) is given by

\[
|t^s_{\text{friction}}| = \mu_m |t^n|
\]  

(3.44)

in sliding friction, and

\[
|t^s_{\text{friction}}| = \mu_s |t^n|
\]  

(3.45)

in static friction (sticking friction, ‘stiction’). As a rule, the coefficient \( \mu_s \) of static friction is higher than the coefficient \( \mu_m \) of sliding friction. The macroscopic coefficients of friction for ceramics typically assume values in between 0.05 and 0.5 [29].
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Incremental crack opening displacement. Compared to eq. (3.29), the change \( \Delta(b_k) \) of crack opening displacement due to an incremental change \( \Delta t_k \) of traction on the crack must be written here as follows:

\[
\begin{bmatrix}
\Delta(b^u_k) \\
\Delta(b^s_k)
\end{bmatrix} = \frac{\pi l_k}{2E'} \begin{bmatrix}
a^n_k (t^n_{k,mism} + \Delta(t^n_k)) \\
a^s_k (t^s_{k,mism} + \Delta(t^s_k))
\end{bmatrix}
\] (3.46)

The fundamental, nonlinear equation (3.46) introduces two additional parameters: The activity factors, which are collected for the \( k \)-th crack in the vector array

\( a_k = \{a^n_k, a^s_k\} \),

and the (shear) traction mismatch, which reads in vector form:

\( t_{k,mism} = \{t^n_{k,mism}, t^s_{k,mism}\} \) (3.48)

These two parameters characterize the instantaneous kinematic condition of each crack and will be described in the following:

Shear mismatch. Due to the nonlinear effects of closure and friction, the opening displacement \( b_k \) of the crack is not necessarily proportional to the acting traction \( t_k \) (see the illustrative example in fig. 3.17). Since the present model is inherently based upon tractions, it is straightforward to introduce an ‘active traction’ \( t^{\text{active}}_k \), which is defined to be proportional to \( b_k \) (corresponding to eq. 3.29):

\( \langle b_k \rangle \approx \frac{\pi l_k}{2E'} t^{\text{active}}_k \) (3.49)

Then, as a matter of course, the incremental formula

\( \Delta \langle b_k \rangle \approx \frac{\pi l_k}{2E'} \Delta t^{\text{active}}_k \) (3.50)

holds as well. Comparing eq. (3.50) and eq. (3.46), the explicit definition of the change of active traction must read

\[
\Delta t^{\text{active}}_k = \begin{bmatrix}
a^n_k (\Delta(t^n_k)) \\
a^s_k (\Delta(t^s_k))
\end{bmatrix}
\] (3.51)

The current ‘mismatch’ between the actual, effective traction \( t_k \) on the crack and the traction \( t^{\text{active}}_k \) proportional to the actual displacement of its faces is thus given as

\( t_{k,mism} = t_k - t^{\text{active}}_k \). (3.52)

For small increments \( \Delta t^n_k \), the mismatch in normal direction can be neglected\(^{13}\):

\[ t^n_{k,mism} = 0 \] (3.53)

What remains in eq. (3.46) is a ‘shear mismatch’ \( t^s_{k,mism} \):

\[
\begin{bmatrix}
\Delta(b^n_k) \\
\Delta(b^s_k)
\end{bmatrix} = \frac{\pi l_k}{2E'} \begin{bmatrix}
a^n_k (\Delta(t^n_k)) \\
a^s_k (t^s_{k,mism} + \Delta(t^s_k))
\end{bmatrix}
\] (3.54)

\(^{13}\) (The case \( t^n_k < 0 \) is not of interest here, since \( a^n_k = 0 \) if \( t^n_k < 0 \).)
Activity factors. The activity factors $a_k$ describe whether (and to which extent) a certain ‘mismatch traction’ $(t_{k,mism} + \Delta t_k)$ on the crack faces results in a change of crack opening displacement $\Delta b_k$.\textsuperscript{14} For unconstrained crack opening $a^n_k = 1$, $a^s_k = 1$, whilst $a^n_k = 0$ and $0 \leq a^s_k \leq 1$ for the closed crack.

Just as the shear mismatch, the activity factors depend on the current state of local stress; in the numerical algorithm, both parameters are stored and updated continuously.

The following list gives a detailed description of the crack activity factors and its determination in the numerical algorithm.

1. If the normal traction $t^n_k$ is positive (tensile), then the crack is ‘fully active’, and both the ‘normal activity’ and ‘shear activity’ are equal to 1:

$$a^n_k = 1 \quad , \quad a^s_k = 1$$

(3.55)

In this case, there are currently no closure or friction effects of the respective crack. The crack is open, and an incremental change of load results in a corresponding change of crack opening displacement.

2. Cracks under normal compression are closed in normal direction. The special properties of closed cracks may be summarized as follows:

   (a) The normal displacement is zero, and an incremental change of load results in no change of normal opening displacement. The crack transmits the normal compression just as the compact material. For this reason, the crack is called ‘passive’ in the normal direction, and the ‘normal activity factor’ $a^n$ is set equal to zero:

$$a^n_k = 0$$

(3.56)

(b) Regarding the shear activity, two cases have to be distinguished depending on the friction of the crack faces:

i. If the shear ‘mismatch’ $t^s_{k,mism}$ on the crack is lower than the static friction $\mu |t^n_k|$ hampering the sliding of the crack faces, then there is no variation in crack shear displacement. The crack is in a ‘fully passive’ state:

$$a^s_k = 0$$

(3.57)

\textsuperscript{14}Note: The present definition of crack activity is different from Krajcinovic’s definition ([48]).
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ii. If the shear ‘mismatch’ \( t_{k,mism} \) on the crack is higher than the static friction \( \mu_s |t_n| \) hampering the sliding of the crack faces, then the crack faces will move until a force equilibrium is reached:

\[
|t_{k,mism,new}^n| = |\mu_m t_k^n| \quad (3.58)
\]

The associated change in shear crack opening displacement is given by eq. (3.54) if the simple expression

\[
a_k^s = \frac{|t_{k,mism}^s| - |\mu_m t_k^n|}{|t_{k,mism}^s|} \quad (3.59)
\]

is assumed. The associated state is called a ‘reduced shear activity’.

3. The case of a zero normal load is ‘critical’, just as the case \( |t_{k,mism}^s| = \mu_s |t_n| \) is ‘critical’ at negative normal load. The crack opening displacement will undergo a change only if the incremental load-to-be-applied has the appropriate sign (\( \Delta t_k^s > 0 \) resp. \( |t_{k,mism}^s + \Delta t_k^s| > \mu_s |t_n^s| \)).

Assuming vanishing friction (\( \mu_s = \mu_m = 0 \)), the model can be significantly simplified: Cracks are always active with respect to the shear mode (\( a^s = 1 \)), whereas they may be active (\( a^n = 1 \)) or passive (\( a^n = 0 \)) with respect to the normal mode, as before. ‘Mismatches’ in shear tractions (‘locked’ shear loads resp. displacements) are not present.

### 3.5.2 Incremental determination of the effective load on a crack

Assessment of the ‘activity’ of a crack \( k \) requires the determination of the effective load \( t_k \) acting on it. To this end, the approach outlined in section 3.4.3, which accounts for interactions between the cracks in a deterministic arrangement, may serve as a starting point. Again, the nonlinear effects of crack closure, friction and structural changes enforce an incrementation of the formalism. Furthermore, the increments \( \Delta (t_k) \) of the effective load are directly entering the expression for the crack opening displacement (eq. (3.54)).

Compared to eq. (3.41), the change of effective traction \( \Delta (t_k) \) during a step of the loading loop comprises in the presence of crack closure, friction and possible structural changes several contributions:

\[
\Delta (t_k) = \Delta (l) t_k^0 + \Delta (s) t_k^0 + \Lambda_{k_i} \Delta t_{i,active} + \Delta \Lambda_{k_i} t_{i,active} \quad (3.60)
\]

The meaning of the individual terms is:

<table>
<thead>
<tr>
<th>basic terms (see also section 3.5.3):</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta (l) t_k^0 )</td>
</tr>
<tr>
<td>( \Delta (s) t_k^0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>interaction terms:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda_{k_i} ) ( \Delta t_{i,active} )</td>
</tr>
<tr>
<td>( \Delta \Lambda_{k_i} ) ( t_{i,active} )</td>
</tr>
</tbody>
</table>
Regarding the interactions, the ‘active’ load \( t_{i,\text{active}} \) is the key parameter here. The reason is that the disturbance of the stress field due to a certain crack \( i \) rather depends on its opening displacement \( b_i \) than on the traction \( t_i \), and \( t_{i,\text{active}} \) is proportional to \( b_i \) (see equations (3.49) and (3.50)).

If \( \Delta t_{i,\text{active}} \) in eq. (3.60) is substituted by eq. (3.51), then a ‘self-consistent’ system of \( N \) equations for the effective traction increments \( \Delta t_i \) is obtained. Collecting the terms which comprise \( \Delta \langle t_i \rangle \), and separating the terms independent on \( \Delta \langle t_i \rangle \) yields

\[
(\delta_{ki} I - \Lambda_{ki,\text{active}}) \Delta \langle t_i \rangle = \Delta t_{\text{sum}}^k \tag{3.61}
\]

where

\[
\Delta t_{\text{sum}}^k = \Delta (l)t_0^k + \Lambda_{ki,\text{active}} t_{i,mism} + \Delta (s)t_0^k + \Delta \Lambda_{ki} t_{i,\text{active}} \tag{3.62}
\]

and

\[
\Lambda_{ki,\text{active}} = \begin{bmatrix}
\Lambda_{ki}^{nn} a_i^n & \Lambda_{ki}^{ns} a_i^s \\
\Lambda_{ki}^{sn} a_i^n & \Lambda_{ki}^{ss} a_i^s
\end{bmatrix} \tag{3.63}
\]

In analogy to eq. (3.43) for the simple linear conditions, the equation system (3.61) can be solved for the changes \( \Delta \langle t_i \rangle \) of effective crack load by numerical methods (matrix inversion):

\[
\Delta \langle t_i \rangle = (\delta_{ki} I - \Lambda_{ki,\text{active}})^{-1} \Delta t_{\text{sum}}^k \tag{3.64}
\]

The total effective load on a crack \( k \) is then obtained by

\[
\langle t_k \rangle = \langle t_{k,\text{prev}} \rangle + \Delta \langle t_k \rangle, \tag{3.65}
\]

where the subscript “prev” indicates the traction in the previous step of the loading loop. Based on these effective loads \( \langle t_k \rangle \), the current activity factors \( a_k \) for all cracks can be determined.

### 3.5.3 Accounting for pore-crack interactions and internal pressure

The present subsection specifies the ‘basic’ load \( t_k^0 \) on a crack \( k \), which comprises all effects that are not associated with the other cracks \( i \neq k \). Namely, it comprises the direct impacts of an externally applied load \( \sigma \) on crack \( k \) and possibly of a pressure \( P \) acting in crack \( k \), and the stress disturbances ‘transmitted’ from pores to the crack \( k \).

In general, the change of \( t_k^0 \) may be attributed to changes of load (indicated here by subscript ‘l’), and to changes of the geometry of the respective crack \( k \) (indicated here by subscript ‘s’):

\[
\Delta t_k^0 = \Delta (l)t_k^0 + \Delta (s)t_k^0 \tag{3.66}
\]

Changes of the geometry of \( k \) may be due to a successive, kinked extension of \( k \) (see section 4.1.2, p. 97).

Both contributions may be considered as a superposition of four different portions (the summations extend over all pores \( p \)):

\[
\Delta (l)t_k^0 = \Lambda_{k\infty}^{(\sigma)} \Delta \sigma + \sum_p \Lambda_{kp}^{(\sigma)} \Delta \sigma + \Lambda_{k\infty}^{(P)} \Delta P + \sum_p \Lambda_{kp}^{(P)} \Delta P \tag{3.67}
\]
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\[
\Delta (s) t_k^0 = \Delta \Lambda (\sigma) \sigma + \sum_p \Delta \Lambda (\sigma) \sigma
\]

The transmission coefficients \( \Lambda (\sigma) \) denote the direct change of load on crack \( k \) due to a unit change of external stress \( \sigma \). In a matrix notation (Voigt notation),

\[
\Delta t_k = \begin{bmatrix}
\Delta t_k^n \\
\Delta t_k^a
\end{bmatrix} = \Lambda (\sigma) \begin{bmatrix}
\Delta \sigma_{xx} \\
\Delta \sigma_{yy} \\
\Delta \sigma_{xy}
\end{bmatrix}
\]

with

\[
\Lambda (\sigma) = \begin{bmatrix}
\sin^2 \theta_k & \cos^2 \theta_k & -2 \sin \theta_k \cos \theta_k \\
-(\sin \theta_k \cos \theta_k) & (\sin \theta_k \cos \theta_k) & \cos^2 \theta_k - \sin^2 \theta_k
\end{bmatrix},
\]

where \( \theta_k \) is the orientation angle of crack \( k \) (see equations 3.35 and 3.36, p. 72).

The transmission coefficients \( \Lambda (P) \) denote the direct change of load on crack \( k \) due to a unit change of internal pressure \( P \):

\[
\begin{bmatrix}
\Delta t_k^n \\
\Delta t_k^a
\end{bmatrix} = \Lambda (P) \Delta P
\]

with

\[
\Lambda (P) = \begin{bmatrix}
m_k \\
0
\end{bmatrix},
\]

where \( m_k \) indicates whether crack \( k \) is under pressure (\( m_k = 1 \)) or not (\( m_k = 0 \)). Self-evidently, crack-internal pressure is equivalent to an additional normal tensile load.

The transmission coefficients \( \Lambda (\sigma) \) relate the change of external stress \( \sigma \) on pore \( p \) to the change of load on crack \( k \), i.e. they represent the pore→crack transmission coefficients. Correspondingly, the \( \Lambda (P) \) relate the change of pressure \( P \) inside pore \( p \) to the change of load on crack \( k \). Each of these coefficients can be numerically determined from the analytical stress solutions presented in section 3.3.

3.5.4 Local stress analysis

The basic load \( t_f^0 \) on any line element \( f \) located in the solid structure can be determined in exact analogy to the basic load \( t_k^0 \) on a crack \( k \) as outlined in the previous subsection 3.5.3. In fact, the situation is easier here since a selected line element will not change its geometry, so that the second term \( \Delta (s) t_k^0 \) in eq. (3.66) vanishes.

The complete traction on the line element \( f \) is composed of the basic load \( t_f^0 \) and the load ‘transmitted’ from the cracks:

\[
\langle t_f \rangle = t_f^0 + \Lambda (f) t_k, \text{active,}
\]

where \( \Lambda (f) \) denotes the transmission factors [crack \( k \) → [line element \( f \)], and \( t_k, \text{active} \) is associated with the actual opening displacement of crack \( k \) (see eq. (3.49)).

Equation (3.73) is suitable for two points: On the one hand, the line element \( f \) may refer to a facet, so that the loading conditions on the network of grain boundaries are determined. On the other hand, one may cover the solid phases of the material structure with a mesh of small horizontal and vertical line elements; determination of \( \langle t_f \rangle \) for any of these line elements then yields a numerical representation of the complete local stress field in the material.
3.5.5 Determination of macroscopic elastic properties

Overall strain. In extension to eq. (3.30), the average strain over a representative area $A$ may be decomposed into the contribution of the compact solid material ($\epsilon_0$), the contributions of each individual crack ($\epsilon_k$), and the contributions of each individual pore ($\epsilon_p$):

$$\epsilon = \epsilon_0 + \sum_k \epsilon_k + \sum_p \epsilon_p$$ \hfill (3.74)

The summations extend over all cracks $k$ and pores $p$ located in the range of $A$. The determination of the strain contributions $\epsilon_0$ and $\epsilon_k$ has already been described in section 3.4.2. Accounting for crack closure and friction requires, however, to replace the actual tractions $t_k$ by the ‘active’ tractions $t_{k,\text{active}}$, since the latter are proportional to the crack opening displacement (eq. 3.49):

$$\epsilon_k = \frac{\pi}{2AE'} l_k^2 (n_k t_{k,\text{active}} + t_{k,\text{active}} n_k)$$ \hfill (3.75)

The contributions of the pores may be due to prescribed stresses $\sigma$ as well as prescribed internal pressure $P$:

$$\epsilon_p = C_p [\sigma + P I]$$ \hfill (3.76)

$C_p$ denotes the contribution of pore $p$ to the compliance tensor; it can be determined from the cavity compliance tensors mentioned in section 3.2.3 (p. 58).

If there is a gradient of pressure across the considered area $A$, or if some of the pores are not under pressure (closed porosity), then a pore-specific pressure $P_p$ can be introduced.

Effective elastic compliance. For the nonlinear systems involving crack closure, friction and structural changes, the effective elastic compliance $C$ is a function of current load and the history of applied load. Consequently, the constitutive law must be formulated incrementally:

$$\Delta \epsilon = C (\Delta \sigma) + (\Delta C) \sigma$$ \hfill (3.77)

In the discrete numerical algorithm, one may assume the increment $\Delta \sigma$ of prescribed stress to be sufficiently small so that $\Delta C$ is momentarily equal to zero. The current effective compliance can then be decomposed into the contribution of the compact solid material ($C_0$), the contributions of each individual crack ($C_k$), and the contributions of each individual pore ($C_p$):

$$C = C_0 + \sum_k C_k + \sum_p C_p$$ \hfill (3.78)

While the contributions $C_0$ and $C_p$ are not difficult to find, the particular task here is to determine the crack contributions $C_k$. This can be accomplished with the incremental version of eq. (3.75):

$$\Delta \epsilon_k = \frac{\pi}{2AE'} l_k^2 (n_k \Delta t_{k,\text{active}} + \Delta t_{k,\text{active}} n_k)$$ \hfill (3.79)

The components of the respective crack contribution $C_k$ to the compliance tensor can be found from eq. (3.79) if $\Delta t_{k,\text{active}}$ is substituted by eq. (3.51), $\Delta (t_k)$ is then substituted by eq. (3.64), $\Delta t_{\text{sum}}^k$ is then substituted by eq. (3.62), and $\Delta (l_0) t_{k}^0$ is finally substituted by eq. (3.67): In the end, a relation between $\Delta \epsilon_k$ and $\Delta \sigma$ is obtained, and the individual coefficients establish the elements of $C_k$. The explicit terms are completely implemented in the computer program and are thus accounted for in the numerical calculations.
3.6 On the significance of cavity interactions

The micromechanical models presented in sections 3.4 and 3.5 account for crack→crack interactions, and the nonlinear micromechanical model presented in section 3.5 additionally accounts for the impact of pores on cracks (‘pore→crack interactions’). It is assumed that the presence of cracks does not affect appreciably the deformation behaviour of the pores: ‘crack→pore interactions’ are completely neglected.

The effect of the interactions between micro-cavities depends on their respective locations and orientations, on the specific loading conditions, the cavity density, the cavity shapes, and on the relative cavity sizes. It is important to distinguish the impact of the interactions on the macroscopic elastic properties and the impact of the interactions on the microscopic stresses: The macroscopic effects may remain negligible, while at the same time fluctuations of the microscopic stresses can be considerably intensified. The consequences of those microscopic fluctuations for the damage behaviour of the material may be substantial, but this point is to be discussed later (in Chapter 4).

‘Biased’ cavity distributions. Compare a model structure where cavity interactions are present, and the same model structure when the cavity interactions are absent. As soon as the locations and orientations of the cavities (in particular, cracks) tend to form a parallel and ‘stacked’ arrangement (widely separated stacks of closely located parallel cracks), the presence of the interactions enhances the material stiffness perpendicular to the arrangement. On the other hand, if the arrangement is more ‘columnar’ (widely separated rows of closely located collinear cracks), then the presence of the interactions reduces this stiffness. [43]

The computational model has been utilized to illustrate this phenomenon. As an example, fig. 3.18 (left) shows two specimens of equal size, either of them including 20 parallel cracks of equal length. A uniaxial tension perpendicular to the crack faces has been applied to the specimens. In a calculation without interactions, the stiffness of the specimens reduced by 35 % with respect to the undamaged material, independently on the explicit crack arrangement. In contrast, the reduction of stiffness amounted to 19.5 % for the ‘stacked’ arrangement of the cracks, and to 40 % for the ‘columnar’ arrangement of the cracks. Similar observations have been made for configurations including both cracks and pores (see fig. 3.18, right).

An important fact to point out here is that the presence of pores may locally reverse the mode of applied load: Figure 3.19 illustrates how a crack in the vicinity of a pore may be under compression while the pore is under external tension, and vice versa. This issue can be understood with the aid of the stress field plots for pores (section 3.3). For the particular configuration, the stress disturbance ‘transmitted’ by the pore is the only load acting on the crack.

Random cavity distributions. The impact of crack-crack interactions on the effective stiffness in a random crack distribution is controversially assessed in the literature. In the effective continuum theories such as the self-consistent scheme and the differential scheme, interactions generally augment the reduction of stiffness, a result which is confirmed by more extensive approaches by Ju and Chen (see eq. (3.13)) or Huang et al. [31], and by percolation theory. In contrast, there are second-order models which predict that “the
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Figure 3.18: Interactions in a ‘stacked’ arrangement of cracks or cracks and pores (above) reduce, interactions in a ‘columnar’ arrangement of cracks or cracks and pores (below) enhance the influence of the cracks on the overall elastic moduli.

Figure 3.19: A simple pore/crack configuration where an external vertical tension results in a horizontal compression on the crack (left), and where an external compression results in a horizontal tension on the crack (right).

effect of interactions on the effective stiffness is on the balance amplifying” (as reported by Krajcinovic [48])!

On the other hand, it seems reasonable that in a perfectly random crack distribution the competing effects of stress shielding and stress amplification due to direct crack interactions “cancel each other out rendering the results of the computer simulations practically indistinguishable from the dilute concentration estimates” [48]. This point of view is supported by a number of extensive computer experiments (cf. [41]), and it is in ac-
3.6 On the significance of cavity interactions

In accordance with Mori-Tanaka’s scheme, too (see section 3.2.2). Kachanov [43] ascertains the approximation of non-interacting cracks to remain accurate up to high crack densities ($\rho \rightarrow 0.35$).

A perfect randomness is the prerequisite here. Placing slight constraints on the spatial crack distribution — e.g., if crack centers are not allowed to be inside the circles drawn around the other cracks — suffices to cause a ‘bias’ of the crack model and to make the approximation of non-interacting cracks inappropriate [43]. But it is important to note that a perfect randomness of the crack locations is “not always the case in naturally occurring crack systems” [43]. For example, crack arrangements resulting from uniaxial external tension are anything but random (see Chapter 4).

The semi-numerical model introduced in the present thesis has been employed to calculate the impact of interactions of cracks randomly distributed in a ‘distorted honeycomb facet grid’ (fig. 3.20, left). The computations show that the interactions slightly reduce the effective stiffness of the material (fig. 3.20, right). This result indicates that the crack distribution is slightly ‘biased’ towards a columnar arrangement. The crack distribution is not perfectly random in the experiment, since the cracks are constrained to the honeycomb facet grid.

![Figure 3.20](image)

**Figure 3.20:** Left: ultimate, ‘random’ crack structure resulting from a model computation. Each line is regarded as an individual crack. It is assumed that there are only fully active cracks (as appearing under biaxial tension). Right: evolution of Young’s modulus and Poisson’s ratio with increasing crack density.

**A numerical study with fluid pressure.** To take another example, consider a large section of a material with pores, subject to internal fluid pressure (fig. 3.21, left). The material specimen exhibits a pattern of distributed cracks which might have originated in the presence of a chemically aggressive (corrosive) fluid. The cracks are emanating from the pores. In order to study the effects of cavity interactions, the geometric structure is simplified: for the stress analysis, the pores and pore-crack combinations are substituted
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by simple cracks (fig. 3.21, right). This approach leads to a coarser flaw pattern where
the micromechanical model introduced above can be employed.

Applying an internal fluid pressure of $P = 150$ MPa, extensive computations based
upon the full stress solutions for cracks (fig. 3.6) yield the local stress distributions il-
ustrated in fig. 3.22. What differentiates the calculations with cavity interactions from
those without is the local fluctuation of stress, as mentioned above: The plots for stress
interactions clearly show areas of higher tensile, compressive and shear loads. Mention
should also be made of the fact that in the interactive calculation 15\% of the cavities
are under compression (i.e., ‘closed’), whereas the non-interactive calculation naturally
cannot display this effect.

Regarding the macroscopic parameters, it appears that the interactions enhance the
material stiffness: The horizontal stiffness amounts to $E_x = 130.8$ MPa for interactions
and $E_x = 125.7$ MPa for no interactions, while the vertical stiffness amounts to $E_y =
123.3$ MPa for interactions and $E_y = 121.7$ MPa for no interactions.

The overall strain components are:

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{xx}$</th>
<th>$\epsilon_{yy}$</th>
<th>$\epsilon_{xy}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>with interactions</td>
<td>0.0007</td>
<td>0.0008</td>
<td>0.0006</td>
</tr>
<tr>
<td>without interactions</td>
<td>0.0006</td>
<td>0.0007</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

Obviously, neglect of interactions leads to an underestimation of the strains in the
present example.

Figure 3.21: An extensive microstructure in the undamaged state (left), and with a mul-
titude of microcracks (right; crack density $\rho = 0.38$). The pore-crack combinations in the
figure on the right are approximated by single larger cracks, respectively.

Conclusion. As for the effective stiffness and overall strain, the impact of cavity in-
teractions is negligible if the cavities are randomly distributed. If the cavities exhibit a
preferred orientation and the mutual positioning of the cavities is ‘biased’ at the same
time, then the effect of the interactions may be of an augmenting or of a degrading type.

As for the microscopic stresses, the cavity interactions are generally important, since
they intensify the local fluctuations.
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Figure 3.22: Local stress distribution in the microstructure with flaws (approximated by cracks) under internal pressure $P = 150$ MPa (fig. 3.21, right). Left column: calculation with interactions. Right column: calculation without interactions.
3.7 Selected studies on the stress-strain response

As another application of the micromechanical theory introduced in the present chapter, the stress-strain behaviour of some exemplary structures under tension, shear and compression is to be examined now. Even if the structures are absolutely simple (comprising just one or two cracks), they reveal nevertheless a great variety of features in the context of crack closure and friction. For obvious reasons, the present studies already include the issue of fracturing: The occurrence of crack nucleation represents another nonlinear effect which can clearly be monitored in the stress-strain diagrams, and it thus completes the current account.\(^\text{15}\)

At the same time, the numerical studies help to check for the correct implementation of the background theory within the computer algorithm. It has been observed that the considered loading cycles are very sensitive to errors in the program code. A main condition to be preserved is that the stress-strain curves return to the origin as soon as the applied load is removed, no matter how complex the loading cycle and how large the number of incremental steps in the computer algorithm. (This condition holds since the model does neither account for permanent interlocks nor for thermal residual stresses.) Generally, the area enclosed by closed loops in the $\sigma$-$\epsilon$-space equals half of the total elastic energy per unit volume, which is lost by frictional sliding and irreversible rearrangements of the structure.

The first example, presented in fig. 3.24, addresses the effect of fracturing on the stress-strain response, and the significance of interactions on the overall strain. The model specimen initially comprises two horizontally aligned facets (fig. 3.23, right), which successively fail under a tensile load (step 1). The initially high slope of the curve reduces to a much weaker slope in the damaged specimen. According to the ‘columnar’ arrangement of the facets/cracks, the crack interaction promotes the fracturing and augments the overall strain. The weaker slope of the stress-strain curve is maintained until the tensile load decreases to zero.

A similar study has been performed on a more complex microstructure where many microcracks arise in the course of step 1. Figure 3.25 shows the stress-strain diagram

\(^{15}\)Concerning the theoretical fundamentals for crack nucleation, see the next chapter (section 4.1).
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Figure 3.24: Stress-strain diagram of a two-facet specimen (fig. 3.23, right), subject to external vertical tension (step 1). The cracks arise in the course of step 1; step 2 corresponds to release of external tension. Left chart: calculation with interactions (crack → facet, crack ↔ crack). Right chart: calculation without interactions.

where step 2 not only releases the tensile load but alternates to a compressive one. At the point where the origin is traversed, the modulus of the damaged material is restored to the undamaged value. A strong enhancement of the compressive load during step 2 may lead then to damage in compression and a nonlinear curve even in the range of negative stress/strain, but this is not shown here.

Figure 3.25: Nonlinear stress-strain curve of a complex microstructure, progressively fracturing under tension: step 1 increases the tensile load, step 2 changes from tensile to compressive load, step 3 removes the loading (relaxation). The dashed line refers to the pristine material under tension (absence of fracturing).

The remaining part of the subsection is dedicated to a more extended stress-controlled loading cycle (fig. 3.26) imposing shear load and compression, so that the ‘mismatch’ effect (i.e., temporarily locked microcracks) is encountered.

The loading cycle is first applied to a single-facet specimen (fig. 3.27): The facet
fails under the shear load applied in step 1. Superposition of a normal compressive load (step 2) provides that the shear opening mode of the crack is retained when the shear load is removed and reversed (step 3). Step 3 comes along with an increasing mismatch between crack opening and load acting on the crack; the value of static friction ($\mu_s|t^c|$) decides on the maximum mismatch that can build up. If the maximum is exceeded, then the crack faces yield to the shear: under the present quasistatic conditions, they abruptly start to slide and thus reduce the mismatch. The sliding stops right afterwards when the mismatch and the sliding friction ($\mu_m|t_n|$) are in equilibrium again. For a moderate friction, several such processes string together in the course of step 3, leading to a remarkable staircase-like curve (fig. 3.27, left).\textsuperscript{16} In case of very high friction (i.e., large compression and/or high coefficient of static friction), the moving of the crack faces is totally suppressed until the compressive load is released in step 4 (fig. 3.27, right).

\textbf{Figure 3.26: Illustration of the shear/compression loading cycle underlying the studies in figures 3.27 to 3.31.}

Similar observations can be made for a two-facet specimen, including interaction effects (fig. 3.28). A variation of the friction coefficients points out here that the uneasy course of

\textsuperscript{16}It should be emphasized that the staircase-like course at step 3 does not depend on the width of the load increments.
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step 3 is indeed a consequence of the discrepancy in the coefficients of static friction and sliding friction: If both coefficients are assumed to be equal, then the mismatch vanishes immediately when it exceeds the friction. The figure also illustrates that no mismatch will arise in case of zero friction, while in case of very large friction the mismatch reaches its maximum at the end of step 3.

Figure 3.29 confirms that the model works for a specimen comprising two oblique facets as well, and fig. 3.30 illustrates the same for complex defect configurations comprising crack→crack and pore→crack interactions. As intended, the model calculations end in a zero strain when the applied stresses are removed. Regarding fig. 3.30, corresponding calculations neglecting the interactions showed no observable effects at this scale; this is in accordance to the random locations of the defects. Figure 3.31 supplements the macroscopic stress-strain diagrams in fig. 3.30 by plots of the microscopic stresses $\sigma_{xy}$ at the end of the individual loading steps.

$$\mu_s = 0.7 \ , \ \mu_m = 0.6$$

$$\mu_s = 0 \ , \ \mu_m = 0$$

$$\mu_s = 0.7 \ , \ \mu_m = 0.7$$

$$\mu_s = \infty \ , \ \mu_m = \infty$$

Figure 3.28: Two-facet specimen (similar to fig. 3.23, right), subject to the shear/compression cycle illustrated in fig. 3.26. Investigation of friction conditions: moderate friction ($\mu_s = 0.7$, $\mu_m = 0.6$; above, left), moderate friction ($\mu_s = 0.7$, $\mu_m = 0.7$; above, right), zero friction (below, left), sticking (below, right).
Figure 3.29: Model specimen comprising two oblique cracks, subject to the shear/compression cycle illustrated in fig. 3.26. Investigation of friction conditions: moderate friction (above, right), zero friction (below, left), sticking (below, right). In the latter example, the cracks do not arise until step 4 (shear upon release of compression).
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Figure 3.30: Stress-strain response of a microstructure with pores and cracks (left column) and microstructure with cracks only (right column) when exposed to the shear/compression cycle illustrated in fig. 3.26. Moderate friction.
Figure 3.31: Corresponding to fig. 3.30: Local $\sigma_{xy}$ stresses in a microstructure with pores and cracks (left column), and in a microstructure with cracks only (right column) when exposed to the shear/compression cycle illustrated in fig. 3.26. Upper row: stresses at the end of step 1. Second row: stresses at the end of step 2. Third row: stresses at the end of step 3. Lower row: stresses at the end of step 4.
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Microcrack nucleation and progressive damage in compact solids

The non-local formalism for the microscopic stress fluctuations established in the previous chapter is of fundamental importance now where the simulation of crack nucleation and damage progression is addressed. For it is obvious that averaged properties and macroscopic parameters cannot suffice to describe the evolution of microcracks from the very beginning. The actual local stress distributions are needed instead, together with the local strength of the solid-phase texture.

As elaborated in the previous chapter, the local stresses are governed by the disturbance fields of existing, interacting cavities and cracks. On the other hand, the local material strength is dominated by microscopic inhomogeneities associated with the disorder of the grain structure. To be exact, crack initiation and evolution is assumed to be dictated by the grain boundaries. This assumption bases on several facts:

Firstly, grain boundaries are interfaces between two differently-oriented systems. Along the interfaces, the atoms are in irregular positions, and the cohesive forces between them deviate from those in the interior of the grains. The specific surface energy between two grains reduces with increasing difference in the orientation angle of the crystallographic planes. Hence it usually is easier to cause intergranular ruptures than transgranular cleavages [29] (intragranular cracks).

Secondly, it has been observed that during sintering, the impurities on the surface of the powder move into the boundaries of the grains. “The impurities tend to gather in the grain boundaries where they form amorphous films which are fractured more easily than the crystalline grains” [29].

Another important point is the discrete nature of fracturing in a granular structure, which emerges from experimental experience. The observation refers to both nucleation and extension of defects at the microscopic level. In order for an existing defect (pore or crack) to propagate, “it is not sufficient that the stress reaches the critical value $\sigma_c$ at the tip of the indentation, but it must exceed this value over a certain minimum distance, for example the length of a grain” [29]. Due to this insight, the present simulations assign the smallest unit of microcracking to the facet length.

The present chapter is concerned with microcracking in compact granular structures. The tentative restraint on compact structures enhances the tractability and clarity of the exploration here, whereas microcracking in the presence of pores involves essential
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peculiarities and thus calls for modified strategies (see the subsequent Chapter 5).

First of all, section 4.1 introduces the basic fracture criterion employed in the model, which relies on energy considerations. The criterion is first formulated for the simple case of tensile or shear load on a single facet, then extended with respect to compressive load, friction effects, kinked crack extension and coalescence of cracks.

Section 4.2 provides some general considerations on the modes of damage evolution, which are somewhat characteristic for the different loading conditions. The manifestations of damage comprise a wide spectrum in between unstable propagation of a single defect and quite distributed, stable microcracking. Moreover, it will be demonstrated how interactions are responsible for the phenomenon of localization encountered at high stresses.

Section 4.3 concentrates on the stochastic features of microcracking in ensembles of macroscopically identical specimens. A brief introduction to some fundamental terms in statistics is followed by test series from different points of view. These Monte Carlo simulations illustrate the effect of microscopic disorder on the scattering and the expectation values of the individual tests. Emphasis is on microcracking under compressive loads.

The chapter is concluded by an attempt to establish a continuum model for evolutionary damage (section 4.4). The formalism utilizes the basic, micromechanical approaches on fracture (section 4.1) and homogenization (section 3.4.2), but does not demand a numerical, discrete input information on the structure.

4.1 Energy criterion for damage nucleation and progression

The formation of a new crack (crack nucleation) or the lengthening of an existing crack (crack extension) involves transformation of elastic energy to surface energy: The release of strain energy stored in the material is associated with an increase of surface energy. A crack will not propagate or nucleate if the elastic energy released by its growth is less than the energy required to create the pair of new surfaces.

In the numerical simulation, fracturing is assumed to occur in discrete steps: individual grain facets fail at once. Accordingly, crack nucleation as well as crack extension are measured in terms of facet lengths. Interpreting Griffith’s energy criterion [33], it is assumed that a facet of length $l_f$ fails and forms a crack of the same length if the elastic energy released by this transition exceeds the energy required for the creation of the new surfaces [23]. Formally,

$$\int_{l_f} G \, dl \geq 2\gamma_f \, l_f$$

where $G$ denotes the energy release rate of the loaded system during crack extension (energy released per unit crack area), and $\gamma_f$ is the specific surface energy of the considered facet (energy per unit crack surface). Here, the crack area is $l_f \cdot 1$ and the crack surface $2l_f \cdot 1$, the unity referring to the thickness of the specimen.\(^1\)

\(^1\)In order to turn from the two-dimensional consideration into real energy terms, the equations should be multiplied by the length (‘depth’) $h$ of the facet/crack in the third dimension instead.
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Subsections 4.1.1, 4.1.2 and 4.1.3 summarize the energy expressions for nucleation and extension of isolated cracks. The theory will be extended in Chapter 5 (subsection 5.2.1) to pore-crack combinations.

4.1.1 Energy expressions for straight crack extension and crack nucleation

In order to establish an energy condition of failure on an individual facet, consider first the familiar case of infinitesimal extension of a straight crack under normal tension \[76\]:

\[
G \ dl = \frac{\pi \ l \ t^2}{2E'} \ dl \geq 2\gamma \ dl,
\]

(4.2)

where \(l\) is the length of the existing crack, \(dl\) is an infinitesimal virtual extension of the crack, \(t\) is the applied tension, \(E'\) is Young’s modulus of the elastic compact matrix, and \(\gamma\) is the specific surface energy of the material.\(^3\)

For fracturing of a facet, an integrated form of eq. (4.2) is needed: For straight crack extension,

\[
\int_{l_0}^{l_0+l_f} G \ dl = \int_{l_0}^{l_0+l_f} \frac{\pi \ l \ t^2}{2E'} \ dl \geq 2\gamma l_f,
\]

(4.3)

and thus,

\[
\frac{\pi \ t^2}{4E'}(l_0 + l_f)^2 - \frac{\pi \ l_0^2}{4E'} l_0^2 \geq 2\gamma l_f,
\]

(4.4)

where \(l_f\) is the length of the considered facet \(f\), and \(l_0\) is the length of an already existing crack touching \(f\). Crack nucleation is covered by setting \(l_0=0\). A graphical representation of the net energy profit \(\Phi_f = \int_{l_f} G \ dl - 2\gamma l_f\) for crack nucleation is shown in fig. 4.1.

The evolution of the ‘critical’ load for crack nucleation and crack extension as a function of facet resp. crack length is shown in fig. 4.2: the higher the length, the sooner will the failure of a facet or the unstable growth of a crack occur.

It is worth noticing that, generalizing, the quantity \(t\) is the magnitude of the traction acting on the crack/facet system, which can consist of tensile and shear components, and comprises contributions from the pressure of an intruding fluid (see sections 3.5.2 and 3.5.3).

So far, the energy release rate \(G\) associated with crack extension could be given in terms of the applied load. Usually, under more general conditions one encounters in the literature rather expressions for the crack tip stress intensity factor \(K\). For the above interior crack under normal tension (mode I condition), the stress intensity factor reads

\[
K_I(l,t) = \sqrt{\pi \ l/2 \ t},
\]

(4.5)

and use in the energy criterion of eq. (4.2) leads to

\[
G \ dl = \frac{K_I^2}{E'} \ dl \geq 2\gamma \ dl.
\]

(4.6)

\(^2E' = E/(1-\nu^2)\) for plane strain conditions, whilst \(E' = E\) for plane stress conditions\(^3\). Extensions of the Griffith equation by a ‘plastic work’ have been proposed to account for the plastic deformation observed near the crack tips. These extended conditions predict thus a higher critical load on the materials; see, e.g. [72]. For an extended description of the plastic zones around cracks, see [29].
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Figure 4.1: Net energy profit $\Phi_f = \int t_f G dl - 2\gamma_f l_f$ associated with crack nucleation, as a function of facet length $l_f$ and local (tensile) traction $t_f$. The energy release is positive (red-coloured range) if the facet length or the traction exceeds a certain critical value. For $\Phi_f \geq 0$, the slope of the $\Phi_f(l_f)$ and $\Phi_f(t_f)$ functions is generally positive. For $\Phi_f < 0$, the slope of the curve exhibits a non-monotoneous behaviour. (Calculations have been performed with $E' = 276.2$ GPa, $\gamma_f = 1 \text{ Jm}^{-2}$).

Figure 4.2: Critical load on a facet ($\rightarrow$ crack nucleation) or crack ($\rightarrow$ crack extension) as a function of facet or crack length, respectively. (Nondimensional representation.) The graph illustrates how microcracking is grain size dependent: Microcracks arise sooner at the boundaries of larger grains than at the boundaries of smaller grains.

More generally, following [33], a relationship between the strain energy release rate and the stress intensity factors for in-plane crack extension (modes $I$ and $II$; the out-of-plane shear mode $III$ is not relevant for the present two-dimensional analysis) may be given as

$$G = \frac{1}{E'} (K_I^2 + K_{II}^2) = \frac{K^2}{E'}.$$  \hspace{1cm} (4.7)

The definition of the above compound stress intensity factor $K$ is obvious. For the interior crack in the elastic plane the stress intensity factors $K_I$ and $K_{II}$ differ only with respect to the value of the loading component and thus $K$ has the same form as eq. (4.5) but $t = \sqrt{(t^2)^2 + (t^3)^2}$ then denotes the magnitude of the traction vector, which possesses components normal ($t^n$) and tangential ($t^3$) to the crack line.
4.1 Energy criterion for damage nucleation and progression

By eq. (4.7), fracturing of a facet requires that

$$\int_{l_0}^{l_0+l_f} G \, dl = \int_{l_0}^{l_0+l_f} \frac{K^2}{E'} \, dl \geq 2\gamma_f \, l_f ,$$

which is an alternative expression of the energy criterion of eq. (4.3). It is interesting to consider transition from the energy concept of fracture to a stress intensity factor concept [8]: With a generalized $K$ in eq. (4.6), the local criterion for crack extension is deduced as

$$K \geq \sqrt{2\gamma E'} = K_c ,$$

where $K_c$ represents a critical value (often called the ‘fracture toughness’ or ‘modulus of cohesion’ of the material).

4.1.2 Kinked crack extensions

![Diagram of kinked crack extension](image)

Figure 4.3: Modelling of kinked crack extension and unification of two cracks (failure of a facet bridging two existing cracks): The kinked crack is approximated by a straight line (bold).

In the numerical model, the path of a crack composed of several failed facets is approximatedly represented by a straight line connecting the two end points of the path (fig. 4.3). By this approach, kinked crack extension as well as formation of a kinked path by the failure of a bridging facet relies on the following form of the energy criterion:

$$\left( \int G \, dl \right)_{\text{pot}} - \left( \int G \, dl \right)_{\text{anc}} \geq 2\gamma_f \, l_f ,$$

which substitutes the strain energy term for crack extension by the difference of two corresponding terms for crack nucleation. Integration for the potentially new crack is over the artificial length $l_k$ whereas the ancestor crack refers to the length $l_0$ (in the case of bridging $l_0 = l_{01} + l_{02}$: fig. 4.3, right). The surface energy is associated with the length $l_f$ of the facet in question.

If the cracking facet touches no existing cracks, then $\left( \int G \, dl \right)_{\text{anc}} = 0$. Generally, application of the energy criterion on a facet requires determination of the crack structure for an assumed event of failure of this facet.
4.1.3 Cracking under compression and friction

So far, the case of a compressive normal load and the impact of friction has not been considered in the energy relations. This is accomplished by replacing the actual (‘effective’) load \( t_k \) acting on the potential crack \( k \) by the active load \( t_{k,\text{active}} \) as introduced in section 3.5.1. Moreover, in the presence of friction, crack formation under normal compression comes along with a heat loss of energy\(^4\),

\[
W_{k,\text{fric}} = \begin{cases} 
\frac{\pi l_k^2}{4E'} \left( |t_{k,\text{active}}''| \cdot \mu_m |t_k'\right) & \text{if } t_{k}'' \leq 0 \\
0 & \text{if } t_{k}' \geq 0
\end{cases}
\]

which may be set off against the reduction of strain energy:

\[
\int_{l_k} G \, dl = \frac{\pi (l_k)^2}{4E'} (t_{k,\text{active}}')^2 - W_{k,\text{fric}} \tag{4.12}
\]

Eq. (4.12) is the general expression for the energy available to build new surfaces while nucleating a single crack \( k \).

4.2 Progressive microcracking: general considerations

The energy criterion is employed now for some general considerations on crack initiation and propagation, starting with quite simple microstructure specimens. The first part of the present subsection addresses the identification of critical locations in a microstructure, i.e. locations where crack nucleation may occur (section 4.2.1). The second part deals with damage progression under tensile load, and the difficulties in simulation and assessment of failure in the micromechanical model (section 4.2.2). The third part finally focuses on the special characteristics of microcracking under external compression (section 4.2.3).

4.2.1 Critical locations in a simple structure

Prior to simulation of any structural changes, the energy criterion allows for an identification of locations in the microstructure where nucleation and successive growth of microcracks has to be expected. Such a description in terms of the potential energy release goes beyond the classical stress analysis as presented in Chapter 3 since it accounts for the local properties of the grain phases, too.

To illustrate this, fig. 4.4 emphasizes those facets within a simple microstructure whose failure would become energetically possible at various levels and modes of externally applied load. It turns out that the orientation of the potential cracks is close to the direction of external load in case of compression, whereas it is perpendicular to the direction of external load in case of tension. In simple terms, larger facets are more ‘critical’ than smaller ones, but the decisive quantity is in fact the projection of the facet length onto the direction of applied load.

In addition to the length and orientation of the facets, the third important quantity is the specific surface energy of the grain boundaries. Figure 4.5 refers to a specimen comprising two different grain phases, namely a mixture of TiO\(_2\) and Al\(_2\)O\(_3\) grains. Since the specific surface energy is lower at the inter-phase boundaries, the most critical locations are observed right there rather than in between the TiO\(_2\) grains.

\(^4\)for an isolated crack: \( W_{k,\text{fric}} = \langle b_k \rangle \mu_m t_{k}'' l_k \) with \( \langle b_k \rangle = \frac{\pi l_k^2}{4E'} t_{k,\text{active}}'' \)
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Facet structure

Vertical tension $\sigma_{yy} = 700$ MPa

Compression $\sigma_{yy} = -2000$ MPa

Oblique ($+45^\circ$) tension $600$ MPa

Oblique ($-45^\circ$) tension $600$ MPa

Shear load $\sigma_{xy} = 600$ MPa

Figure 4.4: ‘Critical locations’ in a simple microstructure under various loading conditions. Assuming $\gamma_f = 2$ J m$^{-2}$ for the specific surface energy, the red-colored facets would have failed under the respective loading condition.

Facet structure

Horizontal tension $\sigma_{xx} = 500$ MPa

Figure 4.5: ‘Critical locations’ in a microstructure comprising two grain phases (TiO$_2$ in white, Al$_2$O$_3$ in gray) under horizontal tension. Assuming $\gamma(TiO_2/TiO_2)=2$ J m$^{-2}$, $\gamma(Al_2O_3/Al_2O_3)=1$ J m$^{-2}$, and $\gamma(TiO_2/Al_2O_3)=0.5$ J m$^{-2}$ for the specific surface energies, the red-colored facets would have failed under $\sigma_{xx} = 500$ MPa.

4.2.2 From microcrack initiation to simulation of failure

Consider now the process of crack nucleation and damage progression in a simple, one-phase structure under external uniaxial tension. Both the structure and the loading mode promote a brittle behaviour of the specimen.

The typical scenario of fracturing in the numerical simulation begins with the nucleation of a first microcrack at the most critical location. Due to the disturbance of the
local stresses by the first microcrack, one or more additional microcracks will then nucleate in the vicinity. The microcracks finally coalesce to an unstably growing (macro-)crack separating the specimen (fig. 4.6). It is straightforward to associate the resulting pattern with the failure of the specimen. More precisely, the percolation of a specimen (i.e., a crack extending from one border of the specimen to the opposite border) may be defined as its failure.

The situation encountered in modelling, however, is not always that clear. Since the structures are neither perfectly homogeneous nor distinctly heterogeneous (but just granular), the growth of a defect may be blocked at the irregular kinks of the grain boundaries, and the group of closely located microcracks may coalesce only partially: The cooperative phenomenon leading to localization (see section 1.1.1 in the introductory chapter) arises, which is difficult to catch or describe in a quantitative way (see fig. 4.7). The situation is further complicated if the unstable growth of a defect is stopped into one direction only, so that the growing crack runs into one border of the specimen only. Since the damage does not reach the percolation level, no failure of the specimen is recorded, and continued calculations will be dominated by boundary effects (see fig. 4.7, too). Especially if the specimen is not assumed to be isolated, but embedded in a larger structure, then the calculations may go well beyond the validity of the model. As a matter of course, the point where the simulation starts to diverge from the actual behaviour of a brittle granular structure is hard to define. An automatized finishing of the simulation algorithm would require a very sophisticated failure criterion. Defining a limit in terms of a ‘critical’ crack density is not adequate since this quantity does not include any information on whether the crack growth is stable or not.

This observation only goes to show that the crack patterns resulting in the simulations have to be permanently assessed with respect to their rationality. If necessary, the simulations must be restricted to lower crack densities or lower loads in order to avoid model artifacts. The current chapter does not deal with percolation and failure. Moderate levels of stably growing damage are considered instead, as encountered under compressive loading conditions.
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Figure 4.7: Crack nucleation and evolution under external horizontal tension. The crack pattern (which does not depend on the specific surface energy $\gamma$) grows within a narrow band and represents the phenomenon of localization. After step 8, the model calculations are dominated by boundary effects and must be assessed with increased prudence.

Figure 4.8: Crack nucleation and evolution under external horizontal tension. Neglection of the local stress disturbance due to the cracks (neglection of crack–facet interactions). The resulting crack pattern is quite different from fig. 4.7; the fact that no distinct localization occurs underlines the importance of the local stresses.
4.2.3 Microcracking under external compression

In contrast to the more unstable growth of cracks in specimens under tension (see also the localization phenomenon in fig. 4.9, left), a rather distributed pattern of stable microcracks is observed in materials under compressive load. This can be explained as follows: A tendency to unstable crack growth is given if an existing crack entails intense disturbances of the local stress field and has thus a violent impact on its environment. This situation is given if the crack exhibits a large opening displacement (COD). Under compressive load, however, the opening displacement is repressed due to crack closure and friction effects. Accordingly, the unstable crack growth is favored under tension, whereas a distributed crack pattern is more likely to occur under compression. Besides, the phenomenon of distributed microcracking is promoted by more heterogeneous structures (consisting of two grain phases, see e.g. fig. 4.9, right).

The expected orientation of microcracks arising under external uniaxial compression has already been demonstrated in fig. 4.4. The next step is to consider the further evolution of microscopic damage under particular circumstances. To this end, some mechanisms will be described from a phenomenological point of view, and the reflections will be supplemented by selected numerical simulations.

![Figure 4.9: Left: crack pattern in a specimen under vertical tension (σ_{yy} = 250 MPa); a strong localization of the damage (and boundary effects as well) is clearly visible. Middle: crack pattern (crack density 0.004) in a specimen under vertical compression (σ_{yy} = -650 MPa). Right: crack pattern (crack density 0.152) in a specimen under higher vertical compression (σ_{yy} = -900 MPa). As for the specimens under compression, the microcracks are rather uniformly distributed.]()

**Preexisting flaws.** Though the evolution of damage from *preexisting* flaws is not concerned here, some points are worth mentioning in that context: Preexisting micro- or macro-flaws (cavities, cracks, inclusions) represent sources of local tensile stresses and, thus, tensile microcracks, even if the applied loads are compressive (see fig. 3.19, p. 82). In experiments, ensuing ‘tension cracks’ (‘tension wings’, see e.g. [79] or [48]) are observed to emanate from flaws of elongated shape, to curve toward the direction of (maximum) compression, and to grow with increasing compression, eventually orientating parallel to this loading direction. Under these conditions, the crack growth initially is stable. (This behaviour is in contrast to the initially unstable growth of cracks emanating from circular pores under vertical compression, see [67].)

The presence of a slight lateral tension (4% – 8% of the applied compression), can
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render the crack growth unstable: As soon as a critical crack length is attained, the crack grows spontaneously, leading to axial splitting of the specimen [62].

**Lateral tension.** The study presented in fig. 4.10 shows the microcrack patterns and the damage evolution due to increasing vertical compression in a specimen under variated lateral tension. Obviously, the uniform distribution of microcracks for low tensile loads gives way to a strongly localized crack band if the lateral tension $\sigma_{xx}$ exceeds a value of about 140 MPa. This means that high values of $\sigma_{xx}$ reduce the crack initiation level for vertical compression $\sigma_{yy}$ and promote the brittle failure of the material. (For comparison: The crack initiation level under a single uniaxial tension would be at about 200 MPa.)

**Confinement.** If the axial compression is accompanied by a lateral confinement (moderate levels of lateral compressive stresses, typically 25 – 30% of the peak stress), then the growth of larger cracks is certainly arrested. The macroscale response of the material is stabilized. However, a region of high-density microcracks may emerge, the so-called ‘shear band’, spanning an angle between 10° and 30° [62] (15° and 25° [48]) with respect to the direction of maximum axial compression. The shear band is a consequence of the cooperative effect (localization) of the microscopic flaws; it finally represents the failure plane.

On the other hand, sufficiently high confining pressures (exceeding 20% – 25% of the applied compression) promote a “more or less uniform distribution of microcracks within the specimen” [62]. At this stage, brittle failure is suppressed (no shear band emerges), and one can speak of a brittle-ductile transition.

**Significance of friction.** The compressive resistance of the specimens is increased if the material has high static and sliding friction coefficients ($\mu_s, \mu_m$). Regarding the graphical analysis, changing the friction coefficients shifts the damage curves along the axis of applied load, but the critical locations and the resulting crack patterns seem — by and large — not to be affected. These observations are illustrated by fig. 4.11.

**Evolution of effective parameters.** Figure 4.12 shows the stress-strain response of a specimen under vertical compression $\sigma_{yy}$. Vertical compression results in a negative vertical strain ($\epsilon_{yy} < 0$) and in a positive lateral strain ($\epsilon_{xx} > 0$). The linearity of the stress-strain curves is lost at the point where the first microcrack is nucleated (here: at about $\sigma_{yy} = -500$ MPa). Nucleation of microcracks results in a loss of stiffness and an increased (negative resp. positive) strain of the specimen. Due to the simple uniaxial loading mode, the variation of the shear strain is very weak; the oscillations around $\epsilon_{xy} = 0$ reflect the random sign of the orientation angle of the nucleating microcracks.

The loss of material stiffness as a function of increasing external compression is represented in fig. 4.13. As outlined in the previous chapter (section 3.5.5, eq. 3.77, p. 80), the compressive loading conditions cause the stiffness to be a function of the current load (and of the load history), relating increments of stress and strain. Due to the preferred orientation of the microcracks (rather parallel to the direction of uniaxial compression), the lateral component of Young’s modulus ($E_x$) is stronger affected by the progressive damage than the vertical component ($E_y$). The contribution of the cracks predominantly results from their shear compliance, since the majority of them is under normal compression, i.e. inactive with respect to the normal mode.
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Figure 4.10: Microcracking under lateral tension $\sigma_{xx}$ (applied first) and vertical compression $\sigma_{yy}$ (applied afterwards). The tension $\sigma_{xx}$ amounts to 0 MPa (first row), 60 MPa (second row), 100 MPa (third row), 140 MPa (fourth row), 180 MPa (fifth row), and is – on its own – not sufficient to cause any damage. Microcracking starts if the tension is supplemented by a vertical compression: the graphs in the middle show the crack density as a function of $\sigma_{yy}$, while the diagrams on the right show the evolution of lat. strain $\epsilon_{xx}$. 
4.2 General considerations on progressive microcracking

Figure 4.11: Studying the effect of friction on microcracking in a specimen under vertical compression $\sigma_{yy} = -550$ MPa. The setting of the friction coefficients $\mu$ decreases from the upper to the lower row. (First row: 100 %, second row: 75 %, third row: 50 %, fourth row: 25 %). The static friction $\mu_s$ exceeds the sliding friction $\mu_m$ by 17 %, respectively.
Figure 4.12: Specimen under a vertical compressive load which is increased to $\sigma_{yy} = -900$ MPa. The diagrams show the evolution of crack density, and the strain response $(\epsilon_{xx}, \epsilon_{yy}, \epsilon_{xy})$ as a function of $\sigma_{yy}$.

Figure 4.13: Evolution of Young’s moduli in a microcracking specimen under lateral tension $\sigma_{xx} = 50$ MPa (applied first), as a function of increased vertical compression $\sigma_{yy}$. Anisotropy of the material stiffness: in the final loading state, the vertical stiffness is higher than the lateral stiffness. 91 % of the cracks are under compression (negative normal traction).
4.3 Statistical studies on compact materials under compression: effect of structural disorder

The following considerations are dedicated to the stochastic behaviour of damage evolution in compact microstructures as revealed by Monte Carlo simulations. The investigations aim at an exploration of statistical trends attributable to certain intrinsic and extrinsic conditions. The complex subject necessitates some introductory accounts (subsection 4.3.1), before several explicit numerical studies will be presented in subsection 4.3.2.

4.3.1 Fundamental remarks

This section is first to outline some basic terms in statistics, and to summarize those statistical quantities that are employed in the rest of the current chapter and in the following Chapter 5. Then, some reflections on the appropriate observable in the numerical simulations are added. The last part is on the statistical input for the simulations, i.e. on the microstructure parameters and their variation.

4.3.1.1 Some terms and definitions in statistics

Applying the language of statistics to the issues of the present thesis, a statistical sample (or statistical ensemble) comprises the total number of events subject to observation, while the single realization of the material microstructure (and its response under specified conditions) is termed a specimen representing a single member of the ensemble, or simply a test. The observations on the multitude of tests focus in one or more selected physical quantities $y$, respectively. The first two moments of the statistical distribution of these observables represent the main output parameters of the statistical studies: firstly, the mean value $\bar{y}$ of a set of $n$ observations (sample mean), which reads

$$\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i ,$$  \hspace{1cm} (4.13)

and, secondly, the standard deviation for a set of $n$ observations (sample standard deviation), which is defined as

$$s_y = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n-1}} .$$ \hspace{1cm} (4.14)

The square of the standard deviation is called the variance, which represents the average squared deviation of the values of $y$ from the mean, indicating the extent of scatter in the variable.

Another useful quantity is the standard error (deviation) of the mean:

$$s_{\bar{y}} = \frac{s_y}{\sqrt{n}} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n(n-1)}},$$ \hspace{1cm} (4.15)

which is a measure for the accuracy of the statistical test results — it indicates the range of confidence for the mean.

The population mean (also called ‘expected value’), which is defined as the mean of all possible values of $y$, is denoted as $\mu_y$ (not to be confused with the friction coefficient
Chapter 4. Microcrack nucleation and progressive damage in compact solids

introduced in Chapter 3). The corresponding standard deviation of the population is denoted as \( \sigma_y \) (not to be confused with the similarly called stress) [22].

Some considerations address the relationship between two variables \( k \) and \( l \), say one input parameter and one observable (output parameter). A meaningful indicator in this context is the correlation coefficient of the statistical sample:

\[
\tau_{kl} = \frac{s_{kl}}{s_k s_l},
\]

where \( s_{kl} \) denotes the mutual covariance of the variables and indicates their tendency to stay on the same side of the mean (see, e.g., [22] for a detailed description). For a visual assessment of the correlation, ‘scatter plots’ are a suitable tool; they show the pairs of values as points in an orthogonal coordinate system (see, e.g., fig. 4.14).

For the presentation of the distribution of an observable \( y \) over the individual observations, histogram plots are employed (see, e.g., fig. 4.18): the whole range of \( y \) is subdivided into intervals of equal width (\( \Delta y \)), and the frequency of tests exhibiting a value of the observable lying in the respective range is assigned to these intervals. In the limit of an infinitesimal interval width \( d_y \) and an infinite number of tests, one would get to the probability

\[
p_{D_0}(y) \, dy
\]

of finding the observable in the range between \( y \) and \( y + dy \) (for a specimen of size \( D_0 \)). The parameter \( p_{D_0}(y) \) represents the probability density as a function of \( y \). The probability density is to be distinguished from the cumulative probability (see eq. 5.6, p. 139).

In the simulations, random sampling will be continued until the mean of the observable is stabilized (see the curves representing the evolution of the mean with increasing number of tests, e.g. in fig. 4.21, right).

4.3.1.2 On the appropriate damage observable

The proper choice of the observable in the context of progressive damage is sometimes an objective of research by itself, but some remarks should be sufficient here. Ideally the observable should reflect both the actual structural changes in the material and the significance of these changes on the macroscopic response of the material. This is a difficult demand since the macroscopic response depends on the active defects only, and thus on the loading conditions, the load history, etc. Certainly there is no generally suitable damage parameter, instead it must be selected with respect to the present material properties, loading conditions, failure modes, and with respect to the observation scale. Last but not least, a damage parameter should be measurable by experiment. Some possible candidates for the damage parameters will be discussed in the following.

**Damage parameters at the microscale.** At the microscale, the observable is a damage parameter in the actual sense since it refers to the structural properties rather than to the mechanic or elastic behaviour. In defect-sensitive materials, the size of the largest defect will be of importance, especially in weakest-link theories (see Chapter 5, section 5.5.1.2). For distributed defects, recording the total length of cracked grain interfaces or the additional internal surface energy introduced by the microcracks may be more appropriate.
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The most prominent damage parameter is doubtlessly the crack density. If the microcrack distribution is approximately isotropic (random), then it can be characterized by a scalar damage variable (see eq. 2.3, p. 36). The isotropic distribution is a special case which is rather rarely encountered in nature but extensively assumed by analysts because of the easy tractability. In a general case, the microcrack distribution is characterized by a varying degree of anisotropy. An orthotropic microcrack distribution (which may result from uniaxial loading conditions) which induces an orthotropic behaviour of the macroscopic material properties is a frequently encountered situation. This class of microcrack distributions may be adequately represented by a second order damage tensor.\(^5\)

The detection of microcracks and the determination of the mentioned damage parameters is difficult or even impossible in actual experiments. In the simulations, however, these quantities are easy output parameters.

**Observables at the macroscale.** In typical laboratory experiments on actual material specimens, the stiffness is easily accessible and therefore a reasonable (if not the most appropriate [48]) candidate for the observable at the macroscale. With respect to progressive damage, the change of the effective stiffness is to be favored, since the initial damage is seldom known. In typical cases, the effective stiffness allows a rough estimation of the microcrack density, and the course of the stiffness expresses the thresholds of the intrinsic failure modes (localization, percolation). Recording the effective stiffness is useful but rarely sufficient for the prediction of the macroscopic failure threshold. Unfortunately, the stiffness is not appropriate under compressive loading conditions, because it is strongly coupled to the activity status of the cracks — passive cracks are completely ignored (see fig. 4.15, fig. 4.16).

An alternative to the stiffness is the overall strain at a certain load, or — strictly speaking — the additional strain due to the damage. Even though strains are strongly dependent on the loading conditions, too, they nevertheless have the advantage that passive cracks may contribute by means of locked shear displacements.

Depending on the scope of the respective studies, other possible observables may be the rupture strength resp. failure threshold of the specimens (see Chapter 5).

**Damage parameter in the model simulations.** As already noted, the above microscopic parameters have no general and immediate impact on the macroscopic response of the material. Nevertheless, analysis of the test results shows that — for the compressive load and the associated distributed microcracks patterns — the scalar crack density is highly correlated to the overall strains (fig. 4.14 and fig. 4.15 reveal an approximately linear relationship). Thus, the crack density seems to be representative for the change in strain, i.e. for the macroscopic response of the material.

For convenience, the crack density will therefore be employed as the principal observable. Most of the statistical studies will address the crack density at a certain value of applied load, while a different setting concerns the load required to cause a certain crack density. The latter is approximately equivalent to the load required for exposing the material to a certain strain.

\(^5\)In principle, higher accuracies can be reached by applying higher order damage tensors, but it seems that the second order tensor representation of damage satisfies all rational criteria of accuracy for the approximation of effective properties [41].
Figures 4.15 (lower row) and 4.16 illustrate that the elastic stiffness (Young’s modulus) is definitely not suitable for an assessment of microscopic damage under compression.

Figure 4.14: Scatter plots for investigation of two-parameter correlations. Correlation of crack density and overall strain for specimens under a compressive load $\sigma_{yy} = -900$ MPa. A strong correlation is seen for the $\epsilon_{xx}$ and $\epsilon_{yy}$ strain components. (In contrast, there is no significant correlation for the shear strain $\epsilon_{xy}$: $r = 0.27$)

Figure 4.15: Scatter plots for investigation of two-parameter correlations. Correlation of crack density and overall strain (above), and of crack density and Young’s moduli (below) for specimens under a lateral compressive load $\sigma_{xx} = -20$ MPa (applied first) and a vertical compressive load $\sigma_{yy} = -900$ MPa. A strong correlation is seen for the $\epsilon_{xx}$ and $\epsilon_{yy}$ strain components.
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The studies refer to compact heterogeneous structures comprising two phases of grains (Al₂O₃, TiO₂). The majority of tests is performed on specimens of size $D = 37905 \mu m^2$, which are exposed to an external vertical compression. The default values for the friction coefficients are $\mu_s = 0.7$, $\mu_m = 0.6$.

A local statistical disorder is obtained by randomly determining the sizes, shapes and positions of the individual grains according to uniform distributions within certain bounds (see Chapter 2). In addition, the global parameters ‘area density’ and ‘specific perimeter’ fluctuate among the individual members of the ensemble as well. The mean values of the global parameters of the second grain phase in the specimens are: area density $A_A(Al_2O_3) = 0.43$, specific perimeter $L_A(Al_2O_3) = 103 \text{ mm/mm}^2$. It is seen that the fluctuations in the global parameters have no direct correlation to the respective damage resistance (see fig. 4.17).

Figure 4.17: Scatter plots for investigation of two-parameter correlations. Correlation of crack density and structural parameters for specimens under a compressive load $\sigma_{yy} = -900$ MPa. Similarly low correlations are observed for crack density and specific interface TiO₂/TiO₂, and for crack density and specific interface Al₂O₃/TiO₂.
4.3.2 Selected studies

The subsequent studies refer to four selected issues: confinement, friction, crack interactions, and specimen size. The particular scope of the first two studies is to illustrate the evolution of the mean and of the scatter (standard deviation) of the crack density as a function of load and friction.

**Vertical compression, and significance of lateral stresses.** A series of tests on microcracking has been performed for specimens under biaxial stress: a predominating vertical compression, accompanied by a weak lateral tensile or compressive load. The crack density distributions for variated levels of vertical and lateral load have been recorded, and are displayed in fig. 4.18.

For loading states moderately exceeding the crack initiation level, fig. 4.19 (left) indicates that the mean of the crack density increases roughly linear with the vertical

![Figure 4.18: Studies on the crack density in specimens under lateral stress (applied first) and vertical compression (applied afterwards). The lateral stress amounts to $\sigma_{xx} = -20$ MPa (upper row), $\sigma_{xx} = 0$ MPa (middle), $\sigma_{xx} = 50$ MPa (lower row). The compression is increased to $\sigma_{yy} = -650$ MPa (first column), $\sigma_{yy} = -750$ MPa (second column), $\sigma_{yy} = -850$ MPa (third column). Each statistical series relies on 100 tests minimum.](image)
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compression $\sigma_{yy}$ and the lateral load $\sigma_{xx}$. As for the lateral load, the linear course of the function seems to be not affected by a transition from negative to positive values.

The results suggest that the absolute scatter of the damage parameter increases with increasing load. This may be explained as follows: Increasing load enables the evolution of larger cracks. From the micromechanical point of view, evolution of larger cracks depends on the respective spatial arrangement of several grains. In contrast, the nucleation of small cracks is affected by the immediate vicinity of a single grain only. The correlation of an increasing number of grains makes the situation more and more complex. The drastically growing ‘number of degrees of freedom’ is reflected in the scatter of the damage parameter.

The coefficient of variation (standard deviation divided by the mean), however, clearly decreases with increasing load (fig. 4.19, right).

![Graphs showing the evolution of mean crack density and coefficient of variation as a function of vertical compression and lateral stress.](image)

**Figure 4.19**: Evolution of the mean value (left) and coefficient of variation (right) of the crack density as a function of vertical compression (above) and of lateral stress (below). The plots summarize the results presented in fig. 4.18, and contain further calculations.
Figure 4.20: Statistical investigations on the effect of friction in specimens (size 37905 \( \mu m^2 \)) under uniaxial compression \( \sigma_{yy} = -550 \) MPa. Left column: the observed distribution of crack density shifts towards zero when the values of the friction coefficients are increased. (The static friction \( \mu_s \) exceeds the sliding friction \( \mu_m \) by 17 \%, respectively.) The diagrams on the right refer to the mean, the absolute standard deviation, and the coefficient of variation of the crack density as a function of friction.
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Significance of friction. As has been illustrated in fig. 4.11, a sufficiently strong friction within a material may suppress the evolution of damage under compression. Figure 4.20 now shows how the mean — and, at the same time, the absolute scatter — of the crack density tends towards zero with increasing values of the friction coefficients. It turns out that there is no sharp ‘friction threshold’ above which no microcracks occur, but the transition from a linear decrease to zero damage is rather smooth. As above, the coefficient of variation of the damage parameter decreases with increasing overall damage.

Significance of local stresses around cracks. According to the theoretical framework outlined in Chapter 3, the numerical simulations account for local stress disturbances by means of explicit crack↔crack interactions and crack→facet interactions. Comparison of the structure images in fig. 4.7 and fig. 4.8 above (p. 101) demonstrates the importance of these interactions for the deterministic crack patterns, and for the occurrence of the localization phenomenon.

The statistical significance of these interactions is to be checked now for specimens under uniaxial vertical compression. The observable is the load required to produce a crack density $\rho = 0.07$. In the first series of computational tests, the interaction effects have been included (as throughout the present chapter). In the second series of tests, however, the local stress disturbances have been neglected. The results, which are presented in fig. 4.21, reveal that the mean value of required load is significantly higher in the second test series than in the first test series (814 MPa to 779 MPa). The logical conclusion is that the local stress fluctuations must not be neglected. If cracks have nucleated under certain loading conditions, and if these loading conditions are retained, then the local stress disturbances due to these cracks promote the nucleation of further cracks.

Figure 4.21: Studies on specimens (size 37905 $\mu m^2$) under compression. The compression is increased until the crack density reaches a value of $\rho = 0.07$. The figures on the left represent exemplary specimens of each test series. Above: calculation with interactions (crack↔crack, crack→facet). Below: calculation without interactions.
Significance of specimen size. Figure 4.22 shows a test series performed on specimens sized 57% larger than the other specimens of the current section. The results are to be compared with those presented in fig. 4.21 (first series, above). It is seen that the average resistance is higher for the larger specimens than for the smaller specimens (819 MPa to 779 MPa). One must suppose that this obvious effect is due to the reduced boundary effects in the larger specimens. Indeed, the specimen borders act as barriers for microcrack expansion, and the interaction between cracks located inside a specimen and cracks located outside are completely disregarded. These shortcomings are coupled to the specimen size and must not be ignored.

Another point to mention here concerns the size of the representative volume element: In the course of damage progression, the length over which the cracks are correlated increases, and the RVE grows in size. In this context, smaller specimens will sooner cease to be statistically homogeneous than larger specimens.

4.4 Stochastic analytical approaches on progressive fracturing

The previous section has demonstrated how the numerical model can be employed in Monte Carlo simulations to obtain expectation values for ‘global’ parameters such as the crack density, or macroscopic material properties such as the overall strain. In principle, the results for deliberate test series could be collected and concentrated into macroscopic expectation laws for the material behaviour.

To round off the considerations on progressive damage in compact materials, the present section tries to outline an alternative, more elementary way to deduce a continuum law for the progressively fracturing material from the background micromechanical theory. Typically for such ‘evolutionary’ continuum damage models, the present approach aims at the change and evolution of the effective moduli as a function of applied load. The formalism is intended to be throughout analytical, a demand which necessitates a transition from the previous discrete system to a continuum, namely from the discrete facet and crack arrangement to a continuous facet and crack distribution. To this end, the statistical input information must be available in terms of distribution functions or probability density functions.
The presented formalism restricts to crack nucleation under simple conditions. Crack interactions and effects of crack closure are not accounted for. In the second part of the section, a different approach will be sketched which deals with crack extension (but not crack nucleation), and accounts for crack interactions and crack closure.

**Establishing an elementary analytical approach.** In general, the effect of damage on the response of the material is a degradation of its elastic stiffness and, inversely, an enhancement of its elastic compliance. To establish a continuum law for this phenomenon, the micromechanical equation (3.37) (p. 72) in the previous chapter serves as a starting point; it expresses the contribution $C_{\text{cracks}}$ of a discrete ensemble of non-interacting cracks to the total compliance $C$ of the two-dimensional structure.

If the density of microcracks is high and the distribution of crack lengths and orientations is considered continuous, then the summation can be replaced by an integration over the entire range of crack lengths and crack orientations ([48], [62]). A crack density function $\rho_c(l, \theta)$ can be introduced such that $\rho_c(l, \theta) \, dl \, d\theta$ represents the number of microcracks per unit area with lengths in the range $[l, l + dl]$ and orientations in the range $[\theta, \theta + d\theta]$ (fig. 4.23). If the structural information on the respective specimen is not exactly known, the density distribution function $\rho_c$ may possibly be given by a probability density function $p$ in the sense of eq. (4.17) (p. 108):

$$\rho_c(l, \theta) = \frac{N}{A} p(l, \theta) ,$$  

where $N/A$ denotes the total number of cracks per area.

![Normal distribution as an example for the crack (or facet) density function $\rho(l, \theta)$.](image)

Using this quantity, the contribution of the continuous crack ensemble to the effective compliance can be expressed as follows:

$$C_{\text{cracks}} = \frac{\pi}{2E'} \int_{\theta_{\min}}^{\theta_{\max}} \int_{l_{\min}}^{l_{\max}} \rho_c^2(l_c, \theta) \, dl_c \, d\theta ,$$  

---

6The crack density distribution function $\rho_c(l, \theta)$ must be strictly distinguished from the crack density parameter $\rho$ (eq. 2.3, p. 36).
where the integrations have to be performed over the entire distribution range of the variables $l$ and $\theta$, respectively.

The next step is the case of progressive fracture. The scope is to determine the change $dC(\sigma) = dC_{\text{cracks}}(\sigma)$ of the compliance due to microcracking when the applied stress is enhanced by an infinitesimal step from $\sigma$ to $\sigma + d\sigma$. Obviously, one has to deal here with the density function $\rho_f(l, \theta)$ of the potential cracks instead of a crack density function $\rho_c$. Following the assumptions of the present thesis, $\rho_f$ represents a facet density function.

Substituting $\rho_c$ in eq. (4.19) by $\rho_f$, and accounting for only those facets of orientation $\theta$ which have — at the current load $\sigma$ — the ‘critical’ length $l(\sigma, \theta)$, one obtains

$$dC(\sigma) = \frac{\pi}{2E'} \int_\theta \left(l(\sigma, \theta)\right)^2 N_\theta \frac{d(l, \theta)}{d\sigma} \frac{d\sigma}{d\theta}.$$

(4.20)

The ‘critical’ length $l(\sigma, \theta)$ is the crucial term here; facets with orientation angle $\theta$ and length $l(\sigma, \theta)$ will fail as soon as the applied stress assumes a value $\sigma$. The function $l(\sigma, \theta)$ thus denotes the ‘fracture surface’ (compare [24]) in the $l$-$\theta$-$\sigma$-space.

An explicit expression for $l(\sigma, \theta)$ can be deduced from the energy criterion introduced in section 4.1. In the ‘critical’ case of energy balance, eq. (4.3) reads

$$\frac{\pi l(\sigma, \theta)^2 |t(\sigma, \theta)|^2}{4E'} = 2\gamma l(\sigma, \theta),$$

(4.21)

so that one finds

$$l(\sigma, \theta) = \frac{8\gamma E'}{\pi |t(\sigma, \theta)|^2}.$$

(4.22)

The explicit components of the traction vector $t(\sigma, \theta)$ can be directly adopted from equations (3.35) and (3.36) (p. 72).

Ultimately, integration of the increments $dC$ in eq. (4.20) along the stress path $\sigma$ yields the desired continuum evolution law for the compliance.

---

*If one can assume that the crack lengths and orientations are independently distributed, then the density function admits the multiplicative decomposition [48]:

$$\rho_c(l, \theta) = \rho_c(l)\rho_c(\theta),$$

where the individual density functions have to be normalized such that

$$\int_{l_{\text{min}}}^{l_{\text{max}}} \rho_c(l) \, dl = \frac{N}{A}$$

and

$$\int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \rho_c(\theta) \, d\theta = 1.$$ 

The contribution of the crack ensemble to the effective compliance is then:

$$C_{\text{cracks}} = \frac{\pi}{2E'} \left[ \int_{l_{\text{min}}}^{l_{\text{max}}} (l_c)^2 \rho_c(l) \, dl \right] \left[ \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} N_\theta \rho_c(\theta) \, d\theta \right].$$
4.4 Stochastic analytical approaches on progressive fracturing

A different approach from the literature. Most of the evolutionary damage models available in the literature either neglect the crack interactions (which means they restrict to small crack densities) or account for them in a quite simplified manner, e.g. by means of the self-consistent method (see [38] for literature informations). On the other hand, the strong microcrack interaction models (see [38] for literature informations) usually restrict to deterministic and stationary crack arrays and thus do not belong to the class of evolutionary damage models.

As an example for a formalism which includes damage evolution, statistical input, explicit crack interactions and even crack closure, mention can be made of the approach by Ju and Chen [39], which is an extension of the stationary model outlined in section 3.2.2.4 (p. 56). The underlying ideas of ‘pairwise’ interactions and ‘ensemble averaging’ have already been described there.

The approach by Ju and Chen to damage evolution accounts for the growth of pre-existing microcracks in the course of loading. The growth is described in a rather simplified manner: Once the local fracture energy is reached, the microcrack length changes instantaneously from an initial value to a previously specified final value (which can be associated with a full facet length, for example). Multiple crack extensions, kinked crack extensions, coalescence of cracks etc. are not considered. The fracture criterion employed by Ju and Chen is a function of the stress intensity factors of the initial crack. With respect to the pairwise crack interactions, sometimes extensive case distinctions have to be performed in order to assess whether the second of the two cracks has still initial or already extended length.

Depending on the external loading conditions and the respective crack orientation angle, the set of all cracks has to be permanently divided into ‘process domains’ of active, unstable cracks and domains of stable, closed cracks.

The common feature of all ‘strong interaction’ models, including that by Ju and Chen, is the high numerical computational effort required to get closed-form solutions.
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Progressive damage under internal pore pressure

The present chapter focuses on microcracking in porous ceramics under pressure acting inside the pores. This loading mode, typically transmitted by a fluid, is dominant under service conditions in filtration equipments.

Figure 5.1: Scanning electron micrograph of a porous ceramic (TiO$_2$ and Al$_2$O$_3$ grains, porosity 0.4) after industrial use as a filter support [64]. Left: Specimen from the vicinity of a flow channel. Microcracks are observed within the agglomerates of TiO$_2$ grains as well as in the Al$_2$O$_3$ grains. Right: Far from the channels, microcracks are observed primarily between or within Al$_2$O$_3$ grains. Some cracks are pointed out by the dashed circles.

The particular mode of loading by internal pressure raises some crucial tasks which necessitate an adjustment of the background numerical approach. A first idea of the subject is gained when one considers the local stress distribution in the model images (section 5.1): Locations critical to damage are observed in the immediate vicinity of pores, especially in narrow solid ligaments between pores. This feature corresponds to crack patterns detected by scanning electron microscopy in industrial filter supports (fig. 5.1).

In contrast to cracking far from or in absence of pores, description of crack formation at these locations involves a first fundamental difficulty: Applying the fracture criterion introduced in the previous chapter to decide on failure of grain facets requires knowledge of the stress distribution around cracks emanating from pores. The availability of analytical stress solutions is restricted to very simple geometries, and extrapolation to arbitrary
configurations is necessary. The associated theory, which is outlined in section 5.2, allows for the identification of ‘critical facets’ in explicit grain structure models (section 5.3).

A second essential problem, subject of section 5.4, is ensuing from damage progression: patterns of local pore–crack networks have to be recognized since the maximum extent of such connected flaws is decisive in assessing the actual state of damage; common parameters as the crack density lose their meaning here where cracks are connected to pores. The limiting state of a flaw chain separating the specimen (percolation) is considered as failure of the material. In addition, analytical stress distributions do not suit with the complex shape of pore–crack networks. Therefore, in a simplified treatment the flaw networks are modelled as larger cavities, and fracturing is effectively considered at the extremities of the flaw network, thus assuming that the intrusion of a fluid in the solid via microcracking is driven by the tips of the flaw network.

Finally, the performance of the damage model under the specified conditions is investigated for selected test cases in section 5.5. A number of statistical studies addressing effects of specimen size and of pore phase properties on the strength of the material is presented and evaluated. The connection to failure in weakest-link theories is discussed.

5.1 Local stresses in porous microstructures under internal pressure

Accounting for the location and orientation of the pores in the microstructure model, superposition of the stress solutions for the individual pores under internal pressure (section 3.3.3, p. 68) leads to a complex distribution of the stresses (fig. 5.2). The simulation relies on a dilute approximation, which means that the pores are considered isolated and the interactions between them are neglected.

The local stress fields clearly reveal the sectors in the solid material phase which are exposed to the highest load: locations in the vicinity of strongly curved pore borders, and even more where two of these pore ‘tips’ are close together. Regarding the simulation of progressive damage, this makes clear that the attention must be directed to the ligaments between the pores.

As has already been sketched in Chapter 2 (fig. 2.5, p. 38), the consideration of the material bounding the respective specimen is restricted to a certain margin. Stresses induced by pores located within the margin are accounted for within the specimen. Figure 5.3 illustrates for the present mode of internal pressure that those pores located remotely outside the specimen can indeed be disregarded; the stresses from pores within the margin represent sufficiently the effect of the surroundings.
5.1 Local stresses in materials under pore pressure

Figure 5.2: Local stress distribution in a porous microstructure (in the absence of microcracks) under internal pressure. The enlarged detail of the $\sigma_{yy}$ field demonstrates that narrow solid ligaments between pores are most critical to damage.

Figure 5.3: Local $\sigma_{yy}$–stress field induced by single pores under internal pressure (above and middle). In a superposition approach (below), the respective stress disturbance obviously is negligible beyond the neighbouring pore.
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5.2 Elastic description of cracks emanating from pores

Since stress concentrations are encountered in the vicinity of pores, the microcracks are expected to start from the border of the existing cavities. Therefore, the energetical description of crack nucleation from pore boundaries and of subsequent crack extension is a main topic of the current chapter.

In the following, a suitable analytical solution is presented for the stress concentration at a crack which emanates from a pore, and it is outlined how the solution is employed in the numerical model: in the fracture criterion, and for determination of the strain contribution.

Without exception, the considerations in the current chapter refer to the loading conditions of internal pressure.

5.2.1 Stress concentration at cracks emanating from pores

![Figure 5.4: Crack emanating from an elliptical pore in the direction of a semi-axis.](image)

An essential situation encountered in structures with pores under pressure concerns cracks emanating from a pore or connecting two pores. The most comprehensive analytical stress solution found in the literature is given by Berezhnitskii [7] and refers to cracks in the elongation of the axes of elliptical pores (fig. 5.4).

According to this solution, the internal pressure $P$ or

$$\pi \sqrt{\frac{1}{a + \frac{1}{2}}} \sqrt{\frac{1 - \frac{m}{(1+l/a)^2}}{1 - \frac{1}{(1+l/a)^2}}} \frac{1 + \frac{m}{1+l/a}}{1 + \frac{1}{1+l/a}}, \quad (5.1)$$

where $a$ and $b$ denote the semi-axis lengths of the elliptical pore, and $l$ is the length of the crack (see configuration in fig. 5.4); $m = (a - b)/(a + b)$ is a shape parameter of the elliptical pore. A graphical representation of the stress intensity factor is given in fig. 5.5. (A similar relation corresponding to eq. (5.1) for uniaxial tension can be found in [44]. Relations for cracks emanating from hypocycloid cavities\(^1\) are presented in [7] also.)

Equation (5.1) has to be appropriately extrapolated for arbitrary crack–pore configurations regarding the position of the crack, the relative orientation of crack and pore semi-axes, and the different shapes of the pore. Figure 5.6 illustrates the way of extrapolation. Triangular pores are approximated by circular pores of equal area (since both triangular and circular cavities are isotropic inhomogeneities).

---

\(^1\)cavities with concave borders and sharp corners
5.2 Elastic description of cracks emanating from pores

Figure 5.5: Stress intensity factor for a crack emanating from an elliptical pore (see fig. 5.4), as a function of normalized crack length and for various shapes of the pore, following the analytical results by Berezhnitskii [7].

Figure 5.6: Left: Regarding the stress intensity factor, a crack with arbitrary orientation to the pore (dashed bold line) is treated as emanating ‘radially’ from the pore (solid bold line). Regarding the surface of the crack, the pristine (actual) facet length \( l_f \) is stored. Right: Approximation of the stress intensity factor \( K \) of a crack emanating in an arbitrary way from an elliptical pore: \( K = K_a + \alpha / \left( \frac{\pi}{2} \right) (K_b - K_a) \)

5.2.2 On the strain energy release

Equation (5.1) enters the strain energy term in the fracture criterion. For straight extension of a crack (length \( l_0 \)) along a grain facet of length \( l_f \), the stress intensity factor \( K \) can be directly employed in eq. (4.8) (see section 4.1, p. 94):

\[
\int_{l_0}^{l_0+l_f} G \, dl = \int_{l_0}^{l_0+l_f} \frac{K^2}{E} \, dl \geq 2\gamma_f l_f ;
\]

the case \( l_0 = 0 \) refers to crack formation from the elliptical pore. The complicated expression for \( K \) from eq. (5.1) necessitates numerical evaluation of the integral in eq. (5.2).
Figure 5.7 shows plots of the critical loads for both crack extension and crack nucleation, as a function of relative crack length and of pore shape (ratio of semi-axes).

Figure 5.7: Critical biaxial tension resp. critical internal pressure on the pore–crack combinations (fig. 5.4), as a function of normalized crack length for various shapes of the pore. It can be concluded that for short cracks (length $l/a$), the stability of the system reduces with decreasing pore semi-axis $b/a$, while for long cracks the stability reduces with increasing semi-axis $b/a$. The solid-line curves refer to the critical load for unstable crack extension (as a function of crack length), while the dashed curves refer to the load necessary for crack nucleation (as a function of facet length).

For a determination of the individual contribution to the overall strain, an important quantity is the average opening displacement $\langle b \rangle$ of the crack emanating from the pore. It can be determined from the reduction of strain energy in the material due to formation of the crack, which reads

$$
\int_0^l G \, dl = \int_0^l \frac{K^2}{E'} \, dl . \tag{5.3}
$$

By assigning the total amount of strain energy release ($\int_0^l G \, dl$) to a work on the crack only, a relation can be established as follows:

$$
\frac{1}{2} \langle b \rangle (t \cdot l) = \int_0^l \frac{K^2}{E'} \, dl , \tag{5.4}
$$

where $t$ denotes the load on the crack (internal pressure $P$ or biaxial tension). Due to the particular loading mode, the shear components of $\langle b \rangle$ and $t$ can be assumed to vanish, so that a scalar expression for the normal crack opening displacement (note that $t^n = P$) is obtained:

$$
\langle t^n \rangle = \frac{2}{t^n} \int_0^l \frac{K^2}{E'} \, dl \tag{5.5}
$$

This expression for the opening displacement can be employed in eq. (3.31) (p. 71) to deduce the strain contribution of the crack in question.
Another important point to mention concerns the strain release associated with failure of a *bridging* facet between two pores. The approximation model separates the pore-crack-pore combination into two individual pore-crack combinations (see fig. 5.8 for illustration), and sums up three terms: the strain energy released by an isolated crack (length $l$ equal to the facet length), the additional strain energy release due to the fact that the crack opens into the one pore, and the additional strain energy release due to the fact that the crack opens into the second pore. The actual strain energy release, however, is underestimated to some extent by this approach.

*Figure 5.8: Model approach for the failure of a bridge facet (length $l$) between two pores: the pore-crack-pore combination is virtually separated into a pore-crack combination (on the left) and a crack-pore combination (on the right).*

### 5.3 Critical locations for microcracking

As a first step, the fracture criterion may be applied for an identification of critical locations in the microstructure, i.e. locations where nucleation and successive growth of microcracks has to be expected. (The present section corresponds to section 4.2.1 for compact materials).

In extension of the observations in section 5.1, which reflect the effect of the porous phase only, the present consideration accounts for the local properties of the grain phases, too. In particular, the length, orientation, and specific surface energy of the grain boundaries is playing an important role now.

Figures 5.9 and 5.10 illustrate those facets within a simple microstructure whose failure would become energetically possible at a certain level of the pore pressure.

The driving force for facet failure is not exclusively the local load transmitted by the solid material around pores under internal pressure (fig. 3.12, fig. 3.13, fig. 3.14). To this one has to add the impact of a pressure acting inside the *potential* new crack. The latter must not be neglected in the energy criterion, which compares the energetical states of the material before and after cracking.

On the other hand, fig. 5.10 reveals that the energy criterion is not sufficient for deciding on microcrack nucleation: The interpretation of several facets located at the flat parts of the triangle border as ‘critical’ is due to the consideration of pressure inside the *potential* crack, but this does not match with reality since the normal compression acting on the facet prevents its failure (consider fig. 3.14, p. 69).

This observation leads to the conclusion that a *hierarchy* of conditions is needed to decide on facet failure under internal pressure: the first one claiming the load on a candi-
Figure 5.9: Left: a single elliptical pore surrounded by a grid of grain boundaries (network of potential cracks). Right: ‘Critical locations’ (identified by the energy release due to facet cracking) under internal pore pressure. Assuming $\gamma = 2 \text{ Jm}^{-2}$ for the surface energy, the indicated facets would have failed at a pressure $P = 1500 \text{ MPa}$.

Figure 5.10: Left: a single triangular pore surrounded by a grid of grain boundaries (network of potential cracks). Right: ‘Critical locations’ (identified by the energy release due to facet cracking) under internal pore pressure. Assuming $\gamma = 2 \text{ Jm}^{-2}$ for the surface energy, the indicated facets would have failed at a pressure $P = 1500 \text{ MPa}$. (Note: The interpretation of the single facets located at the flat parts of the triangle border as ‘critical’ is due to the consideration of pressure inside the potential crack (see section 4.1); this approach is obviously not appropriate in the current example, since these facets are under external compression (fig. 3.14).)

date facet to be not negative, the second one claiming a lower energy state of the cracked configuration.

Figure 5.11 finally shows critical locations in a complex microstructure. Even if the process of fracture is not yet considered at the moment, the sensitivity of ligaments between closely located pores to cracking becomes obvious. The calculations presented in the following sections will confirm that unstable damage progression mostly starts with the failure of a bridge facet.
5.4 Formation of flaw networks and percolation

The next step addresses the flaw patterns which result from coalescence of the pores by microcracks. They require extended efforts with respect to the geometric assessment (subsection 5.4.1) and to the stress analysis (subsection 5.4.2). A look at some single simulations at the microscopic level (subsection 5.4.3) will provide deeper insight into the features of progressive damage under pore pressure.

5.4.1 Assessment of damage

From all the observations in the preceding sections, there is an obvious tendency in porous microstructures under internal pressure to connect pores by microcracks. Regarding the damage simulation, this suggests the transition from the original grid of grain boundaries to a coarser lattice which restricts to direct paths between neighboured pores. Beyond that, there is a need to detect the formation of local pore–crack networks, and to treat these connected flaws as single large flaws. While the classical crack density parameter has no meaning in this context, a different, equally simple parameter is desirable for an assessment of the state of damage in the structure: In order to assess the significance of an individual pore–crack network, its largest linear extent is recorded here (fig. 5.12); in order to assess the overall damage in a specimen, the length of the largest flaw group is recorded, which ultimately indicates percolation. Percolation, i.e. the appearance of a flaw network (a cluster of interconnected defects) which separates the rectangular specimen by extending from one boundary to the opposite boundary, is considered as failure of the material.

The present approach has a certain affinity to that of Jeulin (see, e.g., [36] or [35]), which deals with cracking paths minimizing the energy consumption in porous meshes under uniaxial tension. The present approach, however, goes beyond that by considering the entire flaw chain for the strain release, and by imposing much less restrictions on the possible crack pattern.

Figure 5.11: Porous microstructure containing already several cracks (black lines): Potential energy release identifies critical locations due to internal pressure in the pores.
Chapter 5. Progressive damage under internal pore pressure

5.4.2 Simulation of damage progression

The arbitrary, complex shapes of arising pore–crack networks cannot be handled by analytical stress solutions. In order to apply the available solutions in the way suggested in section 5.2, the damage simulation is confined to extension of existing flaws (i.e., pores or pore–crack networks), and the flaw networks are approximated by larger, elliptical cavities (figures 5.13 and 5.14); thus the respective extent of the flaw is accounted for in the stress analysis (section 5.2.1).

Nucleation of isolated microcracks not adjacent to pores is considered of secondary importance, and it is disregarded in view of uncertainties concerning the stress distribution. For the same reason, interactions between the individual defects (flaw combinations) are neglected.

Thus, evolution of damage is exclusively attributed to the spread of pressure from the extremities of a flaw.

5.4.3 Some general considerations

Before turning to studies on statistical samples, a consideration of some stand-alone tests should help to elucidate some phenomena.

Firstly, fig. 5.15 illustrates how the propagation of a pore/crack flaw chain may be stopped by a grain representing an energy barrier, or by the borders of the specimen. Since only a flaw chain extending from one border to the opposite border is defined as percolation and causes the simulation algorithm to stop, the case of a flaw running across a corner of the specimen involves an inevitable boundary effect.
5.4 Formation of flaw networks and percolation

Figure 5.13: For the determination of the critical load on a facet or crack (red-coloured stroke), the pore–crack network is approximated by an elliptical cavity.

Figure 5.14: Damage progression under internal pressure in a ‘solitary’ pore: unstable crack growth starts (left) and finally leads to percolation (right). The bold black line indicates the maximum linear extent of the flaw.

Figure 5.15: Damage propagation may be stopped by a grain (center of the specimen; green) or by the specimen border (right above, and left). The flaw chain on the left (red) is defined as percolation.
The trapping of the propagating crack by a grain is a rather rare feature in the present simple microstructures; the dominant mode is unstable propagation. Figure 5.16 demonstrates for four specimens of a statistical ensemble that neither the direction of the splitting paths nor the respective ultimate load can be predicted from the global parameters. A common fact is, however, that the spatial correlation of the pores significantly reduces the failure load in comparison to solitary pores: Microcracking generally starts with the failure of a bridge facet contacting two pores.\(^3\)

![Figure 5.16: Patterns of percolation in four specimens of equal size \(D = 59676 \, \mu\text{m}^2\), porosity \((A_A = 0.30)\), and specific perimeter of the porous phase \((L_A = 101 \, \text{mm/mm}^2)\). Ultimate load is 171.6 MPa, 205.4 MPa, 174.2 MPa, 187.2 MPa, respectively.](image)

The effect of the progressive damage on some (scalar) ‘damage parameters’ is shown in figures 5.17 and 5.18. The diagrams in fig. 5.17 refer to the evolution of the overall strain components, i.e. to a macroscopic ‘damage parameter’. The structures under consideration are rather heterogeneous, comprising several grain phases. The studies reveal a ‘quasi-brittle’ behaviour of the first specimen, and an almost perfectly brittle failure of the second specimen. The difference may be traced back to a slightly more inhomogeneous

\(^3\)For a quantitative comparison, see fig. 5.28 (p. 147).
(disordered) grain structure in the first specimen; in the second specimen, the propagating flaw finds a path of rather equally-sized facets.

![Diagram of crack patterns and strain evolution](image)

**Figure 5.17:** Examples of ‘quasi-brittle’ failure (above) and ‘perfectly brittle’ failure (below) under pore pressure, reflected by crack patterns and evolution of strain. (The set of pores is equal in both specimens, but the pores are randomly distributed. The grain phase parameters are different: Above: \( A_A(\text{Al}_2\text{O}_3) = 0.36, A_A(\text{TiO}_2) = 0.31 \); below: \( A_A(\text{Al}_2\text{O}_3) = 0.40, A_A(\text{TiO}_2) = 0.27 \).)

The diagrams in fig. 5.18 refer to the additional internal surface energy produced by the microcracks, and to the linear extent of the largest flaw chain. It is obvious that initiation of microcracking is immediately followed here by total failure: the considered material exhibits a rather brittle failure.
Figure 5.18: Damage evolution as a function of increasing load for a typical specimen. The upper graph shows the increase of internal surface energy due to microcracking, while the lower graph shows the length of the largest flaw chain in relation to the specimen size (x-/y-projections, a value of “1” indicates percolation).

5.5 Statistical studies on the failure of brittle microstructures under pore pressure

Now the studies will be directed to the failure of statistical samples as obtained by Monte Carlo simulation. The investigations in section 5.5.1 aim at the specimen-size effect, i.e. the scaling law, whereas section 5.5.2 explores the significance of pore-phase and grain-phase parameters. In view of the complex interrelations, the considerations restrict here to quite elementary model classes: two-phase structures, the porous phase consisting of circular resp. elliptical pores, randomly distributed within a single grain phase. In each study, basically one structure parameter is varied. Throughout the current section, the observed quantity $y$ is the critical internal pressure (‘rupture strength’) $P_c$ which causes the microstructure to fail by percolation.

The observations are fluctuating among the different units of a statistical sample. The statistical fluctuations are due to the microstructural disorder, which basically refers to the sizes, shapes and mutual positions of the pores. These ‘individual’ parameters represent the characteristics of a single specimen. On the other hand, the ‘global’, averaged structural parameters (specific areas, specific perimeters, size distributions, shape distributions) are equal in each specimen of a statistical sample, in fact equal to the statistical mean.\footnote{This means that the linear size of the specimen volume is presumed to be larger than the fluctuation length of the parameters (‘mean field model’, compare [48]).}

For a review on the fundamental statistical terms and quantities appearing in the current section, see section 4.3.1.1 (p. 107) in the previous chapter.
5.5 Statistical studies on failure

Figure 5.19: Percolation studies on specimens of different size: (1) 21044 $\mu m^2$, (2) 46023 $\mu m^2$, (3) 69757 $\mu m^2$, (4) 92276 $\mu m^2$, (5) 124838 $\mu m^2$. The structure includes a monodisperse pore size distribution, porosity $A_A(po) = 0.33$, pore diameter 23.0 $\mu m$. The left column shows an exemplary specimen of each test series. The histogram plots in the middle show the relative frequency (probability) of failure for the resp. interval of internal pressure. The right column illustrates the convergence of the mean of the critical pressure with increasing number of tests.
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Figure 5.20: Percolation studies similar to fig. 5.19, but on specimens with polydisperse pore size distribution: the pore sizes conform to a Gaussian normal distribution (mean: 23 µm, standard deviation: 5 µm; allowed range of pore diameters: 3 µm to 40 µm; pore sizes exceeding these limits have been set equal to these limits). The porosity is $A_A(\text{po}) = 0.33$. The average size of the grains is 5.4 µm.
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5.5.1 Effect of specimen size

As mentioned in section 2.2, the scatter of the structural parameters (porosity, specific perimeter) is a function of the specimen size, whereas the mean values remain unaffected. In contrast, the present section will outline that the mean of the strength of the specimens is indeed a function of specimen size — an effect which is due to the statistical disorder in brittle materials, important to consider in both computational and experimental analyses.

Statistical size effects associated with fluctuating boundary conditions (as mentioned in section 3.2.3.3) do not occur in the present studies since interactions between the defects are assumed negligible. In addition, it is facilitating here that the loading conditions are not specified at the specimen boundary but at the boundaries of the defects.

Figures 5.19 and 5.20 show exemplary calculations on the specimen size effect in a material with monodisperse circular pores and in a material with polydisperse circular pores, respectively. The corresponding test results, which are summarized in fig. 5.21, serve as a basis for the subsequent detailed discussions: A brief description of the observed phenomena (5.5.1.1) is followed by approaches on an appropriate scaling law (5.5.1.2). Remarks on the existence of an RVE are added in subsection 5.5.1.3.

**Figure 5.21:** Summary of the test results in fig. 5.19 ($A_A = 0.33$, $d = 23 \, \mu m$), and fig. 5.20 ($A_A = 0.33$, $d = 23 \pm 5 \, \mu m$).

5.5.1.1 Qualitative description of the test results

The numerical studies presented in figures 5.19 and 5.20 (as well as in figures 5.28 to 5.30 below) illustrate a significant correlation of specimen size and average rupture strength: The mean of the maximum internal pressure reduces with increasing specimen size.

In order to explain this, one should recall that brittle failure of a specimen is governed by the weakest location inside, since the weakest location is seen as the source of damage nucleation and unstable crack growth. In the model structures under consideration, critical locations are formed by closely neighboured pores. As mentioned in section 5.4.3, the most critical location is where a facet of maximum length contacts two pores of maximum size. It is obvious that the probability to encounter a very critical location in a specimen increases with its size.
Fig. 5.21 indicates that the asymptotical limit of the average critical load in the model simulations is different from zero. This observation is a consequence of the fact that upper (and lower) bounds in both grain size distributions and pore size distributions are defined here. This step results in a limitation of the most critical situation possible — if the specimen size exceeds a certain value, then the most critical location is present in nearly each specimen. At the same time, upper (and lower) bounds on the maximum rupture strength are established. This property of the model structures should be in rational accordance with actual industrial specimens.

It remains to mention that the number of observations required for getting a stable result of the mean critical internal pressure decreases with increasing specimen size. Computational results on a different material (porosity: 0.30) are illustrated in fig. 5.22. Pursuant to the decreasing number of specimens needed for convergence of the mean, it is seen that the scatter of the maximum internal pressure from specimen to specimen decreases with increasing specimen size.

![Figure 5.22: Evolution of the mean and of the standard deviation of the critical load, and of the number of tests needed for stable results in statistics. (Extracted from studies on a material with porosity $\lambda_A = 0.3$.)](image)

### 5.5.1.2 Quantitative analysis of the test results

The ultimate goal is to establish a scaling law appropriate for the considered model situations. To this end, the computational test data will first be analyzed with the aid of Weibull theory, an engineering standard approach for determination of the rupture strength of brittle materials with heterogeneous microstructure. The emphasis is on the scaling law involved therein, which follows from simple probability theory.

As will become clear, the original Weibull scaling law is not quite appropriate here, and therefore an alternative description is presented, too.
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Basics of Weibull theory. Consider material specimens of equal size $D_0$ which have a cumulative failure probability $\Pi_{D_0}(y)$ when subjected to an externally applied stress (or, in the context of the current chapter, an internal pressure) $y$. The cumulative failure probability function, which is generally defined as

$$\Pi_{D_0}(P_c \leq y) = \int_0^y p_{D_0}(y) \, dy,$$

represents the probability that a specimen of size $D_0$ will fail until a load $P_c = y$ is reached (in other words: the probability that the strength of a specimen is lower than the applied load $y$). The parameter $p_{D_0}(y)$ represents the probability density at load $y$ (see also eq. 4.17, p. 108).

Vice versa, the survival probability $U_{D_0}(y)$ of a specimen for an applied load $y$ is

$$U_{D_0}(y) = 1 - \Pi_{D_0}(y).$$

If the specimens are pieces of a larger object of size $D$, and if failure of any piece results in failure of the object as a whole, then the survival probability $U_D(y)$ of the large object is given by multiplication of the survival probabilities of the pieces:

$$U_D(y) = [U_{D_0}(y)]^\lambda = [1 - \Pi_{D_0}(y)]^\lambda,$$

with a size factor $\lambda = D/D_0$. For very large values of $\lambda$ (i.e., if the large object incorporates many pieces), or for very low cumulative failure probabilities $\Pi_{D_0}(y)$ (which holds for practical applications [3]) an elementary mathematical relation yields

$$U_D(y) = \exp \left[ -\lambda \, \Pi_{D_0}(y) \right],$$

or, vice versa, for the cumulative failure probability of the large object:

$$\Pi_D(y) = 1 - \exp \left[ -\lambda \, \Pi_{D_0}(y) \right].$$

For the cumulative failure probability $\Pi_{D_0}(y)$ of the pieces, an empirical power law can be assumed:

$$\Pi_{D_0}(y) = \left( \frac{y - y_\infty}{y_s} \right)^m$$

This so-called Weibull distribution involves the two Weibull parameters $m$ and $y_s$: $m$ (always positive, usually much larger than 5) is the Weibull shape parameter (Weibull modulus, Weibull exponent) of the material, which gives an idea of the dispersion of the specimen strengths (see eq. 5.18 below); the characteristic strength $y_s$ approaches (with increasing specimen size) the mean rupture load $\bar{y}$.

The classical Weibull law in general involves a load threshold, $y_\infty$ below which the failure probability is zero (eq. 5.11). For the sake of simplicity and reliability of the data fitting, in practical applications this lower threshold is almost always taken as zero: $y_\infty = 0$ (see [26], [3], [29]). Then, putting eq. (5.11) in eq. (5.10) yields

$$\Pi_D(y) = 1 - \exp \left[ -\lambda \left( \frac{y}{y_s} \right)^m \right].$$

---

5 The present expositions follow roughly the presentation in [48], but contain important additions, and a treacherous error has been removed.

6 Sometimes called “location parameter” [58]
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The failure probability \( p_D(y) = \frac{d\Pi_D(y)}{dy} \) is obtained by differentiation of eq. (5.12):

\[
p_D(y) = \frac{m}{y_s} \lambda \left( \frac{y}{y_s} \right)^{m-1} \exp \left[ -\lambda \left( \frac{y}{y_s} \right)^m \right]
\]

Using eq. (5.13), the expected value for the mean of the rupture strength \( \bar{y}(\lambda) \) of a material of size \( D = \lambda D_0 \) can be derived as

\[
\mu_y(\lambda) = \int_0^\infty y p_D(y) \, dy = y_s \lambda^{-1/m} \Gamma \left( 1 + \frac{1}{m} \right),
\]

where \( \Gamma \) denotes the Gamma function. Since \( y_s \) and \( \Gamma \) are not functions of \( \lambda \), one may write:

\[
\mu_y(\lambda) \propto \lambda^{-1/m}
\]

as well as

\[
\mu_y(D) \propto D^{-\frac{1}{m}}.
\]

Finally, the power law in eq. (5.16) is the scaling formula for the average rupture strength (critical load) predicted by Weibull theory. The parameter \( D \) represents the volume (in three dimensions), area (in two dimensions), or length (in one dimension) of the specimen.

Following [48], the variance of the rupture strength, \( \sigma_y^2 \), can be deduced from eq. (5.13) as

\[
(\sigma_y)^2 = \sqrt{\frac{\Gamma(1+2/m)}{\Gamma^2(1+1/m)} - 1},
\]

which for large values of \( m \) reduces to

\[
(\sigma_y)^2 \propto \frac{1}{m}.
\]

Equation (5.18) predicts that the dispersion is higher for lower values of \( m \).\(^7\) In contrast to eq. (5.18), one should expect the variance to be a function of the specimen size \( D \).

Summarizing, Weibull-type analysis accounts for statistical size effects due to the random spatial distribution of material strength, not for deterministic size effects. The principal assumptions underlying the approach are firstly the independence of the ‘scaled down specimens’ (neglection of spatial correlations), and secondly the sensitivity of the whole structure to its parts: failure of a part will result in failure of the whole (which is certainly valid for one-dimensional structures such as a chain of links or a long fiber under tension; moreover, it should apply to perfectly brittle materials where the origin of a very small crack suffices to cause an overall failure.). Both assumptions might approximately be applicable to microstructures under internal pressure as studied in the current chapter (since the failure is mostly driven by immediate unstable growth/merging of flaws, see fig. 5.18, p. 134).\(^8\)

\(^7\)Following [58], the relative scatter in strength (‘coefficient of variation’) is for \( m > 5 \) approximately

\[
\frac{s_y}{\bar{y}} \approx \frac{1.2}{m}
\]

\(^8\)Theoretical considerations ([26], [3]) reveal that a power-type size effect as in eq. (5.16) only applies
Application to the test data. Weibull analysis basically consists of three successive steps: firstly performing tests, then fitting of the test data, and finally upscaling of the results:

1. A series of tests on scaled down laboratory specimens is needed. The specimen size \( D_0 \) must be constant in the experiments. In the following, several of the numerical test series presented in figures 5.19 and 5.20 will be used.

2. The two Weibull parameters \( m \) and \( y_s \) must be determined so that the experimental data fit best to the Weibull distribution law presented in eq. (5.11). Presuming a zero threshold \( (y\infty = 0) \), the procedure for application of the linear regression method is as follows: First, the cumulative probability of failure \( \Pi_{D_0}(y) \), see eq. 5.6) is represented by a graph of \( \ln \ln \frac{1}{(1 - \Pi_{D_0}(y))} \) against \( \ln y \). Then, the relation between \( \Pi_{D_0} \) and \( y \) following from the algebraic Weibull distribution law (eq. 5.11) and the assumptions discussed above claim that Weibull’s theory is applicable if the points lie on a straight line. The slope of the line gives the Weibull exponent \( m \), whereas the intersection of the line with the abscissa gives Weibull’s characteristic strength \( y_s \).

Figures 5.23 and 5.24 show the Weibull plots for the numerical test series. It comes to materials which have — at the observation scale in question — no characteristic length. Thus, Weibull theory might be unrealistic for structures on the microscopic level where characteristic lengths (or distributions of characteristic lengths), which are provided by the material inhomogeneities (grain boundary sizes, distances between micro-defects, diameters of cavities etc.), are apparent. In any case, it is clear that Weibull theory is inapplicable to quasi-brittle materials \[26\].

For this reason, Bazant \[2\] proposed an adaptation of Weibull theory which applies to quasi-brittle structures (e.g. concrete) involving a characteristic length. The size effect predicted by this non-local theory reads

\[
\mu_y \propto \left[ \left( \frac{D}{D_0} \right)^{\frac{m}{2}} + \frac{D}{D_0} \right]^{-\frac{1}{2}},
\]

(5.20)

\( D_0 \) being the size of a reference structure. According to this formula, the Weibull-type statistical size effect is approached for sufficiently small sizes, while the statistical size effect asymptotically disappears for large structure sizes, leading to a size effect of purely mechanical, deterministic origin:

\[
\mu_y \propto D^{-\frac{1}{2}}.
\]

(5.21)

Instead of the power-type Weibull distribution, the probability of a single specimen failure is sometimes assumed to be an exponential function of the applied load (Gumbel distribution), which leads to a scaling behaviour like \[48\]

\[
\mu_y \propto (\ln D)^{-\gamma},
\]

(5.22)

where \( \gamma \) is a material parameter.

Equations (5.16), (5.20), (5.21), (5.22) predict that the mean stress of rupture asymptotically approaches zero with increasing specimen size. The essential difference is related to the damage evolution mode: Weibull distribution is favoured in the case when crack growth is the dominant process (and, thus, rupture depends on the extreme tail end of the defect size/’strength’ distribution), while Gumbel distribution should be more appropriate when the crack propagation mode is crack nucleation dominated. Nevertheless, “the difference between the two distributions (Weibull and Gumbel) is, in view of the substantial scatter of experimental data, often indistinguishable” \[48\].
out that the tests on the smaller specimens fit fairly well (fig. 5.23), and the tests
on the larger specimens fit even better to straight lines (fig. 5.24). Furthermore,
the Weibull plots in fig. 5.23 illustrate that the characteristic strength $y_s$ of the
specimens decreases with increasing specimen size (see also fig. 5.25, right).

The observation that the fluctuations of the maximum internal pressure from speci-
men to specimen decrease with increasing specimen size (fig. 5.22) is correctly re-
flected in the slopes of the Weibull plots of the test series (fig. 5.23, and fig. 5.25,
left).

3. The studies at constant specimen size must be extrapolated (scaled up) according to
eq. (5.16) in order to predict the strength of larger specimens or prototypes. Using
the data from specimens of size $D_0 = 21044 \, \mu m^2$, and the data from specimens
of size $D_0 = 69757 \, \mu m^2$, the results are presented in figure 5.26. For moderately
larger specimen sizes, the prediction of Weibull theory is close to the test results,
but it exhibits a tendency different from the simulations: The Weibull scaling law
ultimately approaches a zero critical load, while the asymptotical limit of the average
critical load in the model simulations is a non-zero value: $\lim_{D \to \infty} \bar{y} = y_\infty > 0$.

The overall picture shows that the ‘standard’ Weibull analysis (with the assumption of a
zero threshold $\lim_{D \to \infty} \bar{y} = y_\infty = 0$) is not adequate to predict the size effect, whereas an
extended analysis with $y_\infty \neq 0$ (which is fundamentally more difficult) could be.

---

Figure 5.23: Determination of the Weibull parameters: Weibull plots for the tests on the
material structures with monodisperse (fig. 5.19) and polydisperse (fig. 5.20) pore size
distribution, respectively. The slope becomes steeper (Weibull exponent $m$ increases) and
the curves move towards the left (characteristic strength $y_s$ decreases) with increasing
specimen size: see fig. 5.25.
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Figure 5.24: Determination of the Weibull parameters: Weibull plots for the tests on the material structure with polydisperse pore size distribution (fig. 5.20). The plots refer to the larger specimen sizes, where the test data lie close to a straight line.

Figure 5.25: Evolution of the Weibull parameters as a function of specimen size. Left: Weibull exponent \( m \). Right: characteristic strength \( \sigma_s \).

Figure 5.26: Upscaling with Weibull theory, and comparing with results from tests on specimens of different sizes (fig. 5.19 and fig. 5.20). The dashed lines are based on Weibull analysis of the test results at specimen size 21044 \( \mu m^2 \), the dotted lines are based on Weibull analysis of the test results at specimen size 69757 \( \mu m^2 \).
Proposal of a more appropriate scaling law. An alternative approach may be to combine the presence of a non-zero asymptotical limit and the power-type scaling behaviour into one concise scaling law. Proposing
\[ \mu_y(D) - y_\infty \propto D^{-\frac{1}{r}} \] (5.23)
suggests itself and fits quite well to the various test results (fig. 5.27, left; see also fig. 5.31 at p. 150). Concerning the material structures investigated in the current chapter, the numerical simulations yield for the parameter \( r \) values in between 0.5 and 1.6. It turns out that with increasing specimen size, the mean of the observable approaches its asymptotic limit \( y_\infty \) sooner for higher values of \( r \).

It is important to be aware that these parameters entering eq. (5.23) are determined from a genuine study of size effects, i.e. from studies on specimens of different sizes, while the Weibull parameters deduced above inherently result from studies on specimens of constant size.

Corresponding to the scaling law for the mean as introduced above (eq. 5.23), a power law may be proposed for the size effect on the variance (square of the standard deviation) as follows,
\[ \sigma_y(D) \propto D^{-\frac{2}{r}}. \] (5.24)
Herewith, fitting of the results in fig. 5.19 and fig. 5.20 yields for the parameter \( r \) values in between 0.3 and 1.9 (see fig. 5.27, right); these values are roughly in accordance to the results for \( r \) from the fittings of the means.

<table>
<thead>
<tr>
<th></th>
<th>fitting of the mean values ( \bar{y} )</th>
<th>fitt. of the variances ( (s_y)^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>monodisperse, ( d = 23.0 \ \mu m )</td>
<td>( y_\infty = 149.5 \ \text{MPa} ), ( r = 0.84 )</td>
<td>( r = 0.35 ), ( r = 0.30 )</td>
</tr>
<tr>
<td>polydisperse, ( d = 23.0 \ \mu m )</td>
<td>( y_\infty = 149.0 \ \text{MPa} ), ( r = 1.04 )</td>
<td>( r = 1.86 )</td>
</tr>
</tbody>
</table>

Figure 5.27: Nonlinear least squares curve fittings according to the scaling formulas in eq. (5.23) and eq. (5.24) have been added to the test results (fig. 5.21). The values of the fitting parameters are listed in the table below. The accordance of fitting curve and test results is better for the mean values than for the standard deviations.
5.5.1.3 Remarks on the existence and size of the RVE

Strength usually is considered to be an extrinsic property of brittle solids [48], which means that it not only depends on the material but also on the specimen size and shape. For extrinsic properties, a representative volume element (RVE) does not exist at all.

The standard assumption of a zero threshold in Weibull analysis is in accordance to the extrinsic property of the strength: It means that no upper bounds on the size distribution of the individual material constituents do exist, which — at the same time — means that there are no lower limitations on the rupture strength of a specimen. Any specimen of sufficient size contains a ‘fatal’ defect (e.g., a huge pore).

In the simulations of the present investigation, the strength may appear to be an extrinsic parameter since it is changing with the respective specimen size. The fact that upper bounds are put on the size distribution of the cavities renders, however, the critical load to an intrinsic structure property, i.e. to a genuine material property (which is independent of the specimen size and shape). Thus, one may assume that — with respect to the rupture strength — an RVE does exist for the structures under study.

It has been shown that with increasing specimen size the variance of the observable asymptotically approaches zero and the mean asymptotically approaches a certain value above zero, therefore a specimen can be ‘sufficiently representative’ even at a moderate size — the size depends on the accuracy with which this observable should be satisfied. Roughly speaking, the size of the RVE is equal to the specimen size where the scatter of the observable vanishes and the observable (as a function of specimen size) converges to the ultimate value. Regarding the parameter $r$ introduced in eq. (5.23), it can be stressed that the size of the RVE is smaller for comparable materials with higher $r$.9

5.5.2 Significance of structure parameters

The specimen size effect outlined in the previous section has to be accounted for now where the sensitivity of the rupture strength to some ‘global’ characteristics of the material phases is to be investigated. The studies presented below refer predominantly to the porous phase, and are concluded by a brief consideration of the grain-size effect.

5.5.2.1 Significance of pore-phase parameters

In the following, the attention will be directed to the impact of

- the size distribution of the pores
  (monodisperse/polydisperse: see figures 5.19, p. 135, and 5.20, p. 136)

- the specific perimeter (‘fineness’) of the porous phase
  (high/low: see figures 5.28, p. 147, and 5.29, p. 148)

- the shape of the pores
  (circular/elliptical: see figures 5.29, p. 148, and 5.30, p. 149).

Each comparative pair of structures is designed so that only one property is different, while the others — especially the porosity — are approximately equal.

9 ‘Comparable materials’ means ‘materials with equal porosity’: see fig. 5.27 (porosity: 0.33) or fig. 5.31 (porosity: 0.30).
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The importance of accounting for the specimen size effect becomes clear if one compares the test series presented in figures 5.28 and 5.30: even though the structures with elongated (elliptical) pores turn out to be less resistant than the structures with circular pores at each specimen size under study, upscaling of the results according to eq. (5.23) leads one to assume a reversed situation for the asymptotic limits. This amazing feature (see the red and green curves in fig. 5.31), which cannot be predicted by standard Weibull analysis, is due to the different values of the parameters in the scaling function. It should be further investigated by simulations on larger specimens.

The studies try to elucidate how the above parameters affect the respective size of the RVE, the asymptotic limits $y_\infty$ of the mean values, and the scatter of the results. The values for $r$ and $y_\infty$ come out of analyses of the numerical tests, using the fitting function introduced in eq. (5.23).

**Size of the RVE.** Comparing the tests on materials with high specific perimeter (pore diameter: 12.0 $\mu$m) and materials with low specific perimeter (pore diameter: 15.5 $\mu$m), it is seen that for the material with larger pores, the RVE is larger (size: not below $D = 80,000 \mu m^2$) than for the material with smaller pores (size: not below $D = 40,000 \mu m^2$; see fig. 5.31). Obviously, the size of the RVE increases with the size of the largest influential components in the structure: for materials with even larger pores such as in the tests on monodisperse/polydisperse pore size distributions presented above (pore diameter: 23 $\mu$m), the RVE expands to significantly higher sizes ($D > 150,000 \mu m^2$, see fig. 5.27).

**Asymptotic mean of the rupture strength.** For structures with given porosity and pore shape (circular), it is observed that the asymptotic limit of the average strength descends with the value of the specific pore perimeter: Reducing the specific perimeter by 22 % may reduce the critical load by 9 % (fig. 5.31). This not only holds for monodisperse pore size distributions, but also for the tests on monodisperse/polydisperse pores: The lower average strength is attributed to the polydisperse structure (see fig. 5.27), which has a lower specific perimeter than the monodisperse structure (this becomes clear when the mean values of the specific perimeter of the model specimens are compared). Since the specific perimeter is related to the ‘fineness’ of the respective phase, one may — as a rule — say that a monodisperse distribution is finer than a polydisperse distribution, and the ‘finer’ material has a higher strength.

These observations can be explained as follows: The ‘coarser’ material, i.e. the material with lower specific perimeter of the porous phase, involves the larger cavities. It has been repeatedly mentioned that these extremes are decisively diminishing the damage resistance. The most critical locations are found in the vicinity of the largest pores, since the largest pores come along with the most extended ranges of high local stresses.

A striking point is that with increasing specimen size (below RVE), the mean values of the critical load are diverging for the monodisperse/monodisperse tests (red and green curves in fig. 5.31), whereas they are rather converging for the monodisperse/polydisperse tests (fig. 5.27).

As for the significance of the pore shape, the simulations on structures with similar porosity, specific pore perimeter, and equal area of the individual pores (figures 5.29 and 5.30) clearly demonstrate that the circular pore shape is the most stable one; elongating the pores to ellipses (aspect ratio: $b/a = 0.56$) results in a reduction of the critical
load by 6.5 %.

For materials with given specific pore perimeter, monodisperse pore sizes and shapes (circular), the significance of the porosity should be obvious: Increasing porosity comes along with larger pores and, consequently, decreasing material resistance. This assertion is supported by the tests presented in fig. 5.32, even though these tests have been performed at one specimen size only.

Figure 5.28: Tests on specimens with low specific perimeter of the porous phase ($L_A = 79 \text{ mm/mm}^2$). The porosity is $A_p = 0.30$. The diameter of the pores is 15.5 \( \mu \text{m} \), while the average size of the grains is 5.4 \( \mu \text{m} \). If there would be no coalescence of cavities (isolated pores — no awareness of spatial correlation), then the critical load would not be below 225 MPa in any specimen.
Figure 5.29: Tests on specimens with high specific perimeter of the porous phase ($L_A = 101 \text{ mm/mm}^2$). The porosity is $A_A = 0.30$. The diameter of the pores is 12.0 $\mu$m, while the average size of the grains is 5.4 $\mu$m.
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Figure 5.30: Tests on specimens with high specific perimeter of the porous phase ($L_A = 109 \text{ mm/mm}^2$) and elliptical pore shape. The porosity is $A_A = 0.307$, the aspect ratio of the elliptical pores is $b/a = 0.56$ (semiaxis lengths: 16.0 µm and 8.5 µm). The area of a single pore is equal to the area of a circular pore as in fig. 5.29. The average size of the grains is 5.4 µm.
Figure 5.31: Left: Summary of test results on specimens of porosity $A_A = 0.30$, supplemented by fitted scaling curves according to eq. (5.23). The dashed lines indicate the asymptotic limits $y_\infty$ of the average critical load for very large specimens. Comparing the two lower-resistant materials, it appears that the strength of structures with elliptical pores (green curve) is higher for very small specimens ($D < 1 \times 10^4 \, \mu\text{m}^2$) and for very large specimens ($D > 10 \times 10^4 \, \mu\text{m}^2$), while the structure with circular pores (red curve) is more resistant for moderate specimen sizes ($1 \times 10^4 \, \mu\text{m}^2 < D < 10 \times 10^4 \, \mu\text{m}^2$). Right: For the two lower-resistant materials, upscaling the results at specimen size $D = 21040 \, \mu\text{m}^2$ with Weibull theory (dashed curves) does not reflect the actual, reversing scaling behaviour (solid curves).

**Variance/scatter of the results.** It is expected that the scatter of the observable for specimen sizes below RVE increases with the ‘number of degrees of freedom’ in the respective structure. A certain degree of freedom common to all model structures under study is related to the random positioning of the pores. Another degree of freedom may be the orientation of the pores, which is significant only for the elongated pore shapes. Comparing the tests on circular pores and the tests on elliptical pores in fig. 5.29/fig. 5.30 or in fig. 5.32, one finds indeed that the scatter of the results is wider for the specimens with elliptical pores.

A non-monodisperse size distribution of the pores represents another possible degree of freedom. The test results illustrated in fig. 5.27 confirm that the standard deviation of the observable decreases much sooner for the monodisperse pore sizes than for the polydisperse distribution, a characteristic which is clearly reflected in the parameter $r$ of the respective fitting curves.

Another overall picture of the tests is that the number of observations needed to provide stable results of the mean increases with the number of degrees of freedom.
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Figure 5.32: Above and middle: percolation studies on specimens with equal specific perimeter of the porous phase ($L_A = 94 \text{ mm/mm}^2$), but different porosity (above: $A_A = 0.22$, middle: $A_A = 0.385$). Middle and below: percolation studies on specimens with equal porosity ($A_A = 0.38$) and specific perimeter of the porous phase ($L_A = 94 \text{ mm/mm}^2$), but different ratio of the pore semiaxes (middle: $b/a = 1$, below: $b/a = 0.73$); a higher eccentricity of the pores results in a lower average failure load, but causes a higher scatter of the results.
5.5.2.2 Significance of the grain size

So far, the investigations have confirmed that the critical pressure becomes higher for a finer pore distribution. To some extent, the result can be applied to the grain phase as well: In the exemplary calculations of fig. 5.33, a reduction of the average grain diameter by 28% achieved an increase of the average strength by 10%. The observation that material strength benefits from a fine granularity is a consequence of the energy criterion introduced in Chapter 4, which favors the failure of the larger facets (see fig. 4.2, p. 96), and agrees to the empirical knowledge of material scientists.

In actual ceramics, there are several reasons for the increased damage resistance of the fine-grained structures. To mention one of them, one should recall that the process of sintering can never be perfect; some tiny voids will always remain, which then act as generators of stress concentrations. If, however, the fineness of the powder before sintering is increased, then both the size of the grains and the size of the voids will be smaller. Consequently, the stress concentrations are reduced, and the breaking strength of the ceramic is higher in materials with smaller grains [29].

Figure 5.33: Percolation studies on specimens of equal size (20900 $\mu m^2$), porosity ($A_A = 0.30$) and specific perimeter of the porous phase ($L_A = 80$ mm/mm$^2$), but different average grain size (above: 6.48 $\mu m$, below: 4.63 $\mu m$). The left column shows one specimen of each test series.
Chapter 6

Summary and conclusions

This final chapter provides a concluding survey of the ideas and the assets and drawbacks of the presented work (section 6.1), a brief summary of the basic results, including references to figures and text passages (section 6.2), and it suggests possible extensions and further discussions (section 6.3).

6.1 General assessment

A computational model has been presented which describes the nucleation and evolution of microcracks in granular material structures, and accounts for the impact of cavities (pores and cracks) on the local stress distributions and on the effective elastic properties. With the aid of this model, various subjects in the field of damage mechanics have been investigated.

The presented approach differs from the existing ones in that it combines concepts of the ‘micromechanical’ models, which are rather analytical in nature, and of the ‘mesh’ models, which are numerical in nature. The idea was to generate geometrical sampling images of actual microstructures, reduced to the mesh of grain boundaries, on the one hand, and to the cavities, on the other hand. In the simulations, stress analysis was then founded on analytical solutions for the cavities, which disturb the otherwise homogeneous stress field in the solid material phases. The mesh of grain boundaries was subject to discrete, spontaneous fracturing in the course of loading, supervised by an energy criterion.

The stress analysis from the perspective of pores and cracks allows for a general, compact formalism applicable to tensile and compressive, linear and nonlinear conditions. (Nonlinearity results from structural changes, crack closure and frictional sliding of the crack faces.) Different from pure micromechanical models, the presented approach accounts for spatial correlations of the arbitrarily distributed defects and is thus non-local. In contrast to finite element methods, the computational effort (finite element representation of microdefects, matrix inversion etc.) is reduced since the interacting system is the ensemble of cracks, not the complete set of solid-phase mesh links. The meshing of the solid phases into a disordered grid of grain boundaries fits to the damage behaviour observed in actual materials and is thus more flexible than the regular meshes of standard finite element techniques.

The analytical description of stress disturbances enforces, though, a rough approximation of the defects by simple shapes (elementary cavity geometries, straight crack lines). In particular, the arising networks of connected pores and cracks must be substituted.
Another shortcoming is due to the averaging of tractions along the crack lines for the determination of local stresses and defect interactions. This technique is accurate rather for distributed cracks of similar size. In certain situations, however, interactions may be disregarded.

The presented attempt is certainly no substitute to the various models existing in the literature, but it proved to work fine in many situations and may thus serve as an alternative. It reflects a number of key features in the context of brittle and quasi-brittle damage, internal friction and statistical disorder, spanning the full bandwidth from microcrack nucleation to overall failure, including the intermediate range. Many parts of the presented theory and results are applicable to diverse brittle materials such as ceramics, ceramic composites, rocks and concrete. Extensions can be made with respect to thermal residual stresses, stress corrosion cracking, fatigue cracks. Cooperation with macroscopic approaches (e.g., finite element models) is very conceivable, although these are often displacement-driven, whereas the presented model relies on prescribed stresses.

Even the process of developing the model and suiting it to particular problems has elucidated several core points, for example the ‘cooperative’ behaviour (localization) of defects, or the coalescence of pores by means of cracks. Further comprehension of the material behaviour was gained by applying the model in a number of computational studies, the results of which will be summarized in the following section 6.2. Randomness of the microstructural configuration, introduced by distortion of the grain mesh and variability of pores and grains, was seen to influence the results. The statistical explorations were based upon Monte Carlo simulations of simply defined models. Scaling effects were observed, revealing the significance of boundary conditions and specimen size. The studies at the microscopic level ultimately aimed at the effects at the macroscale. To this end, homogenization has been performed to obtain effective elastic and damage parameters where possible. In a series of studies, where averaging was meaningless, the transition from microscopic damage to macroscopic failure has been demonstrated via the crack patterns.

However, it cannot be ignored that the model at the current stage may get into trouble concerning the quantitative prediction of the material response. To give an example, the actual internal pressure in industrial applications amounts to $P = 1 - 5$ MPa in contrast to the damage thresholds exceeding 100 MPa for the test structures in Chapter 5. This is a high discrepancy which must not only be traced back to the negligence of thermal, chemical and cyclic impacts, or to the restriction to one grain phase (titanium oxide). The reasons should also be searched at a more fundamental level of the model:

Firstly, there is a conceptual limitation due to the rough geometrical approximation of the cavities. In contrast to the smoothed shapes of the model cavities, actual pores have edges and even tips. Actual pores thus involve higher stress concentrations within the material which significantly facilitate the initiation of microcracks. Accounting for these stress singularities would require an artificial variation of the stress intensity factors in the model. Moreover, the bandwidth of the pore sizes has been chosen too small until now — actual material specimens exhibit an open porosity which becomes noticeable by some very extended pores observed in the two-dimensional material sections. The latter have been neglected in the present thesis (see e.g. fig. 2.10 below, p. 44), but are essential for a quantitative prediction.

Another conceptual limitation is due to the two-dimensional consideration. One must
be aware of the fact that a restriction to two dimensions cannot be sufficient, but it
seems that a comprehension of the problems in 2-D is suitable before approaching the
much complexer situations in 3-D. Essential parts of the formalism are – in principle –
applicable to 3-D situations as well, but the implementation in a computer algorithm
would be extremely extensive. Forthcoming studies should therefore aim at a rather
phenomenological discussion of the 2-D/3-D correlation of the fundamental issues, as
started in section 6.3 below.

As for the quantitative validity, the results of Chapter 4 are expected to be closer to
reality than the results of Chapter 5. The reason is that Chapter 4 restricts to compact,
i.e. pore-free materials, whereas the conceptual limitations mentioned above mainly come
to light by the pores. But already the compact grain structure model can be improved
by a better-adjusted input. This holds for structure properties such as the accurate grain
sizes and the nature of the interfaces, as well as for material parameters such as the specific
surface energy or the elastic constants, and for the specimen boundary conditions. A great
deal is demanded here of the experimentalists, too; in particular, detailed informations
on 3-D structure characteristics are lacking at the moment.

Anyhow, it seems that chasing after an exact picture of the reality by a computational
model has never been a promising track. The benefit of the presented approach is given
by its clarity to show qualitatively the phenomena, not by any quantitative, numerical
accuracy. Accordingly, restricting the studies to elementary situations turned out to be a
rational principle here.

6.2 Review of the individual results

In the following, some important issues from each of the preceding chapters are briefly
recapitulated, and reference is given to selected figures illustrating the most appealing
results.

Chapter 1. A rough categorization of the numerous approaches to damage modelling
in the literature has been proposed (fig. 1.1, p. 20). At the microscale, two contrary model
types have been distinguished: micromechanical models based upon analytical solutions
for the defects, and mesh models based upon numerical calculations for the discretized
matrix material.

The approach underlying the present study has been introduced and classified in be-
tween these major model types.

Chapter 2. As a prerequisite for the new model approach, generation of the two-
dimensional microstructure images has been outlined, and the input informations obtained
by stereological analyses of actual materials have been discussed. Since stereological data
are not sufficient, additional assumptions on the ‘local’ characteristics of the structure
elements have been described. A respectable visual accordance of the model images and
the experimental micrographs in two dimensions has been achieved (e.g. fig. 2.10, p. 44).

Chapter 3. The available analytical stress solutions for cracks and various pores (i.e.,
single cavities in an infinitely extended homogeneous medium) have been evaluated and
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utilized in a computational framework. Visualizations of the elementary stress fields have been presented in section 3.3.

In order to investigate the delicate behaviour of elastic solids with cracks, a complete formalism for determination of local stresses and displacements has been established. The associated homogenization technique aims at the effective compliance tensor and the overall strain (sections 3.4.2 and 3.5.5). It has been demonstrated that the nonlinear effects of crack closure, friction and structural changes (due to microcracking) involve a history dependence of the material response, and necessitate the incrementation of the computational algorithm as well as a complex set of case distinctions.

The key formula established for the single-crack characteristics under compression and frictional sliding is eq. 3.54 (p. 75); it makes use of two important quantities which describe the current crack state: these are the activity factors and the shear mismatch.

An interesting application of this formalism pointed to the constrained motion of crack faces under a quasistatic shear/compression cycle. The stress-strain response exhibits here a conspicuous, jerky course, and thus illustrates the significance of both the shear mismatch and the crack activity (fig. 3.27, p. 88).

The formalism has been extended to direct micromechanical interactions between the cracks by means of a superposition technique and solution of a self-consistent equation system. The significance of the interactions has been discussed and investigated firstly regarding the local stresses. It turned out that the interactions promote the strength of local stress concentrations (e.g., fig. 3.22, p. 85). Concerning averaged macroscopic parameters such as overall strain and effective stiffness, the computations confirmed the well-known fact that the parameters may be enhanced or degraded, depending on the tendency of the cavities to form rather a ‘stacked’ or a ‘columnar’ arrangement.

Chapter 4. The simulation of progressive fracturing at the microscale has been founded on the meshing of the matrix material: An energy balance equation for any facet between two grains establishes the microscopic fracture criterion. Equation 4.3 (p. 95), expressed in terms of average traction, first refers to crack nucleation, whilst eq. 4.8 (p. 97), in terms of the stress intensity factor, inherently refers to crack extension. The model has been designed for crack nucleation, extension and bridging; crack branching (bifurcation) is disregarded.

In a compact material structure, the model simulations reproduced the fundamental modes of damage; these were seen to depend on the loading conditions and on the heterogeneity of the structure. Recording exemplary crack patterns showed up both the brittle failure mode (fig. 4.6, p. 100) and the quasi-brittle damage behaviour (fig. 4.9 right, p. 102; fig. 4.10 above, p. 104). The occurrence of the localization of several cracks (fig. 4.7, p. 101; fig. 4.9 left, p. 102; fig. 4.10 below, p. 104) has been traced back to the ‘energy barriers’ in the granular structure, in connection with the stress disturbance fields by the cracks.

Moreover, the model simulations illustrated the microcrack-induced degradation of the material stiffness under external compression, and the emergence of an elastic anisotropy (fig. 4.13, p. 106). The overall strain components $\varepsilon_{xx}$ and $\varepsilon_{yy}$ have been observed to be strongly correlated to the scalar crack density, even under compression (fig. 4.14, p. 110). For this reason, the scalar crack density could serve as a simple but meaningful damage parameter. The model calculations confirmed that damage is a steady function of vertical compression and lateral stresses, and that it is retarded when internal friction is accounted for.
6.2 Review of the individual results

The statistical fluctuations in the global structural parameters (area density, specific perimeter, interface length of certain grain phases) showed no evident correlation to the damage resistance of the specimens (fig. 4.17, p. 111). This observation confirmed that the fluctuations in material resistance are dominated by the local disorder, i.e. the random distribution of the grains.

Studies on statistical ensembles of specimens aimed at the quasi-brittle damage under a prescribed compression. The distribution of the damage parameter has been recorded in terms of its first two moments: mean value and standard deviation. The absolute scatter of the results increased with the damage level (e.g., fig. 4.18, p. 112), whilst the coefficient of variation decreased at the same time.

The local stress disturbances due to the cracks and their interactions proved to promote the evolution of damage (fig. 4.21, p. 115) and must therefore not be neglected.

As for the significance of specimen size, the mechanical strength of larger specimens appeared to be higher than the strength of smaller specimens. The underlying reasons should be further investigated.

Chapter 5. A particular loading mode, relevant to ceramic filter supports, has been adapted: The stress field in a porous material has been induced here by a pressure acting inside the pores. The highest stress concentrations were thus found in the vicinity of pores, and narrow solid ligaments between pores were prone to cracking (fig. 5.2, p. 123). Consequently, failure would emanate from pore borders. Due to the lack of analytical stress solutions for pore-crack combinations in the literature, stress-intensity factors for certain configurations (eq. 5.1, p. 124) have been employed in the energy fracture criterion. It turned out that the energy criterion is not sufficient here, but must be supplemented by a hierarchy of conditions.

The progression of damage by microcracking proved to connect pores and hence to create flaw networks. Since such defect agglomerates are not suitable for the analysis, they need to be collectively replaced by elliptical cavities (fig. 5.13, p. 131) before the fracturing algorithm is continued, respectively.

For structures sufficiently `heterogeneous`, the simulations reflected a quasi-brittle material behaviour (fig. 5.17, p. 133). For simpler structures, failure is dominated by a sudden, unstable defect growth where the internal pressure splits up the specimens in arbitrary directions by percolating flaw chains (fig. 5.16, p. 132).

The brittle behaviour of the simpler structures suggested a comparison with statistical weakest-link theories (Weibull theory in particular), which hold for perfectly brittle materials. Given the specimen size, Weibull analysis proved to fit quite well to the computational results on statistical model ensembles (fig. 5.24, p. 143). Simulations on differently-sized specimens reflected a clear scaling effect for both the mean and the scatter of the rupture strength (fig. 5.21, p. 137): Increasing the specimen size showed to lower the strength in affinity with the size effect of the weakest link hypothesis. While the scatter of the strength tended to zero, the asymptotical limit of the mean, however, represented a non-zero threshold, so that the standard Weibull scaling law (eq. 5.16, p. 140) turned out to be not appropriate (fig. 5.26, p. 143).

On this account, an alternative scaling law has been proposed, involving a non-zero threshold and a second, exponential parameter (eq. 5.23, p. 144). This alternative law describes quite well the computational results for different specimen sizes (fig. 5.27, p. 144); it may serve for further upscaling, i.e. extrapolation of the experimental or computational
results (as obtained from small specimens) to larger pieces of the material.

The presented simulations advise against drawing conclusions from studies on specimens whose size is chosen too small, because neglect of the respective scaling law may possibly lead to wrong conclusions (see fig. 5.31 left, p. 150). By accounting for the scaling behaviour, the simulations confirm that the size of the ‘representative’ volume element increases with the size of the largest structural elements. For fairly monodisperse pore size distributions, the average strength descends with the value of the specific pore perimeter, i.e. with the ‘fineness’ of the phase (fig. 5.31 left, p. 150). Obviously, the strength also decreases with increasing porosity (fig. 5.32, p. 151), and it is lower for elliptical pores than for circular pores. The material strength proved to benefit from the fineness of the grain phase just as from the fineness of the pore phase, although the underlying mechanisms are different.

Another point concerned the scatter of the failure load among the members of the statistical ensemble. As expected, a widening of the scatter has been observed for the more disordered structures: Enhancing the ‘number of degrees of freedom’ in the structure (by allowing an arbitrary location, size, shape or orientation of the pores) yields a higher scatter of the critical pressure, whereas the mean decreases. These points have emerged from comparison of studies on material structures with circular pores and structures with elliptical pores.

6.3 Still open issues and suggestions for future work

As a matter of course, the present dissertation touches on a multitude of issues that cannot be treated exhaustively; it raises questions that remain to be answered, and ignores topics that would be fundamental for any further assessment and employment. This final section will sketch some points which deserve more attention in future studies.

First, a number of interesting subjects could be investigated without further extension of the model. At the current stage, the computer programs may be employed to calculations on the significance of the volume fraction and granularity of the second-phase ($\text{Al}_2\text{O}_3$) grains, and of their size and shape. The simulations of the present thesis, which had mainly been restricted to two-phase structures for reasons of clarity, could be extended to three-phase materials, and a multivariate analysis of the many-parameter correlation could be performed. Moreover, a detailed study of the specimen boundary effects — in modelling as well as in reality — is recommendable for understanding the scaling effect observed in Chapter 4.

Besides that, forthcoming studies should address the following subjects, which require extensions to the computational model (sections 6.3.1, 6.3.2), or should be discussed separately from it (section 6.3.3):

6.3.1 Incorporation of thermal stresses

Due to the high sintering temperature and subsequent cooling-down, most of the ceramics are subject to high temperature changes during fabrication. Since the randomly oriented material constituents may differ in their thermal expansion coefficients, or there may be an anisotropy of the thermal expansion coefficients within the single grains, these temperature changes result in mismatch of thermal strains between the individual grains. The strains in turn give rise to intrinsic microstructural stresses. These so-called thermal residual...
stresses are self-equilibrating (i.e., the average residual stress components are vanishing), but they have important consequences on the evolution of microcracking.

In the presented model, some of these effects may be included by assigning statistically distributed thermal anisotropy coefficients \(0 \leq a_f \leq 1\) to the grain boundary \([12]\), and introducing an additional energy contribution in the fracture criterion (left-hand side of eq. 4.3/eq. 4.8): Following \([9]\), the ‘thermal contribution’ to the elastic energy release during fracturing of a facet \(f\) may be approximated by

\[
\left[ l_0 + l_f \right] \int_{l_0}^{l_f} G \, dl \geq \frac{1}{48} E' (\Delta \alpha \Delta \Theta)^2 a_f^2 l_f^2 ,
\]

(6.1)

where \(\Delta \alpha\) denotes the mismatch of the thermal expansion coefficients, and \(\Delta \Theta\) the temperature change. This approach (see also \([23]\)) is to some extent equivalent to a statistical distribution of the specific surface energy \(\gamma_f\); it should enrich the present model in that the transition from distributed microcrack patterns to damage localization can be simulated.

For a simulation of the strain response in the context of thermal residual stresses, however, a more sophisticated approach is needed. Assigning random main axis orientations to the individual grains (fig. 2.4, p. 37), the theoretical concepts established in \([54]\) or \([77]\) could be exploited here. In loading cycles similar to those of section 3.7, the damaged model specimens should finally exhibit overall residual strains when the applied load is removed.

### 6.3.2 Accounting for stress corrosion cracking

**Stress corrosion cracking** is a damage phenomenon resulting from the combined actions of an aggressive environment, especially of humidity, and a steady (or cyclic) tensile stress. This kind of fracturing is brittle and to a large part intergranular \([29]\), so that it can be incorporated into the presented model.

Assuming that a grain facet \(f\) is touched by a fluid-filled crack at either tip, the impact of the stress corrosion on its failure may be accounted for by an additional term \(W_{f,\text{corr}}\) in the energy criterion for crack extension (see eq. 4.8, p. 97):

\[
\int_{l_0}^{l_0 + l_f} G \, dl \geq 2 \gamma_f l_f - W_{f,\text{corr}}
\]

(6.2)

\(W_{f,\text{corr}}\) denotes a time- and stress-dependent increase of free surface energy in the material, which needs not to be supplied by a reduction of strain energy. From the physical point of view it would be rational to associate the corrosion with a reduction of the specific surface energy parameter \((d \gamma_f)\), but a decrease in facet length \((d l_f)\) should turn out more functional in the present formalism:

\[
dW_{f,\text{corr}} = 2 \gamma_f d l_{f,\text{corr}} ,
\]

(6.3)

where \(d l_{f,\text{corr}}\) represents a crack growth along the facet due to corrosion. It may be adopted from a common relation in the literature (see \([81]\), \([82]\), \([57]\), \([66]\)):

\[
\frac{d l_k}{d \tau} = A \left(K_k\right)^n ,
\]

(6.4)
where $l_k$ is the length of the existing crack, $\tau$ is the time, $K_k$ is the mode I stress intensity factor at the crack tip, $A$ is a constant characterizing the corrosive environment, and $n$ is a material constant. The fact that there is no crack growth below a certain threshold value of $K_k$ should be taken into account \([8]\). Modelling of the characteristic three stages of corrosion cracking (as reported e.g. in \([57]\) or \([82]\)) might be accomplished by stress-dependent parameters $A$ and $n$.

Inserting eq. (6.4) into eq. (6.3) yields the ‘equivalent’ surface energy due to corrosion on facet $f$ at a time $T$:

$$W_{f,\text{corr}} = 2\gamma_f A \left( A \int_{T_f}^{T} (K_k)^n d\tau \right),$$

(6.5)

where $T_f$ denotes the time instant when the corrosive fluid starts to affect the facet tip. Supplementing the computer algorithm by eq. (6.5), failure of the facet must be triggered as soon as inequality (6.2) is fulfilled.

Some preliminary simulations on the time dependency of damage introduced by corrosion have already been presented in the framework of the BRITE-EURAM project. A question to be debated is whether stress corrosion cracking requires stress singularities (at crack tips) or whether it may start from pore borders as well. The latter case would require a proper adaptation of the corrosion law (eq. 6.4).

### 6.3.3 Effect of the reduced dimensionality

The following remarks might serve as clues for an extended discussion of the relation between two-dimensional simulation and actual three-dimensional material behaviour. The considerations refer firstly to the micromechanical point of view (stress disturbance and strain contribution of the cavities), and subsequently to the grain structure mesh (relevant for discrete fracturing).

**Micromechanical view.** From the micromechanical point of view, it must be recalled that the 2-D model works with images of 2-D sections of the actual material. 2-D sections would indisputably be sufficient for modelling a ‘tubular’ structure which does not change in the third dimension. Assuming a tubular pore structure is not quite devious in the actual situation since open channels are required to transport the fluid and to transmit the pressure.

Irrespective of that, it has been sketched in section 2.4 that for a certain phase the area fraction in a 2-D cross-section equals the actual volume fraction, and the specific perimeter in a 2-D section is explicitly correlated (by a multiplication factor $4/\pi$) to the actual specific surface. In a structure with three-dimensional characteristics, however, these global parameters alone are not decisive for the effective elastic properties and for the stresses. The relevant quantities are rather the ‘local’ parameters here, such as the shape and size of the individual defects. In a sense, 2-D sections mostly ‘reduce’ the size and/or the shape of the 3-D objects: e.g., a sphere is reduced to a circle of a lower radius, an ellipsoid is reduced to an ellipse of a smaller aspect ratio, or a penny-shaped crack is reduced to a slit-like crack of a smaller ‘diameter’ (length) in most cases. In other words, the actual spatial
extent —say the largest diameter— and the shape —say the maximum aspect ratio—are underestimated in a 2-D section. Such geometrical reductions are usually associated with lower stress concentrations, a smaller range of the stress disturbance, or a lower strain contribution of the cavities in question.

On the other hand, one is tempted to expect a correspondence between 2-D modelling results and 3-D material properties if there is a ‘similarity’ of the structure elements in 2-D and in 3-D, for example a circular pore shape in 2-D and a spherical pore shape in 3-D. From this perspective, however, the 2-D modelling will overestimate the effect on the elastic properties. To give some examples:

- **Stresses in the vicinity of cavities:** The maximum circumferential stress concentration at the border of a circular pore (in 2-D) and a spherical pore (in 3-D) under remote uniaxial tension $\sigma_0$ is [59]

\[
\begin{align*}
2-D \text{ case: } \frac{\sigma}{\sigma_0} &= 3 \\
3-D \text{ case: } \frac{\sigma}{\sigma_0} &\approx 2 . \quad (6.6)
\end{align*}
\]

Obviously, the stress concentration at a 3-D cavity is lower than at a 2-D cavity of similar shape (cross-section). In other words, a limitation of the cavity extent in the third dimension reduces the stress concentration.

- **Stiffness reduction due to cavities:** Consider an isotropic elastic material containing randomly distributed spherical pores. Interactions between the pores are neglected. 2-D sections of this material reduce the problem to circular pores. For prescribed macroscopic stress, as a function of porosity $p$, Young’s modulus is given by\(^2\)

\[
E = \frac{E_0}{1 + 3p} \quad E \approx \frac{E_0}{1 + 2p} \quad (6.7)
\]

for the material with circular pores and spherical pores, respectively. Obviously, the effect of the pores on the effective stiffness is overestimated in a 2-D consideration.

- **Stiffness reduction due to cracks:** Consider a material with randomly distributed, non-interacting cracks. In order to compare the stiffness reduction due to slit-like cracks (in 2-D) and penny-shaped cracks (in 3-D), the crack density should be defined in an equivalent way for the 2-D and 3-D cases. Such an ‘equivalent’ crack density $\rho_e$ may be the relative area (in 2-D) and relative volume (in 3-D) swept by the cracks when they are rotated about their centers (in 2-D) or diameters (in 3-D), respectively [43]:

\[
\rho_e = \frac{1}{A} \sum_k \pi \left( \frac{l_k}{2} \right)^2 \quad \rho_e = \frac{1}{V} \sum_k \frac{4}{3} \pi (a_k)^3 , \quad (6.8)
\]

where $l_k$ denotes the length of crack $k$ (in 2-D), and $a_k$ denotes the radius of the penny-shaped crack $k$ (in 3-D). For prescribed macroscopic stress and $\nu_0 = 0.25$, Young’s modulus is then given by\(^3\)

\[
E = \frac{E_0}{1 + \rho_e} \quad E = \frac{E_0}{1 + 0.42 \rho_e} . \quad (6.9)
\]

\(^2\)The general expressions are given in [41].

\(^3\)The general expressions are given in [62] and [43].
It is seen that for the comparable crack density \( \rho_e \), the stiffness reduction is substantially weaker in 3-D. Similar conclusions hold for non-randomly distributed cracks, and for interacting cracks [43].

- **stress-intensity factors**: Consider again the simplest representation of a crack in 2-D, a slit-like crack (length \( l \)), and in 3-D, a penny-shaped crack (diameter \( 2a \)). The corresponding mode I stress intensity factors are as follows:

\[
K_I = \sqrt{\pi \frac{l}{2}} \frac{t}{K} \quad K_I = \frac{2}{\pi} \sqrt{\pi \frac{a}{t}} (6.10)
\]

If the size of the cracks is defined as \( l \) resp. \( 2a \), then the stress intensity factor is higher in 2-D than in 3-D. (Identical \( K \)-values are given for \( l/2 = 4/\pi^2 \, a \approx 0.4 \, a \)). An equivalent correspondence holds for the Griffith fracture criterion: Under plane strain conditions, the critical load \( t_c \) for extension of a 2-D crack (length \( l \)) is by a factor \( \sqrt{4/\pi^2} \approx 0.64 \) smaller than for extension of a penny-shaped 3-D crack (radius \( a = l/2 \)) [59].

Thus it is clear that two contrary effects are present in a 2-D model: a ‘reduced’ detection of the defect geometries, on the one hand, and an overestimation of the impact of the 2-D defects on the elastic properties, on the other hand. The crucial question is whether the two effects are somewhat balancing themselves out, or which of them is dominant. To find an answer, statistical studies on a number of sections of a 3-D structure (similar to [53]) might be helpful.

‘Mesh’ view. While the previous ideas concerned the cavities or defects in an otherwise homogeneous material, the discrete two-dimensional meshing of the grain structure is the second important point to be analyzed. It is clear that a realistic description of the three-dimensional topology of polyhedral grains represents a non-trivial problem; some geometrical methods to characterize the local (dis)order in polycrystalline structures are outlined in [28].

Different from the pores, which are considered as separated elements distributed in the solid matrix, an underestimation of the grain shapes in 2-D sections is minor, since the grains form a compact mesh of adjacent patches, and they have a narrower size and shape distribution.

Secondly, one should note that a 2-D model implicitly assumes a uniform structure in the third dimension: the energy barriers imposed by grain boundaries in this dimension are completely disregarded. It is to be expected that the complexity of actual 3-D grain structures establishes additional obstacles for the crack propagation. So it seems that the 2-D model here underestimates the material strength. Mention should be made of the work by Kamiya et al. [45], which is based upon a finite element model of crystal grains, emanating from a regular mesh of Voronoi polyhedra. Under combined external load and thermal residual stresses, the studies indicate that an unstable crack propagation observed in a 2-D simulation may give way to a rather stable damage growth when the simulation is performed on a full 3-D grain boundary grid.

Generally, the number of possible loading modes on the grain boundaries is higher in 3-D structures, and the arising crack patterns are complexer than a 2-D simulation can reflect. Terms such as ‘percolation’ and ‘failure’ require a much more distinct definition in a 3-D context. Regarding the microscopic damage, it is clear that additional phenomena
are present which cannot be explored without 3-D approaches — the account by Kamiya et al. [45] indicates a possible way here.

Two-dimensional models are nevertheless needed to gain an overall picture of the material behaviour. For they reflect features that appear in the three-dimensional world as well, but are not accessible there with a rational effort in theory, modelling and computational time.
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