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Abstract

This work presents the development of methods for the experimental and numerical investigation of flow-induced noise. Moreover it offers a systematic validation and comparison of various numerical prediction techniques for small Mach number aeroacoustics. The work is motivated from the need to validate all the calculation steps of aeroacoustic simulations beyond pure analytical solutions. This encompasses the fluid dynamics and source calculations up to the propagation of sound for problems of technical interest.

The configurations investigated are chosen to ensure geometrical simplicity, given the limitations associated with the numerical calculations of complex geometries, in addition to geometrical relevance with respect to technical problems. The investigation concentrates on the numerical calculations of a low subsonic jet impinging on flat inclined plates with various downstream obstacles. Particular focus is placed on broad band noise contributions.

The first numerical approach analysed consists of extracting sources from unsteady detached eddy simulations of incompressible flow, performed with a commercial finite volume solver, and describes the sound propagation within an existing finite element code. The coupling between the two codes is part of this work. Differences in the intensity and spectra of the turbulence exist between simulations and experiments and are influenced by the topology of the numerical domains in the incompressible solution. The sound propagation calculated with a 2D code is corrected successfully to a 3D field.

The second approach of deriving sound sources is based on steady state flow simulations. The stochastic modeling of the velocity fluctuations using the SNGR (Stochastic Noise Generation and Radiation) approach is investigated with a commercial implementation as well as the author’s own implementation. The length scales of the turbulence play a larger role in the sound pressure level than the magnitude of the turbulence. A parametric study indicates the sensitivity of these scales. An approach based on Lagrange multipliers is presented in order to reduce the spurious source terms which arise from the generation of stochastic turbulence (divergence of the turbulent field).

As a third approach for aeroacoustics the Lattice-Boltzmann method is investigated. In this approach, the acoustic perturbations are part of the solution of the compressible fluid dynamics equations. At present, we judge the numerical efficiency and the accuracy of the acoustic solution of this method as superior compared to the other methods for this class of aeroacoustic problems.

In this work a number of experimental methods and facilities are selected, set up and in part developed for the validation of the numerical approaches. These include the design of a small aeroacoustic wind tunnel and of a traversing unit for automatic positioning of measurement probes. Fluid dynamic validations are conducted with laser Doppler anemometry and hot-wire anemometry. Within this work we develop laser interferometry for acoustic measurements. Our investigations indicate that laser interferometry is a very precise technique in the localisation of aeroacoustic sound sources and that the sound waves propagation can be validated qualitatively. However quantitative local informations, obtained by laser focusing, are still not satisfactory.

This work classifies essential physical phenomena of aeroacoustic sound generation for the investigated test cases: The main sound sources are located at the obstacle itself
and in the region where the flow reattaches to the wall. The latter causes more intense emission in the higher frequency range, the former in the lower frequency range. Nevertheless, the sound can be considered globally as broadband. Moreover, an obstacle with wiper-like shape is slightly quieter than with rectangular shape. We assume that the difference depends on the turbulent structure in the wake. We found numerical and experimental confirmation of the effect of the obstacle shape on the separation length and the turbulent wake behind the objects.

Furthermore, this work presents two concepts to reduce the emitted sound by changing the obstacle geometry. The first concept is based on the idea that an 'air pillow', generated from an air jet under the obstacle, energises the recirculation region and reduces the buffeting in the impinging region. The second concept is based on the spatial decorrelation of the sound sources by modulating the obstacle height.

Finally, investigations of a real windscreen wiper in the full-scale aeroacoustic wind-tunnel of AUDI AG reveals the role of the wiper struts on the sound emission of wind-screen wiper systems and supports the idea of the sound generation mechanisms investigated previously in this work on simplified geometries.
Zusammenfassung

In dieser Arbeit werden experimentelle und numerische Methoden für die Untersuchung von strömungsinduzierten Geräuschen entwickelt. Darüber hinaus werden unterschiedliche numerische Ansätze für die aeroakustische Vorhersage bei niedrigen Machzahlen systematisch verglichen und validiert. Die Notwendigkeit dieser Arbeit ergibt sich aus dem Bedarf, neue numerische Verfahren über analytische Lösungen hinaus zu validieren und alle Berechnungsschritte, von der Strömungsmechanik über die Schallquellenentfaltung bis hin zur Schallausbreitung, zu berücksichtigen.


Zum Abschluss werden reale Scheibenwischer auf einem Serienfahrzeug im strömungsakustischen Windkanal der Fa. AUDI AG experimentell untersucht. Dies zeigt den Einfluss des Scheibenwischerarmes auf den Schallentstehungsprozess und eine gute qualitative Analogie zu den Mechanismen, die im vorherigen Teil dieser Arbeit untersucht wurden.
Symbols

Roman Symbols

c Speed of Sound
\frac{D}{Dt} Substantial Time Derivative
Kn Knudsen Number
M Mach Number
p Pressure
Re Reynolds Number
T Temperature
Tu Turbulence Level
\vec{U} Vector of variables for the fluid governing equations

Greek Symbols

\gamma Ratio of Specific Heats
\lambda Wave Length
\Lambda Integral Correlation Length
\mu Dynamic Viscosity
\nu Kinematic Viscosity
\rho Density

The symbols not listed here have multiple meaning in this work, therefore they are defined each time new in the text when necessary.
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEM</td>
<td>Boundary Element Method</td>
</tr>
<tr>
<td>CAA</td>
<td>Computational Aero Acoustics</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant-Friedrichs-Levy</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>DES</td>
<td>Detached Eddy Simulation</td>
</tr>
<tr>
<td>DG</td>
<td>Discontinuous Galerkin</td>
</tr>
<tr>
<td>EIF</td>
<td>Expansion about Incompressible Flow</td>
</tr>
<tr>
<td>EOS</td>
<td>Equation of State</td>
</tr>
<tr>
<td>FD</td>
<td>Finite Difference</td>
</tr>
<tr>
<td>FE</td>
<td>Finite Element</td>
</tr>
<tr>
<td>FV</td>
<td>Finite Volume</td>
</tr>
<tr>
<td>HWA</td>
<td>Hot-Wire Anemometry</td>
</tr>
<tr>
<td>LBM</td>
<td>Lattice-Boltzmann Method</td>
</tr>
<tr>
<td>LASER</td>
<td>Light Amplification by Stimulated Emission of Radiation</td>
</tr>
<tr>
<td>LDA</td>
<td>Laser Doppler Anemometry</td>
</tr>
<tr>
<td>LEE</td>
<td>Linearised Euler Equation</td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulation</td>
</tr>
<tr>
<td>N-S</td>
<td>Navier-Stokes</td>
</tr>
<tr>
<td>OASPL</td>
<td>Overall Sound Pressure Level</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>PPW</td>
<td>Point per Wave Length</td>
</tr>
<tr>
<td>RANS</td>
<td>Raynols Averaged Navier-Stokes</td>
</tr>
<tr>
<td>SNGR</td>
<td>Stochastic Noise Generation and Radiation</td>
</tr>
<tr>
<td>SPL</td>
<td>Sound Pressure Level</td>
</tr>
<tr>
<td>TKE</td>
<td>Turbulent Kinetic Energy</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

What is aeroacoustics? Aeroacoustics is the branch of physics which deals with airflow-generated sound. The first theory was proposed by Sir Lighthill in 1952 [1] and became the basis of a series of so-called 'acoustic analogies' [2]. The name 'analogy' was derived from the fact that the fluid dynamics and the acoustics were solved separately. Although the numerical simulation of aeroacoustic problems is very recent, in the past decade, the scientific community of computational aeroacoustics has achieved impressive results for high subsonic and supersonic free jets, supported from the civil and military aircraft industry. More recently aeroacoustic noise became a concern for the automotive industry because of the increasing importance placed on the acoustic comfort. This increased awareness leads to tightened requirements on sound design in the product development. Within this framework the noise generated from turbulent flows plays a major role. In fact, fluid turbulent flows are common in technical applications (i.e. heat exchange, internal and external aerodynamics) and build, under certain operating conditions, the most intense sound source.

The aeroacoustic numerical simulation imposes high requirements on numeric methods due to the diversity of scales between fluid dynamics and acoustics. Therefore the development of validated, robust and efficient simulation methods is a focus of advanced research throughout the world.

Most numerical approaches consist of separating the computational domains and the governing equations (hybrid approach) in order to better model this scale diversity. At present few commercial applications based on acoustic analogies (i.e Ffowcs-Williams and Hawkings Analogy) exists. A major drawback to these implementations is that the sound propagation is described by the linear wave equation. Therefore, this approach is only capable of predicting the sound propagation in the acoustic far field in a homogeneous medium at rest. Acoustic phenomena like sound wave reflections and refractions due to moving media can not be predicted. The understanding and prediction of these phenomena together with the identification of aeroacoustic sources is a basic condition for a good prediction in the far field. Therefore this work is oriented towards methods which recover these phenomena.

Aim of this work In this work we aim to understand the generation mechanism of airflow-generated sound and predict the sound emission for selected configurations. The configurations investigated should ensure geometrical simplicity, given the limitations
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associated with the numerical calculations of complex geometries, but allow geometrical relevance with respect to technical problems. The investigation is therefore centered on the numerical calculations of a low subsonic jet impinging on flat inclined plates with various downstream obstacles, particular focus being placed on broad band noise contributions. The aim of this work is to select, define, validate experimentally and, where necessary, develop numerical methods for these applications.

Outline In section 2.1 we describe the experimental facilities which have been designed and realised during this work for aeroacoustic investigations. We review the fundamentals and the specific implementation of the measurement techniques used in this work in sections 2.2 and 2.3. Results of own developments are illustrated here as well.

In section 3 we analyse the theory behind the aeroacoustic numerical approaches used in this work and several aspects of their implementation: a hybrid approach based on large eddy simulation (3.2), a hybrid approach based on stochastic techniques (3.3) and a direct approach based on lattice-Boltzmann method (3.4).

The numerical results and the experimental validations are discussed in section 4 for a free jet and a jet impinging on inclined plates and in section 5 for a jet impinging on obstacles.

Finally, in section 6 real screen wipers on a vehicle are investigated in a full-scale wind tunnel.
Chapter 2

Experimental Approach

Extensive experimental investigations for the validation of numerical methods constitute a fundamental part of this work. Therefore it was necessary, within this work, to design and develop new experimental facilities at Bosch Corporate Research. This includes the complete design of an aeroacoustic wind tunnel and an automatic traversing unit. Besides that it was necessary to set up measurement systems for fluid dynamic and acoustic investigations. Among the former: hot-wire anemometer and laser-doppler anemometer. Among the latter: laser interferometer, acoustic camera and near field holography. The wind tunnel belongs to the category 'small wind tunnel’, as the design led to a nozzle cross-sectional area of about 100 cm$^2$ by an operative maximal speed of 50 m/s. The wind tunnel was manufactured by the company ‘Siegle + Eppe’ in Stuttgart under the technical supervision of M. Fischer\footnote{Bosch Corporate Research, Applied Physics, Robert Bosch GmbH.} and the author.

2.1 Aeroacoustic Windtunnel

2.1.1 Requirements

For fluid dynamics purposes, the windtunnel should produce an homogeneous low turbulent flow within a wide velocity range (10–50 m/s). It should be possible however to change the turbulence level in order to reproduce real inflow conditions. For acoustic investigations, the test room must be sufficiently isolated from external or windtunnel internal noise. This noise should be lower than the free jet noise with a gap of at least 10 dB over a wide frequency range. Moreover the test room should have low sound reflections in order to reproduce an acoustic open field. The open field condition allows the comparison with numerical data and with experimental data from different facilities. Tables 2.1 and 2.2 synthesise the requirements to the windtunnel and to the traversing unit. A major geometrical constraint was the integration of the wind tunnel in a pre-existing semi-anechoic\footnote{The chamber is defined semi-anechoic because not every wall is covered with sound absorbing material (the floor is excluded).} chamber and its limited room size, the floor surface being 10 m$^2$, the height 3.5 m.

Although many of the measurements reported here have been performed manually, during this work there was the need for automatic measurements in order to increase ef-
ficiency and repeatability. For this purpose we added the requirement to develop a computer controlled 3-axis traversing system.

### Table 2.1: Design requirements for the aeroacoustic Bosch windtunnel

<table>
<thead>
<tr>
<th>Requirements</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal volume flow</td>
<td>$0.5 \text{m}^3/\text{s}$</td>
</tr>
<tr>
<td>Max turbulence$^a$</td>
<td>1 %</td>
</tr>
<tr>
<td>Temperature range</td>
<td>$20 - 30 ^\circ\text{C}$</td>
</tr>
<tr>
<td>Temperature tolerance</td>
<td>$\pm 1 ^\circ\text{C}$</td>
</tr>
<tr>
<td>Background noise$^b$</td>
<td>$\leq 30 \text{dB(A)}$</td>
</tr>
<tr>
<td>Usefull acoustic frequency range at nominal speed$^c$</td>
<td>$200 - 20000 \text{Hz}$</td>
</tr>
</tbody>
</table>

$^a$Outside shear layer.
$^b$Noise inside the anechoic chamber without free jet
$^c$Range in which the difference of sound pressure level between free jet and background noise + windtunnel noise is larger than 10 dB.

### Table 2.2: Design requirements for traversing unit

<table>
<thead>
<tr>
<th>Requirements</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Probe types</td>
<td>1D-3D HWA and 1D compact laser unit</td>
</tr>
<tr>
<td>Measuring volume</td>
<td>$0.8 \times 0.5 \times 0.5 \text{m}$</td>
</tr>
<tr>
<td>Background noise with traversing unit</td>
<td>$\leq 40 \text{dB(A)}$</td>
</tr>
<tr>
<td>Repeatability</td>
<td>0.1 mm</td>
</tr>
<tr>
<td>Properties</td>
<td>low vibrations</td>
</tr>
</tbody>
</table>

#### 2.1.2 Design

**Windtunnel** Wind tunnel technology is dealt with in detail in standard works such as Pankhurst and Holder [3] and Pope [4]. Two main types exist and are distinguished by the air guidance type: open loop (Eiffel type) and closed loop (Goettingen type) as visible in Figure 2.1(labeled a and b respectively). Due to the aeroacoustic requirements and geometrical constraints of section2.1.1, a combination of both types is used here (labeled c in the same figure): closed loop wind tunnel with open vein test chamber. However, differently from a conventional closed loop, the velocity at the end of the test section is almost equal to zero and the static pressure is close to the atmospheric pressure. This is due to the fact that the test chamber corresponds to the pre-existing semi-anechoic room and has open vents to the outside. This concept has been widely adopted for aeroacoustic wind tunnels (i.e. in Germany: Institute ITSM in Stuttgart [7]).

The semi-anechoic chamber features wedge-shaped noise absorber (25 cm deep) on all surfaces, except for the floor. Moreover the chamber is decoupled from the rest of the building by springs and dampers. This design concept has the acoustic advantage to isolate the test chamber well and the possibility to use noise absorber throughout the closed loop. Even if the wind tunnel has a closed refeeding, the power needed is high as the whole velocity must be recovered in form of a pressure increment from the engine (fan) $\Delta p = \frac{K}{2} \rho U_{\infty}^2$ with $K = 1$. The total pressure loss is even larger because the flow experiences pressure drops in the closed conduct up to the nozzle. For simplification one
accounts each single losses in the conduct as concentrated and expresses them similarly with individual factors \( K_i \) estimated empirically. The total pressure loss calculates as sum of these factors, leading for the windtunnel to a global factor \( K = \sum K_i \sim 1.2 \).

The fan data sheet reports the emitted sound power levels at nominal flow rate for both sides of the fan (suction and compression side) separately. The requirements of table 2.1 impose a sound pressure level in the anechoic room lower than the free jet noise level (deduced from [8]). Therefore, on each side of the fan, noise absorbers have been added in order to reduce the sound power emitted. The required noise reduction is obtained by a combined strategy: a plate resonator designed for the 125 Hz octave in order to reduce very low frequencies, and a diffuser silencer for broadband noise reduction, with peak reduction being centered at 2000 Hz-octave.

As the wind tunnel should be operated also with lower flow rates, it was important in the design phase to investigate also the effect on the emitted noise from the fan. The estimation of the noise increase beyond the nominal flow rate is deduced from the German standard norm VDI 3731 [5].

The nozzle is removable and manufactured by rapid prototyping with plastic material in two geometries: cylindrical and rectangular. The cylindrical nozzle has a diameter of 120 mm, while the rectangular one has an opening of 200 by 50 mm. This corresponds to a contraction ratio\(^1\) of 5 allowing a good reduction of the (longitudinal) turbulence level.

In addition to the contraction ratio, the contour of the nozzle ensures the quality of flow. It is manifest that smooth curves with first and second derivatives being equal to zero at the ends prevent from flow separations and reduce the contractions of the open vain (so-called ‘Design by eye’ [9]). For axisymmetric nozzles the smooth curves by Witoszynski [13] are commonly used, which however does not allow to control the nozzle length. Some authors [10] use the solution of the Stokes-Beltrami partial differential equation which is valid for steady irrotational flow, or iterative methods considering the boundary layer [11] in addition and thus leading to slight widening of the contour at the nozzle outlet, or even polynomial curves [12] for 2D nozzles. In this work we used contours according to Witoszynski for both nozzles. See Appendix B.1 for details on the nozzle contour.

Figure 2.2 gives an overview of the windtunnel, while figure 2.3 sketches the components within the nozzle. The flow is rectified by an aramidic honeycomb panel(A). Between nozzle outlet (F) and honeycomb (A) an additional grid (E) with different mesh size can be inserted in order to change the turbulence level of the flow. In order to carry out

\(^1\)Ratio of the nozzle inlet to the nozzle outlet cross-sectional areas.
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flow field measurements with tracers (i.e. with Laser Doppler Anemometry), the tracer
droplets can be introduced from a nebuliser (B) positioned between the honeycomb (A)
and the nozzle outlet (F). An additional honeycomb panel (C) placed in front of the
rectangular room (D) rectifies the flow.

A filter unit, placed in the outflow duct, captures the tracer droplets contained in the
outflow, thus preventing from contamination of the mechanical parts of the fan. The
pressure drop caused from the filter yields, at nominal fan volume flow, about 100 Pa
(which corresponds to a value for the previously encountered factor K of about 0.07).
In case of the LDA measurements we experienced that the filter must be replaced every
20 working hours (at maximum flow rate) in order to prevent more significant pressure
loss.

A state of the art centrifugal fan (Pollrich VR40S10UM, 1.5 kW nominal power, 6 blades)
with lowest noise 89 dB(A) produces the required pressure increase (2500 Pa) for nominal
volume flow of 0.5 m$^3$/s. This fan is 4 dB quieter than the reference value given in the
German standard norm VDI 3731). The acoustic blade passing frequency at nominal
3200 RPM yields to 320 Hz. A smaller volume flow, down to about 0.1 m$^3$/s, can be
obtained by voltage reduction (from 690 down to 400 V) using transformers.

![Figure 2.2: Overview of the aeroacoustic wind-tunnel facility.](image)

**Traversing Unit**  Figure 2.4 shows the CAD model (PTC Pro/Engineer) of the traver-
sing unit version developed for high accurate laser measurements (see section 2.3.3.3
for further information). It consists of a rigid base made of steel (about 100 kg) which is
moved by four wheels and fixed in place by four extensible vibration damping feet. The
feet feature vibration absorbers, which are designed for very low eigenfrequency (10 Hz),
to damp vibrations induced from the ground and from the traverse itself. On the top
of the base, there are three rigid linear guides defined in a Cartesian reference system.
Three computer-controlled stepping motors drive different types of sensors along these guides. In order to compensate orientation errors towards the reference system of the wind tunnel (nozzle) or of testing geometries three angles can be adjusted manually. One angle can be changed by moving the base, one \((\alpha)\) by swinging the vertical guide on the vertical rigid bar \(\pm 2^\circ\) to compensate perpendicularity errors and the last one \((\beta)\) by rotating the arm carrying the measurement equipment and probes \((\pm 45^\circ)\).

The response of the probes to the vibration induced from the movement of the traversing unit has been assessed after construction. Vibrations at the probe reach amplitude of \(5 \text{ m/s}^2\) already at speeds of \(5 \text{ mm/s}\). We found out however, that the whole traversing unit behaves like a first-order system with a time constant of about \(0.15 \text{ s}\) for both, vertical and horizontal movements (at speed of \(5 \text{ mm/s}\)). That means that after the probe reaches a new position, \(99.9\%\) of the vibration is damped down within \(0.45 \text{ s}\). The persistence of the disturbing vibration after a stopping increases with increasing speed of the stepping-motors because of the increasing excitatory impulse. This will be considered as a dead-time in the definition of automatic measurements, during which no measurements should take place.

**Figure 2.3:** Sketch of the nozzle. Honeycomb (A), removable pipe for particle seeding (B), honeycomb (C), rectangular room (D), grid (E), nozzle outlet (F).
2.1.3 Performances

The minimum turbulence level at the nozzle section is 0.7%\(^1\). This level can be increased using the previously described grids (marked E in Figure 2.3) to about 1.5% at maximum fluid velocity.

The velocity in the nozzle section remains constant within a tolerance of ±2% showing typical accelerations at the edges due to the constriction (See Figure B.1 in Annex B.1).

Local sound pressure measurements in the test chamber without flow show a background noise lower than 30 dB(A) which is low enough to investigate even free jets at low speeds (10 m/s). Figure 2.5 shows the overall pressure level increase for a free jet and plot that in comparison to other aeroacoustic windtunnels (The OASPL scales about with the power of six of the outflow mach number). Moreover the sound spectrum of the free jet shows the characteristic shape [15] and is not affected from the blade passing frequency (BPF) of the fan.\( U_{out}=40 \text{ m/s}, f_{BPF} \sim 320Hz \) would lead to a peak at \( \text{St} \sim 0.4 \). The lower cut-off frequency is about 150 Hz.

2.2 Fluid Dynamics Techniques

2.2.1 Flow Visualisation

Among various visualisation techniques for subsonic flow we choose a traditional one in this work: the oil visualisation technique. In this way one obtains informations at the wall which is otherwise hardly accessible with other techniques, i.e. with laser Doppler anemometry. This technique reveals in particular regions of flow separation and reattachment which, as we will see later, play also a role in acoustics.

The oil visualisation technique is based on colour pigments mixed with oil and painted onto the surface to investigate. During the wind tunnel test the oil will be blown away or evaporates leaving the colour behind. The colour forms streak lines on the surface of

---

\(^1\)Measurement with 1D Hot-Wire Anemometry (HWA). See section 2.2.2 for details on HWA.
the model. Moreover characteristic regions can be identified: the shear stress is defined as $\tau = \mu \frac{du}{dn}$ with $u$ being the velocity parallel to the wall, $n$ the normal to the wall and $\mu$ the fluid viscosity. At the wall the shear stress is zero only in places where the fluid separates because there $\frac{du}{dn} \big|_{separation} = 0$. In these regions the time needed to blow away or evaporate the oil becomes longer. More pigments aggregate in the streak and thus the streaks are more distinct. These streaks also visualize the direction of the flow close to the solid walls. Moreover regions of separation or reattachment may be identified from convergent or divergent streaks.

However streak lines coincide with streamlines only for steady flows. That means that this method is not accurate for highly unsteady flows and that the evaporation time should be long enough to average unsteadiness. On the other hand it should be short enough, so that the oil can be blown off or evaporate completely before the steady testing conditions in the windtunnel cease and the flow conditions begin to change. If this is achieved the pattern will remain visible after the flow has stopped. It is the art of the experimentalist to create a pigment-oil mixture in such a way that the oil sticks to the wall sufficiently. In this work a mixture of benzene and motor oil with higher evaporation temperature has been chosen. Titanium dioxide (TiO$_2$) powder served as color pigment. Photographs are used to record the final pattern.

2.2.2 Hot-Wire Anemometry

**Fundamentals** Hot-Wire Anemometry (HWA) is a fundamental experimental method in the study of low bis medium (less than $\sim 30\%$) turbulent gas flows. It is based on the convective heat transfer from a heated wire (sensor) placed in the flow. Therefore any flow variable which affects the heat transfer of the wire, like velocity, temperature and composition of the flow, can be measured with this approach. In this work the velocity field is measured as the temperature and the composition of the gas flow can be considered constant, not only during a single measurement but also, unless otherwise noted, throughout the whole measurement campaign. Turbulence information can be then obtained as statistical moments from the measured velocity field. This technique is well-developed and documented in numerous contributions since the early fifties. For a comprehensive description the author refers to the valuable work of Bruun [18]. In the following the principle is given.

Except for small fluid velocities, the heat from a electrically heated wire is drawn off mainly by convection, while radiation at the typical wire temperatures (150-300°C) and conduction through the supports of the wire are negligible. King (1914) derived an equation for the heat transfer for an infinite cylinder (approximation of the sensor) in an incompressible low Reynolds number flow, for equilibrium, where the released heat is only drawn off by convection. With the Reynolds number being related to the sensor diameter $Re_{wire}$ and if extremely thin wires (5 $\mu$m is a typical value for tungsten hot-wires) are used as sensor for HWA, King’s equation is a good fit over a moderate velocity range and valid for speeds of even more than 100 m/s$^1$.

Measurements of higher velocities with HWA are however possible, using the vortex shedding method which is based on the relationship of vortex shedding frequency at the sensor for $Re_{wire}$ of up to about 2000: $St = 0.212Re - 2.7$ [19].
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King’s equation reads:

\[ Q_{\text{elect}} = \frac{E^2}{R_{\text{wire}}} = Q_{\text{flow}} = (a + b\sqrt{U})(T_{\text{wire}} - T_{\text{flow}}) \]  

(2.1)

where \( Q_{\text{elect}} \) is the electrical power delivered to the sensor, \( Q_{\text{flow}} \) is the heat loss, \( E \) is the voltage drop across the sensor, \( R \) is its (electric)resistance, \( T \) is the temperature of wire or flow, \( U \) the unknown flow speed, and \( a \) and \( b \) are constants. The wire resistance is a function of the temperature:

\[ R_{\text{wire}} = R_{\text{flow}}(1 + \alpha(T) \cdot (T_{\text{wire}} - T_{\text{flow}})) \]  

(2.2)

with \( \alpha \) being the temperature resistive coefficient, which also is (slightly) dependent on the temperature itself.

It follows that, by keeping the temperature of the sensor constant (that also means constant electric-resistance), the voltage drop at the sensor is a measure of the flow velocity. This approach is called constant temperature anemometry (CTA).

Similar relationship to Eq.2.1 has been introduced for extended velocity range: the so-called extended power law equation:

\[ E^2 = A + B\sqrt{U} + CU \]  

(2.3)

**Calibration** Many investigations in the past were dedicated to obtain the best calibration curves. An alternative to the extended power law equation (Eq.2.3) is the power law equation with a different exponent proposed by Collis and Williams [20]:

\[ E^2 = A + BU^n \]  

(2.4)

here \( n \) is a variable parameter which, also with respect to the velocity range to be measured, lies usually in the range 0.4–0.45. Nowadays, more general polynomial curve-fits are used due to improved computation capabilities, making the uncertainties of curve fitting the smallest uncertainty in the measurement chain. For velocities ranging from 5 to 50 m/s a normalised standard deviation \( \epsilon_U \) of less than 0.5 % is typical [18]. In this work the calibration data obtained from a TSI calibration unit up to about 50 m/s was extrapolated to 66 m/s by a 2nd order polynomial curve and fitted globally by 4th order polynomial curves resulting in a standard deviation \( \epsilon_U \) of ~1% .

Since no universal calibration is available, each sensor must be calibrated separately. To do this, a low turbulence flow of known velocity must be used. Ideally, the probe should be placed into the flow in the same way as it will be used for the actual measurement. In practice, the value of the exponent \( n \) changes with the sensor and velocity as do the values of \( A \) and \( B \). Therefore it is necessary to calibrate each sensor individually, and to check this calibration frequently.

Major uncertainties linked to HWA arise due to probe disturbances (like vibrations or deposits on the wire) and to signal analysis at high turbulence, whereas a inappropriate sampling rate and measurement duration are common concern for every measurement technique.

\[ \epsilon_U = \sqrt{\frac{1}{N} \sum (1 - \frac{U}{U_R})^2} \]

with \( U \) being the speed corresponding to a given reference voltage \( (U_R) \) or derived from a best fit curve \( (U_C) \)

---

\[^2\]
A fixed probe can only measure one velocity component. Therefore it is important that the wire element is placed orthogonal to the mean flow direction. If the flow is not orthogonal to the wire or if it is turbulent, an effective velocity \( U_{\text{eff}} \) should replace the velocity \( U \) in the equations 2.3 and 2.4:

\[
U_{\text{eff}}^2 = U^2 + k^2 V^2 + h^2 W^2
\]  

(2.5)

with \( k \) and \( h \) being the heat-transfer coefficients with respect to the velocity components \( V \) and \( W \) (See Figure 2.6 for localisation of velocity directions). For high turbulence intensities \( (Tu)^3 \) there is an uncertainty in the time-averaged velocity measurement even when the probe is placed correctly. Assuming that \( k \) is much smaller than \( h^4 \), and decomposing the velocity in time-averaged and fluctuating terms \( U = \bar{U} + u \), \( V = \bar{V} + v \) and \( W = \bar{W} + w \), it follows:

\[
\bar{U}_{\text{eff}}^2 = \bar{U}^2 + \bar{u}^2 + h^2 \bar{w}^2
\]  

(2.6)

\[Tu \text{ def} = \sqrt{\frac{\bar{u}^2}{\bar{V}}}, \] with \( u \) being the velocity fluctuation.

\[k = [0 – 0.2], h = [1.05 – 1.2], \] where \( k = 0, h = 1 \) are the limit values for an infinite cylinder without supports.

The uncertainty increases with the turbulence level but can be reduced with correction factors for pre-defined turbulence types: Table 2.3 sums up the correction factor to use in order to compensate these errors, assuming isotropic turbulence \( (\bar{u}^2 = \bar{v}^2 = \bar{w}^2) \).

Higher statistical moments of the velocity (as variance, skewness and flatness) are even more affected from the turbulence. Especially for these Swaminathan (1986) [18] suggests to calculate them from the row voltage signals instead as usual, after that the electric signal has been converted into velocity by one of the calibration curves (i.e. 3. Swaminathan (1986) [18] suggests to calculate them from the row voltage signals instead as usual, after that the electric signal has been converted into velocity by one of the calibration curves (i.e.

---

**Figure 2.6:** Signal dependency of single HWA probe on velocity direction: \( \alpha \) is the angle in the vertical plane, \( \beta \) is the angle in the orthogonal plane. \( k \) and \( h \) are the heat-transfer coefficients. \( U \) and \( U_{\text{eff}} \) are the velocities defined in eq. 2.5.
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with Eq.2.4). Two or three wire sensors are however much more appropriate. In this work both single and double wire sensors have been used.

Table 2.3: Correction factors ($\bar{U}_{eff}$) for the velocity measured with single probe HWA depending from the turbulence level ($Tu$) [18].

<table>
<thead>
<tr>
<th>$Tu$ (%)</th>
<th>$\bar{U}_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.006</td>
</tr>
<tr>
<td>20</td>
<td>1.02</td>
</tr>
<tr>
<td>30</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Summarising, the advantages of HWA are: it has a high frequency response, does not need any fluid tracers, is quick applicable, accurate and is relatively cheap compared, for instance, to Laser Doppler Anemometry (LDA). The drawbacks are: it is invasive, produces values averaged over the wire size, the determination of the velocity direction is ambiguous and it is inaccurate at low velocities (less than about 4 m/s) and for highly turbulent flows (particularly in the intermittence region).

2.2.3 Laser Doppler Anemometry

Through laser doppler anemometry (LDA) the velocity of a fluid flow can be measured by measuring the velocity of particles which are seeded in the fluid. For the measured velocity approximates the velocity of the fluid, the particles should be small enough to be convected with the same velocity. In this work Di-Ethyl-Hexyl-Sebacate ($C_{26}H_{50}O_{4}$) particles with diameter $\varnothing \sim 1 \mu m$ have been used for seeding. LDA systems can measure all velocity components of the particles. The fundamentals of this technique are given by Durst in [21], while practical suggestions are given, among others, in the review of Jensen [22].

Figure 2.7 shows the construction schema for a typical 1D LDA system. A laser beam is splitted (BS) into two beams, lying in the plane of the figure, and focused through a lens (L) at point P in the measuring volume. The measuring principle is based on the Doppler effect: the light reflected from the particles crossing the measuring volume experiences a frequency shift proportional to the velocity of the particles. The reflected light is amplified by a photo-multiplier (detector D), which can be located either opposite to the generated beam (Forward scattering LDA as in the picture) or integrated in the same transmitting optics now provided with an orifice to avoid the reception of the newly generated beam (backward scatter LDA).

Forward scattering LDA was used at the beginning, and still now when high velocity flow are measured or high particle rates are requested, because the amount of light scattered forwards is much larger than backwards\(^5\). The backscatter LDA allows, however, for the integration of transmitting and receiving optics in a common housing, saving the user a lot of tedious and time-consuming work aligning separate units. This latter approach has been used in this work.

Whatever the scattering modus is, the electrical signal at detector D is then transformed in an A/D converter for data processing which consists of signal filtering and fringe counting. Thanks to interferometry the extremely small Doppler frequency shift ($f_D$)

\(^5\)Especially for particles bigger than the wavelength of laser light, according to earliest calculation by Mie (1908).
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can finally be detected. Moreover if the frequency of one of the interfering laser beams is shifted \(f_B\) in the so-called Bragg cell\(^6\), the so-called fringe bias decreases. That means to increase the probability to generate a measurable signal also for particles moving almost parallel to the fringes (small velocity component \(V\) in figure). This causes optical fringes in the measurement volume to move in the direction from the shifted beam (higher frequency) to the unshifted beam at a frequency equal to the shift width. Therefore the direction of the particle velocity is not ambiguous anymore and the velocity direction can be identified now. The frequency detected in \(D\) is \(f_B + f_D\) if the particle moves in a direction against the fringes, \(f_B - f_D\) in the opposite case.

LDA measurements are intrinsically local measurements because interferences exist only where the laser beams cross each other. A small well-shaped crossing volume and high flow rate of small highly reflective particles are fundamental requirements for good measurements [21]. Interferometry will be focused on later in this work, therefore we also refer to chapter 2.3.3 for fundamentals of interferometry and comparison to laser vibrometry.

In order to measure all three velocity components the laser beam is first splitted into three and then their frequencies shifted to obtain three monochromatic beams\(^7\) before they are splitted again and pass the Bragg cells, being positioned on different planes and finally focused in the same point \(P\).

![Diagram](image)

**Figure 2.7:** Implementation of 1D LDA: the laser beam is splitted into two beams which interfere in point \(P\). Detector (\(D\)), lens (\(L\)), mirror (\(M\)), beam splitter (\(BS\)). Original laser frequency \((f)\), shifted from Bragg cell \((f_B)\) and from Doppler effect \((f_D)\).

Nowadays LDA is widely used for velocity measurements either exclusively or together with other techniques, i.e. HWA like in this work, in order to integrate and corroborate the results. Advantages of LDA are: it is non-invasive, measures flow reversal and large velocity ranges, has no limits on turbulence levels, is independent from fluid temperature and no calibration is needed. Drawbacks of LDA are: time consuming optical adjustments and necessity of flow seeding. The latter is often a major limitation of closed loop wind tunnels because mechanical parts of the tunnel quickly become contaminated due to the seeding particles.

2.3 Acoustic Techniques

2.3.1 Near Field Holography

Near Field Holography (NAH) is nowadays a popular measurement technique based on Fourier acoustics (See Annex A) developed by E.G.Williams [23].

\(^6\)A Bragg cell is a acoustooptic modulator which uses the interaction of laser light and high frequency ultrasound in a transparent medium to shift the frequency (early prediction from Brillouin, 1922).

\(^7\)Different frequencies assure that the beams do not interfere with each other.
A pressure hologram represents a measurement of a coherent pressure field (phase and amplitude) in two spatial dimensions. The hologram is decomposed into a Fourier series and can be propagated to different but parallel two-dimensional surfaces by altering the amplitude and phase of each element of the series. Provided that no sound sources lie between both surfaces the homogeneous wave equation can be used for this purpose. Furthermore, the pressure on this new surface can be converted into velocity by multiplication with a different amplitude and phase using the Eulers equation.

Williams demonstrated that the Fourier series approach to NAH applies basically to any 2D geometry. Assuming the propagation of planar acoustic waves and that the equation of the plane where the pressure signal is known (i.e., measured with microphones) is $z=0$, the two-dimensional Fourier transformation of the pressure signal for that plane reads:

$$P(k_x, k_y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(x, y, 0) \cdot e^{-i(k_xx + k_yy)} \, dk_x \, dk_y$$  \hspace{1cm} (2.7)

where $k = \frac{2\pi f}{c}$ is the wave vector, $c$ is the speed of sound, $f$ the investigated frequency, and $P(k_x, k_y)$ is a complex amplitude called the angular spectrum.

Once the angular spectrum is known, the pressure field in a parallel plane ($z \neq 0$) is derived from a planar integral of the Fourier transformation of the pressure in the measured plane ($z = 0$), multiplied by a complex transformation functions:

$$p(x, y, z) = \frac{1}{4\pi^2} \cdot \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(k_x, k_y) \cdot e^{i(k_xx + k_yy)} \cdot e^{i(k_xx + k_yy)} \, dk_x \, dk_y$$  \hspace{1cm} (2.8)

The extrapolation of the wave field can be either towards the sources, allowing their localisation, or away from them, allowing the calculation of the pressure level in the far field.

The derivation and the limitations of this transformation are listed in the Annex A.4.

### 2.3.2 Time-reversal Acoustic Source Localisation

In the work of Fink [25] it was experimentally shown that if the sound signal recorded by microphones is played backwards respecting all original time delays from the microphone locations, the original signal at the emittance is obtained per interference (time-reversal mirror). The essential property that makes time-reversed acoustics possible is that the underlying physical processes of sound waves are unaltered if time is reversed. The two functions $f(x, t)$ and $f(x, -t)$ are in fact both solution of the wave equation. That is true only in linear acoustics for waves propagating in a medium at rest with constant physical properties. The interference (time-)transformation developed by Heinz [24] in neurocomputing field works similar. It is the fundament of a measurement instrument called acoustic camera. Here the sound field is measured simultaneously with several microphones with known relative positions and the sound sources are subsequently reconstructed per interference.

This time, however, the interference does not take place in real space but in the field of view of a camera. For each pixel on the screen the interference values are calculated with respect to the time delays measured from the microphones. The microphones are localised on the screen and the distances calculated on a plane in the field of view of the camera (See Figure 2.8). A map of sound sources arise where the waves have maximum
positive interference. The name ‘acoustic camera’ derives from the unique feature to see the localised sound sources overlapped to the image of the environment in real time, captured with a video camera.

![Figure 2.8: Interference principle (left) by Heinz [24] and acoustic camera (right). \( f_i(t) \) are the pressure signals measured in different locations \((i=1..4)\) in order to reconstruct the signal \( g(t) \) per interference.](image)

Figure 2.8 shows the measuring system used in this work (developed and manufactured by the ‘Gesellschaft zur Förderung angewandter Informatik’ (GFaI)). It consists of an array of 32 equally spaced microphones placed on the circumference of a circle with diameter of 75 cm. The lower cut-off frequency, due to array size, is about 100 Hz. Limits of the measuring systems are: the reconstruction theory assumes planar sound waves emitted towards a microphone-array plane located parallel to it. The mapping quality depends on the type of the incoming pressure signal: discrete tones cause a blurred localisation, because constructive interferences take place periodically in space. In contrast impulse signals or broad band noise are focused best.

### 2.3.3 Laser Vibrometry

#### 2.3.3.1 Fundamentals

Laser Vibrometry (LV) is an optical measuring method based on interferometry. Interferences emerge from superposing beams with same frequency (monochromatic) and same polarisation. Considering two superposing monochromatic beams \( E_1 \) and \( E_2 \) with time averaged intensities \( I_1 = \langle E_1^2 \rangle \) and \( I_2 = \langle E_2^2 \rangle \):

\[
E_1 = E_{01} \cos(\phi_1) \quad (2.9)
\]
\[
E_2 = E_{02} \cos(\phi_2) \quad (2.10)
\]

the resulting beam is their sum:

\[
E_{\text{sum}} = E_{01} \cos(\phi_1) + E_{02} \cos(\phi_2) \quad (2.11)
\]

with the following intensity:

\[
I_{\text{sum}} = \langle E_{\text{sum}}^2 \rangle = \langle E_{01}^2 \cos^2(\phi_1) + E_{02}^2 \cos^2(\phi_2) + 2E_{01}E_{02} \cos(\phi_1) \cos(\phi_2) \rangle \quad (2.12)
\]
\[
I_{\text{sum}} = I_1 + I_2 + 2\sqrt{(I_1 \cdot I_2)} \cdot \cos(\phi_1 - \phi_2) \quad (2.13)
\]
Laser interferometry exploits the specific physical properties of Laser light\(^1\), which are high intensity, polarisation, discrete frequency and high coherence of the light beam. Due to the high coherence, the phases of the monochromatic light beams \((\phi_1, \phi_2)\) remain constant on distances larger than the length of the light path used in experiments unless it is altered along the optical path by external devices (i.e. Bragg-cells) or by medium or boundary properties. This latter, that is the phase change due to medium or boundary is used as principle for quantitative measurement of physical variables like distance, velocity, pressure, temperature and gas composition.

Figure 2.9 shows the measurement principle using the scheme of the first and easiest interferometer constructed by Michelson in 1881 [30]. Practical implementations differ from this basic scheme and will be discussed in the next section. Into the beam splitter (BS), the laser beam with frequency \(f\) is splitted into two beams: one is reflected by mirror (M) and comes across BS into the detector (D). It is called reference beam. The other beam crosses the pressure-perturbated medium (P) twice and is reflected by the vibrating object (V). Both, the perturbated medium and the vibrating object cause changes in the phase of the reflected beam. Time-dependent interferences with the reference beam are taking place and detected at detector (D).

\[ f_D = \pm f \frac{2v}{c} \]  

(2.14)

here is \(c\) the speed of light in the laboratory medium at rest.

The quality of the interference can be expressed as modulation deepness \(m\)

\[ m = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = \frac{2 \sqrt{I_1 I_2}}{I_1 + I_2} \]  

(2.15)

\(^1\)Laser: Acronym of Light Amplification by Stimulated Emission of Radiation
The best interference quality \((m=1)\) is obtained when the two superposing beams have same intensity because just in this case one can have complete signal cancellation.

On the other hand, if the object \((V)\) is replaced by a mirror or back scattering reflector and one cares for not vibrating conditions, one can use the modification of interference pattern as a measure for the temperature and pressure variation in the medium \((P)\) along the laser beam. Therefore, one speaks here more appropriately of laser interferometry instead of laser vibrometry. In this work both terms will be used.

Mayrhofer (2001) [27] measured hydrodynamic pressure fluctuations in compressors by this approach. Vibration and pressure fluctuations could be separated in frequency domain according to their particular flow condition [28]. Moreover Zipser et al. [26] published the same approach for measurement of acoustic pressure fluctuations.

Both, measurements of hydrodynamic and acoustic pressure fluctuations, rely on variations of the refraction index of light within a medium. This can be expressed as a function of the local density as follows:

\[
n \overset{\text{def}}{=} \frac{c}{c_0} \quad (2.16)
\]

\[
(n - 1)_\rho = \sum_{i=1}^{N} (G_i \rho_i) \quad (2.17)
\]

with \(n\) being the refraction index of a gas with density \(\rho\). \(c\) and \(c_0\) are respectively the speed of light in the medium and in vacuum for a given monochromatic light frequency. \(G_i\) the Gladstone-Dale constant for the same monochromatic light frequency and \(\rho_i\) are the partial density of each of \(N\) gas components.

In our case the temperature and the medium composition can be considered constant for times larger than the time needed for the measurement. So, when considering dry air and the adiabatic transformation of an ideal gas, the refraction index changes as follows:

\[
\Delta n = (n_1 - n_0) = (n_0 - 1) \cdot \left( \frac{p_1}{p_0} \right)^{\frac{1}{\kappa}} - 1 \quad (2.18)
\]

The reference refraction index for a Helium-Neon laser (He-Ne) beam with wavelength 633 nm in air at standard atmospheric pressure is given as \(n_0 = 1.00029\) [29]. Therefore, for standard atmospheric pressure condition and very small pressure fluctuations \((\delta p \ll p_0)\), the derivative of the refraction index can be approximated as follows:

\[
\frac{\delta n(t)}{\delta p(t)} \approx \frac{n_0 - 1}{\kappa p_0} \approx 2.1 \cdot 10^{-9}[Pa^{-1}] \quad (2.19)
\]

By integration of the refraction index over the laser beam length \((L)\) one obtains an equivalent optical length. This optical length changes by changing the refraction index as follows:

\[
\Delta l(t) \approx L \Delta n(t) \approx \frac{(n_0 - 1) \Delta p(t)}{\kappa p_0} \quad (2.20)
\]

On the other hand the optical length for the reference path inside the interferometer remains the same. The difference between the integration along the measurement path
and the reference path can be expressed as phase difference $\Delta \phi$. Changes in the pressure cause a movement of the interferometric fringes. These are finally detected by the electronic circuits.

$$\Delta \phi(x, y, t) = \frac{2\pi}{\lambda} \int_L n(x, y, z, t) \, dz - \frac{2\pi}{\lambda} \int_{L_{ref}} n(x, y, z) \, dz \quad \text{(2.21)}$$

with $z$ the beam axis. Therefore it is possible to measure pressure fluctuation averaged over the laser beam length. It can be expressed as equivalent velocity (also called \textit{effective} velocity)

$$v_{eff}(x, y, t) = 2 \cdot \frac{dn}{dp} \int_L \frac{dp(x, y, z, t)}{dt} \, dz \quad \text{(2.22)}$$

with $L$ being the length of geometrical path covered by the laser beam between laser head and reflector ($z$ direction).

On the other side, in classical vibrometry, the refraction index is also constant on the measurement path, therefore the phase-change reads:

$$\phi(t) = \frac{4\pi}{\lambda} z(t) \quad \text{(2.23)}$$

$$v = \frac{dz}{dt} = \frac{\lambda}{4\pi} \frac{d\phi}{dt} \quad \text{(2.24)}$$

Even though laser vibrometry exploits, similar to the LDA (Section 2.2.3), interference fringes to obtain a signal, the measuring principle is quite different: LDA does not measure pressure fluctuations because the change in the interference fringes can only occur in a small measurement volume and only if light-reflecting particles cross it. Laser vibrometry, on the other hand, can not directly measure the flow velocity as in the flow there are no particles\textsuperscript{8}. The measurement volume corresponds to the whole length of the laser beam.

\textbf{2.3.3.2 Implementation}

After having reviewed the interferometric principle and the application for both vibrometric and pressure measurements, now two commercial implementations of this principle (Polytec) are introduced. They have been used in this work for aeroacoustic measurements. The first implementation is based on the Mach-Zehnder Interferometer and is on the market under the name Polytec Scanning Vibrometer (PSV). It consists of an interferometric system whose He-Ne laser beam can be tilted through internal mirrors. The tilting mechanism is used to scan a whole region from the same fixed position. Figure 2.10 shows the working principle. In the following, P and V denote the two possible applications as described in the previous sections: classic vibrometry (V) or density measurement (P).

The laser beam with frequency $f$ is splitted into a reference and a measurement path with same polarisation by BS1. The measure path experiences a frequency shift due

\textsuperscript{8}Commonly, the density of the particles naturally contained in the air, i.e. dust, is not sufficient and the size of the particles too large and not uniform to serve for LDA measurements.
2.3. Acoustic Techniques

to the Bragg cell \(f_B\). The initial linear polarisation of the beam (i.e. horizontal) is converted into a circular one when passing the \(\lambda/4\) plate\(^9\).

The light reflected by \(V\) has still circular polarisation but reversed rotation. Therefore, after passing the same plate again, the light is now vertically polarised. The different polarisation avoids interferences on the same path. On the other side, interferences take place at detector \(D1\) where the first beam meets the reference beam whose polarisation is changed to vertical by a \(\lambda/2\) plate inclined 45°. The second detector \(D2\) is not compulsory but allows a better signal-to-noise ratio. Namely, one can cross-correlate the output of both detectors and use it as new signal; Due to the fact that the noise at two separated detectors is uncorrelated, the only coherent contribution comes from the signal.

![Figure 2.10: Implementation of PSV interferometer following the Mach-Zehnder principle: mirrors (M), lens (L1), beam splitters (BS), detectors (D), polarisation filters (\(\lambda/2, \lambda/4\)), measurement volume affected by pressure changes (P), reflecting object (V). The direction of light polarisation is indicated with two parallel horizontal or vertical lines. The dashed line groups parts belonging to the same physical unit.](image)

The second implementation is known as Compact Laser Vibrometer (CLV). CLV is classified as one-point vibrometer as the axis of the laser beam remains fixed. It consists of two separated units: a laser unit with decoder modules and a Bragg cell with lenses. The two units are connected by a fiberglass cable. The working principle differs from the PSV because here the measurement beam and the reference beam are routed on the same optical fiber (fiberglass cable). Figure 2.11 shows the principle: The generated beam passes the beam splitter (BS) and, after a 45° polarisation change at the \(\lambda/2\) plate, reaches the Bragg-cell, the lens (L1) and further down the measurement domain (P,V). The fiber ends in point E causing a partial reflection of the original beam. This reflected beam will be called ‘reference beam’ further on. This reflection property at the fiber-end is exploited in the measuring principle: by passing the \(\lambda/2\) plate again, the reference beam and the beam reflected in \(V\) have now the same polarisation and can therefore interfere with each other, but not with the originally generated beam, even though they are transmitted on the same optical path. In the figure 2.11 the ideal case of a perfect interference (\(m=1\)) is sketched: that is the amplitude of interfering beams with frequency \(f\) is the same. In reality the reference beam will have a smaller intensity than

\(^9\)Circular polarisers are made of bi-refracting crystals which have different refractive indices, and therefore different propagating velocities, depending on the polarisation of the incident light. If linear polarised light crosses those crystals inclined 45° to the major axis, the phase changes. This produces for instance phase differences of \(\pi/2(\lambda/4\text{ plate})\) or \(\pm \pi\ (\lambda/2\text{ plate})\).
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the measurement one. Therefore, the signal with frequency $f$ will not completely cancel out at the detector $D$. Nevertheless, commercial detection software (Polytec PSV) is capable of coping with this allowing a very high detection rate even by different reflection index of the object surface ($V$).

For aeroacoustic purposes we replace the object ($V$) by a mirror or a back scattering reflector. By using a back scattering reflector instead of a mirror, the light is reflected in all directions. Thus the reflector is not required to be positioned exactly orthogonal to the laser beam anymore. However, the scanning motion of the beam of PSV requires the reflector to be at least as big as the domain to be scanned. This can cause spurious reflections of acoustic waves at the reflector which are a drawback for measurements of acoustic pressure fluctuations. Moreover, the laser beam crosses the measurement domain at different angles introducing an additional spatial averaging of pressure fluctuations in the measuring volume which is a drawback for sound source localisation.

2.3.3.3 Progresses

Localisation Enhancement of Acoustic Pressure Fluctuation

Hydrodynamic near fields are characterised from the fact that both types of pressure fluctuations (hydrodynamic and acoustic) occur\(^\text{10}\).

For better acoustic experiments, it is convenient to separate these contributions. With Laser interferometry it is possible to detect the acoustic pressure fluctuations inside a hydrodynamic near field much better than with other conventional acoustic techniques (i.e. microphones).

We demonstrate that, with a simple numerical simulation, by assuming a planar sound wave and a coherent pressure fluctuation representing the hydrodynamic fluctuation. The amplitudes are taken equal to (∼50 dB) and 60 dB respectively. If the pressure were locally measured with microphones, it would have lead to a sound signal completely

\(^{10}\)The word *pseudo sound* is used in this work, following the example of Ffowcs-Williams [34] to indicate the pressure fluctuations convected with the eddy structures of the flow. This distinguishes from the typical acoustic pressure fluctuations, which propagate with speed of sound. In general acoustics, pseudo sound is often described with the term ‘wind noise’. This is due to the fact that it can be detected through a microphone and designates exactly what a microphone located in the flow measures. More correctly, pseudo sound exists because of the balance of inertial forces in the flow and can be detected also by non-invasive probes (laser). In this work, the region where pseudo sound is defined will be called the hydrodynamic near field.
perturbed from pseudo sound, coherent pressure fluctuation representing the hydrodynamic fluctuation. The amplitudes are taken equal to (∼50 dB) and 60 dB respectively. If the pressure were locally measured with microphones, it would have lead to a sound signal completely perturbed from pseudo sound, while with laser interferometry in many cases we can preserve almost the original sound pressure level. Figure 2.13 shows the result of this simulation: one can estimate the measurement precision, which can be obtained with laser interferometry for a given flow width and amplitude of the hydrodynamic pressure. Through the integration of changes in the light index along the path $L_A$, the laser interferometry is less sensitive than microphones to hydraulic fluctuations. In fact, the effect of the sound pressure on the signal measured with laser interferometry ($v_{eff}$) prevails over those of pseudo sound by increasing the ratio between laser beam length ($L_A$) and the extension of turbulence ($L_F$). It follows that the quality of sound measurements depends also on the extension of the turbulence region.

![Diagram](image.png)

**Figure 2.12:** Application schemata of Laser interferometry for aeroacoustics [26]. $L_F$ is the extension of the turbulent flow along the laser ray and $L_A$ is the distance from laser to the fixed (back)reflector.

**Localisation of sound sources**

Further in this work it is attempted to localise sound sources with laser interferometry. Already in the work of Zipser [26] the sound sources were qualitatively localised by visualisation of the time evolution of the pressure field. Here we follow to same extent the same approach: the acoustic sound pressure has been measured in the far field and used as reference for the visualisation of the propagation of sound waves. Hereby, the phase measured in far field has been subtracted from the phase measured, with the laser vibrometer, in near field. The phase is calculated with fast Fourier transformation technique (FFT). When the phase difference between two points remains constant, it shows a correlation and therefore indicates either sound waves or turbulent structures. The formers can be distinguished from the latters depending on the length between minima and maxima of the pressure signal.

Furthermore a new approach is tried in this work: inside a turbulent region the acoustic pressure fluctuations are much smaller than the hydrodynamic one and can be therefore neglected. In particular, as the Mach number considered in this work is small, the
hydrodynamic pressure fluctuations can be modelled as incompressible. Using the same expansion about incompressible flow (EIF) [43] used for numerical prediction (section 3.2.2), the substantial derivative of the hydrodynamic pressure is identified, as acoustic source term. Therefore, a part of the velocity gradient which is the difference between partial and substantial derivative, the square mean root of the detected signal ($v_{eff}$) is a measure of the strength of aeroacoustic sound sources.

$$\text{rms}(v_{eff}) = 2\left| \frac{dn}{dp} \right| \cdot \sqrt{\frac{1}{T} \int_0^T \left( \int_B \frac{dp(z,t)}{dt} \ dz \right)^2 \ dt}$$  \hfill (2.25)

**Localisation Enhancement of Hydraulic Pressure Fluctuation** The measurements in this work are conducted on configurations with particular symmetry: i.e. cylindrical geometries with the laser beams being parallel to its axis. The derivative of the refraction index with respect to the pressure is constant throughout the measurement field, therefore the measured variable can be easily defined with the integral formulation in Eq.2.22. For measurements not respecting this symmetry or for more general geometries, in order to remove the effect of spatial averaging, it is necessary to measure the pressure fluctuations locally. Mayrhofer [27] reviewed some possible approaches: correlation of two laser beams, laser tomography and so-called laser with small ‘depth of sharpness’. In this work we investigated the latter. From [27] it seems that the previous author has not achieved satisfactory results with a similar approach. We aimed here to reduce the integration length used in equation 2.22. In particular, by widening the laser beam over a region larger than the local turbulence correlation length ($\Lambda$) we aim to have a negligible space-averaged signal over a large part of the integration length. Further in this work we call this approach ‘Small Sharpness Depth Laser Vibrometer’ (SSD-LV). Figure 2.14 shows the principle. The laser beam from a CLV unit with di-
ameter d crosses three cylindrical lenses L0, L1, L2 before being reflected at mirror M. The relative positioning of the lenses (a, b) is related to their focal length \( f \). From the theory of thin lenses it follows:

\[
\frac{1}{a} + \frac{1}{b} = \frac{1}{f}
\]  

(2.26)

**Figure 2.14:** Principle of the Small Sharpness Depth Laser Vibrometer (SSD-LV). Turbulence correlation length \( \Lambda \), lenses L0, L1, L2, focal point P, laser beam width d, mirror M.

The shear layer of the windtunnel nozzle has been used as test case for initial measurement with laser interferometry. The previously defined variable \( v_{eff} \) has been measured with PSV, CLV and SSD-LV within the same region (grey in figure 2.17-a) and same outflow speed (\( U=40 \text{ m/s} \)). For CLV and SSD-LV the reflector is built from the small mirror (M) of figure 2.15 while for PSV a larger retro-reflector is positioned behind the nozzle. In all the three cases the laser beam was focused on the middle plane of the nozzle.

We could separate spatially the frequency content of the turbulence. In figure 2.16, for instance, one can see the intensity of \( v_{eff} \) for different frequencies (a, b, c) and as overall (d).

Figure 2.17 shows the spectra of \( v_{eff} \) for different longitudinal distances from the nozzle outlet and transversal distances from the nozzle symmetry plane. In general one can see a good capability of this technique, in all three realisations, to localise hydrodynamic pressure fluctuations (and as previously showed, also acoustic sources) and separate spatially according to its frequency. In fact one observes high frequency perturbations near the outlet (\( \approx 500–1500 \text{ Hz} \)) and stronger low-frequency perturbations with increasing distance, with maximum at about \( d/H=2 \) (\( \approx 400–500 \text{ Hz} \)). The levels measured from CLV and SSD-LV are similar but inferior to those of PSV. The reason is unclear but probably dependent from the laser spot size in the turbulence region.

If the focus point of the laser beam (SSD-LV) is moved outside the flow while keeping the length of the laser beam crossing the flow constant, one observes a reduced signal as expected. However, the focusing properties of SSD-LV are not sufficient for investigation of pressure fields which are subject to large gradients in the laser axis direction.
Figure 2.15: SSD-LV configuration: detail of CAD model (above) and overview of the wind-tunnel with the traversing unit (underneath). Compact Laser Vibrometer (CLV), Lenses (L0, L1, L2), focal point (P), mirror (M).
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Figure 2.16: Shear layer measurement with PSV for outflow speed 40 m/s. Map of root mean square of $v_{eff}$. Maximum = 150 $\mu$m/s (red).
Figure 2.17: Shear layer measurement: a) region measured (in gray) at nozzle outlet of the wind tunnel. Opening angle of shear layer $\alpha \approx 15^\circ$. Spectra of $v_{eff}$ measured with laser interferometry along the shear layer for outflow speed 40 m/s. b) with PSV c) with CLV, d) CLV with lenses (SSD-LV). e) Spectra of $v_{eff}$ with SSD-LV, for the same longitudinal position ($d/H$) with shift of the focusing points in transversal direction ($\Delta z$). Amplitude range = $0.2 - 3 \cdot 10^{-5}$ m/s.
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Analytical and Numerical Approach

In this chapter we present the governing equations for the dynamics of a gas, the model simplifications for the aeroacoustic problem and details of the implementation in commercial and own code. We first recall briefly the fundamentals of governing equations for compressible gas (Navier-Stokes and Euler equations) and the discretisation techniques (finite difference, finite elements and finite volume method). Than we present three approaches for aeroacoustics which have been used in this work: two of them are hybrid approaches and one is a direct one. The hybrid approach solves the fluid dynamic and the acoustic problems separately. The sound sources are extracted from the turbulence solved in the fluid dynamic simulation (here with RANS, DES). As shown further, the goal is to reduce the numerical complexity by adapting the governing equation and the numerical discretisation to each problem. The direct approach, on the other side, solves both problems at the same time and captures, differently from the hybrid approach, the reciprocal physical interaction. In this work we used the direct approach according to the Lattice-Boltzmann Method (LBM). In all these methods the turbulence is either completely (RANS) or partially modeled (DES, LBM).

3.1 Fundamentals

3.1.1 Conservation Laws

The general laws of conservation of mass, momentum and total energy for a fluid continuum, under the assumption that the variables are sufficiently smooth to allow differentiation, read

\[ \rho_t + \nabla \cdot (\rho \vec{u}) = 0 \]  \hspace{1cm} (3.1)

\[ (\rho \vec{u})_t + \nabla \cdot [\rho \vec{u} \otimes \vec{u} + p I - \Pi] = \rho \vec{g} \]  \hspace{1cm} (3.2)

\[ E_t + \nabla \cdot [(E + p)\vec{u} - \vec{u} \cdot \Pi + \vec{Q}] = \rho (\vec{u} \cdot \vec{g}) \]  \hspace{1cm} (3.3)

where \( \vec{u} \) is the velocity vector, \( \vec{g} \) is a body force vector (i.e. electromagnetic or gravity force), \( \Pi \) is the viscous stress tensor, \( \vec{Q} \) the energy flux vector\(^1\), \( I \) is the identity tensor and \( E \) is the total energy per unit mass.

\(^1\)I.e. conduction, convection or radiation of heat due to temperature gradients.
The thermodynamic pressure $p$ is related to other thermodynamic variables, density and temperature, through the thermal equation of state (EOS) $p = p(T, \rho)$. For thermally perfect gas it reads for instance:

$$p = \rho RT$$

(3.4)

where $R$ is the specific gas constant.

Considering $p$ the thermodynamic pressure, two viscosity coefficients (shear and bulk viscosity coefficients) are necessary in order to define $\Pi$. Normally\(^2\) only the shear coefficient is retained and called $\mu$, the (dynamic) viscosity.

The viscous stress tensor $\Pi$ is linearly related to the derivative of the velocity field under the hypothesis of Newtonian isotropic fluid, which is valid for a large number of gas and fluids (i.e. air and water).

$$\Pi_{ij} = \mu \left( \frac{\delta u_i}{\delta x_j} + \frac{\delta u_j}{\delta x_i} \right) - \frac{2}{3} \left( \frac{\mu}{\rho} \frac{\delta u_i}{\delta x_i} \right)$$

(3.5)

Moreover, $E$ is obtained from the specific kinetic energy and the specific internal energy $e$ as follows:

$$E = \rho \left( \frac{1}{2} \vec{u}^2 + e \right)$$

(3.6)

The specific internal energy is defined from the caloric equation of state, which for a thermally ideal gas, has the simple expression

$$e = \frac{p}{\rho (\gamma(T) - 1)}$$

(3.7)

Defining the speed of sound $c$

$$c = \sqrt{\frac{\delta p}{\delta \rho}}$$

(3.8)

for constant entropy, from the 2nd law of thermodynamics for thermally ideal gas follows:

$$c = \sqrt{\frac{\gamma p}{\rho}}$$

(3.9)

Setting the body force to zero and considering a Newtonian fluid the equation system 3.1 is usually referred to as the compressible Navier-Stokes equations (1827; 1845). The Navier-Stokes equations build the model for fluid dynamic simulations. The viscous stresses (Eq.3.5) build the mechanism for turbulence and are important where the velocity gradient are large i.e. in shear or boundary layers.

The homogeneous Euler equations are then obtained from 3.1 by neglecting viscous stresses and heat flux\(^3\). They still represent a non-linear system of partial differential equations (PDE), however of first instead of second order:

$$\rho_t + \nabla \cdot (\rho \vec{u}) = 0$$

(3.10)

$$\rho \vec{u}_t + \nabla \cdot [\rho \vec{u} \otimes \vec{u} + \rho I] = 0$$

(3.11)

$$E_t + \nabla \cdot [(E + p) \vec{u}] = 0$$

(3.12)

\(^2\)For mono-atomic or bi-atomic gas with relative small volume dilatation rate. When this is not satisfied either $p$ does not represent the thermodynamic pressure anymore, but just the isotropic part of the stress tensor, or a second coefficient (bulk) for the viscosity is necessary. See [31] for a historical review.

\(^3\)Although, strictly speaking, the Euler equation is just the momentum conservation equation
By considering smooth solutions of this system (no shock waves) the system entropy is conserved. It follows that the equation for $E$ is redundant.

In this work, the conservation laws will be also expressed in the compact notation. The 2D Euler equation now reads:

$$\vec{U}_t + F(\vec{U})_x + G(\vec{U})_y = 0$$

(3.13)

with $\vec{U}$ the variable of conserved quantities ($\rho, \rho u, \rho v, E$) and $F(\vec{U}), G(\vec{U})$ their flux:

$$\vec{U} = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ E \end{bmatrix}, F(\vec{U}) = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ \rho v(E + p) \end{bmatrix}, G(\vec{U}) = \begin{bmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ v(E + p) \end{bmatrix}$$

The Euler equation system is called quasi-linear as the flux matrices $F, G$ are function of the vector $\vec{U}$. It can be expressed in the following form:

$$F(\vec{U})_x = A(\vec{U})\vec{u}_x, \ G(\vec{U})_y = B(\vec{U})\vec{u}_y$$

(3.14)

where $A$ and $B$ are called the Jacobian matrix of the system. For an overview of further properties of Euler equations and modern techniques of numerical solution we refer to the work of Toro [32].

In classical acoustics, the homogeneous Euler equations build the model for sound propagation as long as one can neglect the dissipation of sound waves. This is commonly the case when the travelling distance of sound waves in air is smaller than typically few hundreds wave lengths. Under these circumstances the effect of viscous stresses in the fluid due to acoustic waves is negligible.

In aeroacoustics, the viscous stress plays a major role because the turbulence is the source of sound. Nevertheless it is still open the question if it is important also in the propagation. In fact the role of viscosity in aerodynamic sound generation has long been an area of controversy [34]. The more evident case is represented from the dependence of sound intensity from the velocity in the boundary layer of an infinite plate [35]. Only recently (2003), Morfey [36] highlighted that an additional radiation mechanism, for turbulence in contact with a boundary, is the viscous scattering of incident vorticity into sound. In this work the classical acoustic approach with Euler equations has been used.

For small perturbations, the Euler equations can be further simplified: the non-linear system can be linearised around the local, even inhomogeneous, fluid properties (LEE). Developing the solution as

$$\vec{U} = \bar{U} + \vec{\nu}$$

(3.15)

with $\bar{U}$ the time-averaged solution and $\vec{\nu}$ the perturbation one.

The compact form of Eq.3.13 can be still maintained. However, when writing the flux using the Jacobian matrices, additional terms, linear in $\vec{U}$ arise:

$$\vec{\nu}_t + A(\vec{\nu})\vec{\nu}_x + B(\vec{\nu})\vec{\nu}_y + D(\vec{\nu}) = 0$$

(3.16)

According to the conventional terminology (i.e. [32]) we call the form of Eq.3.16 inhomogeneous, nevertheless we stress that the vector $D$ is still a function of the solution $\vec{\nu}$ and not of an external source.
For simple inhomogeneous background flow, the continuity equation can be combined with the impulse conservation equation into one equation of higher order, which has the character of a third-order wave equation. We call it further convective wave-equation. Assuming that the background velocity is a function of one variable only (i.e. \( U = U(y) \)) and that constant background density and pressure exist, the convective wave equation reads [2]:

\[
\frac{D}{Dt} \left( \nabla^2 p' - \frac{1}{c_0^2} \frac{D^2}{Dt^2} p' \right) - 2 \frac{\delta U}{\delta y} \frac{\delta^2 p'}{\delta x \delta y} = 0
\]

(3.17)

The convective wave equation 3.17 allows to capture the refraction of sound waves due to the inhomogeneous medium and the enhancement of sound due to the moving medium, similar to the Doppler effect for moving sources.

The so-called acoustic analogies build up exactly at this level. The source term at the right-hand side is not zero but is derived from the solution of inhomogeneous turbulent fluid. The inhomogeneous Euler equations serve then to the propagation of sound in the medium. In particular, the acoustic analogy of Lilley [38] yields from this convective wave equation.

For propagation of sound waves in an homogeneous field, which means with time and space-constant background velocity \( U_0, V_0 \) and density \( \rho_0 \) the homogeneous LEE is recovered and its (constant) Jacobian matrix reads, for example, in primitive variables \((\rho, u, v, p)\):

\[
A = \begin{bmatrix}
U_0 & \rho_0 & 0 & 0 \\
0 & U_0 & 0 & \frac{1}{\rho_0} \\
0 & 0 & U_0 & 0 \\
0 & \rho_0 c_0^2 & 0 & U_0
\end{bmatrix},
B = \begin{bmatrix}
V_0 & \rho_0 & 0 & 0 \\
0 & V_0 & 0 & 0 \\
0 & 0 & V_0 & \frac{1}{\rho_0} \\
0 & 0 & \rho_0 c_0^2 & V_0
\end{bmatrix},
D = \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

(3.18)

This simplified model still allows to capture the enhancement of sound due to the moving medium.

A further, more extreme simplification is represented from the well-known homogeneous linear second-order wave equation which yields from a global linearisation of the Euler equations around a medium at rest.

\[
p_{ttt} - c_0^2 \nabla^2 p' = 0
\]

(3.19)

The equivalent in frequency domain is the Helmholtz equation (Eq.A.11 in Appendix). The famous acoustic analogy of Sir Lighthill [1] yields from this homogeneous wave equation.

### 3.1.2 Numerical Discretisation

Before introducing the aeroacoustic approaches in the next sections, let us remind here the numerical methods which can be applied for the solution of PDE like Euler or N-S equations.

**Finite Difference** If the fluid dynamic variables are smooth functions in space, the system of conservation laws can be solved in the differential form of Eq. 3.1. The spatial derivatives are approximated with finite differences at the nodal points of a discretised space domain using values at neighboring points. Figure 3.1 exemplifies
the discretisation in two dimensions. The approximation for the derivative of the one variable \((u)\) of the solution vector \(\vec{U}\) in two dimensions for the node at position \(i,j\) reads for instance:

\[
\begin{align*}
    u_x(i,j) & \approx \frac{1}{\Delta x_i} \sum_{l=-L}^{M} a_l u_{i+l,j}, \\
u_y(i,j) & \approx \frac{1}{\Delta y_j} \sum_{l=-L}^{M} a_l u_{i,j+l},
\end{align*}
\]  

(3.20)

where \(a_l\), \(L\), \(M\) are geometrical coefficients and parameters which depends on the number and location of neighbours for the node \(i,j,k\).

Higher order approximation of the derivatives are obtained using more points (i.e. \(L, M > 1\) in Eq.3.20) and derivatives of neighbours as well (compact schemes). It leads to a system of equations for all the grid points

\[
\sum_{l=-L}^{M} a_l u_{i+l,j} + \sum_{m=-L}^{M} b_m u_{i,j+m} + \sum_{o=-L}^{M} d_o u_{i,j} = 0
\]

(3.21)

where now, the coefficients \(a, b, d\) arise from the previous geometrical parameters and the physical coefficients of the Jacobian matrix from Eq.3.16.

See further [37, 42] for instance for storage techniques, errors analysis and treatment of boundary conditions.

**Finite Element** The conservation laws are here multiplied by test functions and then integrated over each element \(\Omega_i\). The solution itself is approximated as series of basis functions \(\Phi_i(\vec{x})\). Using eq. 3.13 it reads:

\[
\vec{U}(\vec{x}, t) = \sum c_i(t) \Phi_i(\vec{x})
\]

(3.22)

\[
\int_{\Omega_i} \left( \vec{U}_t + F(\vec{U})_x + G(\vec{U})_y \right) \Phi_i \, d\Omega = 0
\]

(3.23)

This formulation of the problem is called *variational*, and the solution \(\vec{U}\), *weak* solution. Due to the variational formulation (integral) the requirements of regularity for the solution are less strict. However, possible discontinuities of the solution (i.e. in the density due to shock waves) can be captured only if the numerical method supports these discontinuities (i.e. discontinuous basis functions between the grid elements).

**Finite Volume** Also the finite volume method uses the integral form of the conservation equation. For the \(i\)-th element \(\omega_i\)

\[
\int_{t_n}^{t_{n+1}} \int_{\Omega_i} \vec{U}_t + F_x + G_y \, d\Omega = 0
\]

(3.24)

leads to evolution equations for integral mean values

\[
\vec{U}_{i,j}^{n+1} = \vec{U}_{i,j}^{n} - \frac{\Delta t}{\Delta x} (f_{i+1/2,j} - f_{i-1/2,j}) - \frac{\Delta t}{\Delta x} (g_{i,j+1/2} - g_{i,j-1/2})
\]

(3.25)

\(^4\text{i.e. for upwind scheme 1st Order } L = 0, M = 1, a_0 = 1 \text{ and } a_1 = 1, \text{ for central scheme } L = 1, M = 1, a_{-1} = 1, a_0 = 0, a_1 = 1.\)
Chapter 3. Analytical and Numerical Approach

with

\[
\bar{u}_{i,j}^n \overset{\text{def}}{=} \frac{1}{\Delta x \Delta y} \int_{\Omega_i} \bar{u}(x, y, t_n) \delta \Omega
\]  
(3.26)

\[
f_{i+1/2,j} \overset{\text{def}}{=} \frac{1}{\Delta t} \int \Delta t F(\bar{u}(x_{i+1/2}, y_j, t_n)) \delta t
\]  
(3.27)

\[
g_{i,j+1/2} \overset{\text{def}}{=} \frac{1}{\Delta t} \int \Delta t G(\bar{u}(x_i, y_{j+1/2}, t_n)) \delta t
\]  
(3.28)

where the numerical flux (f,g) can be derived analytically or approximated numerically. See further [32] for a comprehensive comparison of numerical schemes under the finite volume framework.

\[\Omega_i\] is the \(i\)-th element of the discretisation.

Figure 3.1: Discretisation approaches on a 2D cartesian grid: a) FD, b) FE, c) FV. \(\Omega_i\) is the \(i\)-th element of the discretisation.
3.2 Hybrid Approach based on Large Eddy Simulation

One approach to derive the acoustic sources from a subsonic flow consists in the ‘Expansion about Incompressible Flow’ (EIF). In this approach the sound sources are derived in the limit of incompressible flow field. In particular in the following section it will be shown that the substantial derivative of the fluid pressure field calculated as incompressible acts as volume sound source for the acoustic equations (Euler equations).

Obviously, the condition for accurate acoustic results is a ‘precise’ unsteady solution of the turbulent flow field. This requires that the velocity fluctuations are expression of the real turbulence of the flow and that the velocity field satisfies the kinematic requirement of incompressibility (the divergence of the velocity field equals zero).

The most direct approach consists in the solution of the Navier Stokes equations (DNS) with a discretisation of the computational domain enough fine to capture all turbulent scales up to the smallest (Kolmogorov scale) \[37\]. The computational effort is almost linear with the characteristic Reynolds number of the flow. For instance the number of element necessary in each space dimension is estimated in \[40\] for a channel flow as follows:

\[
N \approx 0.05 \cdot Re^{0.9} \tag{3.29}
\]

which leads for middle-high Reynolds number (i.e. \( Re = 10^5 \)) for 3 dimensions to \( N^3 \approx 4 \cdot 10^{10} \) elements, which corresponds to a calculation time of about 84 years by using a computational power of 150 Mflops\(^5\).

In order to reduce this, at present inaccessible, computational effort it is looked to solve only for the largest eddies. The physical motivation is that the largest scales carry the maximum energy and therefore can transmit also more energy acoustically. This approach is known in the literature as large eddy simulation (LES) and consists in the spatial filtering of the velocity field in the Navier-Stokes equations: turbulence structures whose scale are larger then the scale length associated with the filter (\( \Delta \)) are solved directly with the unsteady Navier Stokes equations.

The spatial filtering is obtained by applying a localised function \( G(x, x') \) called filter kernel to the velocity field \( \vec{u} = (u_1, u_2, u_3) \). For instance, for a top-hat filter it reads:

\[
\Pi_i(x_i) \overset{\text{def}}{=} \int G(x_i, x_i') u_i(x_i') dx_i' \tag{3.30}
\]

\[
G(x_i) \overset{\text{def}}{=} \begin{cases} \frac{1}{\Delta} & \text{for } |x_i| \leq \frac{\Delta}{2} \\ 0 & \text{otherwise} \end{cases} \tag{3.31}
\]

Deriving from equations 3.1, the N-S equations in incompressible form read:

\[
\nabla \cdot \vec{u} = 0
\]

\[
\vec{u}_t + \vec{u} \cdot \nabla \vec{u} + \frac{\nabla p}{\rho} = \nu \nabla^2 \vec{u}
\]

therefore the space averaged incompressible N-S equations yield:

\[
\nabla \cdot \vec{u} = 0
\]

\[
\vec{u}_t + \vec{u} \cdot \nabla \vec{u} + \frac{\nabla p}{\rho} = \nu \nabla^2 \vec{u} - \nabla \cdot \tau^s
\]

\(^5\)with the assumption of 1000 operations pro element and 10000 time steps.
where $\tau^s$, the so-called subgrid Scale (SGS) Reynolds stress, is defined as follows:

$$\tau^s = \overrightarrow{u} \otimes \overrightarrow{u} - \overrightarrow{\overline{u}} \otimes \overrightarrow{\overline{u}}$$

(3.36)

and represents the momentum flux caused by the action of the small turbulent scales. Only by using a model for the subgrid scales, the equations 3.34 and 3.35 are closed and can be solved.

As the small turbulent structures tend to be homogeneous and isotropic they are adapt to be easily modelled. Most commonly used subgrid models, i.e. proposed by Smagorinsky (1963), are well documented in the literature [37].

In this work a multi-zonal variant of LES has been used (DES, detached eddy simulation). This ansatz has been used in the implementation of CFX (Ansys). The principle will be explained in the following section. For the subsequent simulation of sound propagation the linearised Euler equation have been used in the finite element implementation of the university code Hydsol (IAG). A file-based approach has been implemented here for the data exchange between the codes and it will be described further in the following sections.

### 3.2.1 Detached Eddy Simulation

Detached eddy simulation (DES) is a hybrid approach which combines classical RANS (Section 3.3.1) and LES models. It bases on the idea to cover boundary layers by a RANS model and to switch to LES model in separated flow regions, which are typically characterised by larger turbulent structures. In other words, it allows a much coarser domain discretisation than LES and therefore a reduced computational time, but still offers some of the advantages of an LES method in separated regions. In figure 3.2 the discretisation strategy of DES is illustrated with respect to RANS and LES. For simplicity one identifies three turbulent structures with decreasing size; the largest ones being anisotropic(1,2) and the smallest(3) being isotropic. A mesh is adequate for LES when it discretises all anisotropic structures (1,2). The isotropic subgrid scales (SGS) are modelled with, for instance, simple algebraic turbulence model (Smagorinsky). On the other hand, the coarser mesh used by DES leaves more scales unresolved. These should be modeled with a turbulence model more complex than the algebraic one with constant scale: neglecting the effect of the flow anisotropy, two-equation models like turbulence viscosity models as $k$-$\epsilon$ [37] or SST [103] (see section 3.3.1) are therefore used. On the other side more equations (Reynold-Stress) models are used for taking into account anisotropy. On the other hand, in RANS simulations, the turbulence is completely modeled and not resolved therefore a much coarser domain discretisations can be used.

The implementations of the DES formulation differ in the following points:

- switching mechanism between RANS and LES
- how quickly the turbulent structures develop after that the model has switched from RANS to LES mode

The effects of the different implementation can be seen for separated flows at the separation and at the reattachment points. In particular a typical problem is the grid-induced
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Figure 3.2: Example of turbulence scales (1, 2, 3) and grid discretisation. For each method (LES, DES, RANS) the resolved turbulent scale (red solid line) are distinguished from the modelled turbulent scale (dashed red line).

flow separation for increasing mesh refinements [103]. In contrast to the implementation of Strelets [45], the implementation of CFX leads to a more accurate result [103], therefore the latter has been chosen in this work.

The implementation of CFX bases on a zonal formulation, that is, it switches from SST-RANS model to LES model where the turbulent length, predicted by the RANS model is larger than a scale based on the local grid spacing. The length scale used then in RANS is replaced by the local grid spacing therefore the DES model returns to the RANS formulation in attached boundary layers. The switch occurs locally and is updated at each time step. Two variants are implemented: the first one (called after the name of a parameter, F1) takes the grid scale as the mean value of the local element edge length, while the second one (F2) takes the grid scale as the maximal value of the local element edge length. The choice of the second scale factor (F2) is more conservative.

For LES and DES, the integral flow quantities like the turbulent kinetic energy ($K$), are sum of two parts: one part is due to the fluctuation of the velocity ($\bar{u}$) resolved in the discretisation grid while the other part is derived from the modeling of the subgrid scales $K_{SGS}$.

$$K \stackrel{\text{def}}{=} \frac{1}{2} \sum_i u_i^2 + K_{SGS} \quad (3.37)$$

3.2.2 Expansion about Incompressible Flow

The ‘Expansion about Incompressible Flow’ (EIF) is an approach, due to Hardin and Pope [43], which splits the aeroacoustic problem into an incompressible flow problem and an acoustic perturbation problem. Once the unsteady incompressible flow problem has been resolved, the sound sources can be derived\(^6\).

In order to show that, one starts from the governing equation for acoustics (Euler equations 3.13, 3.14).

Than the solution $\bar{U}$ is split into incompressible $\bar{U}_{inc}$ and compressible $\bar{u}$

$$\bar{U} = \bar{U}_{inc} + \bar{u} \quad (3.38)$$

\(^6\)In case of DES, only the resolved perturbations can lead to sound sources.
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The Euler equations are first linearised around the incompressible flow \( \vec{U}_{inc} \). The linearisation consists of using the Jacobian matrix written for \( \vec{U}_{inc} \) instead of \( \vec{U} \). In two dimensions:

\[
\vec{U}_t + A(\vec{U}_{inc}) \cdot \vec{U}_x + B(\vec{U}_{inc}) \cdot \vec{U}_y = 0 \tag{3.39}
\]

\( \vec{U}_{inc} \) is generally not constant in time and space but known and independent from the solution of the acoustic problem (\( \vec{u} \)). This is acceptable as long as the acoustic perturbations are smaller than the fluid turbulence. The fluid state in which the acoustic wave propagates is therefore fully determined.

Then the variable splitting (3.38) is introduced and all incompressible terms are grouped on the right end side, constituting the source term \( \vec{S} \) of the LEE equation for the acoustic problem:

\[
\vec{u}_t + A(\vec{U}_{inc}) \cdot \vec{u}_x + B(\vec{U}_{inc}) \cdot \vec{u}_y = -(\vec{U}_{inc,t} + \vec{U}_{inc,x} + \vec{U}_{inc,y}) \tag{3.40}
\]

In the original formulation of Hardin and Pope, a correction to the incompressible density was introduced in order to consider the compressibility of the flow for high subsonic Mach numbers. Later, Shen and Sorensen [44] demonstrated that there is no need to introduce a hydrodynamic density correction. In this work we follow this last approach.

For non-vibrating surfaces the source term vector reduces to a source term for the energy equation and embodies the substantial derivative of the hydrodynamic pressure.

\[
\vec{S} = \begin{bmatrix}
0 \\
0 \\
0 \\
-(\frac{\partial P_{inc}}{\partial t} + \vec{U}_{inc} \cdot \nabla P_{inc})
\end{bmatrix} \tag{3.41}
\]

### 3.2.3 Discontinuous Galerkin Method

The Discontinuous Galerkin (DG) Method is a new and particular finite element method (equation 3.22) for the solution of hyperbolic equations (Euler equations). Differently to many continuous finite element schemes, the degrees of freedom do not correspond to the displacement of nodes in the domain discretisation, rather to element averages, and higher order curvature slopes. The numerical solution is represented, on each element \( m \), with a polynomial whose time-dependent coefficients are called degrees of freedom \( \tilde{U}_{ij} \):

\[
\tilde{U}_i(\vec{x}, t)^{(m)} = \sum_{j=1}^{n} \tilde{U}_{ij}^{(m)}(t) \Phi_j(\vec{x}) \tag{3.42}
\]

The basis functions \( \Phi_j \) used here are orthogonal and of the same type of those \( (\Phi_i) \) used in Eq. 3.22. This scheme is very compact as the solution is expressed distinctly for each element and it is allowed to be discontinuous at the element interfaces. That is very suitable for parallelisation of the algorithm and for discretisation of complex geometries with unstructured grids.

For an efficient implementation, each element is usually transformed to a canonical reference element (orthogonal triangle in 2D or tetrahedron in 3D) in order to compute all integrals beforehand in the reference system. The integral is calculated with quadrature formula on each element of the unstructured grid. The locations where the functions are
evaluated are called Gauss-points (Integration weights and gauss points coordinates for triangular, rectangular, tetrahedral and hexahedral elements can be found in [46] and [47]).

In this work two realisations of DG have been used. They differ in the discretisation order and in the time discretisation method. The first one is due to Dumbser [47] and implemented in the code of the institute IAG in Stuttgart. It is a finite element scheme of arbitrary high order of accuracy in space and time for two-dimensional hyperbolic systems, including the linearised Euler equations, on unstructured grids. This scheme bases on ADER approach [48] where the calculation of time derivatives is replaced, by re-using the conservation equations, by space derivatives. The main advantage of this approach compared to the more classical Runge-Kutta time discretisation is that it is faster and the numerical efficiency is not limited by the so-called 'Butcher' barrier [47]. This numerical scheme has been used for the own implementation of both the EIF and SNGR methods.

The second one is implemented in the commercial code Fire and has been used for SNGR investigations (see chapter 5.1). It is a more classical DG implementation where the order of the space discretisation is limited to the 4th order and the time discretisation follows the Runge-Kutta scheme.

3.2.4 Implementation Aspects

3.2.4.1 Programs Interface

Advantage and consequence of a hybrid approach is that both time and domain discretisation can be chosen, and optimised, with respect to each sub-problem (fluid dynamic and acoustic). It is therefore necessary to interpolate the data between the different time and space discretisations. Moreover, in this work different codes are used for both problems, therefore an interface between both programs was also needed.

In this work a stand alone export user function was developed to export the CFD data (CFX). Secondly a build-in Fortran routine was developed to interpolate this data on the CAA broader mesh. The interface works with every mesh type and mesh type combination because only nodes co-ordinates are requested regardless of the topology (structured or unstructured).

Following interpolation strategies have been used:

**Space interpolation** Figure 3.3 gives an example of mesh combinations. The basis functions and their derivatives within the DG approach are calculated on each element on three or more Gauss points (2D). At these points, the input data for EIF approach (pressure and velocity field) should be known. The first step is to search at each Gauss point for the three nearest nodes of the CFD-Mesh, to calculate a weight factor according to the relative distance and to save it in computer memory. This occurs just once at the beginning of the acoustic calculation. During the calculation, the input sources are linear interpolated through these factors at each time step. This approach is, strictly speaking, not conservative. Nevertheless, the interpolation error can be controlled in two ways: on the one hand, the interpolation error decreases, even though only linearly, with the element size of the CFD grid. This approach is convenient because the grid needs anyhow to be very fine, due to the DES requirements. On the other hand, a higher order in the DG scheme reduces, with the same order, the error as well, by increasing
the number of gauss points. This approach, however is limited by instabilities in the
LEE calculation as it will be shown later.

![Figure 3.3: Example of mesh-interpolation: the three nodes of CFD-Mesh (blue dots) nearest
to the Gauss-points of the CAA-Mesh (red squares) are used for the data interpolation.](image)

**Time interpolation** Although one is interested, within the acoustic simulation, only
in frequencies up to few kHz (about 3 kHz in this work), the sampling rate of the CFD
data can not be reduced to those low levels. The reason is that it would alias the much
higher frequencies present in the turbulence. Only with a low pass filtering of CFD data
that would be correct. However, in this work that has been not used in order to reduce
the post processing effort. Therefore the sampling frequency has been chosen equal to a
‘relatively’ high frequency threshold, dependent from the fluid situation\(^7\). However, the
CFD data are sampled before the CAA calculation with a time step which is a priori
different and in general larger then the time step used for the CAA calculation itself,
in order to reduce the size of stored data. A time interpolation of data is therefore
necessary.

According to the type of interpolation, spurious frequencies in the source term for CAA
can arise. We investigated this effect, comparing the spectra of a test signal (DES)
containing discrete frequencies (500, 1000, 2000 and 4000 Hz) and its different time in-
terpolations. Figure 3.4 shows the result: one notices spurious peaks at high frequency
(i.e. 6000, 8000 Hz). Nevertheless a third-order natural-spline time interpolation re-
duces this effect considerably (10 dB in this test case) with respect to the case without
interpolation. Therefore in this work this interpolation type has been implemented in
the CAA code.

\(^7\)For the velocity in the present test cases the simulations showed max velocity frequencies less than
5 kHz in the shear layer, therefore a sampling frequency of 10 up to 20 kHz has been judged sufficient.
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Figure 3.4: Effect of time interpolation of CFD source signal on acoustic signal for CAA code. Ratio LES time step to LES output = 10, ratio LES output to LEE time step = 20. A spline interpolation (INT cubic spline) reduces the spurious frequencies up to 10 dB.
3.3 Hybrid Approach based on Stochastic Techniques

The stochastic noise generation and radiation (SNGR) method is a hybrid approach for aeroacoustics initially developed in France by Bechara, Bailly and Lafon (1994) [54] and now further improved and differently implemented in a few codes, among others the commercial code Fire by AVL. This section resumes the basic principles and presents own developments and implementation in the university code Hydsol.

Like every other hybrid approach for aeroacoustics, the aeroacoustic calculation of SNGR splits in two steps: firstly the underlying flow should be calculated with conventional CFD calculations, secondly, the sound sources are derived from the hydrodynamic flow field and used for a separate calculation using different discretisation and governing equation, more suitable for the propagation of sound waves. The terminology 'SNGR' has been used in the past either for the whole process or for the second of the two steps creating misunderstanding. Further we prefer to use the word 'SNGR' only for the part of the second step where the sound sources are modeled as that is the main characteristic of this method and to decouple it from the numerical method used for the resolution of the sound propagation.

The main difference to the other approaches for aeroacoustics, consists in the form and in the derivation of the sound sources from the CFD. First because the sound sources are expressed just using velocity fluctuations and their gradients instead of pressure fluctuations. Second because the velocity fluctuations are not directly calculated like in LES and DES but synthetically modeled from a steady CFD solution around a time averaged flow field (Reynolds Averaged Navier-Stokes Equations (RANS)).

3.3.1 Reynolds averaged Navier-Stokes Equations

By averaging the N-S equations over the time rather than in space, one obtains the so-called Reynolds Averaged Navier Stokes equations (RANS) instead of the previously introduced LES (Section 3.2).

For an incompressible flow, it leads to the following form:

$$\frac{\partial \bar{U}_i}{\partial t} + \frac{\partial \bar{U}_i \bar{U}_j}{\partial x_j} = -\frac{1}{\rho} \frac{\partial P}{\partial x_i} - \frac{\partial (\tau_{ij} + \bar{u}_i \bar{u}_j)}{\partial x_j}$$

(3.43)

where $u_i$ are the velocity fluctuations around the time averaged velocity $\bar{U}_i$, $\rho$ is the (constant) flow density and $\tau_{ij}$ are the viscous shear stresses. The whole turbulence dynamics is represented by $\rho \bar{u}_i \bar{u}_j$. They are called Reynolds stresses and should be modeled for the closure of the eq. 3.43. This is the common practice for RANS calculation. In this work two eddy-viscosity turbulence models (two-equations) have been used within the implementation of commercial codes: the classical $k - \epsilon$ in the code Fire and the SST by Menter [49] in the code CFX. The latter is known from the literature and Bosch internal benchmarks as well, to be more indicated for separated flows. However, for the investigated impinging jets, only small differences in the quantitative prediction of turbulence are present (Figures 5.16). Both models assume the turbulence to be isotropic, therefore the turbulence is represented as a single time-averaged integral quantity: the turbulent kinetic energy (TKE).

In the CAA stochastic approach, the dynamic of the turbulence is modeled on statistical basis. In this way the fluctuations, which have been filtered out with RANS, are introduced synthetically using integral RANS data as starting point. The key advantage is a
strong reduction of CPU effort, because algebraic equations are used instead of solving the N-S differential equations on a fine grid (like before with DES). In particular the turbulence energy \( k \) and the dissipation rate \( \epsilon \) are used for the source generation.

### 3.3.3 Source Term Formulation

Differently from the EIF approach (section 3.2.2), the variables of the homogeneous system of equations are here split into a time averaged part and a fluctuation part. The original formulation of stochastic techniques for CAA relies on linearised Euler equations. Here the linearisation is done around a stationary mean flow (known from the RANS solution) with local solution \( \vec{U}_0 \). This is actually valid as long as the (turbulent) fluctuations are small compared to the time averaged flow properties. In this case the Jacobian matrices \( A \) and \( B \) (Eq.3.44) depend on the time averaged part \( \vec{U}_0 \) instead of the instantaneous \( \vec{U} \). We then regroup the remaining terms in a vector \( \vec{H} \) or in a vector \( \vec{S} \) depending if they are respectively linear on non-linear in the perturbation. \( \vec{S} \) is then called the vector of the sound sources and is synthetically created starting from the RANS numerical solution.

\[
\vec{U}_t + A(\vec{U}_0) \cdot \vec{U}_x + B(\vec{U}_0) \cdot \vec{U}_y + \vec{H} = \vec{S} \tag{3.44}
\]

The derivation of \( \vec{H} \) and \( \vec{S} \) presents in the literature many differences. In some literature ([64]) the unknown variable vector \( \vec{U} \) is decomposed in time averaged and perturbation quantities\((\vec{U}^')\), while in some other literature ([58],[60],[69],[66]) one decompose further the perturbation quantities \((\vec{U}^')\) into an acoustic \((\vec{a})\) and a turbulent part\((\vec{t})\).

Further in order to linearise the Euler equation, one subtracts the time average from the initial Euler equations.

In the first case, all terms which contains more than one perturbation variables are neglected except for \( \rho u' \nabla u' \). This term consist mostly of turbulent velocity fluctuation as the velocity induced from the sound is considerably smaller. If the turbulent flow field is known, this term is also known and is used as a source in the Euler equation system. Because the (turbulent) pressure perturbation is of order two with the velocity fluctuations, all terms containing the perturbated pressure and other perturbated variables (i.e. \( p' \nabla \cdot \vec{u}' \)) are smaller in comparison with \( \rho u' \nabla u' \) and are neglected in the linearised Euler equation. This source term is put on the right hand side of the system while on left hand side one considers the perturbation variable as unknown, as unprecised sum of acoustic and (new) turbulent perturbations. The solution of the Euler equations has been shown in the past to contain rotation-affected perturbations. The Euler equations system contains in fact three modes (acoustic, vortical and entropic) which can be excitated from the source term [65].

In the second case, one decomposes the perturbations in acoustic and turbulent one. These terms can be than regrouped, depending on the interactions, as follows:

1. acoustic-acoustic
2. turbulence-turbulence
3. acoustic-turbulence
4. mean flow-turbulence

We compare now the formulations, putting the terms in the vectors \( \vec{H} \) and \( \vec{S} \) as indicated previously (Eq. 3.44). Originally, these formulations have been written in different ways (conservative, primitive \[61],[69\], or using the derived variable \( \pi = \ln p \) \[58\]), therefore we re-write them in the same primitive vectorial form.

From the formulation of Bailly \[57],[61\] it reads:

\[
\vec{H} = \begin{bmatrix}
0 \\
(u' \cdot \nabla)U_0 + \frac{\rho'}{\rho_0}(U_0 \cdot \nabla)U_0 \\
(u' \cdot \nabla)P_0 + \gamma (p') \cdot \nabla U_0
\end{bmatrix}; \quad \vec{S} = \begin{bmatrix}
0 \\
(u'_t \cdot \nabla)u'_t - (u'_t \cdot \nabla)u'_t
\end{bmatrix}
\] (3.45)

which can be further simplified (H) if the mean flow is considered to be incompressible. Longatte (\[58\]) considers the source term for the pressure equation as negligible. Moreover, as long as the acoustic fluctuations are many order of magnitude smaller than the turbulent fluctuations, one can neglect also the interactions 1 and 3. The term 4 is considered not as a source but part of the operator itself, as already seen for the convective wave equation 3.17, demonstrating an equivalence to the Lilley equation.

\[
\vec{H} = \begin{bmatrix}
0 \\
-\frac{\rho'}{\rho_0^2} \nabla P_0 + u' \cdot \nabla U_0 \\
-u'_t \cdot \nabla P_0
\end{bmatrix}; \quad \vec{S} = \begin{bmatrix}
0 \\
(u'_t \cdot \nabla)u'_t
\end{bmatrix}
\] (3.46)

TNO \[69\] follows the same approach, neglect however the second order terms in acoustic perturbations and cross terms in the acoustic and turbulent perturbations.

\[
\vec{H} = \begin{bmatrix}
0 \\
-\frac{\rho'}{\rho_0^2} \nabla P_0 + u' \cdot \nabla U_0 \\
-u'_t \cdot \nabla P_0
\end{bmatrix}; \quad \vec{S} = \begin{bmatrix}
-\frac{\rho'}{\rho_0} \frac{\rho'_0}{\rho_0} \\
-(U_0 \cdot \nabla)u'_t + (u'_t \cdot \nabla)(U_0 + u'_t)
\end{bmatrix}
\] (3.47)

Two main differences are observed:

- The terms containing time averages of second order perturbations arise from the subtraction of averaged Euler equations, but are neglected due to the reason that they are small compared to the rest (\[58\],[64\]). We consider this reason irrelevant as long as the equation structure is linear. In fact the terms containing time averages act like an offset to the turbulent perturbations. Indeed an offset in the source term of the equation does not change the propagation as long as the offset does not influence the state of the medium (Jacobi Matrix). This operation is allowed because these terms do not enter in the state equation of the fluid therefore the background medium behave at the same way: not the time average of the sources but its fluctuation has influence on the acoustic problem. Moreover the main advantage by neglecting that term consist in a significant reduction in the implementation effort (data storing).
3.3. Hybrid Approach based on Stochastic Techniques

- The terms containing the product of the perturbation with the gradient of the mean flow (shear terms) are used either as known source or as part of the unknown variable on the left hand side. A quite arbitrary separation originates this separation. These terms (i.e. \((\vec{u} \cdot \nabla)\vec{U}_0\)) are responsible for the coupling between acoustic and turbulent mode [58],[62]. The linearisation of the Euler equations around the mean flow is therefore not perfectly adapted for the acoustic propagation in shear flows. If the mean flow were uniform \((\vec{U}_0\) constant), is \(\vec{H} = 0\) and the equation system is stable.

In order to preserve the stability, a reduced formulation, in which the gradient of the mean velocity is removed, has shown however interesting results for subsonic shear flows as long as the Mach number is small. Without these terms, one still considers the Doppler effect but neglects the refraction and reflection of the sound waves due to the mean flow. In this work a heuristic approach was additional used for the stability of the LEE in the shear layers (also with EIF): reduction of the discretisation order in the numerical scheme\(^8\).

3.3.3 Synthetic Source Generation

In the previous section 3.3.2, the source terms have been analysed. Part of the SNGR approach consists now in the synthetic generation of these source terms. As long as just the turbulent velocities appears in the source terms, one needs only to model the turbulent velocity field. All models of the literature follow the decomposition of the velocity field in a Fourier space proposed by Kraichnan [51] and Karweit [53]\(^9\). Its basic form reads:

\[
\vec{u}(\vec{x},t) = \sum_{n=1}^{N} \hat{u}_n \cos(\vec{\alpha}_n(\vec{x} - \vec{U}_0 t) + \Psi_n)\sigma_n
\]  

(3.48)

with \(\hat{u}_n\) the (complex) velocity amplitude, \(\vec{\alpha}_n\) the wave vector, \(\Psi_n\) the phase angle and \(\sigma_n\) a unit vector.

A synthetic velocity perturbation can be therefore seen as a sum of \(N\) linear independent Fourier modes defined through the parameters above. The choice of these parameters precises the characteristic of the turbulent field generated.

Each mode contribute differently to the turbulence kinetic energy \((K\) in Eq.3.37) according to the spectrum of the turbulence \((E(\alpha)\) with \(\alpha\) the wave number). Imposing that \(K = \int_{0}^{\infty} E(\alpha)d\alpha\), it results from 3.48 a constraint for the velocity amplitude:

\[u_n = \sqrt{E(\alpha_n)\Delta \alpha_n}\]

In order to obtain the amplitude of each single mode, the energy spectrum is modeled using typically algebraic equation for the spectral energy density based on physical experiments. Moreover another integral property (the turbulence dissipation rate) should be satisfied: \(\varepsilon = 2\nu \int_{0}^{\infty} \alpha^2 E(\alpha)d\alpha\).

The spectrum is subdivided usually with a logarithmic [53],[59] or a linear [66] wave number distribution. For the same amount of modes, the logarithmic distribution shapes better the energy peak region but it has the side effect that the highest wave numbers are amplified. First of all, the generated turbulence field should satisfy basic statistical

\(^8\)I.e. second order instead of larger order discretisation. See also section 5.1.6.

\(^9\)only very recently Ewert proposed a new approach for the velocity perturbations [70]
requirements, in particular the first statistical moments, as defined in annex B.2 for the isotropic turbulence.

Each mode of the Fourier Series 3.48 is defined through a set of random parameters \((\alpha, \Psi)\). The values assumed from these parameters, in time and space domain, determine the coherence or incoherence of the synthetic sources.

**Spectrum for Isotropic Turbulence**

Three spectra are known to characterise the homogeneous turbulence: the von Karman spectrum, the Saffman-Pao spectrum and the Liepmann spectrum. The first two spectra have been used in the codes used in this work without noticeable differences in the acoustic solution. See Annex A.5 for the equations and the application to the impinging jet. Few differences in the overall sound pressure level between von Karman and Liepmann spectrum have been reported from Bauer [64] within wing noise investigations. More important seems to be the location of the maximum of the turbulence spectrum (section 5.1.4.3).

**Time Coherence**

The equation 3.48 is valid only for frozen turbulence, that is a turbulence without dynamic which is simply convected with the mean flow. In order to reproduce the time correlation, a time dependent term is added to the Fourier modes

\[
\vec{u}(\vec{x}, t) = \sum_{n=1}^{N} \hat{u}_n \cos(\vec{\alpha}_n(\vec{x} - U_0 t) + \Psi_n + 2\pi f_n t) \sigma_n \tag{3.49}
\]

with \(f_n\) the natural frequency of the mode, chosen randomly with Gaussian probability [59]. Although the single-point statistical moments are satisfied correctly, the two-points are not (a time decorrelation take place as shown by Billson [66]).

To resolve this problem, Billson et al. [66] proposed a method to control the time correlation by introducing a causal filter, directly when the velocity field is generated. At each time step \(m\) a turbulent velocity field \(\vec{u}\) is generated like in equation 3.48, however, it is modified \(\vec{v}\) by using following one-step causal filter (Markov-chain):

\[
\vec{v}^m(\vec{x}) = a \cdot \vec{v}^{m-1}(\vec{x}) + b \cdot \vec{u}^m(\vec{x})
\]

\[a = e^{-\Delta t / \tau} \tag{3.51}\]

\[b = \sqrt{1 - a^2} \tag{3.52}\]

where \(\Delta t\) is the time step and \(\tau\) is the time scale derived from the RANS calculation.\(^{10}\) For \(\tau \to \infty\) one gets back frozen turbulence while with \(\tau \to 0\) one gets uncorrelated turbulence (white noise).

Two shortcomings of this approach appear already from his work [66]. Firstly, the divergence of the synthetic turbulence field is not constant to zero, as required for an incompressible flow, and acts as a spurious sound source. Secondly, the correlation length plays a large role on both OASPL and sound spectrum.

\(^{10}\) \(\tau \propto \frac{\epsilon}{k^2}\) from dimensional considerations, where \(k\) is the turbulence kinetic energy \(\left[\frac{m^2}{s^2}\right]\) and \(\epsilon\) the eddy dissipation energy \(\left[\frac{m^2}{s^3}\right]\).
3.3.4 Implementation Aspects

In this work we evaluate the impact of both previous methods for synthetic turbulence on low-subsonic impinging jets (section 5.1.4.3). From one side, the 3D commercial implementation in Fire has been used; From the other side a own implementation in 2D university code has been carried out\(^\text{11}\) and stand-alone investigations have been carried out. We anticipate here that similar shortcomings, as cited before, have been found out. Two improvements are therefore suggested and tried.

Lagrange Multiplier

In order to reduce the divergence, the random flow generation technique of Smirnov [72] has been applied to RANS data. Even though the turbulence field could be divergence free, we object that the spectrum of isotropic turbulence can be reproduced. On the other side, the divergence of the turbulence field (\(\vec{u}\)) can be reduced at a price of higher numerical effort by using Lagrange multiplicators. We apply an hyperbolic correction following the approach proposed from Kemm et al.[71]. The divergence error (\(err_2\)) is transported with a constant speed (c) outside of the discretisation domain.

\[
\nabla \cdot \vec{u} + err_2 = 0 \tag{3.53}
\]

\[
\frac{\delta^2 err_2}{\delta t^2} - c^2 \nabla^2 err_2 = 0 \tag{3.54}
\]

Figure 3.3.4 shows the results for a 1D exemplar application. Starting from a divergence error distributed randomly on the X axis, the hyperbolic correction reduces the error to zero after few iterations. In this case, the rms value of the divergence was reduced about 100 times (from rms = 0.39 to rms = 0.003) in 40 iterations. This ansatz is therefore promising for reducing the error introduced from SNGR based on Billson approach.

\(^{11}\text{Only original approach of Bailly}\)
Figure 3.5: Time evolution of the divergence of a 1D synthetic turbulence field with hyperbolic divergence correction. 10 iteration steps between pictures.
3.4 Direct Approach based on Lattice-Boltzmann Method

The macroscopic conservation equations, represented for instance by the Euler equation or the Navier-Stokes equation, build a fluid dynamic model written from Eulerian point of view and valid in the approximation of fluid continuum. A more general approach is the Lagrangian one where the conservation equations are written for each particle of the fluid. However, only through the statistical formulation it is possible to reduce the complexity of the problem. The fundamental equation for the kinetic gas theory was derived by Ludwig Boltzmann (1872) and is known as Boltzmann-equation. This approach is compulsory when the hypothesis of fluid continuum is not satisfied, that is, for large Knudsen numbers like in highly rarefied gases. On the other hand it can be used for fluid continuum as well. The discretisation of this approach is known as ‘Lattice-Boltzmann Method’ (LBM) and became more and more popular in the 90’s. A similar discretisation approach was used already in the 70’s and 80’s for cellular automata. The latter will not be described here but can be found in the comprehensive work of Succi [74]. LBM recovers, for small Mach numbers, the transient, compressible and viscous Navier-Stokes equations and is capable of capturing the hydro-dynamics as well as acoustics. In the following section the theory is revisited, pointing out the implementation aspects and the limitations of the method.

3.4.1 Fundamentals

3.4.1.1 Boltzmann Equation

Considering a fluid constituted only by one type of particles, Boltzmann described the status of the particles using a probability function $f$. The probability function $f(x, \xi, t)$ is defined as the probability for a particle at time $t$ to occupy the position $\vec{x}$ and to have the (microscopic) velocity $\xi$. Therefore its integration over a volume element $\Omega$ and an velocity element $\Xi$ gives the mass of the fluid, in the neighbourhood of position $\vec{x}$ with size $d\Omega$ and with velocity $\vec{\xi}$ with range $d\xi$ at time $t$. The density $\rho$ of the fluid is a macroscopic quantity and it follows directly from this definition:

$$\rho(x, t) = \int_{\Xi} f d\xi$$  \hspace{1cm} (3.55)

The density is therefore the zeroth order moment of the probability function $f$ with the microscopic velocity $\vec{\xi}$. Moments of larger order are the momentum vector $\rho \vec{u}$ and the momentum-flux tensor $\Pi$. They read, always under the hypothesis of particles of the same type [78]:

$$\rho(x, t) \vec{u}(x, t) = \int_{\Xi} \vec{\xi} f d\xi$$  \hspace{1cm} (3.56)

$$\Pi_{\alpha\beta}(x, t) = \int_{\Xi} \vec{\xi}_\alpha \vec{\xi}_\beta f d\xi$$  \hspace{1cm} (3.57)

$$D_{\alpha\beta}(x, t) = \Pi_{\alpha\beta}(x, t) - \rho u_{\alpha} u_{\beta}$$  \hspace{1cm} (3.58)

12 Mass conservation, momentum conservation and energy conservation
13 The Knudsen number $Kn = \frac{\lambda}{L}$ is defined as the ratio between mean free path of gas molecules ($\lambda \sim 10^{-8} m$) for standard pressure and temperature) and a characteristic macroscopic length $L$
14 Dry air can be considered for instance like that, as long as the composition remains constant
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The macroscopic velocity \( \vec{u} \) represents the weighted average of the microscopic velocities \( \vec{\xi} \) and \( D \) is the pressure tensor.

The particles can change their state due to external volume forces (i.e. gravity, magnetic, electrostatic forces) or to collisions (due to their enthalpy and speed). The evolution equation for the probability function \( f \) can be therefore generally expressed in the form of an integral-differential equation, the Boltzmann equation:

\[
\left( \frac{\partial}{\partial t} + \vec{\xi} \cdot \nabla \right) f(\vec{x}, \vec{\xi}, t) = C(f, f) \tag{3.59}
\]

where \( C(f, f) \) is the collision operator, \( f \) is a function of 7 variables and the space where it is defined is called the phase-space\(^{15}\).

3.4.1.2 Collision Operators

Further one discerns global equilibrium from local equilibrium. The former take place when all thermodynamic variables are spatially and temporally constant, the latter when it exists only within small length scale. This length scale corresponds to the particle mean free path, that is the mean distance traveled by molecules between two subsequent collisions. The collision operator \( C(f, f) \) is typically modelled under the following hypothesis:

- only two-particle collisions\(^{16}\)
- the collisions process is instantaneous
- velocity uncorrelation of the colliding particles (molecular chaos)
- volume forces smaller than the collision forces

It can be shown, that 5 functions \( \psi_k \) exist which satisfy:

\[
\int \Xi (C(f, f) \cdot \psi_k ) d\xi = 0 \tag{3.60}
\]

they are:

\[
\psi_k = \begin{cases} 
1 & : k = 1 \\
\xi_k & : k = 2, 3, 4 \\
\xi_k^2 & : k = 5
\end{cases} \tag{3.61}
\]

and are called collision invariants.

Bhatnagar, Gross and Krook (1954) modelled the collision operator using a single parameter: the relaxation time \( \tau \) necessary to bring the fluid particles from a state \( f \) to the local equilibrium state \( f^{(0)} \). In this model the same relaxation time applies for density, velocity and energy in the same way.

This model is the simplest one and known under the name BGK:

\[
C(f, f) = -\frac{1}{\tau} (f(\vec{x}, \vec{\xi}, t) - f^{(0)}) \tag{3.62}
\]

---

\(^{15}\)The phase-space is a \( \mathbb{R}^7 \) space in time, dimension and velocity.

\(^{16}\)The hypothesis of two particle collisions seems to be reasonable even for continuum fluids with small Knudsen numbers [76]
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The role of the Knudsen number becomes evident with the adimensional version of the BGK equation [77]. Its derivation is simple. Starting from Eq.3.59 and 3.62 each variable and operator is normalised as following:

\[
\hat{f} = \frac{f}{f_n}; \hat{\xi} = \frac{\xi}{c_n}; \hat{x} = \frac{x}{L_n}; \hat{t} = \frac{t c_n}{L_n}
\]

(3.63)

\[
\frac{\partial}{\partial \hat{x}} = \frac{1}{L_n} \frac{\partial}{\partial \hat{x}}; \frac{\partial}{\partial \hat{t}} = \frac{c_n}{L_n} \frac{\partial}{\partial \hat{t}}
\]

(3.64)

where \(f_n, c_n, L_n\) are reference variables, respectively: distribution, microscopic speed and macroscopic length. With \(\hat{\cdot}\) it is indicated the (adimensional) variable after normalisation. Finally it leads to the BGK equation in adimensional form:

\[
\frac{\partial \hat{f}}{\partial \hat{t}} + \hat{\xi} \cdot \nabla \hat{f} = -\frac{1}{\epsilon} (\hat{f} - \hat{f}^{(0)})
\]

(3.65)

where the dependence of \(\tau\) from the Knudsen number \(\epsilon\) become now evident:

\[
\epsilon = \frac{c_n \tau}{L_n}
\]

(3.66)

Despite of the apparent simplicity, non-linearities are implicit in the expression of the local equilibrium \(f^{(0)}\). The Maxwell distribution function \(f^{(0)}\) is solution of the Boltzmann equation. In \(d\) space dimensions it reads [77]:

\[
f^{(0)} = \frac{\rho}{(2\pi c_s^2)^{(d/2)}} e^{-\frac{(\xi - \bar{u})^2}{2 c_s^2}}
\]

(3.67)

with \(c_s\) the speed of sound. The dependence from space and time is indirect and comes from \(\rho\) and \(\bar{u}\).

Having only one parameter (\(\tau\)), all numerical and physical requirements on this model reduce the possible values it can assume. On one side a numerical limitation is given from the linear stability analysis: the dispersion relation\(^{17}\) for BGK derived by Succi [74] requires

\[
0 < \frac{1}{\tau} < 2
\]

(3.68)

for linear stability. On the other side a physical limitation will be shown in the section 3.4.1.4: in order to approximate the Navier-Stokes equations \(\tau\) is required to be function of the kinematic viscosity. The conclusion is that the BGK method becomes instable for small viscosity or equivalently for large Reynolds numbers.

Different approaches have been investigated in the literature to overcome this limitation. Higuera and Jimenez (1988) propose a more complex operator \(C\) using a so-called scattering matrix [74], which can be seen as basis for a the multiple-time relaxation method (MRT) of d’Humieres. In the latter, velocity-moments of higher order are introduced: additional to mass density (zeroth-order moment), momentum (first-order moment) and energy (second-order moment), there are also energy square, energy cubic and components of heat flux. In this approach many relaxation times exist. This respects much

\(^{17}\)With ‘dispersion relation’ is usually meant the Fourier transform of the considered equation system. By that, the amplitude and the phase are considered separately and the phase shift (dispersion) depending from system parameters can be identified.
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more the physical intuition that, for instance, thermal exchange requires longer time than density propagation. An investigation of stability condition for the different relaxation time can be found in [90]. Lallemand and Luo [90] assessed the stability improvement of MRT over BGK and pointed out that BGK can be recovered as special case from MRT. On the other hand, Zhang et al. [97] proposed a fractional volumetric scheme where the improvement over BGK is more in the mathematical rather than in the physical side: unlike the (standard) BGK method which transports all particle in a streaming step to the neighbouring site (see next section), the fractional volumetric scheme propagates only a fraction of the density. The Navier-Stokes equation can be still recovered. Moreover, as the particle effective evolution time step is practically reduced, the stability limit can be increased to much higher (i.e. 100 times larger) Reynolds number. This scheme is implemented in the code used for our investigation.

3.4.1.3 Discretisation

The numerical solution of the Boltzmann equation and in particular of its derivation (i.e. BGK equation 3.62), requires a discretised formulation. Cubic elements are normally used for the space discretisation. However, different to the Navier-Stokes equations, not only time and space but also the velocity is discretised. At each node in the space discretisation, the velocity vector can have, therefore, only a limited number of well-defined directions. The particles can be transported and collide only in these directions. If we sketch these onto the cubic elements used for the space discretisation, a sort of crystal pattern (lattice) arises. The Boltzmann equation after the discretisation on the lattice is called Lattice-Boltzmann equation. A systematic classification of discretisation patterns is first proposed by Qian et al. [86](1992). With the nomenclature \( D_{nQ_m} \) they proposed to identify a lattice in \( n \) dimensions with \( m \) possible velocity states (degrees of freedom) including the zero velocity. The \( D_{3Q15} \) is for instance a crystal made up by the center of the cell, the six face-centers and the 8 vertices. Therefore, it can support 15 different states: the velocity zero (element centre) and 14 velocities different from zero.

Basic properties of the Navier-Stokes equations are translational and rotational invariance. Lattices which do not support this symmetry are therefore not suited. Figure 3.6 shows some of the most used discretisation patterns using the classification of Qian. The 2D and 3D lattices illustrated in the figure retain the symmetry required above. On the other side, an example of not suitable lattice would be the \( D_{2Q5} \), used in the 70’s from Hardy, Pomeau and de Pazzis for lattice gas cellular automata [74].

![Figure 3.6: Example of lattices for Lattice-Boltzmann Method. The solid lines connecting the element centre (black dot) with collocation points on the cube (white squares and red dots) show the possible directions for the velocity vector. One differentiates orthogonal extremities (white squares) from corner extremities (red dots).](image-url)
The integrals used for obtaining the macroscopic variables (Eq.3.55, 3.56) are now calculated with numerical quadrature formula. It follows respectively:

\[
\rho(\vec{x}, t) = \sum_{i=0}^{m-1} w_i \hat{f}_i = \sum_{i=0}^{m-1} f_i 
\]

(3.69)

\[
\rho(\vec{x}, t) \vec{u} = \sum_{i=0}^{m-1} w_i \vec{\xi}_i \hat{f}_i = \sum_{i=0}^{m-1} \vec{\xi}_i f_i 
\]

(3.70)

\[
\Pi_{\alpha\beta} = \sum_{i=0}^{m-1} w_i \vec{\xi}_{i\alpha} \vec{\xi}_{i\beta} \hat{f}_i = \sum_{i=0}^{m-1} \vec{\xi}_{i\alpha} \vec{\xi}_{i\beta} f_i 
\]

(3.71)

with \( m \) the degrees of freedom, and \( \alpha, \beta = 1, \cdots, n \) with \( n \) the space dimension and \( m \) the The weighting coefficients \( (w_i) \) are defined in order to obey the conservation of macroscopic variables, depending on the lattice type and on the collocation point. The probability function \( f(\vec{x}, \vec{\xi}, t) \) is replaced from \( m \) defined probability at the \( m \) collocation points. If the fluid is not very rarefied, (small Knudsen number \( \epsilon \)), the deviation from the equilibrium \( f^{(0)} \) is small [77], therefore the probability function \( f \) can be approximated only with few degrees of freedom for the microscopic velocity. \( f(\vec{x}, \vec{\xi}, t) = \hat{f}_i(\vec{x}, t) \) at \( i = 1, \cdots, n \) collocation points.

### Table 3.1: Weighting coefficients of some DnQm lattices [74]. The position in the lattice are: element origin (o), orthogonal extremities (e) and corner extremities (c). See also Figure 3.6.

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Weight</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1Q3</td>
<td>2/3</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td>1/6</td>
<td>e</td>
</tr>
<tr>
<td>D2Q9</td>
<td>4/9</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td>1/9</td>
<td>e</td>
</tr>
<tr>
<td></td>
<td>1/36</td>
<td>c</td>
</tr>
<tr>
<td>D3Q19</td>
<td>1/3</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td>1/18</td>
<td>e</td>
</tr>
<tr>
<td></td>
<td>1/36</td>
<td>c</td>
</tr>
</tbody>
</table>

The Boltzmann-equation 3.59 discretised in the velocity space can be written therefore as:

\[
\frac{\partial f_i}{\partial t} + \vec{\xi}_i \cdot \frac{\partial f_i}{\partial \vec{x}} = C(f_i, f_i) 
\]

(3.72)

In the following the BGK formulation for the collision operator \( C \) is used. Its discretisation has the following form [73, 84]:

\[
\frac{\partial f_i}{\partial t} + \vec{\xi}_i \cdot \frac{\partial f_i}{\partial \vec{x}} = -\frac{1}{\tau} (f_i - f_i^{(0)}) 
\]

(3.73)

with \( \vec{\xi}_i = c \cdot \vec{e}_i \), \( \vec{e}_i \) the collocation vector (adimensional) and \( i = 1, \cdots, m \) Setting an anti-clockwise numbering of the collocation points in the unit lattice and starting from the lattice centre, the coordinates \( \vec{e}_i \) of the collocation points, for instance for D2Q9, read:
\( \vec{e}_i = \begin{pmatrix} x_i \\ y_i \end{pmatrix} = \begin{pmatrix} 0 & 1 & 1 & 0 & -1 & -1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 0 & -1 & -1 & -1 \end{pmatrix} \)  \( (3.74) \)

The system 3.73 is a set of \( m \) hyperbolic partial differential equations consisting of \( m \) linear independent equations where the matrix coefficient is constant and diagonal. The space and time discretisation can be done with every numerical scheme (An overview from finite-difference up to finite-volume is given by Succi in [74]). Within the framework of the finite differences and having set mesh size \( \Delta x = c \cdot \Delta t \), one obtains:

\[
f_i(\vec{x} + \vec{e}_i \Delta x, t + \Delta t) - f_i(\vec{x}, t) = -\frac{\Delta t}{\tau} (f_i(\vec{x}, t) - f_i(0)) \tag{3.75}\]

The left side of equation 3.75 approximates the particle advection, while the right side represents the interaction of the particles (collision). This is implemented in two steps:

\[
f_i^* (\vec{x}, t) = f_i(\vec{x}, t) - \frac{\Delta t}{\tau} (f_i(\vec{x}, t) - f_i(0)) \text{ collision } \tag{3.76}\]

\[
f_i(\vec{x} + e_i \Delta x, t + \Delta t) = f_i^* (\vec{x}, t) \text{ propagation } \tag{3.77}\]

**3.4.1.4 Multiscale Analysis**

Chapman and Enskog (1910-1920) derived the Navier-Stokes equation with a multiscale analysis from the Boltzmann equation. The first step towards the derivation of the macroscopic conservation equations is to multiply the Boltzmann equation by the collision invariants \( \psi_k \) (Eq.3.61) and to integrate that on the velocity space. Using Eq.3.60 one obtains:

\[
\int_\xi \left( \frac{\partial f}{\partial t} + \vec{\xi} \cdot \nabla f \right) \cdot \psi_k \, d\xi = 0 \tag{3.78}\]

One recovers the continuity equation directly by writing Eq.3.78 for the invariant \( \psi_0=1 \). The other conservation equations are obtained only after a multiscale decomposition of the probability function.

The probability function is written as a series of the Knudsen number (\( Kn \)), for simplicity renamed \( \epsilon \) here, around the local equilibrium:

\[
f = f^{(0)} + \epsilon f^{(1)} + \epsilon^2 f^{(2)} + \cdots \tag{3.79}\]

Similarly, the collision operator and derivatives are formed into a series with the Knudsen number. In the following only the results are reported and it is referred to [78, 77] particularly for a revisited derivation. The first order expression \( ^{(0)} \) for the impulse conservation equation leads to the (viscosity-free) Euler equation. Considering \( \epsilon f^{(1)} \) additionally, second order expressions are obtained. The shear tensor yields for instance:

\[
S_{\alpha\beta} = \tau c_s^2 \rho \left( \frac{\partial u_\alpha}{\partial x_\beta} + \frac{\partial u_\beta}{\partial x_\alpha} \right) + O(\epsilon^2) \tag{3.80}\]
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Navier-Stokes equation are now recovered only when $\nu = \tau c^2_s$.
In the discretisation form the kinematic viscosity yields:

$$\nu = \frac{1}{6} c^2 (2\tau - \delta t)$$

(3.81)

with $c = \frac{dx}{dt}$

Higher order truncation in the Chapman-Enskog expansion ($\epsilon^2$) yields the so-called Burnett equation (Burnett, 1935). Succi [74] pointed out that the Chapman-Enskog expansion is not convergent, that is truncating the expansion at higher terms the Navier-Stokes equation is not obtained anymore. Moreover it introduces instabilities which violates the second law of thermodynamic [98].

On the other side, the limitation of the Lattice-Boltzmann equation to low Mach number results only from its discretisation in the velocity space. Krafczyk [77] showed the role of the probability function used for the local equilibrium $f^{(0)}$. Using a finite number of collocation points in the lattice, the expression for $f^{(0)}$ must be expanded as function of Mach number. In particular, Shan (1998) [79] pointed out that the truncation of the probability function has negligible effects on the conservation equations only at small Mach numbers, and that a higher Mach number limit can be reached with more collocation points in the discretisation of the velocity space. It is to observe that the discretisation so far correspond to a isothermal fluid dynamic model. This is independent from the model of the collision operator (BGK or MRT) and can be overcome with different approaches: for instance using a larger set of discrete velocities and high order truncation in the probability function expression or decoupling the flow simulation from the solution of the temperature equation. For a theoretical comparison of these approaches is hereby refered to the work of Lallemand and Luo [90](2003).

Finally the advantages of LBM for fluid dynamic can be summarised as follows:

- unconditional linear stability [74]
- good efficiency (no need to solve Poisson problem for pressure, simple algorithm)
- local computational scheme allows easy parallelisation

3.4.2 Implementation aspects of commercial code (PowerFlow)

The code PowerFLOW (Exa corp.) is a commercial application of LBM. The simulations in this work were performed with the 19 state version of the code (D3Q19), based on the BGK collision model. LBM is implemented isothermal but a energy equation is solved at the same time. In this way the temperature can effect indirectly the LBM by changing the density. Therefore the code is also capable to simulate the heat exchange. The spatial discretisation is done within the finite volume approach [96]. Moreover, using a fractional volumetric scheme [97] flows with high Reynolds numbers can be solved. The code has been validated in the past for a wide variety of engineering flow applications [81, 82]. Moreover, Exa’s unpublished test on the propagation of planar acoustic wave reports that the minimal required spatial resolution yields 6 up to 8 ppw [87].

\[18\] PowerFLOW Version 3.5a
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An additional feature of this code is the ability to define arbitrarily shaped regions of varying resolution. Recently Crouse [76] proposed an efficient approach for cartesian and hierarchic grid where the size-ratio of different refinement levels between neighbouring cells is two. A similar approach is implemented in PowerFlow. Neighbouring domains with different refinement levels overlap over a width which is equal to the largest element of the neighboring domains. The mass between the domain is conserved but rapid fluctuations of stochastic nature arise (i.e. in \( f^{(1)} \)). This can cause small waves with wavelength comparable to the voxel size [87] and propagation speed equal to the sound speed.

The Cartesian structure of the computational grid (cubic cells) enables a fully automatic grid generation. The simulator requires all surface elements to be in form of a facet model consisting of triangles. So-called surfels are generated where the voxels cut the surface. The interface between fluid and boundary condition is captured with the surfels and the wall-near voxels as shown in a simplified way in figure 3.7. In each time step the surfels gather and scatter particle distributions and alter their momentum according to the boundary conditions. The surface forces depend on the momentum exchange and are realized with a combination of the specular and the bounce-back reflection [93]. While the bounce-back reflection realizes a momentum balance in normal and tangential direction the specular reflection balances only normal forces.

![Figure 3.7: Domain discretisation at boundaries with surfels and wall-near voxels a). A combination of specular reflections b) and bounce-back reflection c) for the distribution function is applied on the boundary depending on the orientation of the surfels. \( V_{in} \) and \( V_{out} \) are the velocities before and after the collision with the boundary (Picture Courtesy EXA).](image)

The implemented turbulence model is based on the two equation RNG \( k - \epsilon \) formulation developed in [85],[92] for LBM.

\[
\frac{\rho}{Dk}{\frac{Dt}{}} \frac{\partial}{\partial x_j} \left[ \left( \frac{\rho u_0}{\sigma_{k0}} + \frac{\rho u_T}{\sigma_{kT}} \right) \frac{\partial k}{\partial x_j} \right] + \tau_{ij} S_{ij} - \rho \epsilon = 0 \tag{3.82}
\]

\[
\frac{\rho}{D\epsilon}{\frac{Dt}{}} \frac{\partial}{\partial x_j} \left[ \left( \frac{\rho u_0}{\sigma_{\epsilon_0}} + \frac{\rho u_T}{\sigma_{\epsilon_T}} \right) \frac{\partial \epsilon}{\partial x_j} \right] + C_S \frac{\epsilon}{k} \tau_{ij} S_{ij} + \frac{C_S}{\rho} \left[ C_S \left( 1 - \frac{\epsilon}{\rho} \right) \frac{C_S}{\rho} \frac{\epsilon}{k} \right] = 0 \tag{3.83}
\]

All dimensionless coefficients are the same as in the original models [94]. The above
equations are solved on the same lattice using a modified Lax-Wendroff-like explicit time marching finite difference scheme. The turbulent eddy viscosity is defined as:

$$\nu_t = C_{\mu} \frac{k^2}{1 + \tilde{\eta}^2}$$  \hfill (3.84)

Where $\tilde{\eta}$ is a combination of a local strain parameter $\eta = \frac{k}{\epsilon} \| S \|$, local vorticity parameter $\eta_\omega = \frac{k}{\epsilon} \| \Omega \|$, and local helicity parameters. This so-called swirl-correction is introduced in order to deal with the large scale vortices adequately, whose spatial-temporal dynamics are to be resolved. This technique is referred to as Very Large Eddy Simulation (VLES).

The eddy viscosity $\nu_t$ is incorporated in the LBM approach via

$$\nu = \nu_0 + \nu_t$$  \hfill (3.85)

where $\nu_0$ is the molecular kinematic viscosity. The new kinematic viscosity $\nu$ is then used in equation 3.81 for the Lattice-Boltzmann equation 3.73. It means that the relaxation time $\tau$ is normally neither constant in space nor in time.
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Preliminary Investigation

In this chapter subsonic free jets and jets impinging on large inclined plates are investigated experimentally and numerically. The aim of the numerical investigation is to verify the 2D implementation of the hybrid approach described in section 3.2 and in particular the coupling strategy between the codes used. On the other side the aim of the experimental investigation is to validate 2D and 3D fluid dynamic simulations used for the hybrid approach and to identify the most suitable experimental technique for the localisation of the sound sources.

The experiments of this chapter have been carried out in the facility of ITSM (Institut für Thermische Strömungsmaschinen und Machinenlaboratorium) at the Stuttgart University (Germany). This facility consists of a low speed wind tunnel (open type) located in a semi-anechoic room. Detailed aeroacoustic properties of this wind tunnel are documented in [7].

The CFD calculations are carried out with the finite volume code ’CFX’ (Ansys) and the acoustic one with the finite element code ’Hydsol’ (IAG) (See also section 3.2).

These investigations are preparatory for following ones, where small obstacles are placed additionally onto the inclined plate. This will be presented in Chapter 5.

In the next sections two configuration for high Reynolds (Re=2·10^5) number are investigated for different Mach numbers (M):

1. free round jet (M=0.15)
2. round jet impinging on an inclined plate (M=0.15, 0.30)

In both configurations the diameter of the round jet yields 30 mm.

4.1 Free Jet

A test case with axial symmetry has been chosen to be investigated with a 2D numerical approach. The simulation method follows the CAA hybrid approach described in 3.2.

4.1.1 Computational Models

Two domains have been defined to fulfill different requirements: The smallest element size of the CFD model should solve the turbulence on the shear layers. The CAA domain
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is bigger in order to show low frequency sound waves and its element size is prescribed
to resolve acoustic waves up to 3000 Hz but bigger than CFD one, in order to reduce
the calculation time. See tables 4.1 and 4.2 for more details and Fig.4.1 for an overview
of calculation domains.

<table>
<thead>
<tr>
<th>Table 4.1: DES model data for the free jet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet speed</td>
</tr>
<tr>
<td>Jet outlet dimension</td>
</tr>
<tr>
<td>Element quantity</td>
</tr>
<tr>
<td>Element form and size</td>
</tr>
<tr>
<td>Domain size</td>
</tr>
<tr>
<td>Time step</td>
</tr>
<tr>
<td>Export time step</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.2: CAA model data for the free jet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element quantity</td>
</tr>
<tr>
<td>Element form and size</td>
</tr>
<tr>
<td>Domain size</td>
</tr>
<tr>
<td>Discretisation Order</td>
</tr>
<tr>
<td>Time step</td>
</tr>
</tbody>
</table>

**Figure 4.1:** Calculation domains: CFD-Mesh (left), CAA-Mesh (right). The dotted violet line and the points A and B are used for comparison with experiments. The jet outlet is indicated in yellow.

4.1.2 CFD Simulation and Interpretation of Results

A fully developed turbulent flow should occur before recording pressure and velocity fields. The recording time was 35 ms with 10 kHz sampling rate to shorten the CPU time but enough to achieve good statistical results. The present calculations last about 500 CPU hours on a Pentium processor with a clock frequency of 1.8 GHz (250h for LES
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and 250h for LEE). The LES calculation could be performed on parallel CPUs allowing a reduction of the computation time.

The calculated velocity has been compared with velocity measurements of a 3D axial-symmetrical free jet with same boundary conditions (speed, outlet profile velocity and initial turbulence). Differences are expected due to the fact that real turbulence is a fully 3D phenomena while 2D simulations of turbulences intrinsically presents physical artefacts like the inverse energy cascade[41]. Measurements were done with 3D LDA in the aeroacoustic windtunnel at ITSM prior to this work. Additionally, best-fit curves obtained in self similar regions of the jet are used as reference (from [33]). Figure 4.2 shows the comparison of integral quantities (time averaged velocity and turbulent kinetic energy (TKE)) at a distance of six diameters (6D) from the jet outlet.

At this distance the present flow is fully turbulent over the section and (therefore) the maximum axial velocity is smaller than the outlet velocity ($U/U_0 < 1$). This means that in the present flow the potential region is shorter than 6D. The LDA measurement agrees good with reference measurement, where however the potential region begins later. In conclusion, for a 2D CFD simulation there is a relative good agreement of the CFD results with the measurements, therefore it seems acceptable to use it for further (acoustic) simulations.

Figure 4.2: Comparison between CFD results and LDA measurements at a distance of 6D from the jet outlet. Best-fit curves on self-similar regions from measurements from Hussein et al.(1994) from [33] as reference. a) Speed on jet axis direction ($U$) normalised to the outlet speed ($U_0$). b) Turbulent kinetic energy (TKE) normalised to the square of outlet speed. Distance ($d$) from the centerline normalised to the jet diameter ($D$). DES data averaged over 350 time steps.

To evaluate the frequency content of the 2D LES unsteady simulation, a Fourier analysis was done (See Figure 4.3). A dominant value around 400 Hz is found. This correlates well to the later generated acoustic main frequency from the CAA calculation.

4.1.3 CAA Simulation and Interpretation of Results

Figure 4.4-a gives a snapshot of the perturbed pressure field and of the source intensity at a given instant. The pressure at two observation points A and B (see Fig.4.1 for location) is analysed. The calculated overall sound pressure levels (138-141 dB) appears
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Figure 4.3: Velocity spectra on a line situated 6D downstream (=180 mm) from the jet outlet with distance from the jet axis equal to 0.1 D, 1.5 D and 2.2 D. Numerical Simulation with DES.

evidently much too high but the cause should be found in the intrinsic nature of a two dimensional simulation: from one side the 2D CFD simulation, from the other side the sound propagation in 2D. Concerning the CAA simulation, an approach for correcting the OASPL from 2D into 3D will be shown in the section 5.1.2. Another important feature for the validation of the calculation is the spectral distribution of the pressure fluctuations. Figure 4.4-b shows the spectrum profile (trend in red) and the maximum at 400 Hz (Strouhal number = 0.2). The frequency peak matches very well the experimental data from the literature [15]. In particular the experimental spectra for Point B corresponds to the curve for high Y/D ratio in the picture 4.8.

Figure 4.4: Instantaneous pressure field (coloured background) and instantaneous source intensity distribution (iso-lines) (a). Spectrum of the sound pressure at the two points, indicated in figure 4.1 (b).
4.2 Inclined Plate

In this section the capability of experimental techniques to localise the sound sources of subsonic impinging flows is investigated. In the introduction it was pointed out that turbulence is the source of sound in aeroacoustics and that the acoustic and hydrodynamic near field are particularly of interest because of the sound generation process. Microphones located in (hydrodynamic) near field however capture also pseudo sound. As a consequence of that, the charts of overall pressure sound provide not only a picture of the sound pressure distribution but also a picture of the turbulence itself. Of particular interest is the question how much the hydrodynamic near field influences the measurements and the localisation of acoustic sound sources. Two techniques have been used to analyse the sound properties in near field: planar near field holography and one dimensional laser interferometry as described in the sections 2.3.1 and 2.3.3.

Furthermore in this section should be analysed which turbulence model and discretisation strategy can be used for impinging jets. In particular, concerning the SNGR hybrid approach, it is important to quantify how good RANS calculations are, because the sound sources are here derived from it. 3D RANS calculations are therefore validated with 3D LDA experiments. From the other side we continued the validation of the coupling for the CAA hybrid approach seen in Section 4.1 looking for effective interpolation strategies.

For all investigations the impinging flow has a mean velocity of about 50 and 100 m/s. The plate is inclined 25° and 50° against the nozzle direction.

4.2.1 Experimental Investigation

Figure 4.5 shows the interior of the facility used for this investigation.

![Figure 4.5: Internal views of aeroacoustic windtunnel of ITSM with 3D LDA and NAH measurement systems. The section diameter of the nozzle used here yields 30 mm.](image)

4.2.1.1 Planar Near Field Holography

In the followings we discuss measurements obtained with planar near field holography (NAH). The pressure near field is measured through an array of equally spaced microphones. After each measurement the microphone array is moved forward parallel to the
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plane in order to scan a planar area of 80 cm × 80 cm with a total of 289 points. Two extra microphones are placed more distantly as reference for the far field. (See geometry of the measurement facility in Figure 4.6).

![microphone array]

**Figure 4.6:** Measurement grid and position of microphones (yellow circles) for planar near field holography and position of reference microphones (red circles 1,2). The distances refers to the configuration of the plate inclined 25°.

**Pseudo Sound** Sound spectra show very high levels at low-middle frequencies (0-1000 Hz) (see figure 4.7) which are caused from turbulence intermittence at the free flow boundary (pseudo-sound). This assumption is confirmed from the observation at reference microphones or at array microphones situated 40 cm aside from the symmetry plane. These microphones are situated away from the main flow and show indeed much less SPL for low frequencies then at higher frequencies.

A frequency threshold can be seen in the flexion point of the sound spectra. Its position ranges from 100 Hz for distant points (reference microphones) and small speed (M=0.15) and about 700-1000 Hz for the nearest measured points at highest speed (M=0.3). A similar behaviour was found in [15] for the pseudo sound influence in a subsonic free jet. (See Figure 4.8).

**Non dimensional Analysis** Outside the frequency region dominated from pseudo-sound, one notices slight maxima in the spectrum, for instance at about 700 Hz for M=0.3. For comparison with literature data we use the modified Strouhal number proposed for the impinging jet in [16]:

$$St = \frac{f \cdot D}{U_{J} \cdot \sqrt{\sin \alpha}}$$  \hspace{1cm} (4.1)

with $St$ = Strouhal number, $f$ = Frequency, $D$ = Diameter, $U_{J} = 0.6 \cdot U$, $U =$ Outlet Jet Speed, $\alpha =$ impinging angle. One obtains a maximum for $St = 0.27$ which matches quite well the Strouhal range (0.1 - 0.3) of impinging jets with speed between M=0.4 and M=0.9 [16].

After a constant rate of reduction of SPL, an additional slight increase then takes place. The frequency at which this slight increase takes place depends on the observer position: from about 3200 Hz until some 4600 Hz for the points measured here (See Fig. 4.7).

---

1Measurement software: Lms CADAX. Hardware: omni directional condenser microphones ICP TMS 130A10.
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Turbulent Structures  High frequency peaks, located around 2300, 3400 and 4800 Hz are visible for the lower speed test case (M=0.15) at every measurement point. These peaks are not observed at higher speed and it is here anticipated that they have been measured also with other techniques (laser interferometry). To the present knowledge of the author, there are no experimental data for this slow speed available in the literature to compare with. We assume that these peaks can not be caused from pseudo sound because they persist in far field (Mic 1 in figures 4.7-c and -d).

A selective mapping of the measuring plane should help in finding the cause: the chart of the overall sound pressure level (OASPL) integrated around these frequency peaks, (See Fig. 4.9), shows high values in two regions. The first region is located at the jet outlet; the second one looks like an arc of a circle whose radius changes with the frequency.

As these peaks do not occur at sharp tonal frequencies one can exclude that they are generated from fan noise. As this frequency pattern in the sound disappears at higher outflow speed, we assume finally that it is caused from the flow itself and in particular from the turbulent structure generated at the inlet. No evidence exists for the interaction of these turbulent structures with the plate to be the cause of the peaks.
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Figure 4.8: Spectra of the near field pressure fluctuation for a free jet at distance = 10 diameter with different transverse locations (Y) from [15]. The red dashed line indicates the influence limit of the pseudo sound and the frequency are derived from Strouhal number for D=3 cm and M=0.3.

Finally a ray-tracing simulation\(^2\) of a single frequency emitted at the outlet and reflected from a plate shows a very similar interference pattern. This supports the assumption that these frequencies are of acoustic nature, generated from turbulence structures at the nozzle and intensified from reflections on the plate.

Sound-like pressure fluctuations decay slowly with the distance and with a known function (1/r in free field) while the pseudo sound due to a free jet streaming in a quiet environment decays more strongly with the distance (outside the mean stream). In order to emphasize the sound-like pressure perturbations a cross correlation of pressure levels between observation points situated in the near field (array microphones) and points in the far field (reference microphones) has been calculated. The bigger the distance of the reference microphone is (Ref 1), the more significant should be the result, because pseudo sound effects can be completely excluded. On the top of figure 4.11 one sees the cross power spectrum for 250 Hz. Although it has already be seen that pseudo sound is predominant at this frequency, we can appreciate the clear localisation of sound sources near the impinging point. The disadvantages of this method are the sensitivity from the position of the reference microphone (Ref 1 and Ref 2) and the fact that the calculated entity has no clear physical meaning and can not be directly compared to real sound pressure levels. The first effect can be considered however also as an advantage, as it allows a spatial separation of the sources according to the importance for the receiver. In fact even though the level for 1000 Hz at both reference microphones is the same (Fig. 4.7) the correlation of near field microphones with reference microphones shows different contribution of the source regions (Fig. 4.11 e, g).

Once the pressure field has been measured on a plane, with the assumption of planar wave propagation the sound pressure field can be calculated on another parallel plane using equation 2.8. The parallel plane is chosen to be 30 mm above the solid plate. Figure

\(^2\)own implementation in Matlab
4.11 (b, d, f, h) shows however less precise localisation of the sound sources compared to the measurement on the plane (a, c, e, g). This is probably due to violations in the assumptions used for the NAH reconstruction. In particular there are sound sources between measurement plane and reconstructed planes due to the turbulence at the outlet and near the plate. No significant improvement is found with a change of the location of the plane between measurement plane and solid plate. We conclude that the localisation of aeroacoustic sources with NAH is not well determined and unequivocal.

### 4.2.1.2 Sound Wave Propagation with Laser Interferometry

The hydrodynamic and acoustic field near the impinging jet has been scanned using the approach of section 2.3.3. Two positions of the laser relative to the solid plate have been used: side view and top view (Figure 4.12). From the side view one can see the turbulent flow field and sound pressure waves generated. Figures 4.13 and 4.14 show the results filtered for 600 and 1500 Hz. Observing the direction of the sound waves, the sound source can be localised around the impinging point. Although the sound source can not
Figure 4.10: Simulated pressure map resulting from the interference of sound generated at the jet-outlet and reflected from the plate. The simulation analyses the frequency 3150 Hz, and calculate its propagation as ray tracing. A pattern similar to the measured one (Figure 4.9-B) is visible.

be localised more precisely then with NAH, the source location is unequivocal. Moreover this technique allows the visualisation of propagation-related sound mechanism. One sees, for instance, sound interferences due to the scattering at the plate, particularly visible for inclination of 50°. By measuring the distance between maxima and minima of the pressure fluctuations for a certain frequency, it is possible to deduce the velocity of propagation of the fluctuations. For subsonic flows, this allows to distinguish sound waves from hydro-dynamic turbulence. The firsts being propagated with local velocity of sound $c$, the second being convected with local flow velocity $U \ll c$. As consequence it is possible to localise very well regions (not)influenced from pseudo-sound.

Concerning hydro-dynamic turbulence, the top view (Fig. 4.15) shows ring structures embedded into the flow, impinging the plate and being deviated from it. This reveals that extremely correlated structures, and therefore highly energetic, are included in the impinging flows. Through these examples it has been shown that laser interferometry gives an insight into the physics of flows and therefore very suitable for aeroacoustic investigations.
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Figure 4.11: Plot of cross power spectrum of sound pressure between microphone array and two reference microphones (Ref1, Ref2) (M=0.3, angle=50°), for 250 Hz (above) and 1000 Hz (underneath). The cross spectrum is calculated at the measured plane (P0) and projected 170 mm nearer to the solid plate with planar holographic transformation (P1). Plot size corresponds to 800 × 800 mm.

Figure 4.12: Experimental set up of laser scanning interferometry (PSV) for the top view of a jet impinging a plate. The plate is transparent and the laser beam is reflected from a back-reflector placed behind the plate.
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Figure 4.13: Propagation of sound waves with laser interferometry for impinging speed 100 m/s and plane inclination 25° for 600 Hz (above) and 1500 Hz (underneath). The pictures show a sequence of three time steps. Color range ±1 μm/s.

Figure 4.14: Propagation of sound waves with laser interferometry for impinging speed 100 m/s and plane inclination 50° for 600 Hz (above) and 1500 Hz (underneath). The pictures show a sequence of three time steps. Color range ±1 μm/s.
Figure 4.15: Convection of coherent turbulent structures with laser interferometry for impinging speed 100 m/s and plane inclination 50° for 400 Hz (above) and 900 Hz (underneath). The pictures show a sequence of three time steps. Color range ±5 μm/s. Reflector positioned as in figure 4.12.
4.2.2 Numerical Investigation

4.2.2.1 3D RANS Validation

In this section we investigate the effect of the numerical discretisation and turbulence methods on a 3D RANS solution for the impinging jet and compare it with 3D LDA measurements. Table 4.3 gives details on the models used and figure 4.16 shows one of the discretisations (grid B). One can see the effect of the discretisation and turbulence model by comparing the turbulence kinetic energy on a jet section upstream of the impinging point, where the jet becomes fully turbulent. By using the same measurement position of the free jet (figure 4.2) one sees in figure 4.17 that, also for these 3D simulations, the level is globally smaller than the measurements\(^3\). The reasons can be the rough discretisation of the shear layer that retards the transition to turbulence (C) and the mesh elements inclined with respect to the jet axis that dissipate turbulence (A). For the same discretisation no improvement is obtained with a Reynold stress turbulence model (SSG) instead of a turbulence viscosity one (SST).

<table>
<thead>
<tr>
<th>Grid</th>
<th>Element quantity</th>
<th>Turbulence Model</th>
<th>Half Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$1.9 \cdot 10^5$</td>
<td>SST</td>
<td>yes</td>
</tr>
<tr>
<td>B</td>
<td>$8.7 \cdot 10^5$</td>
<td>SST</td>
<td>no</td>
</tr>
<tr>
<td>C</td>
<td>$4.6 \cdot 10^5$</td>
<td>SST, SSG</td>
<td>no</td>
</tr>
</tbody>
</table>

*Table 4.3: 3D RANS models for impinging jet*

The complete comparison with experiments is therefore here illustrated using the more resolved discretisation (B) and turbulence model SST. Figures 4.18 show globally a relative good, up to very good, agreement of the profiles of velocity and turbulent kinetic energy on all sections. This demonstrates that the RANS model is robust and therefore suitable for a coupling, within a CAA hybrid approach, with the stochastic sound source generation model (SNGR).

\(^3\)Number of samples at each measurement point is about 6K
4.2.2.2 2D CAA Hybrid Method

Tables 4.4 and 4.5 give details on the models used. Figures 4.19 and 4.20 give an overview of calculation domains and instantaneous results. The CAA mesh is real 2D, while the CFD mesh is a pseudo 2D: it is a 3D mesh with thickness equal one element (1mm).

<table>
<thead>
<tr>
<th>Table 4.4: CFD 2D Model Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet speed</td>
</tr>
<tr>
<td>Plate angle</td>
</tr>
<tr>
<td>Element quantity</td>
</tr>
<tr>
<td>Element form and size</td>
</tr>
<tr>
<td>Time step</td>
</tr>
<tr>
<td>Export time step</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.5: CAA 2D Model Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element quantity</td>
</tr>
<tr>
<td>Element form and size</td>
</tr>
<tr>
<td>Numerical Order</td>
</tr>
<tr>
<td>Time step</td>
</tr>
</tbody>
</table>

Because of different meshes an interface was needed. Similar to the previous section, CFD data have been interpolated on the CAA broader mesh. Moreover here is investigated the effect of time interpolation of CFD data on the acoustic result. Missing interpolation causes additional high frequency numerical noise (8-10 kHz). Figure 4.21
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(a) $M=0.15\, \alpha = 50^\circ$

(b) $M=0.15\, \alpha = 50^\circ$

(c) $M=0.30\, \alpha = 25^\circ$

(d) $M=0.30\, \alpha = 25^\circ$

(e) $M=0.30\, \alpha = 50^\circ$

(f) $M=0.30\, \alpha = 50^\circ$

Figure 4.18: Comparison of the time-averaged velocity (left) and TKE (right) for jet impinging on a plate at different locations. $h =$ distance from the plate. Calculation (3D RANS) and measurement (3D LDA). Locations in the legend refer to figure 4.16.

shows the improvement in the results thanks to the time interpolation between LES time steps. The source term in the EIF approach consists of the time partial derivative of pressure and of convective terms of pressure space gradients. These terms have different relevance according to the flow type and the speed. For very low speed the time partial derivative of pressure seems to be predominant. Figure 4.22 shows a snapshot of the source term distribution near the impinging point and figure 4.23 gives the ratio between the source terms. The effect of the flow convection on the stretching of sound sources is clearly visible. However, the effect on SPL-spectrum seems to be relevant only at high frequencies as one can see from figure 4.25.

Figure 4.24 shows the SPL spectrum calculated for the impinging jet ($M=0.3$, $\alpha =$
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Figure 4.19: Detail of LES domain topology (left) and instantaneous hydro-dynamic pressure field (right)

Figure 4.20: LEE domain (left) and instantaneous result (right): pressure field (coloured background) and source intensity distribution (iso-lines). The polygon (white) shows the limits of LES-calculation domain.

50°. One can see that the 2D decay-law is respected: \( \sim 10 \) dB difference are expected and found between point P4 and the far field situated point, whose distance from the impinging point is ten times the distance to P4.

4.3 Conclusions

A complete computational aero acoustic method has been successfully implemented in two dimensions: unsteady pressure and velocity fields calculated with a commercial CFD code (Ansys CFX) can be interpolated in time and space on (un)structured meshes for LEE computation, which can be much broader than the CFD one, saving calculation time.

The numerical result for noise generation of a plane jet is qualitatively confirmed from literature data. Moreover a qualitative comparison with laser interferometry has been sketched from the author in [99]. At this stage a quantitative comparison is still not possible because of the 2D acoustic simulation. In fact, due to the 2D propagation, the pressure intensity is overestimated intrinsically. Aeroacoustic sound sources have been
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Figure 4.21: Detail of an instantaneous pressure field near the impinging point calculated with LEE without time interpolation between LES-generated sound sources (left) and with a first order time interpolation (right): the high frequency numerical noise still exists but is damped.

Figure 4.22: Instantaneous distribution of acoustic sources with EIF-Method for $M=0.30$. a) source term $\frac{\delta p}{\delta t}$, b) source term including fluid convection. Iso-lines have the same value for both cases and are plotted at the same instant. The nozzle is not plotted

(localised with microphone array and laser interferometry as well. The localisation with microphone array is possible only through cross correlation with reference microphones in far field and allows a rough localisation of the source. NAH could not improve the source localisation due to the turbulence originated in the impinging jet. On the other hand sound waves and turbulent structures can be visualised with laser interferometry, therefore the presence of sound sources, sound interferences and reflections can be effectively derived from it. Laser interferometry is therefore preferred for the investigation in the next section.)
Figure 4.23: Relative importance of source terms in EIF-Method at M=0.15 (left) and M=0.3 (right): only source term dp/dt (red), only convection term (green), no sources at all (blue). dp/dt is predominant away from the plate especially at the slowest speed. Pictures represent snapshots of the flow.

Figure 4.24: SPL calculations with LEE for impinging jet (M=0.3, angle=50°) at four locations (based on 3872 LEE-outputs) (left). Only dp/dt is considered as source term. Spectra are plotted as moving average over 100 Hz width. P4 and P17 refers to the Y microphone location from Fig.4.6.
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**Figure 4.25:** Comparison between SPL spectra with different sources for the same Point (P4): with convection effects (solid line), without convection effects (dashed line). Plot with moving average over 100 Hz width.
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Investigation of Impinging Jets on Obstacles

At the beginning of aeroacoustics in the fifties, investigations have been motivated from the application to aircraft jet engines due to the enormous acoustic impact on the population and on the aircraft structures as well. Since then, free jets at different Mach numbers have been largely investigated.

When a free jets impinges obstacles, it enhances the sound generation even more: very intense, dipole like, sound sources are generated [100],[101]. The sound produced is either tonal or broad band according to the Reynolds number of the flow, the threshold being dependent from the shape of the obstacle as well.

Example of impinging jets can be largely found even far outside the aircraft industry. We can classify these examples depending if the jet flows are functional or not: the first case occurs either in subsonic regime, for the convective cooling of surfaces like alternators-parts, cooling ribs, electronic units embedded in internal cooling flows or in supersonic regime, like for fluid injection in engines. The second case occurs in a more extended sense every time when components are embedded in an external flow. Examples from the automotive industry are, among others, bonnets, wind screen, screen wipers, rear mirrors and spoilers.

Since the acoustic comfort has assumed more and more importance for the customers, the aeroacoustic problems have assumed recently a central role in the industrial research. Therefore, since a few years, there is an increasing demand for reliable simulation methods for aeroacoustics.

Nowadays a large variety of numerical methods for computational aeroacoustics exist but they have been validated mostly only for academic purposes. Moreover, differently from free jets, the geometrical configuration of a impinging jets can be much more complex.

In this section we investigate the sound mechanism generation of impinging jets and perform comparison of numerical approaches for industrial application and extensive validation with experiments. We focus particularly the interest on broad band noise and attempt to understand the mechanism behind it, how to model it numerically and how to influence it.

Generally seen, one can distinguish flows according to the relative position of the observer (P) to the source and also with respect to the investigated geometry, as in figure 5:
Figure 5.1: Flow classification for aeroacoustic investigations. The red arrows shows a sound transmitting path through solid body.

We distinguish first external flows (A, B) from internal flows (C, D). Moreover for flows of type B and C one needs the knowledge of the (sound) transmission function across the solid boundary. This is not the case for A and D. In this work we studied flows of type A because we aim to investigate the sound generation mechanism and not the transmitting properties of the environment.

The choice of the configuration to investigate in this work is motivated from a compromise: from one side geometrical simplicity due to the present limitation of numerical methods, from the other side possibility to extend the results to industrial configurations as previously indicated is looked forward.

In the next sections two configurations of a rectangular jet impinging an inclined plate with obstacles are investigated:

1. confined flow
2. unconfined flow

The flow is named 'confined' when the obstacle and the jet nozzle are partially enclosed in a channel. That is in order to have a time averaged two-dimensional flow. The time averaged properties can be sufficiently considered two-dimensional. On the contrary the flow is named 'unconfined' when the flow is completely three dimensional and free to surround the obstacle on its sides. The confined case is investigated with a combination of 2D/3D numerical methods. Only in the second case a fully unsteady 3D CFD-CAA simulation was performed (LBM).

The choice of the obstacle geometries to be investigated and their position in the flow need to satisfy the following requirements:

- the geometry should be simple but idealise typical obstacles to be found in external flows of industrial interest
- the obstacle should be positioned on a surface and not isolated in a free infinite flow in order to reproduce typical industrial situation (wiper on a windshield or step in a channel)
- the geometry should be axial symmetric in order to allow both two and three dimensional computational modeling
- the air flow speed and the obstacle dimension should be compatible with the wind tunnel facility we set up (description in Chapter 2.1).
Our attention is therefore focused on small geometries with axial symmetry located on an inclined surface. Concerning the geometry we choose a basic shape (rectangular profile with sharp edges) and a profiled shape (wiper profile). The impinging flow has a mean velocity of 40 m/s and an environment temperature of 25°C. That corresponds to a Mach number of 0.12 and Reynolds number, related to the obstacle height, of about $4 \cdot 10^4$ (related to the nozzle height of $1.5 \cdot 10^5$).

Figure 5.2 shows the profiles and their idealised geometrical environment.

**Figure 5.2:** a) rectangular profile, b) wiper profile, c) geometrical environment (profile), d) confined case and e) unconfined case (top view). $h=15$ mm, $b=10$ mm, $R1=13$ mm, $R2=0.7$ mm, $R3=1.75$ mm, $D1=50$ mm, $D2=60$ mm, $H=50$ mm, $T=10$ mm, $B=200$ mm, $W=800$ mm, $\alpha = 45^\circ$.

Choosing the length of the transition plane and the distance of the obstacles as indicated in Figure 5.2 (D1, D2), one recreates a complex impinging environment and reproduces the environment of the wind tunnel facility. The turbulence level of the impinging flow contains a thin shear layer from the nozzle and the boundary layer developing on the plate additionally to the uniform low turbulence level in background. Due the vicinity of the obstacle to the nozzle the impinging velocity and therefore the sound production are enhanced. This allows a better numerical and experimental investigation, because the ratio of useful signal to background disturbances is larger. On the other hand the outflow is perturbed from the obstacle itself. This last effect should be considered with care in the simulation and in the interpretation of the results. We refer therefore to chapter 5.1.4 to discuss how to handle this obstruction effect for aeroacoustic comparison of different configurations.

Figure 5.3 summarises the numerical approaches that have been investigated and recall the conceptual calculation steps from the fluid dynamic field to the acoustic one.
5.1 Inclined Plate with Obstacles (confined flow)

5.1.1 CFD Models

5.1.1.1 Domain

The discretisation of the domain depends on the chosen numerical methods. Due to the enormous computational effort for unsteady calculations, and profiting of the axial symmetry of the configuration, the numerical domain can be restricted to a thin slice of width L (Figure 5.4), the width being chosen larger than the characteristic length of the obstacle in order to model possible transversal flow correlations. The steady calculations have been performed in order to compare the mean properties of the unsteady calculation and to have data for the SNGR approach. The steady calculations are performed on the same domain or (for SNGR) on an even smaller thickness to reproduce a 2 dimensional calculation.

5.1.1.2 Mesh Properties

The topology of the mesh used for unsteady calculation consists of two parts: the inner, finely discretised mesh and the outer, coarsely discretised mesh. Table 5.1 gives the characteristic data, while figures 5.5 and 5.6 show the mesh overview and details of it. One notices different arts of interfacing the two mesh parts. By hanging nodes, the code interpolate linearly the solutions at the interface boundary. The purpose of this investigation is also to evaluate the effect of the interpolation.
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Figure 5.4: Extension of the CFD domain (red) for the geometrical configuration (black). $B=200\ mm$, $L=20\ mm$. The inlet boundary condition is set before the nozzle outlet (arrows).

Table 5.1: Overview characteristic mesh data.

<table>
<thead>
<tr>
<th>obstacle</th>
<th>simulation</th>
<th>nTot $^a$</th>
<th>nZ $^b$</th>
<th>$m_i^c$</th>
<th>$m_o^d$</th>
<th>$m_{type}^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>rectangular</td>
<td>3D (un)steady</td>
<td>3 M</td>
<td>30</td>
<td>hexa</td>
<td>hexa</td>
<td>hanging nodes</td>
</tr>
<tr>
<td>rectangular</td>
<td>3D (un)steady</td>
<td>3.3 M</td>
<td>40</td>
<td>hexa</td>
<td>tetra</td>
<td>merged nodes</td>
</tr>
<tr>
<td>wiper</td>
<td>3D (un)steady</td>
<td>3 M</td>
<td>50</td>
<td>hexa</td>
<td>tetra</td>
<td>merged nodes</td>
</tr>
<tr>
<td>rectangular</td>
<td>2D steady $^f$</td>
<td>0.1 M</td>
<td>1</td>
<td>hexa</td>
<td>hexa</td>
<td>- $^g$</td>
</tr>
<tr>
<td>wiper</td>
<td>2D steady</td>
<td>0.1 M</td>
<td>1</td>
<td>hexa</td>
<td>hexa</td>
<td>-</td>
</tr>
</tbody>
</table>

$^a$Total element number
$^b$Element number in width direction (Z)
$^c$Element type for inner mesh
$^d$Element type for outer mesh
$^e$Mesh interface type
$^f$For SNGR
$^g$Only one single mesh

5.1.1.3 Boundary Conditions

Inlet

The boundary conditions for the numerical model have been chosen to approximate the real experimental conditions. We anticipate here that the experimental inlet condition realised in the wind tunnel corresponds to a low turbulent flow (0.5-2%) with an undeveloped boundary layer (thinner than 2 mm). The previously anticipated obstruction at the outflow (Figure 5.11) should not be imposed but obtained from the numerical model. Therefore we impose as inlet boundary condition a simple velocity block profile (40 m/s) on a section located before the nozzle exit with a turbulence level of 2%.

The location on the velocity block profile should not be too close to the nozzle exit in order to allow the obstruction effect to take place but also not too far away in order to reduce the domain extension and therefore the computational effort as much as possible and to avoid the growth of the boundary layer over the experimental expectation. Figure
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Figure 5.5: Side view of the unstructured mesh used for the unsteady DES calculation (left). Two regions, which do not match, are interfaced along the inner red curve. Mesh details at the upper nozzle exit (right, above) and at the object top (right, below).

Figure 5.6: Left: Side view of the unstructured mesh used for the unsteady DES calculation. The inner region with hexahedron elements is merged with the outer region with tetrahedron elements. Right: mesh details at the upper nozzle exit (above) and at the object top (below).

5.7 shows this effect on the velocity profile at the nozzle exit setting a block profile at distance D=50 mm and D=100 mm. Due to the small effect we used the distance D=50 mm for further calculations.

Periodic or symmetry
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The steady calculations on the 2D domain use a symmetry boundary condition on the two sides. The unsteady calculations on the 3D domain use a periodic boundary condition.

Outlet or opening

The flow entrainment across the boundaries is simulated by setting opening conditions. This is implemented with total relative pressure = 0 for inflow condition and relative static pressure = 0 for outflow. Moreover for stability purpose the streamline direction is prescribed perpendicular to the boundary itself.

5.1.1.4 Turbulence Model

Unsteady calculation have been performed with the SST-DES zonal formulation implemented in the commercial code Ansys CFX 5.7.1 [102]. In the simulations, different settings of the DES switching parameter \( F \) (Section 3.2.1) have been analysed. The factor \( F1 \) promote a larger region where the turbulence is directly resolved (LES region) rather than modeled (SST-region) as one can see in Figure 5.8. Moreover, due to the non-uniform element size at mesh transition, local outgrowth of LES regions appears on the interface between hexahedron and tetrahedron elements.

A separation induced from the grid is not a concern for this geometrical configuration, because in the region of major interest near the obstacle, the flow separates anyhow due to the sharp edges. In this work we used the F2 factor for both geometries and additionally the F1 factor for the wiper-like obstacle in order to evaluate the effect of a more extended LES-region.

Steady calculations have been performed with the SST Model implemented in Ansys CFX 5.7.1 and with a classical \( k-\varepsilon \) Model implemented in Fire 8.31.
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**Figure 5.8:** SST-DES Zonal formulation. Snapshot of domain splitting: LES region (white), SST region (black). The LES region obtained using the local grid scale factors $F_1$ (a) is larger than that using $F_2$ (b).

### 5.1.1.5 Simulation Duration and Time Resolution

The time step of the calculation ranges around $10 \, \mu s$ (corresponding to a CFL-number of about 1.5). This can be increased, but up to $25 \, \mu s$ due to stability reasons. The unsteady flow needs time after starting the calculation. We consider it completely developed after at least 10 vortices are shed and once the initial vortex are convected away from the obstacle (5-8 ms). The calculation is continued for a further 5 or 10 ms with a output data sampling frequency equal to 10 and 20 kHz respectively for the rectangular and wiper-like obstacle. The total computational effort corresponds to 1000 CPU-hours (wiper profile) on Linux-Cluster (Pentium 4 XEON, 2.8 GHz, 4 GB Ram).

### 5.1.2 CAA Models

#### Mesh

The discretisation for the acoustic calculation is chosen with the aim to resolve wave lengths up to about 3000 Hz. Two meshes of various refinement were used. Figure 5.9 shows them. Simple opening boundary conditions have been used, therefore multiple layers of coarse cells were necessary around the domain, in order to reduce reflections by increasing the local numerical dissipation.

#### Numerical Method

The acoustic pressure level calculated with 2D LEE code can not be directly compared with experiments due to the 2D instead of 3D propagation. The acoustic pressure perturbation have in two dimension bigger intensity than in a three dimensional free space and decay more slowly: the SPL-decay-law for a point source in 2D far field is $SPL_2 = SPL_1 - 10 \cdot \lg\left(\frac{d_2}{d_1}\right)$ instead of $SPL_2 = SPL_1 - 20 \cdot \lg\left(\frac{d_2}{d_1}\right)$ for 3D far field, being $d_2$ and $d_1$ the distances from the source. We subsequently use a correction strategy for trailing edge noise from Ewert et al.[104].
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Figure 5.9: 2D acoustic meshes: a) 3K elements with size between 10 and 50 mm in the source region and 50 mm outside, b) 12K elements with size 8 mm in the source region and 20 mm outside. Both meshes present very big sized elements on the border to reduce waves reflections.

Using a span-wise averaged acoustic source from the unsteady calculation on a full 3D domain slice, the sound pressure correction from 2D to 3D becomes according to Ewert et al. [104]:

\[
SPL_{3D,L} = SPL_{2D} + 10 \log\left(\frac{fL^2}{Rc_0}\right)
\]  

with \( f \) the frequency, \( L \) is the slice width calculated with DES (Figure 5.4), \( R \) the distance of the observer from the source and \( c_0 \) the sound speed at rest.

The correction is derived from a Green function for a distribution of correlated point-like sources along an infinitely long transversal direction compared to the acoustic solution for a point source in 2D.

Moreover, for a finite span-wise \( B \) (Figure 5.4) the correction given by Kato et al. (1993) is used where all slices of width \( L \) are supposed uncorrelated and therefore bring 3 dB SPL increment each doubling.

\[
SPL_{3D,B} = SPL_{3D,L} + 10 \log\left(\frac{B}{L}\right)
\]

The author sees following shortcomings of this strategy:

- the Green function is derived, considering first the sources correlated on a infinite direction while later are supposed stepwise uncorrelated with each others
- the size of the resolved slice (L) influences the correction
- the correction is valid only for the acoustic far field.
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SNGR Source Definition

Each point of the turbulent field contributes differently to the acoustic energy content. The value of the turbulent kinetic energy alone is not enough to estimate the contribution, as long as positive or negative interferences can occur. Within the SNGR approach, however, we defined a threshold for the turbulent kinetic energy, under which we assume that the contribution to the total acoustic energy is negligible.

\[ K_{\text{threshold}} = \alpha \cdot K_{\text{max}} \] (5.3)

The acoustic sources are then calculated only for the regions where the turbulent kinetic energy is larger than this threshold. By reducing in this way the extension of the significant stochastic velocity field, one reduce considerably the calculation effort.

5.1.3 Experimental Setup

Figure 5.10 shows the investigated geometrical configuration. The plexiglass sides confines the flow and make it accessible to optical measurement systems.

![Figure 5.10: Configuration with rectangular obstacle.](image)

Figure 5.11 shows experimentally the obstruction effect at the nozzle exit: the outflow mean velocity is strongly reduced from the inclined plane and from the object. The shape of the obstacle does not change significantly the mean velocity profile at the nozzle outlet as the differences of the averaged profiles are smaller than the measurement deviation. On the other hand, once the flow is confined, the outflow velocity is slight reduced in the lower part of the nozzle section (till -3%).

Hot Wire Anemometry

The measurements are carried out with a single probe hot wire\(^1\) used in cross-flow mode, constant temperature, with a working temperature of 250\(^{\circ}\)C. The calibration curve (obtained with environment temperature of 24\(^{\circ}\)C) was not corrected with the flow temperature of the wind-tunnel because the temperature excursion is limited to ±1 \(^{\circ}\)C thanks to the wind-tunnel heat-exchanger and the warm-up and cool-down phases before measurements begin. The positioning of the probe is manual with an absolute

\(^{1}\)platined miniature probe DISA type 55P11 and 55P15
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Figure 5.11: Obstruction effect on the nozzle outflow due to obstacles measured with single probe hot-wire anemometry (DISA probe type 55P11). The velocity is normalised with the mean free flow velocity which would produce the same mass flow (vertical dashed line). The outflow without obstacles (free flow, red solid line) shows deviation from the ideal block profile (vertical dashed line) of ±2.5%. The measurements for flow with obstacles are repeated 4 times with manual positioning of the probe and on different days for each geometry: rectangular shape (solid line), wiper shape (dashed line) for confined flow (blue lines) or unconfined one (black lines). The horizontal error bars show the maximal deviation between measurements (±3%).

location error of ±1 mm. Probes are positioned in the main flow with an angle error with respect to the calibrated flow direction, of ±10% compared to estimated time averaged streamlines. See figure 5.12 for details. The signal is acquired with Dactron RT pro 5 (sampling frequency $f_s = 24$ kHz). The measurements were repeated at least 3 times for each section with independent repositioning of the probe during different days.

Laser Doppler Anemometry

The measurement are carried out with a two-channel LDA$^2$, with a nominal Power of 400 mW. The output power at the probe amounts to about 10 mW for the green beam and about 20 mW for the blue one. In order to scatter the laser light, the flow is seeded with small particles ($\varnothing 1 \mu m$) of Di-Ethyl-Hexyl-Sebacate ($C_{26}H_{50}O_4$) generated from an atomising seeder and introduced inside the flow with two pipes some 60 cm before the nozzle exit (Figure 2.3). The purpose of the measurement with LDA is mainly the determination of the turbulence kinetic energy of the flow but also the supplementary validation of the velocity measurements with hot wire anemometry.

The two beams are positioned to measure velocity components on the symmetry plane of the test case. The measured turbulence kinetic energy can only be determined from the velocity fluctuations in x and y. Therefore the measured turbulence kinetic energy is an underestimation of the actual physics. The underestimation depends largely from

\[2\text{Digital burst correlator TSI IFA 755, Beam separator TSI 9201}\]
the local turbulence type. In isotropic regions (far away from the obstacle or between shear layers) the mean square fluctuation is, by definition, equal in all space direction. Therefore the underestimation is maximum and reaches 50% of the measured value. On the other hand, in strongly anisotropic regions (e.g. near the wall or free shear layer) the limit is a two component turbulence so that the perturbation transversal to the plate tends to zero. In this case there would be no underestimation. The measurement results, plotted in figure 5.17, are done so using only the raw data without any assumptions on the turbulence type.

Figure 5.12: Positioning of the measuring techniques: single probe HWA (left) and two-component LDA (right). The time averaged streamlines calculated with SST model are plotted in gray on the background as reference.

5.1.4 Results

As previously introduced, the obstruction effect at the nozzle exit due to the obstacles represents an increase in the complexity of the geometrical configuration. Before we extensively compare the calculation results to the measurements, we want to assure that at the nozzle exit the mass flow and velocity profiles correspond to the expected ones. Figure 5.13 demonstrates that: The obstacle shape has no effect on the velocity profile. The measured mass flow differs from the calculated one (0.40 m$^3$/s) by less than 2% that is within the experimental accuracy.

5.1.4.1 Velocity and Turbulence Fields

A first impression of the velocity field around the obstacle is given in figure 5.14 for the rectangular test case. Here one notices a qualitative global good agreement between the time-averaged unsteady solution with the steady one but also few differences in the separated region behind the obstacle.

For a detailed comparison, the flow mean properties are investigated at several sections before and after the obstacle as indicated in the figure 5.45.

Figures 5.16 compare the velocity profiles for both test cases on the previously described sections. The agreement of steady numerical results to the experiments is excellent, typically less than 2% in the low turbulence region. The calculation with the k-epsilon model in the code shows overly entrainment outside the main flow. The reason seems to be the implementation of the boundary condition. Although the number of samples for the unsteady calculation is small (100) the profile follows the measured profile quite
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Figure 5.13: Comparison of the velocity profiles for rectangular (rect) and wiper-like (tri) obstacle on the symmetry plane at the nozzle exit. Measurement with single probe hot wire anemometry. CFD steady calculation with SST turbulence model.

Figure 5.14: Field of velocity magnitude around the rectangular obstacle calculated with RANS-SST (left) and average of 100 time steps with DES (right). The post processing with Matlab shows the obstacle and the regions with zero velocity in darkest blue.

well. Only the section 100 mm after the wiper-like obstacle shows an unexpected shift of the velocity profile by about 1 cm in the direction perpendicular and away from the plate. By using different parameters for the DES zonal formulation F1 and F2 one notices differences in the splitting between solved and modeled regions (5.8) but this seems not to influence the shifting significantly (Figure 5.16).

Figures 5.17 compare the profiles of turbulent kinetic energy for both test cases on the previously described sections. The unsteady calculation shows much more turbulence than that measured especially in the numerical configuration for the wiper geometry. On the other hand, the unsteady calculation shows more realistic diffusive behavior between the shear layers.
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Figure 5.15: Sections used for the comparison of the velocity field and turbulent kinetic energy between calculations and experiments. The separation regions of interest are sketched overlapped.

DES

The vortex shedding at the nozzle edge gives information about the dynamic accuracy of the unsteady simulation. We distinguish a forced shedding from a natural one, depending on whether external causes trigger the separation at the nozzle edge. For a natural shedding one expects a non-dimensional shedding frequency of around $St = \frac{fD}{U_\infty} = 0.25$, which is approximately $f = 200$-$250$ Hz for our test case. A more precise value and dependency on Reynolds number can not be derived from the literature due to our particular nozzle configuration (rectangular one with only one edge not confined).

A forced shedding can be induced in a wide frequency range for instance from an external or self produced strong sound wave. Experimentally (with Laser Interferometry) a trigger from flow-induced sound waves is not noticed. Figure 5.18 compares the experimental and numerical power spectral densities of the velocity signal at several points in the nozzle shear layer.

The nozzle vortex shedding should not depend on the obstacle form but the position of the shear layer could be influenced from it. That is experimentally shown. On the other hand, the calculated shedding frequency presents large differences between them and, particularly for the rectangular obstacle, compared to the experiment. We assume that the mesh topology is the cause because, although the domain extension is exactly the same, a grid interface near the nozzle is present for the calculation with rectangular obstacle. To demonstrate that, the rectangular profile has been further calculated with a perfectly merged grid like in the wiper case. Figure 5.19 shows that the shedding frequencies are different from the previous calculation and this time much similar to the wiper-case.

$^3$HWA measurement with single cross flow probe TSI 1212-20 and a separate thermocouple in the back-stream.

$^4$Absolute PSD values of experiments and calculations can not be directly compared as different sampling frequency have been used.
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Changing the parameter for the DES domain splitting has no effect on the vortex shedding. As already noticed (Figure 5.8) the domain decomposition near the nozzle is unchanged. The frequency analysis in Figure 5.20 confirms this, the main frequency localised at around 250 Hz. A better accuracy in the comparison can not be discussed due to the relative small amount of samples.

As long as the fluid can be considered incompressible we expect that velocity spectra and pressure spectra exhibit the same behavior and, particularly, the same maxima location (that is strictly correct only for irrotational inviscid flow). For that reason we use the laser-scanning interferometry to compare the frequency content of the pressure fluctuations over the whole domain.

Figure 5.21 shows a relative wide frequency spectrum for the vortex shedding behind the nozzle and obstacle. As expected, the frequency of hydrodynamic structures decreases downstream. Moreover the shear layer from the nozzle shows large amplitudes only for low frequencies (225-700 Hz). These results with laser-scanner interferometry support the previously shown spectra of Figure 5.18.

An analysis of the vortex structures calculated with DES shows vortex shedding from the nozzle and collapsing into bigger coherent structures. The recirculating bubble where the plane changes slope generates turbulence which is convected and impinges on the object. Moreover one sees fine scales structures interacting with the plate after the object, each one with its own rotational direction. The whole region than rotates almost like a rigid body and is slowly convected (at few meters per second) along the plate.

Figure 5.22 shows a snapshot of these vortex structures. The vortex structures generated at the nozzle are very coherent and almost two dimensional. No difference is noticed with changes in the local grid size, discretisation time or number of elements in the width direction. On the contrary the vortex structure induced from the separation at the obstacle features typical longitudinal and transversal small scales structures with highly rotational component (Z-Vorticity in Figure 5.22). Moreover the vortex structures behind the rectangular shape are extremely elongated and not compact as those behind the wiper. That agrees also with the separation length simulated with RANS (Table 5.4).

No difference is qualitatively noticed using the two parameters for domain splitting with DES.
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Figure 5.16: Comparison of velocity profiles, for the rectangular obstacle (left) and the wiper-like one (right) on the symmetry plane at sections 3-5 of Figure 5.45. Measurements with single probe hot wire anemometry (HWA) and two-component (in-plane) laser Doppler anemometry (LDA) (samples number ≥ 5000). DES averaged on 100 samples.
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Figure 5.17: Comparison profile of turbulent kinetic energy for rectangular obstacle (left) and wiper-like one (right) on the symmetry plane at sections 3-5 of Figure 5.45. Measurements with two-component (in-plane) laser Doppler anemometry (LDA) (number samples $\geq 5000$), DES averaged on 100 samples with sampling frequency $f_s = 20$ kHz (rectangle) or 10 kHz (wiper)).
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Figure 5.18: Power spectral density (PSD) of the velocity in the nozzle shear layer calculated with DES-F2 Model (above) and measured with HWA (underneath) for rectangular geometry (left) and wiper-like one (right). Hanning window over complete recording time (5-10ms for DES, 1s experimentally). Experimental frequency resolution reduced to the numerical one for comparison with constant frequency band $\Delta f = 100$ Hz. PSD calculated with periodogram.

Figure 5.19: Power spectral density (PSD) of the velocity in the nozzle shear layer for rectangular profile calculated with a perfectly merged grid.
Figure 5.20: Comparison between the velocity spectra calculated with DES in the region of vortex shedding. The curves show the effect of both parameters (F1, F2) at respectively two positions near the top of the nozzle. Number of samples/sampling frequency: 180/20kHz (F1), 100/10kHz (F2). Hanning windowing.

Figure 5.21: Root mean square values of the pressure fluctuations made visible with laser interferometry for different frequencies, for a confined flow with rectangular obstacle. The variable plotted is the effective velocity. Iso-surfaces with same intensity are plotted in colors. Light red contours correspond to high levels of 5 µm/s.
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**Figure 5.22:** Instantaneous snap-shot of vortex structures calculated with DES. The intensity of vortices is color coded for rectangular (a) and wiper profile (b). Iso-surfaces of stronger vortices \(5 \cdot 10^7 \text{s}^{-2}\) are plotted with color coded direction of rotation: red(clock-wise) and blue(anti clock-wise) for rectangular (c) and wiper profile (d).
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SNGR

We first compare the time integral scale of the velocity field calculated with RANS with those generated with SNGR (Section 3.3.3) in order to validate the data for the acoustic simulation.

Figure 5.23 shows the time scale for the rectangular test case, as derived from RANS calculation\(^5\) (Section 3.3.3). Table 5.2 summarises the time scales at some points calculated with different RANS models and measured with HWA\(^6\). One notices, as expected, that the time scales increase flow downstream. Both models are equivalent and in relative good agreement with the measurements.

Using an own SNGR implementation\(^7\) based on the same calculation (RANS-SST) one obtains a synthetic field, whose autocorrelation time is very similar to the calculated time scales. From figure 5.24 one reads for point 1 and 5, \(T=0.2\) ms and \(T=2\) ms respectively.

Table 5.2: Comparison of time scales [ms] for confined jet impinging on wiper profile. Measurement with single probe hot wire anemometer. The measured time scale is the integral time scale calculated from the autocorrelation of the velocity signal.

<table>
<thead>
<tr>
<th>Point Number</th>
<th>Measurement (HWA)</th>
<th>RANS-SST (CFX)</th>
<th>RANS k-(\epsilon) (Fire)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>0.5 ms</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.5 - 3 ms</td>
<td>0.7 ms</td>
<td>0.8 ms</td>
</tr>
<tr>
<td>3</td>
<td>2.4 - 4 ms</td>
<td>1.3 ms</td>
<td>1.4 ms</td>
</tr>
<tr>
<td>4</td>
<td>1 - 1.4 ms</td>
<td>1.5 ms</td>
<td>1.3 ms</td>
</tr>
<tr>
<td>5</td>
<td>1.1 - 1.7 ms</td>
<td>2 ms</td>
<td>1.8 ms</td>
</tr>
</tbody>
</table>

\(^5\)CFX; RANS-SST Model
\(^6\)HWA is indicated for the measurement since all the locations are outside the reversed-flow region.
\(^7\)3D, stand alone code with implementation of classical method (Section 3.3.2).
5.1. Inclined Plate with Obstacles (confined flow)

Figure 5.24: Autocorrelation coefficient ($R_E$) for the velocity at point 1 (left) and 5 (right) for rectangular profile calculated with own implementation of SNGR method (RANS-SST Data)

Besides that, the synthetic field shows statistical properties very similar to the isotropic field, as one can see from table 5.3. See Annex B.2 for the definition of the statistic moments and the properties of an isotropic field.

Table 5.3: Statistic moments of synthetic velocity field at few sample points. SNGR with 500 modes and 20000 time samples. $U$ is the time-averaged local speed and $k$ the local turbulence kinetic energy.

<table>
<thead>
<tr>
<th>point number</th>
<th>$(m1-U)/U$</th>
<th>$(M2-k)/k$</th>
<th>skewness</th>
<th>flatness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2%</td>
<td>8%</td>
<td>-0.2/-0.6</td>
<td>2.9</td>
</tr>
<tr>
<td>3</td>
<td>5%</td>
<td>2%</td>
<td>-0.2/-0.9</td>
<td>2.4-3.1</td>
</tr>
<tr>
<td>5</td>
<td>5%</td>
<td>9%</td>
<td>-0.4/0.4</td>
<td>2.0-2.3</td>
</tr>
</tbody>
</table>

5.1.4.2 Separated Flow Regions

Figure 5.25 shows the typical separation bubbles which take place around the test objects at high Reynolds numbers using the rectangular profile for exemplification. For the rectangular object, along with the main region (C) with clockwise recirculation there is also an induced minor one (B) with anti-clockwise motion. Furthermore a minor region (A) in front of the object arises due to the high static pressure increase caused from the object. For the wiper the small region A is not detected.

Figure 5.26 shows the experimental result for the investigation of the separation lengths. Table 5.4 summaries and compares the numerical results and the experiment results. These results matches quite good.

5.1.4.3 Sound Pressure Level and Spectra

Figure 5.27 shows the location of the microphones used in the following measurements. For comparison between calculation and experiment, if not otherwise specified, one takes the orthogonal position ($90^\circ$) on both spheres s1 and s2.
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Figure 5.25: Separation regions around the test-objects for high Reynolds number.

Table 5.4: Length of the streamline separation around two test objects for different bubbles. The flow is constrained with lateral sides. H is the height of the object.

<table>
<thead>
<tr>
<th>Object-Bubble</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>rectangle</td>
<td>0.5 H</td>
<td>7.7 H</td>
<td></td>
</tr>
<tr>
<td>RANS (SST)</td>
<td>0.5 H</td>
<td>0.3 H</td>
<td>6.3 H</td>
</tr>
<tr>
<td>RANS (k-(\varepsilon))</td>
<td>0.7 H</td>
<td>6.7 H</td>
<td></td>
</tr>
<tr>
<td>experiment</td>
<td>1.0 H</td>
<td>9.5 H</td>
<td></td>
</tr>
<tr>
<td>RANS (SST)</td>
<td>0.9 H</td>
<td>8.0 H</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.26: Experimental visualisation of streamline near the wall with Oil-TiO\(_2\) Mixture. Separation lines (dashed lines): 1) vortex due to the flow confinement.

DES+EIF

The unsteady calculation with DES and the EIF source modeling reveals interesting physical phenomena such the one illustrated in Figure 5.29. Sound waves are mainly originated from a region behind the obstacle. The discretisation refinement and the resolution order can not be increased due to numerical instabilities. These instabilities are due to the numerical method itself (Euler equations) and are smoothed only due to numerical viscosity for relative coarse meshes. Using the 3D correction introduced in Chapter 5.1.2 one should average the sound sources on the z-direction for each position in space at each time step. This requires a big effort by exporting data between the CFD and the CAA solvers. We calculated therefore the average only on a reduced number of sections and evaluated a posteriori the effect on the sound source. The sound sources over the thickness are, as expected, not constant but one notices from table 5.5 that the differences (rms value) are relatively small even when using few positions for the average (Double rms value would increase the sound level by 3 dB). Therefore, only 3 sections have been used further for averaging. However we see as major problem the choice of the average length. In the original formulation (See chapter 5.1.2), the length should correspond to an integral correlation length. Here, this length varies along the flow field.
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![Diagram of microphone positions]

**Figure 5.27:** Microphone positions. Two arcs of circle (s1, s2) with radius 0.5 and 1 m covers angles between 60° and 120°.

**Table 5.5:** Effect of the average on width direction (z) on the sound source. The value is the root mean square (rms) value of the source calculated with EIF method over 40 time steps ($10^6$ Pa/s) at a fixed location. Width extension from -10 till 10 mm.

<table>
<thead>
<tr>
<th>number of samples</th>
<th>nozzle re-attachment in z-direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0 2.7 0.6</td>
</tr>
<tr>
<td>3</td>
<td>3.0 2.8 0.6</td>
</tr>
<tr>
<td>50</td>
<td>3.0 2.7 0.4</td>
</tr>
</tbody>
</table>

*a at z = 0
*b at z = 0, -9, +9 mm
*c at each mesh element

Nevertheless, using the correction factor one obtains that OASPL matches quite well with experiments. The sound pressure level for increasing distances from a point-like source follows ($p^2$ $\propto$ $\frac{1}{r^2}$ instead of $\propto$ $\frac{1}{r}$). With the correction factor one obtains correctly a much stronger decay law than without. This is visible in table 5.6. One notices however a stronger decay than in the reality (-4 dB instead of -3 dB for 2D propagation and -8 dB instead of -6 dB for 3D propagation). This is probably due to the high numerical dissipation by using numerical methods of only 2nd order. Table 5.7 compares the OASPL obtained numerically (LEE+EIF), while table 5.8 shows the effect of a simulation with higher spatial discretisation order. The finer resolution causes instabilities which bring to divergence of the simulation for a longer simulation time.

**Table 5.6:** Decay law for doubling the distance from the object. Measurement points on s1,s2 at 90°. Values in dB. Measurement accuracy ± 0.5 dB.

<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>2D+correction</th>
<th>measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>wiper</td>
<td>-4</td>
<td>-8</td>
<td>-6</td>
</tr>
<tr>
<td>rectangle</td>
<td>-3</td>
<td>-4</td>
<td>-5</td>
</tr>
</tbody>
</table>
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Table 5.7: Directivity of numerical calculation (LEE+EIF). The values give the calculated OASPL in dB. A 3D correction with variable distance between observation points (sphere s1) and an idealised point source located at re-attachment (7 times the obstacle high) is used. Original values from 2D simulations are given in brackets.

<table>
<thead>
<tr>
<th>Angle (°)</th>
<th>60°</th>
<th>70°</th>
<th>80°</th>
<th>90°</th>
<th>100°</th>
<th>110°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiper a</td>
<td>89 (107)</td>
<td>89 (107)</td>
<td>90 (108)</td>
<td>90 (108)</td>
<td>90 (108)</td>
<td>91 (108)</td>
</tr>
<tr>
<td>Wiper b</td>
<td>87 (105)</td>
<td>88 (105)</td>
<td>90 (106)</td>
<td>90 (106)</td>
<td>91 (106)</td>
<td>92 (106)</td>
</tr>
<tr>
<td>Wiper c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86 (102)</td>
<td></td>
</tr>
<tr>
<td>Rectangle d</td>
<td>84 (103)</td>
<td></td>
<td></td>
<td>84 (103)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment</td>
<td>86-87</td>
<td>86-87</td>
<td></td>
<td>90</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a F1 turbulence model, average over 3 points
b F1 turbulence model, symmetry plane
c F2 turbulence model, symmetry plane
d F2 turbulence model, average over 3 points

Table 5.8: Effect of the acoustic mesh on OASPL for the same observation point (s, 90°). See Figure 5.9 for mesh geometry. Values are in dB for 2D calculation, with 3D correction factor and without (in brackets).

<table>
<thead>
<tr>
<th>Mesh</th>
<th>2nd Order</th>
<th>4th Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>84 (101)</td>
<td>95 (108)</td>
</tr>
</tbody>
</table>

Figure 5.28: Comparison numerical and experimental sound pressure levels for orthogonal position with distance 50 cm (left), 100 cm (right) for the wiper (LEE-EIF F1 turbulence model, integrated on 3 planes). The level is plotted in third octave bands.
Figure 5.29: Acoustic results with DES-LEE method. The instantaneous sound pressure is color coded, the sound sources are plotted as black iso-lines. On the background is visible the calculation mesh (a-b). The detail c) shows the curvature of sound waves near to the obstacle and the instantaneous sound sources (colored iso-surfaces).
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**SNGR**

Calculations with own SNGR implementation (Section 3.3.3) show a large dependence from the discretisation. Figure 5.30 shows the grids and the instantaneous pressure field. Differences in the OASPL up to -9 dB are presents. This is probably due to the low order derivatives used for the calculation of the sound source on the acoustic grid.

![Mesh 1 and Mesh 2](image)

**Figure 5.30:** Grids and instantaneous acoustic pressure field calculated with own SNGR implementation. Both 2D grids have about 15000 elements but the size of elements in the source (internal) region is 5-20 mm (mesh 1) and 7-10 mm (mesh 2). SNGR model with same parameters.

This effect is also noticed in the implementation in the code Fire. Moreover, in SNGR, the integral length scale is deduced, with dimensional considerations, from the local turbulence energy and the dissipation rate $A$.5 and is valid a part from the factor $K_A$ to be determined empirically. An experimental validation of this factor within this work was not possible\(^8\). As this factor influences the energy spectrum not only concerning the position of the maximum but also the level of the maximum itself, it is important to quantify the final effect on the acoustic simulation.

Figure 5.31 shows the OASPL calculated with the implementation in Fire for two different values of the factor $K_A$. The effect is very important: more than 10 dB.

Figure 5.32 compares the OASPL\(^9\) for different SNGR implementations (Section 3.3.3) and $K_A$ in few observation points in far field.

Even though the tendency over the observation points is maintained, it is evident a large sensitivity to the parameters and deviations from the measurements. Moreover, the calculation effort with those implementation is relevant and yields over 100 CPU

---

\(^8\)A derivation from the integral time-scale calculated with HWA-measurement (Section 5.1.4.1) is limited to the Taylor-hypothesis of frozen turbulence.

\(^9\)OASPL from 140 Hz up to 5000 Hz.
hours for simulation of 150 ms physical time on grid with about 500 K elements. This is in part given due to an inconvenient implementation of the synthetic source generation: in fact the sources are generated at each time step used for the LEE solution. This leads to frequencies up to 100 kHz which however can not be supported from grids for acoustic propagations.

![Figure 5.31: Distribution of overall sound pressure level (OASPL) for different values of length scale parameter ($K_\Lambda$). a) $K_\Lambda=1$, b) $K_\Lambda=15$.](image)

![Figure 5.32: Overall sound pressure level (OASPL) at 4 observation points (see figure 5.27 for the location) for simulation with fire(A-D) and measurements with microphones(E). A= standard implementation 'Bailly', B= implementation 'Bilson' and $K_\Lambda=1$, C= as B but with reduced source domain, D= as B but with $K_\Lambda=15$.](image)

In conclusion, even though promising results have been achieved in the past for free jets [66], the SNGR approaches investigated so far seems not to be adapt for this class of aeroacoustic problems.
5.1.4.4 Sound Source and Sound Propagation

Figure 5.33 shows sound waves and hydrodynamic perturbations, measured with laser-scanning interferometry, for two different frequencies. Maxima and minima are highlighted respectively by red and green colors. One can notice a dipole like sound source in the obstacle region. On the other hand a localisation of all sound sources from the curvature of the sound waves is entirely possible. The picture 5.33-b suggests a broad sound source location in the region behind the obstacle for increasing frequencies.

![Figure 5.33](image)

**Figure 5.33:** Instantaneous coherent pressure fluctuations made visible with laser interferometry (maxima in red, minima in green). Confined flow with rectangular obstacle with reference microphone at 50 cm from the obstacle at 90°.

We attempt now to validate the location of sound sources calculated with EIF through measurement with the laser-scanning interferometry. For this purpose we use equation 2.19 and use $\frac{dn}{dp} \sim 2.72 \times 10^{-9} Pa^{-1}$. We suppose that the averaged $dp/dt$ over the small thickness used for calculations ($L=20mm$) remains the same over the whole domain thickness ($B=200mm$) and consider the acoustic pressure in the source region negligible compared to the hydro-dynamic one. We obtain:

\[
rms(v_{eff}) = 2 \left| \frac{dn}{dp} \right| B \cdot rms\left( \frac{dp}{dt} \right)
\]  \hspace{1cm} (5.4)

The rms value of the sound source $S$, in its complete formulation for aeroacoustic calculations (Equation 5.5) is also plotted alongside.

\[
S = - \frac{\partial p}{\partial t} + \vec{U} \cdot \nabla p
\]  \hspace{1cm} (5.5)

with $p$ the incompressible (hydro-dynamic) pressure perturbation and $\vec{U}$ the local time-averaged flow velocity.

Very similar patterns are noticed. On the other hand, the calculated absolute values of $v_{eff}$ is one order of magnitude bigger than the measured one. We see many potential factors to be the cause: first, the reduced number of samples and the rough estimated integral over the domain width used in the calculation. As previously said the domain width is constant over the whole domain, the turbulence correlation length is not. Therefore one expects a greater discrepancy in the region where the correlation length becomes
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![Figure 5.34](image)

**Figure 5.34:** Comparison of source terms. a) measurement $v_{eff}$ (range 1-50 $\mu$m/s) b) calculation $v_{eff}$ (range 20-1000 $\mu$m/s) c) calculation EIF-source (range $0.04 - 2 \times 10^7$ Pa/s). Calculation over 7.5 ms ($fs = 20$ kHz) for the wiper geometry. Measurement over 40 ms averaged 200 times for rectangular geometry.

larger (behind the object). That is observed, however the same intensity difference is noticed also in the shear layer from the nozzle, where small scale turbulence is present. We suppose therefore that the measurement itself could be underestimated. One reason could be due to the relatively large size of the reflected laser beam. This is expected to expose the perturbation over a larger area and therefore reduce the measured magnitude at the theoretical mesh point.

We see in this approach nevertheless the possibility to judge critically the numerical results obtained with EIF method at least for channel flows.
5.1.5 Mechanism of Sound Reduction for Separated Flows

We have seen so far that the reattachment region of separated flows acts as strong sound source. The reason is the highly turbulent fluctuations at the end of the recirculation bubble which impinge and 'wipe' the surface underneath.

We investigate now how this sound source can be reduced. As long as the separation is inevitable we see the following ways:

- De-correlation of the separation region
- Damping fluctuations at re-attachment
- Reducing lift and drag forces

**De-correlation of the separation region** The idea is to reduce the coherence at the separation in order to have de-correlated re-attachment regions. The aim is to reduce constructive interferences and therefore the sound emission at the re-attachment region. We implemented this idea on the basic form with a sinus profile top of the obstacle. See Figure 5.35).

![Figure 5.35: Small coherence concept for the reduction of noise induced from flow separation.](image)

**Damping fluctuations at re-attachment** The idea is to reduce the buffeting intensity on the plate and therefore the sound emission at the flow re-attachment. One way to implement this idea is to create a high velocity air stream between the turbulent region and the plate. The air stream should reduce the fluctuation intensity perpendicular to the plate and postpone the re-attachment in a region where the turbulence energy is reduced. We will call this idea further on as 'air-pillow concept'.

![Figure 5.36: Air Pillow concept for the reduction of noise induced from flow separation.](image)

**Reducing lift and drag forces** A flow separation induce fluctuations in the surface forces (lift and drag) generating dipole like sound sources. Therefore one can expect to reduce the sound intensity by reducing the pressure drag. The investigated objects are classed blunt bodies because the length-thickness ratio is very small ($\leq 4$). Using the equation of Curle for dipole-like sound sources, one find that the sound level in the far field depends on the time variation of lift and drag. We suppose that the time variation of lift and drag have a positive correlation to the lift and drag itself because of the vortex shedding. For blunt bodies the drag is primary pressure drag and it increases...
when the ground clearance is reduced\[6\]. Moving the body away from the ground we expect therefore a reduction of the sound emission. On the other hand it is well known that blunt bodies in free flow shed periodically large vortices for a wide range of Reynolds numbers, thus inducing intense tonal noise.

Ideally these three solutions are distinct. In the practical implementation however we will see that they are partially combined with each other.

We consider now the implementation of the air-pillow concept using a rounded blunt body (‘wedge’) positioned with a gap to the plane \(d\), but still having the same overall height \(h\) from the plane. Figure 5.37 shows the flow predicted with a steady calculation around the base form and around the ‘wedge’ for \(d=5\)mm.

\[C_D = \frac{2D}{\rho S U_\infty^2}\]

\[C_L = \frac{2L}{\rho S U_\infty^2}\]

We investigate now experimentally how two geometry factors influence the sound emission: the frontal area and the distance of the ‘wedge’ from the plane. The frontal area
is changed $\pm 13\%$ ($h=13-17\ mm$), and the distance from 1 to 4 mm. The measurements
were repeated three times on different days obtaining the same tendency and very small
differences in the OASPL (less than 0.1 dB). Therefore a very good measurement re-
peatability has been achieved.

Figure 5.38 shows the OASPL and spectra of the base form and air-pillow concept at a
distance of 50 cm perpendicular to the obstacle.

As previously stated, the frontal area effects the obstruction at the nozzle inducing
changes in the incoming velocity. However, the intensity of the acoustic source changes
linearly with the surface area but with the 6th power of the velocity (dipole model),
therefore we should expect a change in the OASPL. Despite of that the measurement
shows no appreciable difference ($\pm 0.1\ dB$). On the contrary, using a ‘wedge’ with the
same frontal area (geometry E) one increases the mass flow and reduces at the same
time the sound level (-0.8 dB). This supports the idea of the air-pillow. We notice a
progressive reduction of sound level with increasing distance from the plane. The reason
can be found either in a thicker damping stream according to the air-pillow concept or in
the drag reduction due to greater ground clearance. At this point we can not separate
the two mechanisms. The optimal sound reduction found for this configuration is 3
mm. By increasing the clearance more, vortices shed from both sides of the ‘wedge’
and produce a tonal noise at some 1000 Hz. The correspondent normalised frequency
(Strouhal number $St = \frac{fD}{U_\infty}$) using $D=h-d= 11\ mm$ corresponds quite well to the value
$St= 0.25$ typical for vortex shedding behind a bluff body (circular cylinder).

Figure 5.39 demonstrates that not only for one but systematically for every observation
point, the OASPL of the rounded blunt body with a gap to the surface is smaller
than for the base form. The maximum OASPL reduction is -2.4 dB when considering
frequencies over 500 Hz. Considering that the base form itself increase the pressure
level of the simple inclined plane by about 7 dB, the achieved result with the air-pillow
concept shows a great potential.
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5.1.6 Conclusions

In this section we performed both fully unsteady and stochastic hybrid aeroacoustic calculations for two non trivial geometrical configurations. These configurations have been chosen to idealise typical obstacles impinged from subsonic flow occurring in the automotive industry. The present numerical results and experiments integrate each others and contribute to a better understanding of the physical phenomena for not trivial academic configurations.

The experimental validation of the fluid-dynamic properties of the flow shows discrepancies. Although steady turbulence models reproduce the time averaged flow very well, unsteady one show exuberant turbulence production. Moreover the frequency of the turbulence seems to be very sensitive to the properties of the mesh used to discretise the problem. Once the size of the domain requires to split the domain discretisation into more sub-domains, as here the case is, only connected sub-domains should be used, that is the domain interface should not have hanging nodes. Perfectly merged domains should prevent space interpolate of the numerical solutions between domains and therefore spurious reflections at the interface.

The acoustic calculation based on these unsteady fluid-dynamic results shows very good agreement of the overall sound pressure levels (OASPL) in far field after a correction for 3D sound propagation, even though the correction factor can be ideally used only for symmetric configuration where the sound sources are concentrated in a point. The uncertainty of the aeroacoustic results is difficult to estimate: because of the intrinsic instability of the underlying linearised Euler equations, the acoustic mesh can not be refined indefinitely in order to improve the accuracy of the results for the fluid-dynamic calculation. In particular: the finite element acoustic solution uses a sub-grid of the acoustic mesh in the sense that the solution is calculated over a number of so called Gauss points inside each mesh element, whose number depends on the accuracy order. Instabilities in the solution, triggered from the shear layers of the flow, could be observed starting from 4th order even on coarser meshes. We see therefore practicable only the 2 order space discretisation which on the other hand presents more dissipation.

Figure 5.39: Directivity plot of the basic form and of optimised air pillow (plane distance = 3mm). The OASPL is integrated over all frequencies (solid line) or from 500 Hz (dashed line) up.
There is evidence of several overlapped sound generation mechanisms: dipole type at the front side of the obstacle, supposed quadrupole-like in the nozzle shear layer and supposed dipole-like stretched sound source in the flow re-attachment region. A distinction of those source region have been tried which laser Doppler interferometry. A relative good qualitative agreement in the numerical and experimental source distribution is achieved even though the amplitudes differs one order of magnitude. One possible reason is seen in the actual limitation of the measuring technique. Nevertheless the source regions are localised with relative good precision and this method confirm its potential towards an other method used in previous aeroacoustic investigations (near field holography).

On the other side the SNGR aeroacoustic calculations show high sensitivity to the length scale factors and the relative high computational effort seems not to be justified.
5.2 Inclined Plate with Obstacles (unconfined flow)

5.2.1 Configuration and Models

This section is dedicated to the results obtained with LBM. Differently to cases of the previous section, the flow is here not confined by side planes and can develop three dimensionally (also time-averaged).

Figure 5.40 shows the profiles and their idealised geometrical environment.

Figure 5.41 shows the domain discretisation used in this study (see also [105]). The domain is subdivided into 8 regions with voxel size doubling at each region crossing. The total number of elements is 21 millions. However, considering that the update rate of the voxels is proportional to the voxel size, the resulting computational effort corresponds to about 8 million cells of the same smallest size (fine equivalent voxels).

The time step was in the order of \( \sim 1 \mu s \). The calculation was run for 150\( ms \) after an initial phase of 40\( ms \) which is necessary to obtain statistically steady data. The calculation took overall 2043 CPU hours on Opteron-type Machine.

5.2.2 Results

5.2.2.1 Separated Flow Regions

Figure 5.2.2.1 shows the typical separation regions which take place around the test objects at high Reynolds numbers. For the rectangular object, along with the main region (marked with C in the figure) with clockwise recirculation there is also an induced minor one (B) with anti-clockwise motion. Furthermore a minor region (marked A) in front of the object arises due to the high static pressure increase caused by the object. Moreover, the figures 5.43 and 5.44 show the separation and reattachment lines from time-averaged simulation and experiment in proximity of the wall. In the simulation
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Figure 5.41: Domain discretisation. a) Voxel size ranges from 0.6 (interior) to 76 mm (exterior). The lines indicate doubling of Voxel size. The exterior has a fluid viscosity $\nu_2$ 100 times higher than the interior $\nu_1$. b) Three dimensional view of the geometry.

The lines mark the sign change of the velocity parallel to the wall for the nodes of the first element-layer, whereas for the experiment those lines are interpreted from time averaged streamlines visualised with a Titanium dioxide mixture applied to the wall. The flow reattaches further behind the wiper profile than behind the rectangular geometry. Table 5.10 summaries and compares the maximum separation lengths for numerics and experiments. We observe apart from absolute values a good agreement in the trend between both test cases. Behind the body one finds two areas of swirling flow which are the footprints of an arch vortex and are localised about at the continuation of nozzle sides. In front of the body the flow is also separated. Simulation shows a large separated region starting at the plate inclination whereas the experiment seems to suggest an attached flow up to the minor region (marked A). Detailed analysis reveals that this is caused by a lack of resolution close to the wall in the numerical simulation.

Table 5.10: Maximal length of the main separation region (C) for both profiles measured from the vertical rear side of the obstacle.

<table>
<thead>
<tr>
<th>Profile</th>
<th>Simulation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>6 H</td>
<td>7.6 H</td>
</tr>
<tr>
<td>Wiper</td>
<td>7.6 H</td>
<td>8.3 H</td>
</tr>
</tbody>
</table>

5.2.2.2 Velocity and Turbulence Fields

The flow properties are investigated at several sections downstream the obstacle as indicated in figure 5.45. The computed mean velocity profiles agree very well with measurements just behind the obstacle (Section 3, Figure 5.46). Further downstream an offset between both with respect to the wall distance is noticed (Figure 5.46). As not only HWA but also LDA show the same behaviour we exclude measurement inaccuracy due to high turbulence levels.

Moreover figure 5.46 compares the in-plane turbulence kinetic energy (TKE). For the simulation TKE has been calculated from the solved velocity perturbations adding two third of the turbulence energy from the unresolved scales (turbulence model). At section 3 the turbulence is almost completely modelled while at section 5 the contribution of the
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Figure 5.43: Separation regions from experiment for the rectangular profile (left) and wiper profile (right). Due to the different perspective views, a comparison is possible only using the side reference.

Figure 5.44: Separation regions from the numerical simulation for the rectangular profile (left) and wiper profile (right). The nozzle is indicated in black, the reversed flow in dark gray.

solved velocity perturbation is larger. We notice a large discrepancy between measurements and simulation further downstream. The absolute value of TKE is however not alone decisive for the sound emission, but frequency content and sources location.

5.2.2.3 Sound Pressure Level and Spectra

The sound pressure level and spectra are compared on two shells (s1,s2) at respectively 0.5 and 1 m from the obstacle, as indicated in figure 5.45-right. At those locations the highest sound frequencies expected to be solved are respectively about 5600 and 2800 Hz. Only the locations on the second shell can be considered to approximate the far field condition (for frequencies larger than 1000 Hz). Figures 5.47, 5.48 and 5.49 show the one-third octave spectra and the overall sound pressure level (OASPL) from microphone measurements and from Lattice-Boltzmann simulation. Experimental measurements are carried out with a lowpassfilter with 25 kHz corner frequency. The spectra are processed

\[9\] highest frequencies due to the previously indicated requirement of 6 PPW and local grid resolution of respectively 10 and 20 mm
with a Hanning-type window and averaged from 500 samples during a total of about 75 seconds. The OASPLs are obtained from integration of the spectra between 150 and 5000 Hz.

For the small distance (s1) and angles larger than $\sim 100^\circ$, we can observe that the pressure fluctuations are affected by hydrodynamic fluctuations (pseudo sound), therefore the OASPLs are very large. In the region dominated by acoustic pressure fluctuations (s2 and s1 for angles smaller than $\sim 100^\circ$) we observe a very good agreement of OASPL trend and a underestimation of typically 3-4 dB. Moreover the wiper profile shows a lower OASPL than the rectangular profile at all locations. This is confirmed experimentally. Globally the noise generated is broad band, showing however peaks in the low-middle frequencies. The analysis of the measured spectra reveals a different behaviour with the microphone angles: they show peaks at about 1400 Hz for $90^\circ$ while they are under about 500 Hz for $70^\circ$. The comparison of measured spectra with simulated spectra show a relatively good agreement for both geometries (Figures 5.47 and 5.48).

### 5.2.2.4 Sound Sources and Sound Propagation

During a preliminary simulation it was noticed that the relatively quiet acoustic field was strongly affected by spurious reflections of pressure waves, almost orthogonal to the boundary. Therefore throughout this work a surrounding region with high viscosity has been used to damp these out. Moreover the role of this surrounding region has been investigated by changing its position relative to the voxel regions of different size (VR-transitions) (Fig. 5.50).

Figure 5.51 shows the effects of this position on the pressure field. The pressure field seems to be less influenced by including or excluding the first orthogonal VR-transition into the high viscosity region. Therefore we deduce that the previously noticed strong reflections were originated by the boundary conditions and not intrinsically due to the VR-transitions.
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Figure 5.46: Comparison for rectangular profile (top) and wiper profile (bottom) at different sections: velocity (left) and turbulent kinetic energy (right). The values are averaged on the grid cell, therefore they do not reach the expected value zero at the wall boundary. Number of samples at each location: 1K samples with sample frequency = 5 kHz (HWA) and 30K samples with variable sample frequency (LDA).

The acoustic waves and the source regions are clearly visible by post-processing the simulated pressure field with band-pass filters (Figure 5.52) for 800 Hz the source is located near the obstacle, for 1700 Hz more in the reattachment region. The source region for frequencies around 1700 Hz can be easily localised in the region of flow-reattachment behind the obstacle. Laser interferometry shows qualitatively a similar behaviour (Figure 5.53). Moreover, both simulation and experiment show a region of interference close to the nozzle about between $70^\circ$ and $90^\circ$ (Figure 5.45). This region is due to the nature of the main sound source due to the obstacle (dipole) and the reflections due to the nozzle itself.

5.2.3 Conclusions

The sound generation mechanisms for subsonic jets impinging on simplified not confined geometries have been investigated numerically and experimentally. The complexity of the physics has been modeled with a direct approach based on Lattice-Boltzmann Method (PowerFLOW). Surrounding region of increased viscosity together with non-reflecting pressure boundary conditions have been included in the simulation. In this
case artificial reflections of acoustic waves caused by numerical discontinuities, such as changes in the discretisation resolution and domain boundary condition, were suppressed. Although the turbulence levels for both investigated geometries are almost the same, experiments and simulations show differences in the OASPL and reveal that the shaped wiper profile is quieter than the rectangular one. In far field, at 1 m from the obstacle, this difference yields between 3 dB and 5 dB in the experiments and between 1 dB and 2 dB in the simulation. The sound directivity is predicted very well and shows a continuous but light level increase in flow downstream direction as in the experiments. It is also confirmed that the turbulence kinetic energy is not a measure for the OASPL: LBM overpredicts the turbulence level (more energy in the resolved turbulence scales, smaller separation regions) but underestimates about 3 – 4 dB the OASPL levels. The selective frequency analysis shows the characteristic dipole-like sound propagation. Moreover, high frequency sound is mostly generated in the reattachment region behind the obstacle while the lower frequency sound has its origin at the obstacle. In conclusion, we have shown that the Lattice-Boltzmann approach is able to provide good trend predictions for subsonic aeroacoustic problems and to capture fundamental aeroacoustic physical phenomena.
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Figure 5.49: Comparison of OASPL for rectangular profile (left) and wiper profile (right) at different positions and distances of microphones. $s_1 = 0.5$ m distance, $s_2 = 1.0$ m distance from profiles top back corner.

Figure 5.50: Overview VR-Transitions.

5.2.4 Two-Bodies Investigation

In this section we compare experimentally the sound level and spectra of different configurations in order to show the effect of small objects in the sound enhancement of subsonic impinging jets for the same flow-rate from the rectangular nozzle. Figure 5.54 shows a pronounced wide band maximum for the spectrum of the free jet at about 500 Hz. The inclined plane and particularly the obstacle increase the sound pressure level quite uniformly above about 1000 Hz (respectively about +5 dB and +20 dB) and smooth the maximum out. The pattern under 1000 Hz changes radically. Particularly in the low frequencies, under some 500 Hz, the obstacles cause peaks in the pressure level which persists also in far field and for different angles. Many sound sources are present in the test case with obstacle: dipole type at the front side of the obstacle, supposed quadrupole-like in the nozzle shear layer and supposed dipole-like stretched sound source in the flow re-attachment region. The peak at about 50 Hz is due to the acoustic room and to pseudo sound. From directivity analysis one extrapolates that the peak at about 200 Hz is due to the obstacle because the level in near field is constant over the arc of circle 70-100° centered in the obstacle. The sound sources due to reattachment seem to be more responsible for the level increase from about 1000 Hz.
The flow confinement produces a small increase in the sound pressure level in the near field due, not to additional turbulence or flow modification, but to sound reflections originated from the lateral sides used to confine the flow. This has been proven by using a compact loudspeaker producing white noise in the re-attachment region instead of the impinging turbulent flow: one obtains an analogous level increase and frequency pattern.

For microphone positions at angles more than 110°, the pseudo sound dominates the sound pressure level in the near field (Figure 5.55). The sound pressure field is uniform in the z-direction as the OASPL measured at 50 cm distance (sphere s1) differs along the whole width of the plate (even for unconfined flow) by less than 1 dB.

The presence of an object in a separated wake increases the sound pressure level significantly (in our test case up to 11 dB). We found that the sound pressure level depends on the distance between the objects and that presents a maximum at a well defined location. As the location of the maximum does not depend on the microphone position, we exclude that the maxima occur because of the reducing length between sound source and microphones. Moreover, with the same motivation, the difference in the OASPL between microphones (2-5 dB) supports a strong directivity introduced by the second obstacle. This experimental investigation suggests some practical considerations: the obstacles placed in a separated flow enhance extremely the sound pressure level, however one can minimise it by positioning the obstacle away from a critical position.
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critical position appears to be located before the re-attachment region, and therefore it is supposed to depend on the object high, which is in this case also its typical size. These considerations are valid as long as the obstacles are bluff bodies with small thicknesses. When the thickness is larger, the flow can reattach on the top of the obstacle itself, changing the size of the recirculation zone and probably the sound emission.

\[ \text{rms}(v_{eff}) \quad v_{eff}(t) \quad \text{instantaneous pressure field} \]

\[ f = 800 \text{ Hz} \]

\[ f = 1700 \text{ Hz} \]

\textbf{Figure 5.53:} Qualitative comparison of pressure fluctuation fields measured with laser interferometry and simulated with LBM for 800 Hz (top) and for 1700 Hz (down): root mean square field (left) and instantaneous field (center) of the measured variable \( V_{eff} \). Simulated instantaneous band-filtered pressure field with LBM (right).
Figure 5.54: Experimental spectra of sound pressure for different configurations: (left) free jet, jet impinging on a plate with and without obstacle with unconfined or confined flow (long sides). Measurement at 50 cm distance with 90° inclination. (right) free jet and jet impinging on a plate with wiper-like obstacle for different distances and observation angles.

Figure 5.55: Experimental directivity plot of sound pressure level for rectangular obstacle for different flow types (confined (with sides) vs unconfined) and distances (s1= 0.5m, s2= 1 m).
Figure 5.56: Experimental sound pressure level of configuration with two obstacles. Measurement for increasing normalised distance (d/h) between obstacles at distance of 50 cm with inclination of 70° (blue) and 90° (red). h is the obstacle height. The flow is unconfined, and the obstacles are the wiper (front) and the rectangle (behind). The OASPL maximum occurs when the second object is in the separated region induced from the first one, approaching the re-attachment.
Chapter 6

Experimental Investigation of Screen Wipers

Car noise is dominated at high speed, especially for comfortable sedan cars, by aerodynamic noise. Current development is conducted by car manufacturers and automotive suppliers in the area of a better cabin insulation [106], of improved design of cavities (sun roof, tyre compartment) and of large exterior parts (side mirror) [107],[108]. The interior of modern cars has reached high acoustic comfort thanks to these progressive noise optimisations but still many other optimisation areas exist. In particular certain sources which were previously masked are now brought out: the noise from screen wipers, for instance, can be very annoying because the wiping movement creates a time modulation of sound which eventually has a psychological impact on the passengers. Therefore car manufacturers requires a lower and lower impact to the overall sound level inside the car.

Screen wiper noise can have different origins, for example, mechanical origins: impulsive sound when turning the wiping direction or 'humming' sound\(^1\) induced by wiper-lip grip [109]. In this section we investigate the aeroacoustic noise of screen wipers. As we will see further, it represents a distinctive and perceivable noise inside of modern cars. For the sake of completeness, the investigations are done with respect to the screen wiper as a whole system instead of the single screen wiper. Therefore we include the wiper strut and the supporting arm in the consideration as well. The problem is analysed experimentally, looking also for analogies to the simplified numerical simulations and experiments described in previous sections of this work.

In the past the aeroacoustic noise generated from wiper systems has been investigated by the automotive supplier Valeo [110]. In that work it has been tried to localise the sound sources experimentally using beam forming and to correlate their position to turbulent kinetic energy from steady simulations. However, the experimental localisation appears inaccurate, moreover the correlation to integral value of the kinetic energy is questionable.

In this section an experimental acoustic investigation of Bosch screen wipers is presented with following objectives:

- evaluation of the screen wiper contribution to the overall aeroacoustic noise of a modern car

\(^1\)Low-frequency vibration (typically about 100 Hz).
6.1 Configuration

Wind tunnel

The aeroacoustic AUDI wind tunnel is a closed-loop open test section wind tunnel with a nozzle size of 11 m$^2$. It is powered by a 2.6 MW fan and is capable of a maximum speed of 300 km/h. The minimum inflow turbulence yields $\sim 0.3 \%$. The test volume is embedded into a semi-anechoic chamber with a background noise (averaged over the chamber, outside the flow) of $\sim 60$ dB at a speed of 160 km/h. Figure 6.1 shows the test car in the wind tunnel.

![Figure 6.1: Interior of the aeroacoustic wind tunnel (AUDI AG) and test car AUDI A6](image)

Measurement Systems

In order to reach the objectives stated previously, measurements of the sound pressure field outside and inside the car and of the vibrations of the wind screen have been carried out with the following systems:

- Acoustic camera (description of the measurement technique in section 2.3.2)
- Artificial Head Measurement System (HMS) [111] (not used in binaural recording modus)

\(^2\)AUDI AG

\(^3\)Robert Bosch GmbH
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- Conventional capacitive microphones (0.5 inches) with wind-shield.
- Fixed and scanning laser vibrometers (Polytec PSV 300) (description of the measurement technique in section 2.3.3)
- Accelerometers

The microphones 1 and 2 are placed inside the car, respectively between driver and front passenger and close to the windscreen, while those numerated from 3 to 6 are placed outside around the car. The artificial head is placed at about the same position of the head of a typical adult driver. The acoustic camera and the lasers are located on the top of the wind tunnel nozzle and view the windscreen from outside. Figures 6.2 and 6.3 show the disposition of the measuring systems during the investigation.

Figure 6.2: Position of the measurement equipment: top view (left) and side view (right). Acoustic Camera (AK), Laser Vibrometer (PSV), reference Laser and Microphones (M1–M6). The distances crossed from the laser beam through the acoustic waves ($L_A$) and turbulence ($L_T$ at nozzle, free jet and shear layer on the car) are also sketched.

Figure 6.3: Position of the measurement probes projected onto the windscreen: spot of reference laser (L), accelerometers glued on the interior side of the windscreen (A1, A2), and microphones (M1, M2) inside the car near the windscreen. Thin solid lines indicate particular streamlines around the screen wiper, further explained in figure 6.9.

Measurement Campaign

Measurements are carried out at a nozzle speed of 140 km/h ($\approx 39$ m/s) and 200 km/h ($\approx 56$ m/s) for two screen wiper geometries during the wiping movements and for fixed
6.2. Screen Wiper Contribution to Overall Noise

The investigated wipers are modern 'aerotwin’ wipers and common 'arch'-wipers (Figure 6.4). The investigations are carried out for single and double wiper configurations. Moreover the influence of a conventional spoiler on the arch-wiper has been tested.

![Figure 6.4: Geometry of the investigated Bosch screenwipers: conventional arch-wiper without spoiler(a), aerotwin wiper (b).](image)

The engine of the car was turned off and the wheels were standing still. The air temperature in the wind tunnel varied during measurements between 27 and 30 °C.

6.2 Screen Wiper Contribution to Overall Noise

The sound pressure during the wiping movement has been measured in the car interior (artificial head) for the highest flow speed of 200 km/h. The wiper at rest position under the hood has been taken as reference configuration for sound measurement. By plotting the spectra difference over the duration of the wiping movement (Figure 6.5) one discovers therefore the contribution of the screen wiper noise. First, the highest noise contribution arises in the downward movement. Second, for all wiper types on the present vehicle, the highest contribution yields at about 20-25 % of the cycle starting from the top (for single wiper)\(^4\). This corresponds to an inclination of the driver-side wiper of about 40° from the top of the A-Pillar. This position will be called 'critical position' in the following.

Moreover one notices that the sound level increase is very perceivable in two frequency domains:

1) 250 – 500 Hz (up to 2 dB)
2) 2500–7000 Hz (up to 4 dB)

In particular, the ‘aerotwin’ wiper system is louder in the first domain while the conventional one is louder in the second one (Figure 6.6).

This noise is assumed to be of purely aeroacoustic nature instead of mechanical one. In fact, it does not result from turning the wiper blade up and down at the end of the movement. Besides, it is not a 'humming’ noise, due to cavity resonances induced from the wiper movement, which typically arises at about 100 Hz. Moreover, this noise is still present for the wiper fixed in the critical position.

\(^4\)Using two wipers the aerodynamic resistance increases. Therefore it takes more time to reach the critical angular position indicated above. Compare cycle position in figure 6.5 a) and b).
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Figure 6.5: Map of sound pressure differences from wiper in rest position under the hood for two aerotwins (a), aerotwin driver side (b), conventional wiper driver side with spoiler (c) and without (d). Speed $U = 200$ km/h. Measurement with artificial head. Color legend in dB and third octave scaling for the x-axis. Plot courtesy of AUDI.

The additional aeroacoustic noise due to the wipers in the critical position is perceivable although the aerodynamic noise level in the car interior is already high (at microphone 2 it yields about 79 dB for 200 km/h). This applies not just at selected frequencies but also as overall sound pressure level. The overall contribution yields +1 dB for conventional wiper with spoiler and +1.6 dB for ‘aerotwin’ (Figure 6.6). Moreover, plotting the spectra from the accelerometers placed on the windscreen over the time, one notices that the wiper, almost exclusively, is the source of high frequency noise. This can be seen in figure 6.8 as periodic stripes in the spectrum due the wiping movement. The contribution to the wind screen acceleration is quantified for the critical position of the wiper in figure 6.7. Outside (at microphone 3), the contribution of the screen wiper to the overall sound level is negligible (+0.4 dB), however, even here the frequency range above 1 kHz is still lightly increased (from 1 up to 1.5 dB).

The geometry of the screen wiper system effects also the sound spectrum. For high frequencies the conventional spoiler is more noisy than the aerotwin. The threshold depends on the measured point and measurement method and ranges here between 2 and 4 kHz. At this stage the cause for this difference is not clear. In the following other experimental methods are therefore used for a spatial mapping of the sound sources in order to answer this question.

6.3 Flow Visualisation

As we investigate sound sources of aerodynamic nature, the knowledge of the aerodynamic field around the screen wiper is necessary. The oil visualisation technique (Section 2.2.1) has been therefore used to visualise the flow field on the windscreen (Figure 6.9-a).
6.4 Localisation of Sound Sources

Figure 6.6: Sound spectra for critical wiper position and for wiper at rest position (reference) for speed \( U = 200 \text{ km/h} \) inside (microphone 2, left) and outside (microphone 3, right) the car. Third octave SPL. In bracket is the OASPL.

Figure 6.7: Acceleration spectrum for critical wiper position and for wiper at rest position (reference) for speed \( U = 200 \text{ km/h} \) at accelerometer 1. 0 dB = 1 \( \mu \text{m/s}^2 \).

For the critical position we distinguish recirculation regions off the hood edge (A1, A2) and the wipers (C1, C2), regions of parallel or slightly convergent streamlines (B1, B2) and of divergent streamlines (D1, D2). E1 and E2 indicate joining streamlines originating from different regions. F indicates the not-separated wake of the wiper. The largest separated region is located behind the driver wiper (C1). The three dimensional extension of this separation region is made visible with smoke in fig.6.9-b. The role of this separated flow region for noise source generation will become clear in the following section.

6.4 Localisation of Sound Sources

Once the contribution of aeroacoustic noise of the wiper to the overall sound pressure level of the car and its frequency spectrum is known (Section 6.2), the aeroacoustic sources can be localised spatially. This is done by selective filtering the signal from acoustic camera and laser interferometry.

The reconstruction algorithm of the acoustic camera is based on the assumption that the medium is at rest (Section 2.3.2). Therefore we expect an error in the localisation of the sources due to the flow convection in the wind tunnel. In order to quantify this effect, a punctual impulse generator was placed in the lower driver-side corner of the windshield.
Figure 6.8: Map of acceleration spectrum during four wiping movements; accelerometer position (1); conventional wiper with spoiler (a) and aerotwin (b); speed $U = 140\,\text{km/h}$. Red diagrams show the direction change of the wiper at A-Pillar. Marks on vertical axis are spaced 1 second. $0\,\text{dB} = 1\,\mu\text{m/s}^2$

Figure 6.9: Flow visualisation for critical angle position of the screen wiper on the windshield and speed 200 km/h. a) streamlines along the windshield made visible with oil-film technique and topology: separating streamlines (solid lines) and joining streamlines (dashed lines). b) streaklines downstream the wiper made visible with smoke (Photo courtesy of AUDI).

Figure 6.10 shows the position reconstructed from the acoustic camera without and with mean flow (140 km/h).

Once the convection effect is quantified it is possible to localise the aeroacoustic sound sources a posteriori. Here we assume that the convection effect remains the same for different positions on the screen wiper\textsuperscript{5}. The localisation of aeroacoustic wiper sources is particularly effective for high frequencies because they are predominant. Even though the noise level captured at the acoustic camera (same level as microphone 3, in figure 6.6) is very low the position can be localised precisely.

\textsuperscript{5}The assumption is acceptable as long as the thickness and the velocity of the flow, from the view point of the acoustic camera, over the windscreen is about constant.
6.4. Localisation of Sound Sources

**Figure 6.10:** Location of a test impulse source ($S_t$) by acoustic camera for a) air at rest and b) for 140 Km/h ($S'_t$). The displacement due to the wind tunnel speed is marked with a red arrow.

Figure 6.11 shows the reconstructed position for this source.

**Figure 6.11:** Location of sound sources (frequencies above 5000 Hz) by acoustic camera for wind tunnel speed = 140 km/h ($S'_w$) in (a) and correction with respect to flow convection for the originating position ($S_w$) in (b).

At lower frequencies it is more difficult to localise the aeroacoustic sound sources due to the screen wiper because they are less predominant within the overall aerodynamic noise. However laser interferometry can bring more insight here. The laser beam, pointed onto the windscreen from the outside, measures both windscreen vibrations and pressure fluctuations, as sketched in Figure 6.2-right. Differently from the preparatory investigation in section 4.2.1.2, where the laser beam was reflected from behind the transparent plate, here the reflectors are glued onto the surface (wiper screen), due to lack of space in the car interior, therefore vibrations can be detected.

Under the assumption that the acoustic pressure fluctuations can be neglected respect to the hydraulic pressure fluctuations, the measured effective velocity $v_{eff}$ is the sum of two contributions:

$$v_{eff} = v_{vib} + v_{turb}$$

$$\alpha(f) \overset{def}{=} \frac{v_{vib}}{v_{eff}} = \begin{cases} 1 \text{ (no turbulence)} \\ 0 \text{ (surface at rest)} \end{cases}$$

---

\*See section 2.3.3
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where $v_{\text{vib}}$ is the contribution due to vibrations normal to the windscreen surface, $v_{\text{turb}}$ the contribution due to flow turbulence and $\alpha$ a function of the frequency $f$.

The time derivative of the measured signal ($v_{\text{eff}}$) corresponds to an acceleration. In the following this quantity is compared to the acceleration measured by accelerometers in the same position (but on the interior side) as the laser measuring spots. The measured vibrations are caused, in general, by the flow around the whole car, not necessary due to the screen wiper alone. In Figure 6.12 we separate these contributions by comparing the signal at two points, whose fluid dynamic field is either significantly influenced from the wiper (1) or not (2).

**Figure 6.12:** Comparison of signals from accelerometer (acc) and laser interferometry (laser) for a conventional wiper at critical position and 140 km/h. The accelerations are measured in the points 1 and 2 (right).

Upstream of the screen wiper (point 2) the spectra of accelerations measured with laser and accelerometers have similar shape with a quite constant offset above about 1500 Hz. Considering that downstream of the wiper (point 1), the spectra differ completely, particularly above about 1500 Hz again, we can exclude an offset in sensor calibration to be the cause. We see here more evident explanation in the turbulence induced from the wiper. Downstream of the wiper, the turbulence plays the largest role in the measured signal from laser ($\alpha \rightarrow 0$ in the model of Eq.6.1). From previous investigations in this work we know that this is definitely the source of noise. On the other hand, the acceleration on the screen represents not the cause but the effect of a pressure fluctuation on the wind screen structure. This is visible in the signal increase between the accelerometers: the vibrations downstream the wiper are larger. Also in the region upstream of the wiper the turbulence plays a role in the measured signal. It is however much smaller than downstream the wiper.

At lower frequencies the complete wind screen structure is excited. Here the acceleration amplitude is larger and the signal is dominated from vibration of the screen wiper. One observes frequency peaks whose positions remain constant when increasing the velocity (a and b in picture 6.13). These are presumably structure resonances of the
wind screen. On the other hand, a frequency shift is visible for broad band accelerations (c in picture 6.13) whose origin is assumed to be a combination of shear layer turbulence from the wind tunnel nozzle and from the bonnet of the car.

The length of the laser beam crossing turbulent regions plays a large role in the absolute value measured with the laser: in fact it is an integral length (Section 2.3.3). This length is deduced easily from the figure 6.2: assuming the slope of shear layer expansion $\eta \sim ±0.15$ (characteristic for medium Reynolds numbers up to $\sim 10^5$ [112]), a laser beam inclination of $\sim 30^\circ$ and the given geometrical configuration, one obtains the length $\text{LT}_{\text{nozzle}} \sim 1.2 \text{ m}$. As $\text{LT}_{\text{shear}}$ is much smaller (few centimeters), it can be concluded that the source of the offset between acceleration measured with laser interferometer and accelerometers at point 2 (Fig.6.11) is, at least partially, related to the shear layer of the wind tunnel nozzle rather than to the bonnet.

Increasing the speed the contribution of the turbulence is even more evident (Figure 6.14). A linear regression approximates well the acceleration signal from the laser interferometry in the frequency range 2000-10000 Hz (140 km/h) and 3000-10000 Hz (200 km/h).

The comparison of different wiper systems reveals the different location of the highest turbulent region: for aerotwin is near point 2, while it is near point 1 for conventional one. This is visible in figure 6.14. Moreover one sees that the signal is more intense for the conventional wiper at both positions in the range 2-8 kHz. This is an indicator of the sound source intensity and confirms the previous observation (fig. 6.6) that the conventional wiper is more noisy than aerotwin in this frequency range.

In figure 6.16 one can see the different distribution of the turbulent region over the windscreen. Here we see the direct consequence of the wiper strut of aerotwin and of the
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Figure 6.14: Comparison of signals from accelerometer and laser interferometry for aerotwin wiper at critical position for 140 (black dashed line) and 200 km/h (red solid line). Measurement points are 1 (laser and accelerometer) and 3 (only laser).

Figure 6.15: Comparison of signals from accelerometer (acc) and laser interferometry for conventional wiper (dashed black line and unfilled symbols) and aerotwin wiper (solid red lines and filled symbols) at critical position for 140 km/h. Measurement points are 1 (laser and accelerometers) and 3 (only laser).

spoiler of the conventional wiper. The turbulence distribution reflects the distribution of aeroacoustic sound sources. Furthermore one sees that the source for the conventional wiper is more extended than for the aerotwin for frequencies between about 4-8 kHz. This reinforces furthermore the previous observation that the conventional wiper is more noisy than aerotwin in this frequency range.
6.4. Localisation of Sound Sources

Figure 6.16: Aeroacoustic measurement with Laser interferometry. Plot of rms value of signal $v_{eff}$ for aerotwin (4000 Hz (a), 8000 Hz(b)) and conventional wiper (4000 Hz (d), 8000 Hz(e)) for wind speed = 140 Km/h. Color coding: red (maximum) = 4 $\mu$m/s (4 KHz). Localisation of maxima for aerotwin (c) and conventional wiper (d).

The laser interferometry allowed also to localise shear waves in the windscreen originated from the wiper. For this, the variable measured is the product of $v_{eff}$ and the pressure signal at the microphone 1, in order to enhance particularly the excitations correlated with the sound inside the car.

Figure 6.17 shows shear waves at 400 and 3000 Hz from the bottom strut (a,c) and at 1400 Hz from the wiper (b).

Figure 6.17: Aeroacoustic measurement of aerotwin wiper on Audi A6 windshield with Laser Vibrometry. Instant value of a derived variable for wind speed = 200 Km/h. The variable is here the product of $v_{eff}$ from laser interferometer and the pressure signal at microphone 1 [m/s*Pa].
6.5 Conclusions

In this section it has been shown that the wiper strut and the supporting arm contribute to aeroacoustic noise perceivable from passengers mainly in two frequency domains. High-frequency sources (4000-8000 Hz) can be precisely located on the windscreen even during the wiping movement with the acoustic camera.

The comparison of this location to regions of high hydraulic pressure fluctuations, measured with laser interferometry, shows a very good agreement. This confirms the aeroacoustic nature of the source and suggests the recirculation region downstream of the wiper to be the cause. This position depends essentially from the supporting arm and spoilers applied on the wiper. The position does not change significantly by varying the flow speed (140-200 km/h). We assumed that the larger sound level of the conventional screen wiper (particularly for frequencies between 4 and 8 kHz) is a direct consequence of the extension and the intensity of the sound source on the wind screen.

We could show that the laser interferometry is an exceptional tool for the aerodynamic sound source localisation. The deviations in the acceleration measured with laser interferometer and accelerometers are in fact not a disturbance but rather a valuable information. From this we can derive an indicator for the sound source intensity.

At lower frequencies (250-500 Hz) the wiper system contributes to the overall sound level even more due to higher pressure levels. This contribution is however very difficult to localise spatially because it is masked from vibrations of the windscreen of other aeroacoustic nature. Here it is supposed that low-order modes of the windscreen are excited. For middle frequencies (1000-2000 Hz) the sound contribution of the wiper is limited nevertheless one can clearly see shear waves in the windscreen originating from it.

A comparison of this extremely complex configuration with the simplified geometries investigated previously in this work is difficult. However one assumes that, similar to the impinging jet on obstacles, the aeroacoustic noise generated from the wiper has two domains of interest: a strong and relatively small band at low frequency and one of broader band type at high frequency in the wiper downstream region.

For further investigation we stress the importance of pressure measurements on the exterior side of the wind screen in order to calculate the transmission properties of the wind screen. Moreover we suggest the use of reflectors inside the car for measurement with laser interferometry in order to separate more easily the contribution of the wind screen vibration from the turbulence in the measured signal.
Chapter 7

Conclusions and Outlook

This work presented a systematic validation and comparison of various numerical aeroacoustic prediction techniques for broad band noise. The investigation encompassed the fluid dynamic field, the source location and the propagation of sound for subsonic flow impinging on plates with or without obstacles (simplified screen wiper geometries).

In this context it was necessary to develop the coupling between codes (DES and LEE) and to implement own aeroacoustic approaches (SNGR).

Moreover a number of experimental methods and facilities have been selected, set up and in part developed for the validation of those numerical approaches. These include the co-design of a small aeroacoustic wind tunnel and the design of a traversing unit for automatic positioning of measurement probes. For the fluid dynamic measurements it was necessary to set up a laser Doppler anemometry and hot-wire anemometry system. For acoustic measurements, a near field holography system was utilised and laser interferometry systems were developed.

Within the preliminary investigations of section 4, we have shown the feasibility of the coupling between codes (DES and LEE). Moreover, the investigations presented in section 2.3.3.3 and particularly in section 4.2.1.2 indicated that laser interferometry is more precise in the localisation of aeroacoustic sound sources than, for instance, near field holography and is extraordinary helpful for the analysis of wave propagation. Moreover a relatively good qualitative agreement with the numerical source distribution has been achieved. However, this method suffers from the fact that the acoustic field is integrated over an optical path.

The turbulence level predicted with unsteady detached simulations showed large deviations from experimental results in the wake of the obstacles. Moreover it was shown that differences in the intensity and spectra of the turbulence between simulations and experiments were influenced by the topology of the numerical domains and, in particular, from the merging of the numerical domains. For symmetric configurations, the sound propagation calculated with a 2D code was corrected successfully to a 3D field.

Our investigation of section 5 have shown that the main sound sources are located at the obstacle itself and in the region where the flow reattaches to the wall. The latter has more intense emission in the higher frequency range, the former in the lower frequency range.

The stochastic modeling of the velocity fluctuations using the SNGR (Stochastic Noise Generation and Radiation) approach was investigated with a commercial implementation as well as the author’s own implementation. The length scales of the turbulence
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appeared to play a larger role than the absolute value of the turbulence. A parametric study indicated the sensitivity of the scales. An approach based on Lagrange multipli-
cators has been presented in order to reduce the spurious source terms which arise from the generation of stochastic turbulence (divergence of the turbulent field).

In this work the best numerical results have been achieved with a direct approach based on the Lattice-Boltzmann method. At present, the numerical efficiency and the accuracy of the acoustic solution is considered superior to the other methods for this class of aeroacoustic problems.

Moreover in this work several concepts have been presented to reduce the sound emitted by changing the obstacle geometry. In one realisation, an air pillow generated from an air jet created under the obstacle energises the recirculation region and avoids the buffeting in the impinging region. The efficiency of the concept has been demonstrated experimentally.

The last part of the thesis was dedicated to the experimental evaluation of screen wiper contribution to the overall aeroacoustic noise of a modern car, the localisation of the sound sources and the comparison between different constructive types. It was found that the sound generation mechanisms, investigated previously in this work on simplified geometries can be found also in real windscreen wipers in the full-scale automotive environment.

As outlook of this work we see the capability to perform efficient and reliable simula-
tions of aeroacoustic noise generated from components (like screen wipers) on complete vehicles using lattice Boltzmann methods. Moreover, due to its great potential in the physical comprehension of sound mechanism, we see the interest of a further methodical development of laser interferometry for aeroacoustic applications.
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Appendix A

Fourier Analysis

A.1 Fourier Transforms

The Fourier transform $F(\kappa)$ of a continuous single-variable function $f(x)$ is defined as [23]:

$$F(k_x) \equiv \int_{-\infty}^{\infty} f(x)e^{-ik_x x} \, dx \quad (A.1)$$

and represented throughout this work as $\mathcal{F}[f(x)]$.

The inverse transform becomes:

$$f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(k_x)e^{ik_x x} \, dk_x \quad (A.2)$$

Straightforward is the application to n-dimensional functions $f(x_1, \cdots, x_n)$:

$$F(k_1, \cdots, k_n) \equiv \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(x_1, \cdots, x_n)e^{-i(k_1 x_1 + \cdots + k_n x_n)} \, dx_1 \cdots dx_n \quad (A.3)$$

$$f(x_1, \cdots, x_n) = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} F(k_1, \cdots, k_n)e^{ik_1 x_1 + \cdots + k_n x_n} \, dk_1 \cdots dk_n \quad (A.4)$$

Among the important derivation regarding the Fourier transform we remember the derivative, the shift theorem and the convolution theorem. Written in one variable they read:

Derivative

$$\mathcal{F} \left[ \frac{df(x)}{dx} \right] = ik_x \mathcal{F}[f(x)] \quad (A.5)$$

Shift theorem

$$\int_{-\infty}^{\infty} f(x-x')e^{-ik_x x} \, dx = F(k_x)e^{-ik_x x'} \quad (A.6)$$

Convolution theorem

$$\int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} f(x-x')g(x') \, dx' \right] e^{-ik_x x} \, dx = F(k_x)G(k_x) \quad (A.7)$$

and denoting

$$f(x) \ast g(x) \equiv \int_{-\infty}^{\infty} f(x-x')g(x') \, dx' \quad (A.8)$$

in shorthand it reads:

$$\mathcal{F} \left[ f(x) \ast g(x) \right] = F(k_x)G(k_x). \quad (A.9)$$
A.2 The Helmholtz equation

It is often useful to compute the Fourier transform of the homogeneous wave equation, in order to consider phenomena in the frequency domain. That yields the Helmholtz equation:

\[ \nabla^2 \hat{p} + \kappa^2 \hat{p} = 0 \tag{A.10} \]

where the acoustic wavenumber is \( \kappa = \omega/c_0 \), the frequency is given by \( 2\pi f = \omega \), and \( \hat{p} \) is the complex function \( \hat{p}(x, y, z, \omega) \).

The Fourier transform of Euler’s equation becomes, in the frequency domain:

\[ i\omega \rho_0 \vec{\hat{u}} = \nabla \hat{p} \tag{A.11} \]

where \( \rho_0 \) is the fluid density and \( \vec{\hat{u}} \) the Fourier-transformed velocity field.

The function \( \hat{p}(\omega) = A(\omega)e^{i(k_x x + k_y y + k_z z)} \) is a solution of the equation as long as

\[ \kappa^2 = k_x^2 + k_y^2 + k_z^2 \tag{A.12} \]

A.3 Wavenumber space

The propagation of a plane wave can be obtained from the inverse Fourier transform of Eq.A.10:

\[ p(t) = Ae^{i(k_x x + k_y y + k_z z - \omega t)} \tag{A.13} \]

or in condensed form:

\[ p(t) = Ae^{i(\vec{k} \cdot \vec{r})} \tag{A.14} \]

with \( k \) the wave direction and \( \vec{r} = x\vec{i} + y\vec{j} + z\vec{k} \), the position vector of the observer.

A.4 Wave-field extrapolation

The wave-field extrapolation (Eq. 2.8) is easily demonstrated from the fact that multiple-variable Fourier transforms are related through exponential functions like that:

\[ F_x F_y [p(x, y, z)] = \hat{p} = P(k_x, k_y, z) = P(k_x, k_y) e^{ik_z z} \tag{A.15} \]

\( e^{ik_z z} \) allows to calculate the wave amplitude from one plane to another, therefore, it is called propagation operator for the pressure field. In a similar way, applying Eq.A.16 to the Euler equation (Eq.A.11) and by using Eq.A.5, one obtains:

\[ U(k_x, k_y, z) \vec{i} + V(k_x, k_y, z) \vec{j} + W(k_x, k_y, z) \vec{k} = \frac{1}{\rho_0 c \kappa} (k_x \vec{i} + k_y \vec{j} + k_z \vec{k}) P(k_x, k_y) \tag{A.16} \]

For the velocity component perpendicular to the z-plane, it reads:

\[ W(k_x, k_y, z) = \frac{k_z}{\rho_0 c \kappa} P(k_x, k_y, z') e^{ik_z (z - z')} \tag{A.17} \]

here, \( \frac{k_z}{\rho_0 c \kappa} e^{ik_z (z - z')} \) is called propagation operator for the velocity field.

The reconstruction performed in the near field holography is based on the propagation operators and the angular spectrum. Williams [23] showed that the exponential decay
of angular spectrum balances the inverse propagator, therefore the propagation of a i.e. pressure field is well behaved. In practice, however the success of the reconstruction - in particular its stability - depends on the quality of the measurement. Spatial noise and excessive distance between measurement points on the measurement grid can lead to the destruction of this cancellation process. It is therefore compulsory to use low-pass \( k \)-space filters on the measured angular spectrum, in order to have limited integrals. The cut-off frequency is dictated from aliasing reason (spacing of the measurement grid) and from the degree of corruption of the measured data.

A.5 Spectra of the Isotropic Turbulence

In the followings are listed the equations of the three dimensional energy spectra for isotropic turbulence:

- **Von Karman spectrum**: \( E(\alpha) = A \frac{\overrightarrow{u}^2 \alpha}{(1 + (\frac{\alpha}{\alpha_e})^2)^{\frac{17}{6}}} \) with:
  - \( A \) is an adimensional experimental parameter
  - \( \alpha_e \) is the wave number at which \( E(\alpha) \) has a maximum

- **Saffman-Pao spectrum**: it bases on von Karman spectrum but considers the spectrum decreasing for smaller turbulence length, that is for wave numbers bigger than the Kolmogorov wave number \( \alpha_\nu \). For flows with high Reynolds number (\( \alpha_e \gg \alpha_\nu \)), Saffman [112] and Pao (1965) proposed:
  \[
  E(\alpha) = A \frac{\overrightarrow{u}^2 \alpha}{(1 + (\frac{\alpha}{\alpha_e})^2)^{\frac{17}{6}}} e^{-2(\frac{\alpha}{\alpha_\nu})^2}
  \]
  - \( A \) becomes a constant \( \approx 1.453 \)
  - \( \nu \) is the kinematic viscosity of the fluid
  - \( \alpha_\nu \) is the Kolmogorov wave number, \( \alpha_\nu = (\frac{\varepsilon}{\nu^3})^{\frac{1}{4}} \)
  - from the integral constraints \( \to \alpha_e = 0.73 \frac{\varepsilon}{\overrightarrow{u}^2} \)

- **Liepmann spectrum**: \( E(\alpha) = \frac{8}{\pi} \frac{\overrightarrow{u}^2}{\Lambda} (\frac{\Lambda \alpha}{\alpha_e})^4 \) with:
  - \( \overrightarrow{u}^2 = \frac{2}{5} K \)
  - \( \Lambda \) is the integral length scale of the turbulence

From adimensional considerations, \( \Lambda = K_\Lambda \cdot (\frac{2 K_\varepsilon}{\alpha_e})^{3/2} \) where \( K_\Lambda \) is a adimensional factor. As consequence, the value of the integral length scale (\( \Lambda \)) and the maximum of the spectral energy \( E(\alpha) \) are very similar but not identical:

\[
\alpha_e = \frac{0.747 K_\Lambda}{\Lambda} \tag{A.18}
\]

Figure A.1 compares the three shapes for the same mean flow data and same integral turbulence variables (\( \varepsilon, K \)) and shows a subdivision of the wave length into three typical regions. Values are taken from the shear layer out of the test case (impinging jet) investigated in this work.
Figure A.1: Comparison of three dimensional turbulence spectra. Values refers to exemplar point with $K = 95\,m^2/s^2$ and $\varepsilon = 3.7 \cdot 10^5\,m^2/s^3$ with $\alpha_s$ the Kolmogorov wave length and $\alpha_e$ the wave length for maximum energy. One distinguishes: a production region with largest eddies of permanent character (A), an inertial sub range (B) and a dissipative range (C).
Appendix B

Experimental Facilities and Techniques

B.1 Nozzle Contours for the Wind Tunnel

A number of nozzles has been realised with rapid prototyping technique in the framework of this work. A contraction ratio of 5 for the 2D nozzle and of 6.9 for the axisymmetric nozzle has been used. Figure B.1 shows the contours used for two of the 2D nozzles. In this work only the nozzle with contour marked II has been extensively used for numerical validation. Both contours follows from the Witoszynski formula B.1:

\[
y(x) = \frac{R_{out}}{\sqrt{1 - \left(1 - \left(\frac{R_{out}}{R_{in}}\right)^2\right)^2}} \left(1 + \frac{x^2}{L^2}\right)^{3/2}
\]

with \( R_{in} \) and \( R_{out} \) respectively the radius at nozzle inlet and outlet, \( L \) the length of the not rectilinear nozzle contour.

![Figure B.1: Contours for Windtunnel nozzles (left) and velocity profile measured at outlet of nozzle II, normalised with the mean velocity.](image)

Although the Nozzle II is extremely compact the velocity deviation from a block profile amounts only to \( \pm 2\% \) (See Figure B.1) which is acceptable for the investigation of the present configuration.
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B.2 Statistics

The first four statistical moments of a variable $u$, with $p(u)$ the probability function, are defined as follows:

- $m_1$ (mean) = $\int_{-\infty}^{\infty} u p(u) du$
- $M_2$ (central deviation) = $\int_{-\infty}^{\infty} (u - m_1)^2 p(u) du$
- $M_3 = \int_{-\infty}^{\infty} (u - m_1)^3 p(u) du$
- $M_4 = \int_{-\infty}^{\infty} (u - m_1)^4 p(u) du$

As alternative to $M_3$ and $M_4$ one can derive two coefficients:

- skewness ($\kappa$) = $\frac{M_3}{\sqrt{M_2^3}}$
- flatness ($\gamma$) = $\frac{M_4}{M_2^2}$

If $u$ is the velocity, one call the turbulence isotropic when $u$ is distributed as a Gaussian function, therefore $m_1 = 0$, $M_2 =$ turbulence kinetic energy, $\kappa = 0$ and $\gamma = 3$. 
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