This is a author version of
D. Schlipf, P. Fleming, S. Kapp, A. Scholbrock, F. HaizmaRnBelen, A. Wright, and P. W. Cheng,
“Direct Speed Control Using LIDAR and Turbine Data,”
published in Proceedings of the American Control Confegehdashington, USA, 2013.

Direct Speed Control Using LIDAR and Turbine Data

David Schlipf, Paul Fleming, Stefan Kapp*, Andrew Scholbrock Florian Haizmanh
Fred BeleR, Alan Wrigh?, and Po Wen Cherig

Abstract—LIDAR systems are able to provide preview in- wind turbine is used to evaluate the trade-offs involvechwit
formation of the wind speed in front of wind turbines. One  the inclusion of DSC. Data collected from the commer-
proposed use of this information is to increase the energy s | IDAR device installed on the nacelle of the CART3

capture of the turbine by adjusting the rotor speed directly to . .
maintain operation at the optimal tip-speed ratio, a technique (Controls Advanced Research Turbine, 3-Bladed) turbine at

referred to as Direct Speed Control (DSC). Previous work has the National Renewable Energy Laboratory (NREL) is used
indicated that for large turbines the marginal benefit of the together with the rotor effective wind speed extracted from
direct speed controller in terms of increased power does not the CART3 sensor data to simulate and optimize the DSC for
compensate for the increase of the shaft loads. However, the this case. By using data from a physical turbine and LIDAR
technique has not yet been adequately tested to make this L - . L
determination conclusively. Further, it is possible that applying opera.tmg. In .turbulent |nflqw, the papfer provides ,a realisti
DSC to smaller turbines could be worthwhile because of the €xamination into the benefits and detriments of using a DSC.
higher rotor speed fluctuations and the small rotor inertia. This paper is organized as follows. Section Il summarizes
This paper extends the previous work on direct speed con- the experimental environment. In Section lll, the congoll
trollers. A DSC is developed for a600 kW experimental turbine design is outlined. The correlation of the LIDAR and the
and is evaluated theoretically and in simulation. Because the S S . -

actual turbine has a mounted LIDAR, data collected from the t‘%rb'”e_'s dgscrlbed in Section 1V. Se.ctlon V presents the
turbine and LIDAR during operation are used to perform a hy-  Simulation with real data, and conclusions and future work

brid simulation. This technique allows a realistic simulation to  are discussed in Section VI.
be performed, which provides good agreement with theoretical
predictions. IIl. TESTENVIRONMENT

. INTRODUCTION In this section, the test site, turbine, and LIDAR system

LIDAR (LIght Detection And Ranging) systems are ablefOr the field testing are described.

to provide information about the wind field inflow, such asa. The Test Ste

wmgl spe_ed, she_ars, and wind direction, which can be used toThe field testing takes place at the National Wind Tech-
assist wind turbine control. There have been numerous on-

going studies into the means by which LIDAR can improvenoIogy Center (NWTC]) in Boulder, Colorado, which is part

) . . . of NREL. Due to its location directly east of the Rocky
wmd turbine control performange. LlDAR.'aSS'Sted colieet Mountains Front Range, the NWTC offers good conditions
pitch control for load reduction is one option and has atyual

been demonstrated recently in field testing [1], [2]. Anothedunng the wind season in winter to perform any kind of field

tential beneficial fLIDAR iS 10 | : I(%est. Since the wind conditions are rather gusty and extreme
ES iPDIzR-:z:igg L;/szocontrol [3']3 [Z]mcrease ENergy ¥1€1¢ests under extreme conditions can especially be performed

. . . ere.
Another possibility to increase the energy production o
wind turbines with LIDAR is by a “direct speed controller” B, The Test Turbine

(DSC) as proposed in [4], which minimizes the standard Among several multi-megawatt turbines, the NWTC also

deviation of the tip speed ratio (TSR) and can .be imple(')wns two mid-sized turbines (CART2 and CARTS3), which
mented as a simple update to commonly used variable spe% dedicated to the testing of new and advanced control
controllc_ars. By more t|ghtly controlling the TSR' the engrg algorithms of wind turbines. The CART3 (Figure 1) is
productlon d.Of 'éhe turbine is gxpeDctSe((:j _to rr]|seh.. I-r|]ow<|ave(;, a 600 kW variable-speed pitch-controlled turbine that was
Important disadvantage to using Ls IS the hig er 10ads g gified with a three-bladed rotor and currently operates at
the shaft due to the necessarily higher fluctuations in th§50 KW due to resonance issues [5]. The CART3 is instru-
generﬁFor torque.d I q7 ing field mented with strain gauges, accelerometers, and a dedicated
In this paper, data co ect_e rom ongoing ne t.eStS 0|fneteorological tower, installed 80 m in front of the turbie

LIDAR-enhanced collective pitch control on an expenm&antamean wind direction (293. The turbine has a rotor diameter

1 Stuttgart Wind Energy Research (SWE), Universitét Stutt@ermany, of D=40m, a hub height of 36 m, and runs at a rated
Davi d. Schl i pf/ Fl ori an. Hai zmann/ PoWén. Cheng at rotor speed of 37 rpm. The control system offers an easy
i fb.uni-stuttgart.de,* now with Robert Bosch GmbH way of implementing new controller code as a DLL, which

2 National Renewable Energy Laboratory (NREL), USA:; _ti
Paul . Fl eni ng/ Andr ew. Schol br ock/ Al an. Wi ght is then loaded by the 490 Hz real-time LabVIEW framework
at nrel . gov control system. For this work, the DLL was created as an

3 Blue Scout Technologies, USAbel en@l uescout . com export from MATLAB/Simulink code.
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Fig. 2. Power coefficientp over tip speed ratid of the CART3.

tip speed and the undisturbed rotor effective wipd

QR
A= (1)

where R is the rotor radius and2 the rotor speed. The
optimal tip speed ratidop can be found at the peadp Of
the power coefficient, which depends below rated wind speed
only on A (see Figure 2 for the CART3). The aerodynamic
optimum can be achieved by trackinpp by adjusting
the generator torquly. Typically the torque is set such
\ that TSR is maintained optimal in the static case. This

E——— section extends the controller presented in [4] and depicts
e > T e - | how tracking Aopt can be done dynamically by using the
knowledge of the incoming wind.

Fig. 1. The OCS installed on the CART3 at the NWTC.
A. Indirect Speed Control

Nonlinear state feedback controllers are commonly used in
C. The LIDAR System wind energy to controh indirectly, measuring the generator

The LIDAR used in these tests to measure the wind ifPe€%%:

front of the turbine is a commercial, pulsed system from Blug or derivations of state feedback control laws, the foltgvi

Scout Technologies. It simultaneously measures the Doppl'%Onllnear reduced model of a turbine for below rated wind

shift of the light backscattered on aerosols at three ran&@eEd is chosen based on [6]:

gates along the three fixed laser beams. It uses the line- 10 — Ma — Mg/Ngp
of-sight wind speed to internally derive the horizontal and 1 (A
vertical wind speed and wind direction. For this campaidn, a Ma(Q,vo) = Ean3 P/\ v%, (2)

internal processing, such as filtering, has been reducéttto t
minimum to be able to use it for real-time feedforward andvhereMa is the aerodynamic torqueg, = Q/Qq is the gear
direct speed control. From these multiple inputs, a resylti boX ratio, p is the air densityR is the rotor radius and is
rotor effective speed is determined by assuming that onfieé sum of the moments of inertia about the rotation axis.
the longitudinal wind component is responsible for powefrhe generator torque to maintain in steady state the maxi-
generation. Only the first range gatexat=40 m is used in Mum power coefficients" can then be determined by [6]:

these tests due to interference with the met mast and guy 1 &% 3
wires of the other range gates. Mg,sc = Ep"RS_)\ 3pt Ngp Qg- ®)
(o]
N————
kisc

[1l. CONTROLLERDESIGN
Equation (3) with constaritisc is known as “Region 2" of

The main purpose of variable speed control for windhe indirect speed control (ISC) and is used as a reference
turbines below rated wind speed is to maximize the eledtricén this study.
power extraction [6]. Therefore, the turbine has to operate Figure 3 shows the defined piecewise ISC state feedback
with the rotor blades held at the optimal angle of attacksThilaw Z;sc with linear ramps for the transitions from startup
blade inflow angle is represented by the ratio of the blade (“Region 1”) and to full load (“Region 3").



4000

3000

2000

Mg [Nm]

1000

0 400 800 1200 1600 2000
Qg [rpm]

Fig. 3. Optimal relation of rotor speed and generator torgiasltied), state
feedback used in control law (solid), Region 2 (overlappiegion of two
lines).

B. Direct Speed Control Fig. 4. Scope of the different DSCs.
Using the LIDAR technologyyp and thusA become mea- 1

surable, and therefore, the proposed controller is coreside

as direct speed control (DSC), which was presented in [4] 0.995

and extended in this paper. The basic idea of the proposec
DSC is to keep the ISC feedback law (3) and to find a =

feedforward update to compensate changes in the wind speer® 099

similar to the one used for collective pitch control [7]. One o

advantage of this structure is that the stability behavior o 0.985

the speed control loop is not modified. Therefore, the rotor

speed errog is introduced 0.98
£=0Q— Qop, (4)

where the optimal rotor speed,y is defined as ] ) ) o
Fig. 5. Relative power extraction by variation in tip speetia for the

/\optVO CART3. Dots: Results from Section V, ISC (gray) and DSC (k)ac
Qop{ == . (5)

By settinge =0, the DSC (see [4] for more details) is C. Limits of Direct Speed Control

M M N J)\Lpt\./ ©6) The increase in energy production is obtained by improv-
g.bSC = Mg ISC™Tgb" o= ¥0- ing the accuracy of tracking the optimal tip speed ratio.
MngF Therefore, the fluctuation of the tip speed ratio can be used a

a measure for the potential of energy optimization. Assgmin

The dyn_amics _of the clpsed loop is determine_d by the ordehe distribution of the tip speed rati, .41, to be Gaussian
of the differential equation of the error. Choosing a firstl an ith mean Aopt and a standard deviétiou(/\), then the

second order similar to [8] generated power can be estimated by
| Erae=0 ™ Pa(0() =P [ BreornerMdr. 1)
E+apt+a1e=0, (8) -

) _ In Figure 5, this potential is quantified for the CART3. High
the direct speed controller can be extended to: reduction ofg(A) by the DSC will therefore only cause a
— low increase in the power due to the relative fta{A)-
M =M + Mg Fr+ NgpJage 9
9PbSC 9ISC gFF T Mgb~%0 ®) curve. The results in the next sections will confirm these
Mg pipsc= Mg sc + Mg rr+ nng(aoewLal/Edt), (10)  considerations.

respectively. Figure 4 shows the closed loop. In additioR- |mplementation

to (6), the controllers (9) and (10) provide a proportional The proposed controllers have the advantage that they
(ap) and respectively a proportional and an integegl, @1) are simple updates to the ISC and therefore can easily be
feedback factor. The resulting asymptotically stable @ibs integrated into the existing control strategy.

loop dynamics (7) and (8) can be chosen by specifying It is only necessary to track the optimal tip speed ratio in
positive values for the parametesig and a;. “Region 2". Therefore, the control update to the feedback
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Fig. 6. Comparison of the rotor effective wind speed estiméteh LIDAR (black) and turbine data (gray).

controller Zgg is multiplied with a feedforward window small errors in the model reduction (see [9]). The mean wind
grr depending on the rotor effective wind speed. Region is obtained by a moving averadg,a over 180s. Thus,

2 is active approximately from.3m/s to 115m/s for the time delayTpuser and the filter cutoff frequencyeyioft is

p = 1.0kg/m®. The feedforward windowger is chosen to adapted to the mean wind speed and change continuously.
be 0O for values below.8 m/s and above 1% m/s and to be

1 for values between 58 and 11 nis with a linear ramp I.V. CORRELATION STUDY .
in between. for a smooth transition. Before applying the DSC to the CART3, a correlation

In reality, the disturbancey to the turbineS cannot be study has been made to determine the maximum coherent

measured directly and has to be replaced by the LIDAMWavenumber for the filter'design and to adjmsfTherefore,
measurement. (see Figure 4). Both signals are basedhe measured rotor effective wind spegd from the LIDAR

on the wind field? in front of the turbine — the LIDAR IS compared to an estimate from turbine data.
measuremen, yieldsvo. and the wind evolutiorzg yields A, The Estimator for the Rotor Effective Wind Speed

Vo An adaptive filter The rotor effective wind speeg is obtained from simulta-

SaF = Griter(s)e™ uffers ~ 3¢ 51 (12) heously measured tur_bine sensor data by an estimator simila
. to the one presented in [10]. With the reduced system (2) and
is used to account for the fact thag. and vo are only measured data d@, the pitch angled and My ss (replacing

correlated in the low frequencies and to account for theydelaﬂg/ngb), the aerodynamic torquil, can be calculated and
due to the propagation of the wind to the turbine. A firstreorganized in a cubic equation i

order Butterworth filteiGier is fitted to the transfer function 1 (A, 0)

GLr estimated from measured data via the auto correlation Ad= EanEPi’QZ. (15)
spectrum of the measured wind spe§d and the cross Ma

correlation spectrurfy g between the measured and the rotoPecause of thel-dependency ofp, an explicit expression

effective wind speed: cannot be found. The equation is solved with a se¥lgf Q
and 8, and a three-dimensional look-up tabigM,, Q, 6) is
|Gitter| = |GLR| = |%|. (13) generated, which can then be used to get a time series of
L

by a three-dimensional interpolation. The turbine raw daita
The filter is parametrized by a static ga®y and a cut- filtered by notch filters at turbine resonance and distureanc
off frequency feuwort = Ku/(27), wherek is the maximum frequencies (such as 3P) before being used.
cohgrent wavenumb_er, which _has to _be determined by a cQy- Design of the Adaptive Filter
relation study. The time delay is obtained from the follogvin i k ) ) ]
considerations: With Taylor's hypothesis, the wind ne¢s t  FOr the filter design and the simulations, a 24 min-data
time x; /U to evolve from the place of measurement to th&€t (21:44 - 22:08) from 03/29/2012 is analyzed with a
turbine. Due to the measurement durafiaen VoL is already Mean wind speed of.87 m/s and a turbulence intensity of
delayed byTscay/2 = 1 s and the filter delay is approximated 16.7 % mga_sured by the met mast,. fitting to lower turbulence
by Tiirer. FOr using the filtered wind in the DSC instead ofcharacteristics (Class C) according to current standards.
Vo, the signal has to be synchronized with reaching the Figure 6 shows the rotor effective wind speed estimated from

rotor plane. Therefore, the necessary time delay is LIDAR and from turbine data, showing the preview of the
1 LIDAR measurement.
Toufter = T E-|-scan_ Tiitter — T. (14) Figure 7 depicts the measured transfer function between

thevg andvg. as well as the chosen filter. The static gain is
The timet can be used to compensate for the slow down afet toGo = 1 and the maximum coherent wavenumber, as a
the wind due to the higher pressure in front of the turbine ctompromise, tdk = 0.0225 rag'm.
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Fig_. 8. Histogram and Gaussian distribution of the measuiedpeed Fig. 10. PSD of the tip speed ratio from Figure 11, ISC (gray) ®SC
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C. Expected Improvement
effect the DSC would have produced in this specific situation

Figure .8 qonflrms that a Gaussuap distribution of the tl%urthermore, the DSC can be tuned to the real data.
speed ratio\ is a reasonable assumption. For the data set, the i ) .
For better evaluation, the DSC is activated 30 s after the

measured mean value As= 7.26 and the standard deviation ‘ . ;
o(A) = 0.589. Neglecting the deviation fromey = 7.1, :c,rtrf:\rt and degctlvated 3.03 before the enq of Fhe simulation.
the applied ISC is already at 6 of the optimal value, 'hus: the differences in energy production is not due to
according to the theory of Subsection III-C. dn‘ference_s n t.he St‘?fed kmeuo Energy.
Forty-nine simulations with differenk and T are done.
V. HYBRID SIMULATIONS Figure 9 shows the changes in the standard deviatioh of
The LIDAR raw data and the estimateg are used for and damage equivalent loads (DEL) on the low-speed shaft,
simulations to test the DSC. The simulations are done witgalculated with Wohler exponents of 4, typical for steel.
an aeroelastic model of the CART3 implemented in FASThe optimal values fok = 0.025radm and7 = 1s from
[11], disturbed by a hub height wind field @. FAST can be this brute force optimization (minimizing (A )) are close to
simulated in the MATLAB/Simulink environment, using thethe value from Section IV. Although the(A) distribution
same controller that is exported to a DLL for field testing. is relatively flat, it is not possible to lowek more than
This combination of experiment and simulations we cal@pproximatelyk = 0.01 rag/m to reduce the low-speed shaft
“hybrid simulations”. In this case the benefits over convenloads because the resulting time delay of the filter will eaus
tional simulations with LIDAR simulation and wind evolu- the feedforward signal to be too late.
tion models [12] are that effects such as measurement errordn Figure 10 and 11 the results of the optimal case can
and delays, real wind evolution, and site specific problense seen in the time and frequency domain. The fluctuation
can be included into the simulations. If used along within A can be reduced by the DSC at the expense of higher
the ISC controller, the simulated turbine’s reaction wiél b fluctuation in the generator torqudy. Here, o(A) can be
close to the measured turbine data due to the fact that theduced from 27 to 0328, resulting in a power production
used estimation of the rotor effective wind spegdis an increase of %, which is close to the theoretical value of
inverse process to the simulation. If used along with th8.2% from Figure 5. Changes may be due to slight changes
DSC controller, it can be estimated in a realistic way, whicln the mean value oA.
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