Contouring using two-wavelength electronic speckle pattern interferometry employing dual-beam illuminations
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The typical examples are single-wavelength techniques with either tilting the object [3] or shifting illuminated beams [4-6] and two-wavelength technique which displays the shape difference between an object and a master [2, 7].

In this paper, we present a new contouring technique using TWESPI with dual-beam illuminations and make a detailed study on the contour phase analysis. This technique uses two different wavelengths \( \lambda_1 \) and \( \lambda_2 \) to produce a long effective equivalent wavelength \( \lambda_{eq} \) for contouring without a master. It extents the measurement range of single-wavelength ESPI and allows the measurement of the deeper or steeper objects than has previously been possible with a single-wavelength techniques, assuming that \( 2\pi \) ambiguities can be removed at equivalent wavelength \( \lambda_{eq} \).

The experimental results give good proofs for our analysis.

2. Basic theories

2.1 Establishment of the mathematics model

Placed on a coordinate system \( XYZ \) shown in fig. 1(a), the optical rough surface of a test object can be described by its \( Z \) coordinate. The surface \( Z(x,y) \) is a stochastic process and can be split into a deterministic macroscopic shape \( Z_0(x,y) \) and a statistical microscopic deviation \( h(x,y) \), therefore,

\[
Z(x,y) = Z_0(x,y) + h(x,y)
\]  

where \( x \) and \( y \) are the position coordinates of the surfaces of the test object. We assume that the deterministic shape \( Z_0 \) causes a deterministic phase \( \phi_0 \) when the light is scattered from point \( N(x,y,z) \) of the test object to the viewing point \( P \) on the image plane; and the statistical deviation \( h \), a statistical phase \( \phi_4 \). Thus the complex amplitudes of the coherent light at any given point \( P \) on the image plane from both illuminations can be expressed as

\[
\begin{align*}
\bar{U}_1(P) &= A_{11} \exp(i(\phi_{11} + \phi_{1})) \\
\bar{U}_2(P) &= A_{12} \exp(i(\phi_{12} + \phi_2)) \\
\end{align*}
\]  

respectively, where \( A_{11}, A_{12} \) are the random amplitudes of the speckle pattern on the image plane of both illumination beams. The intensity at the point \( P \) is then given by

\[
I(P) = I_1 + I_2 + 2\sqrt{I_1 I_2} \cos((\phi_{11} - \phi_{12}) + \phi_4),
\]

where

\[
\begin{align*}
I_1 &= \bar{U}_1 \bar{U}^*_1 \\
I_2 &= \bar{U}_2 \bar{U}^*_2 \\
\phi_4 &= \phi_{11} - \phi_{12}.
\end{align*}
\]
According to the geometry of fig. 1(a), the deterministic phase \( \phi_{di} \) of the light scattered from point \( N \) to point \( P \) can be expressed as follows [6]

\[
\phi_{di} = \frac{2\pi}{\lambda} (r_a \cdot l_i + r_a \cdot K_i) \quad (i = 1, 2)
\]

where the subscript \( i \) represents parameters related to the \( i \)-th illumination beam; \( N \) is an arbitrary point on the test object and \( P \) is a viewing point; \( r_a \) is a position vector of point \( N \) to \( P \) and \( r_a \) is the scalar magnitude of \( r_a \); \( K_i \) is the unit direction vector of illumination beam; and \( \lambda \) is the wavelength of the illumination beam and \( l_i \) is the optical path of the \( i \)-th illumination beam directly from the source to the viewing point \( P \).

2.2 Theoretic analysis

In ESPI, a speckle pattern of a test object is formed on the CCD camera when the object is illuminated by a coherent light with the wavelength \( \lambda \). In our experimental setups, the objects are illuminated by two beams in order that the intensity of the speckle pattern formed on the image plane is a function of the phase and of the amplitude of the light scattered from the object.

In TWESPI, a test object is first illuminated by dual-beam coherent light with wavelength \( \lambda_1 \). Referring to eq. (3), the distribution of the speckle pattern intensity on point \( P \) of the image plane is \( \Gamma(P) \), and the phase advance can be expressed as

\[
\phi_d = \frac{2\pi}{\lambda_1} [(l_1 - l_2) + r_a \cdot (K_1 - K_2)].
\]

Then keeping the intensities of two illumination beams constant, the object is illuminated at wavelength \( \lambda_2 \) according to the same geometry. If the subscript ' \( i \) ' represents the parameters related to illuminations at a wavelength \( \lambda_2 \), then the distribution of the speckle pattern intensity on the point \( P \) is \( \Gamma''(P) \) and the phase advance is

\[
\phi_d' = \frac{2\pi}{\lambda_2} [(l_1' - l_2') + r_a \cdot (K_1 - K_2)].
\]

In order to measure the object without a master, the wavelength difference \( \Delta \lambda = |\lambda_1 - \lambda_2| \) is usually much smaller than the wavelength \( \lambda_1 \) or \( \lambda_2 \) so that the equivalent wavelength is long enough for removing 2\( \pi \) ambiguities. In our experiments, \( \Delta \lambda = 0.4 \sim 0.5 \text{ nm} \) and \( \lambda \geq 781.66 \text{ nm} \). Thus we can neglect the effect of the chromatic aberration of the optical system [7] and consider the optical paths of two illumination beams from the source to the viewing point \( P \) constant, i.e. \( l_1 \equiv l_1' \) and \( l_2 \equiv l_2' \).

Eq. (6) can be written as follows

\[
\phi_d' \approx \frac{2\pi}{\lambda_2} [(l_1 - l_2) + r_a \cdot (K_1 - K_2)].
\]

Correlation between intensities \( \Gamma \) and \( \Gamma'' \) can be observed by a process of video signal subtraction or addition. In the subtraction process, the CCD camera video signal corresponding to the speckle pattern intensity on the image plane is first stored electronically when the object is illuminated at wavelength \( \lambda_1 \), then the live video signal when the object is illuminated at a wavelength \( \lambda_2 \), as detected also by CCD camera, is subtracted from the stored waveform. The output with the correlation fringes is displayed on a TV monitor. If the output camera signals \( V_1 \) and \( V_2 \) are proportional to the input image intensities \( \Gamma \) and \( \Gamma'' \), respectively, then the subtracted signal \( V_s \) is given by

\[
V_s = (V_1 - V_2) \alpha (\Gamma - \Gamma'')
= 4\sqrt{I_1 I_2} \sin [(\phi_{d1} - \phi_{d2}) + (\phi_d + \phi_d')/2] \cdot \sin(\psi_d/2),
\]

where \( \psi_d = \phi_d - \phi_d' \).

The brightness, \( B \), of a TV monitor is defined as [1]

\[
B \propto (V_1 - V_2)^2 \lambda_1^2 / 2.
\]

After averaging the random term in eq. (9) goes to be uniform. Then

\[
B \propto (I_1 I_2 \sin^2 \psi_d^2)^{1/2},
\]

and

\[
\psi_d = C + 2\pi \left(\frac{1}{\lambda_1} - \frac{1}{\lambda_2}\right) (r_a \cdot d) 2 \sin \left(\frac{\theta_1 + \theta_2}{2}\right),
\]

where

\[
\theta_i = \frac{2\pi}{\lambda_i} [l_i - r_a \cdot K_i].
\]
where \( d \) is the unit difference vector of the direction vectors of both illumination beams; and

\[
C = 2\pi \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) (l_1 - l_2) = \frac{2\pi}{\lambda_{eq}} (l_1 - l_2)
\]

\[
d = (K_1 - K_2)/\left[ 2 \sin \left( \frac{\theta_1 + \theta_2}{2} \right) \right].
\]

Dark correlation fringes appear when \( \psi_0 = 2n\pi \), where \( n \) is any integer.

### 2.3 Direction of contour planes

When \( r_o \) scans across the surface of a test object, the sum \( \psi_\alpha \) on the eq. (11) passes through integral multiples of \( \lambda_{eq} \left[ 2 \sin \left( \frac{\theta_1 + \theta_2}{2} \right) \right] \), giving dark correlation loci on subtraction. If the incremental phase difference between \( N \) and \( Q \) point on the test object is \( \Delta \psi_{eq} \), then [6]

\[
\Delta \psi_{eq}(r_o, r_e, d) = \frac{2\pi}{\lambda_{eq}} (S_{eq} \cdot d) 2 \sin \left( \frac{\theta_1 + \theta_2}{2} \right)
\]

where

\[
S_{eq} = r_o - r_e
\]

\( Q \) is the cross point between the test object and \( Z \) axis; \( S_{eq} \) is the surface position vector related to the point \( Q \) and \( S_{eq} \) is the scalar magnitude of vector \( S_{eq} \). According to eq. (12), the phase difference between the point \( Q \) and any point \( N \) on the test object can be determined by the projection of the position vector \( S_{eq} \) onto the difference vector \( d \). When taking this projection to be the value of an integral times of \( \lambda_{eq} \left[ 2 \sin \left( \frac{\theta_1 + \theta_2}{2} \right) \right] \), we obtain contour fringes. Therefore, the direction vector of the contour planes (defined as the vector normal to the contour planes) is identical with the difference vector \( d \) [4].

The inclined angle \( \alpha \) between vector \( d \) and \( Z \) axis, as shown in fig. 1(b), may be written

\[
\alpha = \frac{90^\circ}{2} + \frac{1}{2} (\theta_1 - \theta_2),
\]

and the interval \( \delta \) of the contour planes along the direction \( d \) is

\[
\delta = \lambda_{eq} \left[ 2 \sin \left( \frac{\theta_1 + \theta_2}{2} \right) \right].
\]

Eq. (13) and eq. (14) show the direction vector and the interval of the contour planes are related to the directions of both illumination beams. Only when \( \alpha = 0 \), the direction vector \( d \) of contour planes is identical to \( Z \) axis. Referring to eq. (13), the measurement values can correctly represent the shape of the test object.

### 3. The design considerations of experimental set-up

Fig. 2(b) shows the vector relationships which meet the condition \( \alpha = 0 \) described above. The geometry is available only for transparent objects. For most of opaque objects, it is impossible to meet the condition of \( \alpha = 0 \). But the condition can be approached through making \( \alpha \) value as small as possible. From eq. (13), one find \( \alpha \) will decrease when \( \theta_1 \) decreases and \( \theta_2 \) increases. When two illumination beams are located on the same side of the \( Z \) axis, the direction vector of the contour planes will approach \( Z \) axis. Thus, we can get an inclined contour plane according to the geometry of fig. 4(a) which is available for the testing of an opaque object. Through the automatic calibration of the inclined contour plane by computer (introduced in another paper), we can get the correct shape of the test object.

When two illumination beams are located the same side of \( Z \) axis, the interval of the contour planes shown in eq. (14) can be transferred into

\[
\delta = \lambda_{eq} \left[ 2 \sin \left( \frac{\theta_1 + \theta_2}{2} \right) \right].
\]

When the test object is illuminated from the same direction, the interval \( \delta \to \infty \). The object can not be contoured. It is very important to select a suitable interval of the contour planes for certain test object. Therefore, the difference of the incident angles of both illumination beams has to be suitable. When \( |\theta_1| > |\theta_2| \), \( \delta < 0 \). It means the direction vector of the contour planes reversed. The measurement values are also reversed completely so that we get the shape of the object reversed completely. Therefore, in the design of our experimental set-up, we have to consider: 1) keeping \( \lambda_1 < \lambda_2 \); 2) keeping the same side illuminations of the optical axis of a viewing system and \( \theta_1 + \theta_2 \to 180^\circ \); 3) keeping the suitable difference of the incident angles of both illuminations; 4) keeping \( |\theta_1| < |\theta_2| \).
4. Experimental set-up and results

In this section, we present preliminary measurements with the technique described above. Fig. 2(a) and fig. 4(a) show the experimental set-ups which are available for the testing of a transparent object and an opaque object, respectively. We used a laser diode with 25 mW as a light source. The variation of the illuminating wavelength could be achieved by changing the temperature of the controller of laser diode. Table 1 shows the relationship between temperature and wavelength. The laser beam from laser diode was collimated and then split into two illumination beams via a beam splitter. In the optical arrangements, the objects were illuminated from the same side of the axis Z of the viewing system. All of the viewing system were composed of an imaging lens, an aperture and a CCD camera. The diameter of the aperture was so controlled that the averaging speckle size was set to be approximately equal to the cell size of CCD camera. First, the speckle pattern on the image plane with a wave-

Fig. 3. The correlation fringes in fig. 2 a) arrangement when the ground glass plate (a transparent object) is located on the different orientations. a) The plate on the XY plane is rotated around X axis. b) The plate on the XY plane is rotated around Y axis. c) The plate on the XY plane is rotated first around X axis and then around Y axis.

Fig. 4. a) The experimental set-up for the testing of an opaque object using TWESPI employing dual-beam illuminations. b) The vector geometry. c) The correlation fringes when the test object is a pyramid.
length $\lambda_1$ illumination was stored on the frame buffer or the host computer. Then we changed the wavelength $\lambda_1$ of illumination light for a wavelength $\lambda_2$. Thus, the subtracted speckle pattern was displayed on the monitor, and the contour fringe pattern related to the shape of the test object was obtained.

In the optical arrangement of fig. 2(a), $\theta_1 = -30^\circ$, $\theta_2 = 150^\circ$ and a ground glass plate was chosen as the test object. Selecting $\lambda_1 = 781.66$ nm and $\lambda_2 = 782.032$ nm, fig. 3(a)–(c) show the correlation fringes observed along $Z$ axis when the plate was placed on the different orientations. In the optical arrangement of fig. 4(a), $\theta_1 \approx 0^\circ$, $\theta_2 = 45^\circ$ and a pyramid was chosen as the test object. Selecting $\lambda_1 = 781.66$ nm and $\lambda_2 = 782.192$ nm, the correlation fringes observed along $Z$ were shown in fig. 4(c). The theoretical and experimental results show good agreement.

5. Conclusion

We have demonstrated a new contouring technique by using TWESPI employing dual-beam illuminations which is very valuable for the testing of steep surfaces because of the variable measurement sensitivity that can be achieved by changing the wavelengths. This technique does not need a master corresponding to the test object so that it is very convenient for the testing of the complicated shape. In TWESPI employing dual-beam illuminations, the results is noisier because of the effects of chromatic aberration and the decorrelation between two wavelengths. At the same time, the sensitivity of TWESPI is limited by the equivalent wavelength $\lambda_{eq}$ used. Because the data from two wavelengths are combined, there is an error magnification in effect. In order to increase the sensitivity and the accuracy simultaneously, the single-wavelength $2\pi$ ambiguities should be removed by taking the integrated two-wavelength phase.
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