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Introduction

Electronic control of mechanical procedures in particular within an automobile becomes recently more and more important. Control devices undertake responsible and security relevant tasks, hence they effect essentially the performance of a car. Due to this fact control devices have to satisfy high standards even under extreme thermal and mechanical loadings. Among the number of challenging problems, which appear by the development of control devices, we focus our attention to the reliability of solder joints. In Surface Mount Technology (SMT) silicon wafers and Printed Circuit Boards (PCB) are connected electrically and mechanically with solder.

The reliability and life time of a solder joint in SMT becomes more and more significant to electronic and automotive industry. The thermal mismatch between various materials involved in microelectronic composites in combination with advanced temperatures and mechanical loadings is the key issue in solder joint reliability.

Usually, solder is an alloy consisting of two or more components. Materials like tin (Sn), lead (Pb), silver (Ag) and copper (Cu) are normally used as components of a solder alloy. We have to remark, that Pb free solder plays an import role due to the fact, that heavy metals are forbidden by law in automotive technology.

Fig. 1 shows a cross section cut through a Sn-Pb solder bump, which has been subjected to several thousand power cycles. The experimental investigations show different damages of the solder joint.

Obviously, the large amount of power cycles essentially changes the microstructure of the alloy. In fig. 1 regions of gray and white shades demonstrate, that the original fine mixture of Sn and Pb separates into islands of high Sn and high Pb concentration. Furthermore, the coarsening process of the microstructure is not uniform all over the alloy. There are regions, which have a much more coarser microstructure than others. However, these regions are not randomly distributed over the solder joint. They start e.g. from a notch or a reentrant corner or lie nearby a hard clamped boundary part of the solder joint. These observations give rise to the conjecture, that the boundary of the solder bump as well as the type of loading additionally effect the separation and coarsening process.

In the worst case cracks appear within the alloy after a sufficient amount of power cycles. Fig. 1 shows that cracks propagate between regions of coarse and fine
Introduction

2.1 Microstructures. All these phenomena together are denoted as disruption of solder.

The first step in order to understand disruption and aging of solder is to simulate the evolution of microstructure on a mesoscopic level. In general, the simulation of microstructure formation is restricted only on small parts of a solder joint due to computational complexity. A small part of the solder bump could be a Representative Volume Element (RVE) lying inside the alloy or more interesting a RVE, which has a connection with the boundary and undergoes the influence of changing boundary loadings and geometrical effects.

The results of mesoscopic simulations can be used to develop strength and local damage criteria. In particular, the design optimisation of a solder joint and of a microelectronic composite avoiding disruption and aging of the alloy is the essential purpose of these simulations.

Furthermore, the mesoscopic simulation results can be used for deriving a macroscopic material model in order to simulate a whole solder joint inside a microelectronic device. For this reasons we concentrate our attention on the simulation of microstructure formation within a solder alloy on a mesoscopic level.

The evolution of microstructure within an alloy is described by a diffusive process. We have to decide between an early and a late stage of this evolution.

In the beginning of the process we observe the following phenomena: At temperatures larger than a critical temperature \( \theta_c \) the mixture of the alloy consists of one homogeneous phase only, which is arranged in an energetic stable state. By decreasing the temperature below a critical temperature \( \theta_c \) two or more phases develop. This can be seen in the phase diagram e.g. of a Sn-Pb solder, see fig. 2. Each phase is characterised by a distinct composition of individual components such that it is again energetic stable and the energy becomes small. The formation of microstructure happens on a very fast time scale and is called spinodal decomposition or phase separation. We denote a connected region of a distinct phase as a particle.

In a later stage of the evolution another phenomena is observed: The particles developed after spinodal decomposition are separated by interfaces. With these interfaces an interfacial energy is associated. After spinodal decomposition there are

![Fig. 1: Microstructure and damage within a solder joint](image-url)
In the second stage of the evolution, the microstructure starts to coarsen in order to reduce energy. This means that large particles become even larger on costs of the small particles, which shrink and finally vanish. This part of the evolution is called *coarsening* or *Ostwald ripening* and is mainly driven by the reduction of interfacial energy. We remark, that in the case of negligible elastic effects, the particles become round, see fig.3. In this case, there exists a theory, which provides a relation for the growth of the averaged particle size. This theory goes back to Lifshitz and Slyozov [70] as well as Wagner [100] and is called LSW-theory.
singularities resulting from notches, reentrant corners or different boundary loadings might influence the coarsening process.

In order to simulate these phenomena there exist at least three different types of material models, for a detailed overview we refer to [44]:

- atomistic models
- concentration dependent models with sharp interfaces
- concentration dependent models with diffusive interfaces

On a micromechanical level atomistic models are used to simulate the behaviour of atoms inside the lattice structure. This models base on probability assumptions describing the exchange of atoms in the lattice (Kawasaki dynamic), see [61]. With this type of model it is possible to simulate a bounded amount of atoms only, which is in general not enough for realistic simulations.

In order to make realistic simulations, continuum mechanical models are used, which are based on the mass concentration of one or more components. The main difference of these models is the description of an interface as a sharp or diffusive interface.

In general an interface between two phases is very small, so it is acceptable to describe an interface as a manifold with infinite small thickness. One type of sharp interface models for coarsening phenomena is derived by Mullins and Sekerka [77]. The main goal of this model is to simulate the motion of an interface. This model uses one concentration value inside the particle and one concentration value outside the particle only. The diffusion is driven by a potential inside each phase and the velocity of an interface is given by the jump of the gradient of the potential across the interface into normal direction.

The Mullin-Sekerka model is generalised to consider elastic effects in [69]. Boundary Element Methods (BEM) are used in [3, 4, 59] to simulate the coarsening process with sharp interfaces. BEM are frequently applied in this context, because only the manifold of an interface must be discretised. The advantage of this model is to simulate the coarsening process at a late stage, where only large particles appear.

A diffusive phase interface model describes an interface as a thin, but not infinitesimal thin region with a large gradient of the concentration. A mathematical model of this type is derived by Cahn and Hilliard [20, 21] and know as Cahn-Hilliard equation. The evolution of the concentration field is driven by the gradient of the chemical potential of the mixture, which enters the model as the variational derivative of the energy with respect to the concentration. Due to this fact the Cahn-Hilliard model has a flow gradient structure, an important property for the mathematical analysis as well as for the numerical simulation. Numerical simulations of the Cahn-Hilliard equation are done e.g. in [36, 37].
The extension of the model taking into account elastic interactions goes back to Cahn [19], Khachaturyan [62], Larché and Cahn [68] as well as Onuki [84]. Numerical investigations of phase separation under elastic loadings are made e.g. in [50, 51, 102]. We have to remark, that Garcke [49] shows the convergence of the diffusive interface model to the sharp interface model, when the interface thickness goes to zero.

Motivated by these observations the important aspects in the modelling of the phase separation under elastic loadings are the following in this thesis:

• We present a mathematical rigorous derivation of the Cahn-Larché system, which contributes the influence of the external mechanical loadings and viscosity to the classical model derived in [62, 68, 84].

• The examination of the general entropy principle is done by applying Lagrangian multipliers to the thermodynamics of the spinodal decomposition.

The method of Lagrangian multipliers in thermodynamic was developed by Liu in [71]. This technique was applied to phase transition problems with a order parameter and temperature by Alt and Pawlow in [6, 7]. The Lagrangian multipliers provide an alternative concept to the theory of configurational forces derived by Fried and Gurtin in [46, 47], which is also applied to the Cahn-Larché model in [56]. A new result concerning the analysis for the Cahn-Larché system is the following:

• The existence of weak solutions of the viscous Cahn-Larché system is proved taking into account a concentration dependent mobility tensor and external mechanical forces.

In order to attain this result, we extend the method, which is developed by Garcke in [48, 49] consisting of a time discretisation, minimising the Helmholtz free energy and maximising the dissipation. An interesting result of our investigations is the fact that the a-priori estimates do not depend on the friction coefficient. Due to this observation we get simultaneously the existence of weak solutions of the viscous and non-viscous problem. Thereby we observe that a weak solution of the viscous system is smoother with respect to time than a solution of the non-viscous system.

In the numerical simulation of the phase separation without viscosity we observe Gibbs phenomena. This means that high overshoots and undershoots appear within a diffusive phase interface. Consequently, a discrete solution starts to oscillate and the computational results are unusable.

This observation motivates the development of stable numerical approximation methods for the Cahn-Larché system. Stable means that high overshoots and undershoots do not appear in a discrete solution. We attain this goal by the following methods:
A Faedo-Galerkin method of the viscous Cahn-Larché equations is derived. The friction term is used for stabilising the method applied to the non-viscous system.

A second viscous approximation method is observed, where friction is formulated in terms of driving forces. We show that both methods are equivalent taking into account the flow gradient structure of the system.

Both methods state a new stable simulation method for the spinodal decomposition. Nevertheless, it is of great advantage to derive a stable numerical approximation method for the non-viscous Cahn-Larché system. This is done by the following:

- We derive an operator-splitting method for the non-viscous Cahn-Larché system, which decomposes the Gibbs free energy density into a convex and a concave part.

Operator-splitting methods for semilinear parabolic equations were considered by Elliott and Stuart in [41] and applied to the Cahn-Hilliard equation by Barrett and Blowey in [9, 10]. A similar technique was developed by Rumpf and Grün in [54] for the thin film equation. Our investigations show that the operator-splitting method is stable, but the viscous method are more efficient, since for the operator-splitting method the time discretisation must be chosen very small.

The different numerical simulations performed essentially by using the viscous method stabilised by driving forces yield the following results:

- The Cahn-Larché model with a concentration dependent elasticity tensor fits qualitatively better to the experiment than the simpler model with a constant elasticity tensor.

- Mechanical stress singularities, which result from changing boundary conditions, affect the development of the microstructure essentially.

- Similar results are observed at reentrant corners. In both cases a phase consisting of the softer material develops in a vicinity of a point with a stress singularity.

This thesis is organised as follows:

In chapter 1 the Cahn-Larché equations are derived. The mathematical model coincides basically with the material model in [68, 84], however, it is expanded by a viscosity term. We realise a mathematical rigorous derivation of the Cahn-Larché system by using the concept of overlapping continua. In order to make the material model thermodynamical consistent Lagrangian multipliers are used. Finally, the
general phase separation model taking stress effects into account is applied on solder materials. We use the quantitative approach by Dreyer and Müller [33], in order to formulate the dependence of the material parameters from the concentration.

In chapter 2 the existence of weak solutions of the Cahn-Larché system with concentration dependent mobility, elasticity and viscosity is proved. First, assumptions are formulated, which guarantee the existence of a solution. Moreover, we show that these assumptions are valid for practical applications described in chapter 1. The used function spaces as well as different types of weak formulations are introduced. The existence proof uses the flow gradient structure of the problem in order to minimise the energy and maximise the dissipation. We generalise the approach from [49] in a way, that for concentration dependent mobility and viscosity existence of a solution can be proved. The viscous term provides more regularity of the solution with respect to time, which is a useful result for the numerical simulations.

In the following parts, we deal with the numerical simulation of phase separation under elastic loadings. In general a finite element discretisation with respect to space and an implicit time discretisation is applied.

In chapter 3 we introduce numerical basics. Here we formulate the different trial spaces, which are used to approximate a solution of the Cahn-Larché system. Moreover, we present basic properties of the Clement operator from [26], which are necessary in the following chapters. Since the Cahn-Larché equations state a time dependent problem, we have to analyse some preprocessing tasks. The initial data are projected onto the trial space by a $L^2(\Omega)$-projection and the corresponding initial displacement must be computed.

In chapter 4 new types of Faedo-Galerkin methods for the Cahn-Larché system are studied, which are stabilised by introducing artificial friction. In the first method artificial friction is involved by the dynamical variable $\dot{c}$, where in the second method artificial friction is introduced by driving forces. Due to the flow gradient structure of the problem, it is possible to show that both methods are equivalent. For both methods existence and uniqueness of a discrete solution is proved. Furthermore we show the convergence of discrete solutions to a solution of the non-viscous problem.

In chapter 5 we investigate an operator-splitting method in order to stabilise the Faedo-Galerkin scheme. This method splits the Gibbs free energy density additively into a convex and a concave function. The concave part of the Gibbs free energy density is discretised explicitly, because it creates the instability. In contrast to this, the convex part is handled implicitly, because it belongs to the stable state of the system. For this method existence and uniqueness of a discrete solution is proved as well. The chapter ends with a convergence proof of discrete solutions to a solution of the continuous problem.

In chapter 6 various numerical simulations are presented. First of all we test the above explained method for the Cahn-Hilliard equation neglecting elastic effects.
Furthermore, we perform simulations for the Cahn-Larché system with constant and concentration dependent elasticity tensor. These simulations are compared and it is shown that the model with concentration dependent elasticity tensor fits to the experiment qualitatively very well. Finally, numerical simulations are presented, which show the influence of changing boundary conditions and reentrant corners on the development of the microstructure.

Chapter 7 contains the conclusion and a summary of the results following from this thesis. We also formulate open problems, which are related to the problems discussed in this thesis.
Chapter 1

Modelling of phase separation including stress effects

We consider a binary alloy, e.g. a Sn-Pb or a Sn-Ag system, which is modelled as a mixture of two different components. In order to describe the spinodal decomposition of the mixture we use the concept of overlapping continua [76, 97] and derive a diffusive phase interface model taking into account stress effects similar to [19, 62, 68]. This leads to the well known Cahn-Larché system. The general Cahn-Larché system is adapted to eutectic solder by formulating appropriate constitutive equations, which are a modification of those from [31, 32, 33, 34].

The main goal of this chapter is the mathematical rigorous derivation of the Cahn-Larché system under consideration of external mechanical boundary loadings. Furthermore, we present a thermodynamical framework for this model of spinodal decomposition, which consists of the evaluation of the general entropy principle by a Lagrangian multiplier technique. Finally, sufficiently exact material parameters for quantitative significant numerical simulations of the coarsening process are proposed.

This chapter is arranged in the following way: A mathematical rigorous derivation of the Cahn-Larché model requires the introduction of all kinematic quantities of the mixture. Due to this fact, in section 1.1, first the motion of each component is introduced and then the motion of the mixture is described by using a mass averaging technique.

In the diffusive phase interface model the mass concentration described within the reference configuration is used as a phase field variable. In section 1.2 the corresponding diffusion equation is derived from the balance of mass for each component and from the balance of mass for the whole mixture. Furthermore, in section 1.2 the balance of linear momentum for the mixture is derived, additionally the balance of energy and entropy of the mixture are observed. The derivation of the field equations bases on the Reynolds transport theorem see [55, 76], which in general is formulated within the actual configuration. The transformation of fields from the
actual configuration into the reference configuration is rigorously done by applying the Piola transformation formulated in [24]. Due to this transformation a unique relation between the Eulerian (spatial) and Lagrangian (material) description of a field is observed.

In [56] a thermodynamical framework for the Cahn-Larché system is developed by using the method of microforces introduced by Fried, Gurtin [46, 47] and Gurtin [57]. In section 1.3 we show an alternative method for evaluating the general entropy principle, presented in [74, 75, 76] by applying a Lagrange multiplier technique developed by Liu [71]. The exploration of the entropy principle leads to restrictions on the constitutive equations. Finally, in section 1.3 we give the formulation of constitutive equations for an alloy satisfying the second law of thermodynamic.

The methods for deriving constitutive equations in [31, 32, 33, 34] are expanded by formulating a new shape function in order to get bounded constitutive equations for the material parameters. Similar as in [31, 32, 33, 34] we take the material data for the Gibbs free energy density from MTData report [73]. In [73] there are two Gibbs free energy densities for each phase respectively, but the Cahn-Larché system needs one Gibbs free energy density for both phases. We present an interpolation of the material data in order to fit the Gibbs free energy density, such that it is appropriate for efficient numerical simulations.

1.1 Kinematic basics

The binary alloy occupies at initial time $t = 0$ a spatial domain $\Omega \subset \mathbb{R}^d$ with an outer normal vector $n$, where the space dimensions $d = 2, 3$ are observed. The domain $\Omega \subset \mathbb{R}^d$ is used as reference configuration of the solder joint and $x \in \Omega$ denotes the material coordinate in the reference configuration. We describe the phase separation process in a finite time interval $(0, T)$ and introduce the time space cylinder $\Omega_T := (0, T) \times \Omega$, furthermore we denote its cylindric shell by $\Gamma_T := (0, T) \times \partial \Omega$.

With each component of the mixture we identify an index $k$ and in case of a binary mixture obviously holds $1 \leq k \leq 2$. In the beginning of the separation process only one homogeneous phase exists. This observation gives rise to the assumption that not only the mixture, but also all different components occupy the whole reference domain $\Omega \subset \mathbb{R}^d$. Thus the motion of a component $k$ is given by a sufficiently smooth vector field

$$\varphi_k : \Omega_T \longrightarrow \mathbb{R}^d,$$

which for fixed time is injective, orientation preserving and satisfies the condition $\varphi_k(0, x) = x$. Naturally, the velocity of component $k$ in material description is
calculated by the smooth vector field

\[ \mathbf{v}_k : \Omega_T \rightarrow \mathbb{R}^d, \quad \mathbf{v}_k(t, \mathbf{x}) := \frac{\partial}{\partial t} \varphi_k(t, \mathbf{x}). \] \hfill (1.1)

The derivation of all field equations, like mass, linear momentum, energy and entropy, occurs in the actual configuration. Due to this fact the actual configuration of component \( k \) at time \( t \in (0, T) \) is defined by \( \Omega_{t,k}^\varphi := \varphi_k(t, \Omega) \). During spinodal decomposition of the binary alloy two phases develop. For example, in a Sn-Pb system a Sn-rich and a Pb-rich phase are observed, but both components appear in both phases. This observation gives rise to the assumption that the ranges of both motions are equal. Consequently this assumption leads to \( \Omega_{t,1}^\varphi = \Omega_{t,2}^\varphi := \Omega_t^\varphi \).

We denote \( \Omega_t^\varphi \) as the actual configuration of the mixture and \( \mathbf{y} \in \Omega_t^\varphi \) as the spatial coordinate in the actual configuration. Appropriate to the time space cylinder we get a non cylindric time space domain defined by \( \Omega_T^\varphi := \{(t, \mathbf{y}) : t \in (0, T), \mathbf{y} \in \Omega_t^\varphi\} \).

In the spatial description the velocity of the component \( k \) is a smooth vector field defined by

\[ \mathbf{v}_k^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d, \quad \mathbf{v}_k^\varphi(t, \mathbf{y}) := \mathbf{v}_k(t, \mathbf{x}) : \mathbf{y} = \varphi_k(t, \mathbf{x}). \] \hfill (1.2)

In order to apply a mass averaging technique, we have to introduce the mass density of component \( k \), which is assumed to be a strict positive and sufficiently smooth spatial field

\[ \rho_k^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^+. \]

Due to the fact that mass is an additive quantity the mass density of the mixture is a strict positive and smooth spatial field given by

\[ \rho^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^+, \quad \rho^\varphi(t, \mathbf{y}) := \sum_{k=1}^{2} \rho_k^\varphi(t, \mathbf{y}). \] \hfill (1.3)

As phase field variable we use the concentration of a component \( k \), which represents the percentage amount of component \( k \) within the mixture. Moreover, the concentration is needed for averaging quantities of the mixture. In the actual configuration the concentration is a smooth scalar field introduced by

\[ c_k^\varphi : \Omega_T^\varphi \rightarrow [0, 1], \quad c_k^\varphi(t, \mathbf{y}) := \frac{\rho_k^\varphi(t, \mathbf{y})}{\rho^\varphi(t, \mathbf{y})}. \] \hfill (1.4)

We remark that \( c_k^\varphi \) is well defined due to the fact that \( \rho^\varphi \) is strict positive. Obviously, the concentrations satisfy the condition \( c_1^\varphi + c_2^\varphi = 1 \). In particular, the mean velocity of the mixture is defined by averaging the velocities of all continua with respect to the distribution of mass

\[ \mathbf{v}^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d, \quad \mathbf{v}^\varphi(t, \mathbf{y}) := \sum_{k=1}^{2} c_k^\varphi(t, \mathbf{y}) \mathbf{v}_k^\varphi(t, \mathbf{y}). \] \hfill (1.5)
We use this definition to introduce the mass averaged motion of the mixture by solving the following ordinary differential equation:

\[
\varphi : \Omega_T \rightarrow \mathbb{R}^d, \\
\frac{\partial}{\partial t} \varphi = v^\varphi(t, \varphi) \quad \text{with} \quad \varphi(0, x) = x, \quad \text{for all } x \in \Omega. 
\]  

(1.6)

The smoothness of \( \rho_k^\varphi \) and \( v_k^\varphi \) implies the smoothness of \( v^\varphi \); in fact we have Lipschitz continuity for \( v^\varphi \) on the bounded time space cylinder \( \Omega_T \). By applying the Picard-Lindelöf theorem, see [101], we deduce for all \( x \in \Omega \) a unique solution of (1.6). The smoothness of \( v^\varphi \) leads to the smoothness of \( \varphi \) with respect to \( t \in (0, T) \) and \( x \in \Omega \). Clearly, the mass averaged velocity in the reference configuration follows from (1.6) by

\[
v : \Omega_T \rightarrow \mathbb{R}^d, \quad v(t, x) := \frac{\partial}{\partial t} \varphi(t, x). 
\]  

(1.7)

1.1.1 Reynolds transport theorem

The evolution of a spatial field is basically described by the Reynolds transport theorem. In case of a scalar field, like mass density, the Reynolds transport theorem is the following:

**Theorem 1.1.** Let \( \phi^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R} \) be a smooth scalar field in the actual configuration. Furthermore, let \( v^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d \) be the corresponding smooth spatial velocity and let \( \hat{\phi}^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R} \) be a volume source of this field also in the actual configuration. Then for any time \( t \in (0, T) \) and any part \( \mathcal{P}_t^\varphi \subset \Omega_t^\varphi \) holds

\[
\frac{d}{dt} \int_{\mathcal{P}_t^\varphi} \phi^\varphi \, dy = \int_{\mathcal{P}_t^\varphi} \phi^{\varphi'} + \text{div}_y(\phi^\varphi v^\varphi) \, dy = \int_{\mathcal{P}_t^\varphi} \hat{\phi}^\varphi \, dy. 
\]

In fact, this relation holds for all parts \( \mathcal{P}_t^\varphi \subset \Omega_t^\varphi \), then we have almost everywhere

\[
\phi^{\varphi'} + \text{div}_y(\phi^\varphi v^\varphi) = \hat{\phi}^\varphi. 
\]

**Proof.** The proof basically uses transformation of integrals. For details see Gurtin [55, page 78].

In case of a vector field, like linear momentum, the Reynolds transport theorem is the following:

**Theorem 1.2.** Let \( \phi^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d \) be a smooth vector field in the actual configuration. Furthermore, let \( v^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d \) be the corresponding smooth spatial velocity
and let \( \hat{\phi} : \Omega^r_T \rightarrow \mathbb{R}^d \) be a volume source of this vector field also in the actual configuration. Then for any time \( t \in (0, T) \) and for any \( \mathcal{P}_t^r \subset \Omega_t^r \) holds

\[
\frac{d}{dt} \int_{\mathcal{P}_t^r} \phi^{\varepsilon} \, dy = \int_{\mathcal{P}_t^r} \phi^{\varepsilon'} + \text{div}_y(\phi^{\varepsilon} v^{\varepsilon T}) \, dy = \int_{\mathcal{P}_t^r} \hat{\phi}^{\varepsilon} \, dy.
\]

In fact, this relation holds for all parts \( \mathcal{P}_t^r \subset \Omega_t^r \), then we have almost everywhere

\[
\phi^{\varepsilon'} + \text{div}_y(\phi^{\varepsilon} v^{\varepsilon T}) = \hat{\phi}^{\varepsilon}.
\]

**Proof.** The proof is similar to Gurtin [55, page 78]. \[
\square
\]

### 1.1.2 Piola transformation

In order to agree with the notation in classical continuum mechanics we introduce the deformation gradient of the mass averaged motion by

\[
F : \Omega_T \rightarrow \mathbb{R}^{d \times d}, \quad F(t, x) := D_x \varphi(t, x).
\]

Furthermore, we have to show that at least for small strains the mass averaged motion is orientation preserving. From [55] we take the derivative of the determinant and exploit a Taylor expansion in order to follow

\[
\det(F(t, x)) = \det(F(0, x)) + D_A \det(F(0, x))[F(t, x) - F(0, x)] + O(\|F(t, x) - F(0, x)\|)
\]

\[
= 1 + \text{tr}(F(t, x) - F(0, x)) + O(\|F(t, x) - F(0, x)\|).
\]

For small strain holds \( \det(F(t, x)) > 0 \) and \( \varphi \) is a motion in the sense of [24, 55].

The Piola transformation is established in order to define the corresponding field in the reference configuration of a surface dependent field, like the diffusive flux or stress tensor. The Piola transformation basically uses transformation of surface integrals. Due to this fact we introduce the cofactor matrix, which is defined in Ciarlet [24, page 4].

**Definition 1.3.** Let \( A \in \text{GL}(\mathbb{R}) \) be an invertible matrix, then the cofactor matrix is defined by

\[
\text{Cof}(A) := \det(A) A^{-T}
\]

The first version of the Piola transformation is taken from Ciarlet [24, page 53] and defined for vector fields.
Definition 1.4 (Piola transformation for vector fields). Let \( \phi^e : \Omega_T^e \rightarrow \mathbb{R}^d \) be a smooth spatial field in the actual configuration and let \( \varphi : \Omega_T \rightarrow \mathbb{R}^d \) be the mass averaged deformation with the corresponding deformation gradient \( F : \Omega_T \rightarrow \mathbb{R}^{d \times d} \). Then the Piola transformation is defined by

\[
P : \mathbb{R}^d \longrightarrow \mathbb{R}^d
\]

\[
\phi(t, x) := (P \phi^e)(t, x) := \text{Cof}(F^T(t, x)) \phi^e(t, \varphi(t, x)).
\]

The main interest of the Piola transformation is that it yields a simple relation between the divergence of spatial and material fields and the desired relation between corresponding surface integrals.

Lemma 1.5. The material vector field \( \phi = P \phi^e \) of a sufficiently smooth spatial vector field \( \phi^e \) satisfies under consideration of \( \mathcal{P}^e_t := \varphi(t, \mathcal{P}) \) with \( \mathcal{P} \subset \Omega \):

\[
(1) \quad \text{div}_x(\phi) = \det(F) \text{div}_y(\phi^e),
\]

\[
(2) \quad \int_{\partial \mathcal{P}^e_t} \phi^e \cdot n^e \, da_y = \int_{\partial \mathcal{P}} \phi \cdot n \, da_x.
\]

Proof. For the proof the Piola identity and transformation of surface integrals are used, see [24, page 39, 53].

The second version of the Piola transformation is used to establish material tensor fields.

Definition 1.6 (Piola transformation for tensor fields). Let \( T^e : \Omega_T^e \rightarrow \mathbb{R}^{d \times d} \) be a smooth spatial tensor field and let \( \varphi : \Omega_T \rightarrow \mathbb{R}^d \) be the mass averaged deformation, with the corresponding deformation gradient. The Piola transformation for tensor valued fields is given by

\[
P : \mathbb{R}^{d \times d} \longrightarrow \mathbb{R}^{d \times d},
\]

\[
T(t, x) := (PT^e)(t, x) := T^e(t, \varphi(t, x)) \text{Cof}(F(t, x)).
\]

The similar relation between the divergence of spatial and material fields and the desired relation between corresponding surface integrals is satisfied.

Lemma 1.7. The material tensor field \( T = (PT^e) \) of a sufficiently smooth spatial tensor field \( T^e \) satisfies under consideration of \( \mathcal{P}^e_t := \varphi(t, \mathcal{P}) \) with \( \mathcal{P} \subset \Omega \):

\[
(1) \quad \text{div}_x(T) = \det(F) \text{div}_y(T^e),
\]

\[
(2) \quad \int_{\partial \mathcal{P}^e_t} T^e n^e \, da_y = \int_{\partial \mathcal{P}} T n \, da_x.
\]
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Proof. This proof also uses the Piola identity and transformation of surface integrals, see [24, page 39].

Finally the mass averaged deformation of the mixture is calculated by a smooth vector field

\[ u : \Omega_T \rightarrow \mathbb{R}^d, \quad u(t, x) := \varphi(t, x) - x. \]  

(1.8)

It is acceptable to assume that the solder joint undergoes only small deformations, thus we work with the linearised strain tensor defined by

\[ \varepsilon : \Omega_T \rightarrow \mathbb{R}^{d \times d}_{\text{sym}}, \quad \varepsilon(t, x) := \frac{1}{2}(D_x u(t, x) + (D_x u)^T(t, x)). \]  

(1.9)

1.2 Conservation laws

In this section we apply the fundamental physical principle that mass, linear momentum, energy and entropy are conservation quantities. We derive the corresponding balance laws in the actual configuration by applying the Reynolds transport theorem 1.1 respectively 1.2 and refer for detailed calculations to [55, 76]. Our model will later be analysed in the fixed reference configuration, therefore we transform the resulting field equations into the material description by using the Piola transformation definition 1.4 respectively 1.6 and for details we refer to [24, 55].

1.2.1 Balance of mass

We begin our considerations with the mass balance of each component. Experimental observations of spinodal decomposition of a solder alloy lead to the constitutive assumption that no chemical reactions happen within the mixture. Due to this fact no volume source of mass in component \( k \) is observed. The application of the Reynolds transport theorem 1.1 on the mass density \( \rho_k^\varphi \) and the velocity \( v_k^\varphi \) yields the continuity equation of the component \( k \)

\[ \rho_k^{\varphi'} + \text{div}_y(\rho_k^\varphi v_k^\varphi) = 0. \]  

(1.10)

Similar, the total mass of the mixture is also conserved and the Reynolds transport theorem 1.1 yields for the mass density \( \rho^\varphi \) and the velocity \( v^\varphi \) the continuity equation of the alloy

\[ \rho^{\varphi'} + \text{div}_y(\rho^\varphi v^\varphi) = 0. \]  

(1.11)

Diffusion describes the relative motion of one component with respect to the motion of the mixture. Thus we observe the diffusive flux of component \( k \) as a spatial smooth vector field calculated by

\[ J_k^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d, \quad J_k^\varphi(t, y) := \rho_k^\varphi(t, y)(v_k^\varphi(t, y) - v^\varphi(t, y)). \]  

(1.12)
Taking into account (1.3) and (1.5) the diffusive fluxes satisfy the property \( J_1^\varphi + J_2^\varphi = 0 \). Furthermore, we assume that no mass is transferred over the boundary \( \Gamma_{\varphi} := \{ (t, y) : t \in [0, T], y \in \partial \Omega_{\varphi} \} \), which leads to the boundary condition \( J^\varphi \cdot n^\varphi = 0 \) on \( \Gamma_{\varphi} \). From (1.4) we get \( \rho_k^\varphi = \rho_k^c \) and calculate by using (1.10), (1.11) and (1.12) the diffusion equation in the actual configuration

\[
\begin{align*}
(\rho^\varphi c_k^\varphi)' + \text{div}_y(\rho_k^\varphi v_k^\varphi) &= \rho^\varphi c_k^\varphi' + \rho^\varphi c_k^\varphi + \text{div}_y(\rho_k^\varphi v_k^\varphi) \\
&= \rho^\varphi c_k^\varphi' - \text{div}_y(\rho^\varphi v^\varphi)c_k^\varphi + \text{div}_y(\rho_k^\varphi v_k^\varphi) \\
&= \rho^\varphi(c_k^\varphi' + \nabla_y c_k^\varphi \cdot v^\varphi) + \text{div}_y(J_k^\varphi) = 0 .
\end{align*}
\]

(1.13)

In order to observe this equation in material description we transform the mass density of a component and of the mixture by

\[
\begin{align*}
\rho_k &: \Omega_T \rightarrow \mathbb{R}^+, & & \rho_k(t, x) := \rho_k^\varphi(t, \varphi(t, x)) \det(F(t, x)), \\
\rho &: \Omega_T \rightarrow \mathbb{R}^+, & & \rho(t, x) := \rho^\varphi(t, \varphi(t, x)) \det(F(t, x)).
\end{align*}
\]

This definition is clear due to transformation of volume integrals. The concentration is a specific quantity, which means that it is independent of volume changes. Thus its representation in the reference configuration is given by a reparametrisation

\[
c_k &: \Omega_T \rightarrow [0, 1], & & c_k(t, x) := c_k^\varphi(t, \varphi(t, x)).
\]

Obviously for the concentrations holds \( c_1 + c_2 = 1 \). We remark that for the material time derivative of the concentration holds due to the chain rule \( \dot{c} = c_k^\varphi' + \nabla_y c_k^\varphi \cdot v^\varphi \).

The diffusive flux in material description, which is treated as a constitutive quantity in the following, is defined by the Piola transformation given in definition 1.4

\[
J_k &: \Omega_T \rightarrow \mathbb{R}^d, & & J_k(t, x) := (PJ_k^\varphi)(t, x).
\]

The linearity of the Piola transformation yields \( J_1 + J_2 = 0 \). The no flux boundary condition takes the form \( J \cdot n = 0 \) on \( \Gamma_{\varphi} \) due to lemma 1.5. From these considerations and from (1.13) we deduce the diffusion equation in material description

\[
\rho \dot{c}_k + \text{div}_x(J_k) = 0.
\]

Finally, we assume that \( \rho \) is constant. This assumption is motivated by the fact that in the beginning of the phase separation process only a homogeneous phase exists. We choose \( \rho = \overline{\rho}_1 c_{\text{eut}} + \overline{\rho}_2 (1 - c_{\text{eut}}) \), where \( \overline{\rho}_k \) are the mass densities of the pure constituents and \( c_{\text{eut}} \) denotes the eutectic concentration of the alloy taken from the phase diagram, which is outlined in fig.2. In a binary alloy we can simplify the notation by denoting \( c := c_1 \) and \( J := J_1 \), because \( c_2 = 1 - c \) and \( J_2 = -J \). The
initial mass distribution is described by a sufficiently smooth mapping \( c_0 : \Omega \rightarrow [0, 1] \) and we get the first field equation

\[
\begin{align*}
\rho \dot{c} + \text{div}_x(J) &= 0 & \text{in } \Omega_T, \\
J \cdot n &= 0 & \text{on } \Gamma_T, \\
c(0, x) &= c_0(x) & \text{in } \Omega.
\end{align*}
\]

In this field equation \( c \) is the unknown phase field variable and \( J \) is a constitutive quantity, which must be derived from thermodynamical considerations.

A further conclusion from the principle of mass conservation leads to a constraint on the mass concentration \( c \). By using the diffusion equation (1.14) and the Gauß theorem we calculate

\[
\frac{d}{dt} \rho \int_{\Omega} c \, dx = - \int_{\Omega} \text{div}_x(J) \, dx = - \int_{\partial\Omega} J \cdot n \, da_x = 0.
\]

Due to this calculation the mass concentration \( c \) has to satisfy at each time \( t \in (0, T) \) the constraint

\[
\int_{\Omega} c \, dx = m = \text{const.}
\]

### 1.2.2 Conservation of linear momentum

In the second part of this section we consider the conservation of linear momentum in order to derive the equation of motion of the mixture. The linear momentum density of the mixture in the actual configuration is defined by \( \rho^\varphi v^\varphi \). Experimental observations show that only the linear momentum balance of the mixture must be considered, the influence of several continua on the motion is formulated by constitutive equations. For completeness we remark that relations between the linear momentum of several components and of the mixture are calculated in [72, 76].

The change of linear momentum in a body is equal to the force acting on it. In general this force is divided into a surface and a volume force. In our model we neglect the action of a volume force like an electrostatic force and assume that only a surface force appears. The surface force is given by a sufficiently smooth density on the Neumann boundary part \( \Gamma^{\varphi,N}_{T} \subset \Gamma^\varphi_T \),

\[
g^\varphi : \Gamma^{\varphi,N}_{T} \longrightarrow \mathbb{R}^d.
\]

Moreover, we assume that the alloy is hard clamped on the remaining Dirichlet boundary part \( \Gamma^{\varphi,D}_{T} := \Gamma^\varphi_T \setminus \Gamma^{\varphi,N}_{T} \). From the Cauchy theorem [24, page 62] we get the existence and uniqueness of a sufficiently smooth and symmetric stress tensor

\[
S^\varphi : \Omega^\varphi_T \longrightarrow \mathbb{R}^{d \times d}_{\text{sym}}.
\]
such that on the Neumann boundary holds \( S^\varphi n^\varphi = g^\varphi \). Applying the Reynolds transport theorem onto the linear momentum density \( \rho^\varphi v^\varphi \) and taking into account the Cauchy stress tensor, we get the well known balance of linear momentum

\[
(\rho^\varphi v^\varphi)' + \text{div}_y(\rho^\varphi v^\varphi v^\varphi T - S^\varphi) = 0.
\] (1.18)

In view of the continuity equation (1.11) we calculate from (1.18) the equation of motion in the actual configuration

\[
\rho^\varphi v^\varphi' + \text{div}_y(\rho^\varphi v^\varphi v^\varphi T - S^\varphi) \\
= \rho^\varphi v^\varphi' - \text{div}_y(\rho^\varphi v^\varphi v^\varphi T) + \text{div}_y(\rho^\varphi v^\varphi v^\varphi T - S^\varphi) \\
= \rho^\varphi(\nu^\varphi + D_y(\nu^\varphi)) - \text{div}_y(\nu^\varphi) = 0.
\] (1.19)

In order to get the equation of motion in material description the Cauchy stress tensor must be transformed into the reference configuration. This is done by the Piola transformation given in definition 1.6 and we get analogously to [24] the 1. Piola-Kirchoff stress tensor

\[
S : \Omega_T \rightarrow \mathbb{R}^{d \times d}, \quad S(t, x) := (PS^\varphi)(t, x).
\]

The transformation of surface integrals leads corresponding to [24] to a formulation of the surface forces in material description

\[
g : \Gamma^N_T \rightarrow \mathbb{R}^d, \quad g(t, x) := \det(F(t, x))|F(t, x)^{-T}n(t, x)|g^\varphi(t, \varphi(t, x))
\]

and it holds \( Sn = g \) on the corresponding Neumann boundary \( \Gamma^N_T \) due to lemma 1.7. Again taking into account the material time derivative \( \dot{v} = v^\varphi' + D_y(v) )v^\varphi \), we calculate from (1.19) and in view of lemma 1.7 the equation of motion

\[
\rho \dot{v} - \text{div}_x(S) = 0.
\]

Note, that in general the 1. Piola-Kirchoff stress tensor is not symmetric, but in continuum mechanics it is desirable to work with a symmetric stress tensor. Thus we introduce from [24] the 2. Piola-Kirchoff stress tensor by

\[
\sigma : \Omega_T \rightarrow \mathbb{R}^{d \times d}_{\text{sym}}, \quad \sigma(t, x) := F^{-1}(t, x)S(t, x),
\]

which in the following is treated as a constitutive quantity and must be calculated from thermodynamical observations. The initial deformation as well as the initial velocity is described by a sufficiently smooth mapping \( u_0 : \Omega \rightarrow \mathbb{R}^d \) and \( \nu_0 : \Omega \rightarrow \mathbb{R}^d \). Moreover, we derive in view of (1.7) for the acceleration \( \ddot{u} := \frac{\partial^2}{\partial t^2}u = \dot{v} \). Due
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to the fact that the solder joint undergoes only small deformations, we assume that
the strain is very small and follow the second field equation of our model

\[ \rho \ddot{u} - \text{div}_x(\sigma) = 0 \quad \text{in } \Omega_T, \]
\[ u = 0 \quad \text{on } \Gamma^D_T, \]
\[ \sigma n = g \quad \text{on } \Gamma^N_T, \]
\[ u(0, x) = u_0(x) \quad \text{in } \Omega, \]
\[ \dot{u}(0, x) = v_0(x) \quad \text{in } \Omega. \]

1.2.3 Energy balance

We continue our considerations with the energy conservation law of the solder alloy.
Relations between the energy balance of several continua and of the mixture are
formulated in [14, 72, 76]. The internal energy of the solder joint is represented by
a sufficiently smooth spatial specific energy density

\[ \epsilon^\varphi : \Omega^\varphi_T \rightarrow \mathbb{R}. \]

The total energy density consisting of the internal and kinematic energy density is
given by \( \rho^\varphi (\epsilon^\varphi + \frac{1}{2} (v^\varphi)^2) \). The change of energy is equal to the supply of energy,
which consists of a surface flux and a volume energy source.

We assume within our model that no volume source appears, because as men-
tionned above we observe no chemical reactions and do not model the action of a
volume force like an electrostatic force.

Moreover, the spinodal decomposition is assumed to be an isothermal process.
We have to point out that this is a very strong restriction on the model, but it
reduces the computational complexity essentially. Consequently no heat flux occurs
and we work with a constant temperature \( \theta \). From [76] we deduce the energy balance
equation by applying the Reynolds transport theorem 1.1 onto the energy density

\[ \left( \rho^\varphi \left( \epsilon^\varphi + \frac{1}{2} (v^\varphi)^2 \right) \right) + \text{div}_y \left( \rho^\varphi \left( \epsilon^\varphi + \frac{1}{2} (v^\varphi)^2 \right) v^\varphi - S^\varphi v^\varphi \right) = 0. \]

In order to transform the energy balance equation into the reference configuration
we take into account the continuity equation (1.11), the equation of motion (1.19)
and calculate

\[ \left( \rho^\varphi \left( \epsilon^\varphi + \frac{1}{2} (v^\varphi)^2 \right) \right) + \text{div}_y \left( \rho^\varphi \left( \epsilon^\varphi + \frac{1}{2} (v^\varphi)^2 \right) v^\varphi - S^\varphi v^\varphi \right) \]
\[ = \rho^\varphi (\epsilon^{\varphi'} + \nabla_y \epsilon^{\varphi'} \cdot v^\varphi) - S^\varphi : D_y v^\varphi = 0. \]
The specific internal energy density is independent of volume changes, thus its representation in material description is calculated by a simple reparametrisation

\[ \epsilon : \Omega_T \rightarrow \mathbb{R}, \quad \epsilon(t, x) := \epsilon^\varphi(t, \varphi(t, x)). \]

In view of the material time derivative of the specific internal energy density \( \dot{\epsilon} = \epsilon^\varphi + \nabla_y \epsilon^\varphi \cdot v^\varphi \) we derive the energy balance from (1.25) by taking into account lemma 1.7 and the assumption that only small strains occur

\[ \rho \dot{\epsilon} - \sigma : \dot{\varepsilon} = 0. \quad (1.26) \]

### 1.2.4 Consideration of entropy

This section ends with the observation of the entropy in order to develop relations for the constitutive moduli \( J \) and \( \sigma \). From [76] we know that the entropy is an auxiliary quantity in material theory. Similar to [76] we consider a specific entropy density introduced by a sufficiently smooth scalar field in the actual configuration

\[ \eta^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}. \]

The change of entropy is equal to the supply of entropy given by an entropy flux and an entropy volume source. The entropy flux is denoted by a sufficiently smooth spatial vector field

\[ \phi^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}^d. \]

Similar to Müller [76] we introduce a specific non-negative entropy volume source, which has to satisfy the second law of thermodynamic. This source is again given by a sufficiently smooth scalar field

\[ \hat{\eta}^\varphi : \Omega_T^\varphi \rightarrow \mathbb{R}_0^+. \]

The conservation of entropy is derived from the Reynolds transport theorem 1.1 and we get

\[ (\rho^\varphi \eta^\varphi)' + \text{div}_y (\rho^\varphi \eta^\varphi v^\varphi + \phi^\varphi) = \rho^\varphi \hat{\eta}^\varphi \geq 0. \quad (1.27) \]

The formulation of the entropy conservation equation in the reference configuration works similar as for all other conservation equations. The specific entropy density is independent of volume changes and thus the material description is defined by a reparametrisation

\[ \eta : \Omega_T \rightarrow \mathbb{R}, \quad \eta(t, x) := \eta^\varphi(t, \varphi(t, x)). \]
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The entropy flux is transformed by using the Piola transformation given in definition 1.4 and it is also treated as a constitutive quantity in the following

\[ \phi : \Omega_T \rightarrow \mathbb{R}^d, \quad \phi(t,x) := (P\phi)(t,x). \]

The entropy volume source is again a specific quantity and thus it is independent of volume changes. In material description it is given by a reparametrisation

\[ \hat{\eta} : \Omega_T \rightarrow \mathbb{R}_0^+, \quad \hat{\eta}(t,x) := \hat{\eta}^{\varphi}(t,\varphi(t,x)). \]

Taking into account the above considerations using the continuity equation \((1.11)\), applying the material derivative of the specific entropy density \(\dot{\eta} = \eta^{\varphi'} + \nabla_y \eta^{\varphi'} \cdot v^{\varphi'}\) and lemma 1.5, we get the entropy balance equation in the reference configuration

\[ \rho \dot{\eta} + \text{div}_x(\Phi) = \hat{\eta} \geq 0. \quad (1.28) \]
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Whenever the properties of a material are investigated the entropy principle is used to impose restrictions on the constitutive relations of the material. In this section we derive the constitutive equations for the diffusive flux \(J\) and for the 2. Piola-Kirchoff stress tensor \(\sigma\). We have to ensure that the resulting field equations satisfy the second law of thermodynamics, therefore the general entropy principle proposed by Müller [74, 75, 76] is evaluated by using Lagrangian multipliers developed by Liu in [71]. For phase transition problems with conserved order parameters and temperature this is done in [6, 7]. We apply the Lagrangian multiplier technique in order to derive the Cahn-Larché equations with viscous effects in a thermodynamical rigorous way.

A dimensional analysis is done to simplify the mathematical model in order to reduce the computational complexity for numerical simulations. Finally, constitutive equations are formulated for a binary system and outlined for a Sn-Pb alloy as an example.

1.3.1 Evaluation of the entropy inequality

The basic fields in thermodynamics of spinodal decomposition are the concentration \(c(t,x)\) describing the percentage amount of one component within the mixture, \(\nabla_x c(t,x)\) identifying diffusive phase interfaces and \(\dot{c}(t,x)\) taking into account viscous effects. Furthermore, the influence of mechanical effects on the spinodal decomposition is described by the velocity \(v(t,x)\) and the linearised strain \(\varepsilon(t,x)\). The field
equations are based on the diffusion equation (1.14), the balance of linear momentum (1.20) and the balance of energy (1.26). In order to have enough independent variables second and third derivatives of the concentration field are observed.

From these observations follows that the thermodynamical process of phase separation is described by

$$Y := \begin{pmatrix} c, v^T, (c, \alpha)_{|\alpha| \leq 3}, \dot{c}, \varepsilon^T \end{pmatrix} \in \mathbb{R}^n,$$

where \( \alpha \) is a multi-index and we use Voigt's notation of the symmetric linearised strain tensor \( \varepsilon \). The physical understanding of viscous effects is the key issue for the derivation of stable numerical methods even for the non-viscous case.

The evaluation of the entropy principle for calculating restrictions onto the constitutive equations of a material under consideration is done with the method of Lagrangian multipliers developed by Liu [71].

**Lemma 1.8.** Let \( A \in \mathbb{R}^{p \times n}, B \in \mathbb{R}^p, \alpha \in \mathbb{R}^n \setminus \{0\} \) and \( \beta \in \mathbb{R} \) be given. Let \( S := \{ X \in \mathbb{R}^n : AX + B = 0 \} \) and assume that \( S \) be not-empty. Then the following statements are equivalent:

1. \( \alpha \cdot X + \beta \geq 0, \forall X \in S. \)
2. There exists \( \Lambda \in \mathbb{R}^p \setminus \{0\} \), such that
   \[
   \alpha \cdot X + \beta - \Lambda \cdot (AX + B) \geq 0, \quad \forall X \in \mathbb{R}^n.
   \]
3. There exists \( \Lambda \in \mathbb{R}^p \setminus \{0\} \), such that
   \[
   \alpha - A^T \Lambda = 0, \quad \beta - \Lambda \cdot B \geq 0.
   \]

**Proof.** This lemma is proved by Liu [71, section 3].

The first step in order to evaluate the entropy principle by using the concept of Lagrangian multipliers is to show that a thermodynamical process \( Y \) exists. The field equations for \( Y \) result from (1.14), (1.20) and (1.26), when constitutive equations for the diffusive flux \( J \), the 2. Piola-Kirchoff stress tensor \( \sigma \) and the internal energy density \( \epsilon \) are formulated. These equations depend on the material under consideration.

We assume that \( J, \sigma \) and \( \epsilon \) are real analytic functions depending on the thermodynamical process \( Y \), which also is assumed to be real and analytic

$$J = J(Y), \quad \sigma = \sigma(Y), \quad \epsilon = \epsilon(Y). \quad (1.29)$$

Inserting (1.29) into the diffusion equation (1.14), into the balance of linear momentum (1.20) and into the balance of energy (1.26), this leads to a first order partial
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differential equation system of \( m = (d + 2) \) equations and \( n = |Y| \) unknown functions. This system can be written in the following form, where \( Y_0 : \Omega \rightarrow \mathbb{R}^n \) denotes the real analytic initial condition

\[
A(Y)\dot{Y} = B(Y), \quad Y(0, x) = Y_0(x),
\]

(1.30)

\[
A(Y) := \begin{pmatrix}
\rho & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & \rho I & 0 & \ldots & 0 & 0 & 0 \\
\rho \frac{\partial \epsilon}{\partial c} & \rho \frac{\partial \epsilon}{\partial v} & \rho \frac{\partial \epsilon}{\partial (\partial c, \alpha)} & 1 \leq |\alpha| \leq 3 & \rho \frac{\partial \epsilon}{\partial c} & \rho \frac{\partial \epsilon}{\partial v} & -\sigma
\end{pmatrix} \in \mathbb{R}^{m \times n},
\]

\[
B^T(Y) := \begin{pmatrix}
-\frac{\partial J_i}{\partial Y_k} \frac{\partial Y_j}{\partial x_i} & -\frac{\partial \sigma_1,i}{\partial Y_k} \frac{\partial Y_j}{\partial x_i} & \ldots & -\frac{\partial \sigma_d,i}{\partial Y_k} \frac{\partial Y_j}{\partial x_i} & -A_{m,k}(Y) \hat{Y}_k
\end{pmatrix}^T \in \mathbb{R}^m.
\]

Similar as in [71] we divide the thermodynamic process \( Y \) into \( \tilde{Y}^T := (Y_1, \ldots, Y_m) \in \mathbb{R}^m \), which are treated as unknown functions and \( \hat{Y}^T := (Y_{m+1}, \ldots, Y_n) \in \mathbb{R}^{n-m} \), which are chosen arbitrary, but assumed to be real analytic functions. Moreover, we define \( \tilde{A}(\tilde{Y}) := (A_{i,j}(Y)) \) with \( 1 \leq i, j \leq m \). Finally, the \( m \times n \) system (1.30) is reduced to a \( m \times m \) system in the following way

\[
\tilde{A}(\tilde{Y})\dot{\tilde{Y}} = \tilde{B}(\tilde{Y}), \quad \tilde{Y}(0, x) = \tilde{Y}_0(x),
\]

(1.31)

\[
\tilde{B}^T(Y) := \begin{pmatrix}
-\frac{\partial J_i}{\partial Y_k} \frac{\partial Y_j}{\partial x_i} & -\frac{\partial \sigma_1,i}{\partial Y_k} \frac{\partial Y_j}{\partial x_i} & \ldots & -\frac{\partial \sigma_d,i}{\partial Y_k} \frac{\partial Y_j}{\partial x_i} & -A_{m,k}(Y) \hat{Y}_k
\end{pmatrix}^T \in \mathbb{R}^m.
\]

We know from [20] that the internal energy density \( \epsilon \) contains the surface energy identified with the diffusive phase interfaces. This fact gives rise to the assumption that \( \frac{\partial \epsilon}{\partial c} \neq 0 \). Due to this reason \( \tilde{A}^{-1} \) exists and the system (1.31) is formulated in Kowalevskaya normal form

\[
\dot{\tilde{Y}} = \tilde{A}^{-1}(\tilde{Y})\tilde{B}(\tilde{Y}), \quad \tilde{Y}(0, x) = \tilde{Y}_0(x).
\]

(1.32)

In order to proof that a thermodynamical process \( Y \) of spinodal decomposition exists, we need a existence theorem for first order partial differential equations.

**Theorem 1.9 (Cauchy-Kowalevskaya).** Assume that \( B_j : \mathbb{R}^d \times \mathbb{R}^m \rightarrow \mathbb{R}^{m \times d} \) with \( 1 \leq j \leq d \) and \( c : \mathbb{R}^d \times \mathbb{R}^m \rightarrow \mathbb{R}^m \) are real analytic functions. Then there exists a unique real analytic function \( \tilde{Y} : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}^m \) in a neighbourhood of the real analytic initial condition \( \tilde{Y}_0 : \mathbb{R}^d \rightarrow \mathbb{R}^m \) solving the initial value problem

\[
\dot{\tilde{Y}} = \sum_{j=1}^d B_j(x, \tilde{Y})\nabla_x \tilde{Y}_j + c(x, \tilde{Y}), \quad \tilde{Y}(0, x) = \tilde{Y}_0(x).
\]

**Proof.** See [43], page 229.
From Cauchy-Kowalevskaya theorem 1.9 follows that there exists a unique real analytic solution $\tilde{Y}$ in a neighbourhood of real analytic initial condition $\tilde{Y}_0$ of the partial differential equation (1.32). Due to this fact a thermodynamical process $Y$ exists satisfying (1.30) and the admissible set $\mathcal{S}$ in lemma 1.8 is not empty.

The second step for the evaluation of the entropy principle using Lagrangian multipliers is the formulation of the entropy inequality in terms of the thermodynamical process $Y$. In a supply free body the entropy inequality (1.28) has the special form

$$\rho \dot{\eta} + \text{div}_x(\phi) \geq 0. \quad (1.33)$$

In particular, for spinodal decomposition the constitutive equations for the entropy $\eta$ and for the entropy flux $\phi$ are assumed to depend on the thermodynamical process

$$\eta = \eta(Y), \quad \phi = \phi(Y). \quad (1.34)$$

We directly calculate from the entropy inequality (1.33) and from the approach (1.34) a version of the entropy inequality corresponding to lemma 1.8

$$\alpha(Y) \cdot \dot{Y} + \beta(Y) \geq 0,$$

$$\alpha^T(Y) = \left( \rho \frac{\partial \eta}{\partial Y_1}, \ldots, \rho \frac{\partial \eta}{\partial Y_n} \right) \in \mathbb{R}^n, \quad \beta(Y) = \frac{\partial \phi_i}{\partial Y_k} \frac{\partial Y_k}{\partial x_i}.$$ 

Obviously $\alpha$ and $\beta$ satisfy the assumptions of lemma 1.8 and we deduce from Liu’s lemma 1.8 the existence of Lagrangian multipliers $\Lambda^c, \Lambda^e \in \mathbb{R}$ and $\Lambda^v \in \mathbb{R}^d$ such that for all thermodynamical processes holds

$$\rho \dot{\eta} + \text{div}_x(\phi) - \Lambda^c(\rho \dot{\epsilon} + \text{div}_x(J)) - \Lambda^v \cdot (\rho \dot{v} - \text{div}_x(\sigma)) - \Lambda^e(\rho \dot{e} - \sigma : \dot{\varepsilon}) \geq 0. \quad (1.35)$$

We continue our observations by introducing the Helmholtz free energy density in order to calculate the dissipation inequality. The Helmholtz free energy density is defined by a smooth scalar field

$$e : \Omega_T \rightarrow \mathbb{R}, \quad e(t, x) = \epsilon(t, x) - \theta \eta(t, x).$$

Note, that in our model the temperature $\theta$ is constant, thus for the time derivative of the Helmholtz free energy density holds $\dot{e} = \dot{\epsilon} - \theta \dot{\eta}$ and we calculate form (1.35)

$$(\rho - \rho \Lambda^c \theta) \dot{\eta} + \text{div}_x(\phi) - \Lambda^c(\rho \dot{\epsilon} + \text{div}_x(J)) - \Lambda^v \cdot (\rho \dot{v} - \text{div}_x(\sigma)) - \Lambda^e(\rho \dot{e} - \sigma : \dot{\varepsilon}) \geq 0. \quad (1.36)$$
The entropy principle developed by Müller [75, 74, 76] says that equation (1.36) must hold for all thermodynamical processes, in particular for all velocities \( \boldsymbol{v} \). Consequently the inequality is linear with respect to \( \dot{\varepsilon} \) and we observe an isothermal process such that it turns out

\[
\Lambda^e = \frac{1}{\theta}, \quad \Lambda^\nu = 0.
\]

Taking this relations into account and introducing the chemical potential \( \mu := -\theta \Lambda^e \) as well as the generalised entropy flux \( \tilde{\phi} := (\theta \dot{\phi} + \mu \boldsymbol{J}) \) we derive from (1.36) the dissipation inequality

\[
\text{div}_x(\phi) - \Lambda^e (\rho \dot{c} + \text{div}_x(\boldsymbol{J})) - \frac{1}{\theta} (\rho \dot{e} - \sigma : \dot{\varepsilon}) \geq 0,
\]

\[
\rho \dot{e} - \text{div}_x(\theta (\phi - \Lambda^e \boldsymbol{J})) + \theta \Lambda^e \rho \dot{c} - \sigma : \dot{\varepsilon} \leq 0,
\]

\[
\rho \dot{e} - \text{div}_x(\tilde{\phi}) - \rho \mu \dot{c} + \nabla_x \mu : \boldsymbol{J} - \sigma : \dot{\varepsilon} \leq 0.
\] (1.37)

Finally, the Helmholtz free energy density depends on all fields of the thermodynamical process and we make the approach \( e = e(Y) \). Due to the chain rule we follow for the time derivative

\[
\dot{e} = \frac{\partial e}{\partial c} \dot{c} + \frac{\partial e}{\partial \dot{v}} \cdot \dot{\varepsilon} + \frac{\partial e}{\partial \nabla_x c} \cdot \nabla_x \dot{c} + \frac{\partial e}{\partial (c)_{2 \leq |\alpha| \leq 3}} \dot{c}_\alpha + \frac{\partial e}{\partial \varepsilon} \cdot \dot{\varepsilon}.
\]

The simplest way to achieve consistence with the second law of thermodynamics is to assume a linear dependence of the general entropy flux \( \tilde{\phi} = \rho \phi_1 \dot{c} \). Inserting this approach into the dissipation inequality (1.37), we calculate the relation

\[
\rho \left( \frac{\partial e}{\partial c} - \text{div}_x(\phi_1) - \mu \right) \dot{c} + \rho \frac{\partial e}{\partial \dot{v}} \cdot \dot{\varepsilon} + \rho \left( \frac{\partial e}{\partial \nabla_x c} - \phi_1 \right) \cdot \nabla_x \dot{c} + \rho \frac{\partial e}{\partial (c)_{2 \leq |\alpha| \leq 3}} \dot{c}_\alpha + \rho \frac{\partial e}{\partial \varepsilon} \cdot \dot{\varepsilon} + \left( \rho \frac{\partial e}{\partial \varepsilon} - \sigma \right) : \dot{\varepsilon} + \nabla_x \mu : \boldsymbol{J} \leq 0.
\] (1.38)

Arguing as before, this inequality has to hold for all thermodynamical processes. Moreover, it is linear with respect to \( \dot{\varepsilon} \), \( (\dot{c}_\alpha)_{1 \leq |\alpha| \leq 3}, \dot{c} \) and \( \dot{\varepsilon} \), thus we deduce

\[
\rho \frac{\partial e}{\partial \dot{v}} = 0, \quad \phi_1 = \frac{\partial e}{\partial \nabla_x c}, \quad \rho \frac{\partial e}{\partial (c)_{2 \leq |\alpha| \leq 3}} = 0,
\] (1.39)

\[
\rho \frac{\partial e}{\partial \dot{c}} = 0, \quad \sigma = \rho \frac{\partial e}{\partial \varepsilon},
\] (1.40)

\[
\rho \left( \frac{\partial e}{\partial c} - \text{div}_x(\phi_1) - \mu \right) \dot{c} + \nabla_x \mu : \boldsymbol{J} \leq 0.
\] (1.41)

Consequently follows that the Helmholtz free energy density depends only on the concentration \( c \), corresponding to the configurational part of the energy, on \( \nabla_x c \)
identifying the surface energy of the diffusive interfaces and on the strain $\varepsilon$ describing the elastic energy. We get the relation $e = e(c, \nabla_x c, \varepsilon)$.

We continue our considerations with the observation of the dissipation (1.41) and define for further calculations

$$A := \rho \left( \frac{\partial}{\partial c} - \text{div}_x (\phi_1) - \mu \right), \quad X := \left( \begin{array}{c} \dot{c} \\ \nabla_x \mu \end{array} \right).$$

The dissipation inequality (1.41) takes the simple form $A \cdot X \leq 0$ under consideration of (1.42). Furthermore, we assume that $A = A(X)$ is sufficiently smooth.

For an arbitrary $\lambda \geq 0$ holds $A(\lambda X) \cdot X \leq 0$. Letting $\lambda \to 0$, the smoothness of $A$ yields $A(0) \cdot X \leq 0$ for all $X \in \mathbb{R}^{d+1}$ and this leads to the result $A(0) = 0$. Moreover, we calculate a Taylor expansion and set $B := -D_X A(X)$, which is treated as a constitutive quantity in the following. We get

$$A(X) = -BX + O(\|X\|).$$

The constitutive parameter $B$ contains friction in view of (1.42), given by a friction coefficient $\gamma$, diffusion, formulated by the mobility tensor $M$ and some coupling terms between friction and diffusion denoted by $a$ and $b$. After neglecting higher order terms the dissipation inequality takes the form

$$-X \cdot BX \leq 0, \quad B = \rho \begin{pmatrix} \gamma & a^T \\ b & M \end{pmatrix}.$$  \hspace{1cm} (1.43)

The second law of thermodynamics yields that $B$ must be a positive definite tensor. In view of (1.42) we calculate from (1.43) the dissipation inequality

$$-\rho(\gamma \dot{c}^2 + \dot{c} \cdot \nabla_x \mu + \nabla_x \mu \cdot b \dot{c} + \nabla_x \mu \cdot M \nabla_x \mu) \leq 0.$$  \hspace{1cm} (1.44)

Assuming that friction and diffusion are decoupled, then it follows $a = 0$ and $b = 0$. Finally the dissipation inequality is given by a friction coefficient $\gamma \geq 0$ and a positive definite mobility tensor $M$, which is additionally symmetric due to Onsager’s reciprocal law [82, 83]. The dissipation inequality is given under these assumptions by

$$-\rho(\gamma \dot{c}^2 + \nabla_x \mu \cdot M \nabla_x \mu) \leq 0.$$  \hspace{1cm} (1.44)

The second law of thermodynamics yields constitutive equations for the diffusive flux $J$, for the chemical potential $\mu$ and for the 2. Piola-Kirchoff stress tensor given by

$$J = -\rho M \nabla_x \mu \quad \mu = -\text{div}_x \left( \frac{\partial e}{\partial \nabla_x c} \right) + \frac{\partial e}{\partial c} + \gamma \dot{c} \quad \sigma = \rho \frac{\partial e}{\partial \varepsilon}.$$  \hspace{1cm} (1.45)
1.3 Material model

We have to remark that the driving force of the diffusion is given by the gradient of the chemical potential. Moreover, from (1.45) follows that the chemical potential enters the material model as the variational derivative of the Helmholtz free energy plus a friction term. This agrees with classical thermodynamics, formulated e.g. in [99].

1.3.2 Dimensional analysis

The restriction of the equation of motion on the characteristic length scale will be done by a dimensional analysis. For this purpose we consider the following characteristic parameters resulting from experimental investigations:

- **characteristic length**: For our application we consider a RVE of the solder joint, which has the shape of a cube with side length
  
  \[ L_0 = 10^{-6}[m]. \]

- **characteristic velocity**: From measurements we know, that the wave speed of the deformation is bounded by a value
  
  \[ v_0 = 10\frac{m}{s}. \]

- **characteristic time**: The spinodal decomposition occurs on a small time scale, we observe as characteristic time
  
  \[ t_0 = 100[s]. \]

Using the characteristic parameters, we have to transform the equation of motion (1.20) into dimensionless parameters

\[ x^* = \frac{x}{L_0}, \quad t^* = \frac{t}{t_0}, \quad v^* = \frac{v}{v_0}, \quad \sigma^* = \frac{\sigma}{\rho v_0^2}. \]

Furthermore, we have to transform the derivative operators into dimensionless parameters

\[ \frac{\partial}{\partial x_i^*} = L_0 \frac{\partial}{\partial x_i}, \quad \frac{\partial}{\partial t^*} = t_0 \frac{\partial}{\partial t}. \]

The application of these transformations yields for the linearised equation of motion (1.20),

\[ \rho \ddot{v} - \text{div}_x(\sigma) = \frac{\rho v_0}{t_0} \frac{\partial}{\partial t^*} v^* - \frac{\rho v_0^2}{L_0} \text{div}_{x^*}(\sigma^*) = 0. \]
This calculation directly leads to the relation
\[
\frac{L_0}{t_0v_0} \frac{\partial}{\partial t} v^* = \text{div}_x(\sigma^*). \tag{1.46}
\]
The factor on the left hand side of equation (1.46) is called Strouhal’s number,
\[
S_r = \frac{L_0}{t_0v_0}
\]
and by using the characteristic parameters, an estimate of this quantity yields
\[
S_r \leq 10^{-9}.
\]
This estimate shows, that the mechanical wave propagation can be neglected, because the right hand side of (1.46) is of order one. The dimensional analysis yields a quasi static mechanical equilibrium
\[
-\text{div}_x(\sigma) = 0. \tag{1.47}
\]

### 1.3.3 Constitutive equations with application to solder

#### Energy and dissipation

For the Cahn-Larché system we have to formulate a constitutive relation for the Helmholtz free energy density \( e = e(c, \nabla_x c, \varepsilon) \). In the famous work of Cahn and Hilliard [20, 21] and Larché and Cahn [68] statistical arguments lead to the relation
\[
e(c, \nabla_x c, \varepsilon) = \frac{1}{2} \Gamma \nabla_x c \cdot \nabla_x c + \psi(c) + W(c, \varepsilon). \tag{1.48}
\]
The first term is called gradient or surface energy density, where the surface stress tensor \( \Gamma \) is directly related to the thickness of a diffusive interface. The Gibbs free energy density is denoted by \( \psi(c) \) corresponding to Fickian diffusion. The last term describes the elastic energy density \( W \), which additionally depends on the concentration \( c \), because the elastic properties of the material vary within the alloy. The energy of the system then is given by the functional
\[
E(t, c, u) = \int_{\Omega} \left( \frac{1}{2} \Gamma \nabla_x c \cdot \nabla_x c + \psi(c) + W(c, \varepsilon(u)) \right) \, dx - \int_{\Gamma_N} g(t) \cdot u \, d\alpha_x. \tag{1.49}
\]
Moreover, the dissipation functional of the viscous Cahn-Larché model follows from (1.44) by
\[
D_\gamma(c, \dot{c}, \mu) = -\frac{1}{2} \int_{\Omega} M(c) \nabla_x \mu \cdot \nabla_x \mu + \gamma \dot{c}^2 \, dx. \tag{1.50}
\]
Consequently we formulate the field equations of the viscous Cahn-Larché model, which follows from the diffusion equation (1.14) and from the quasi static equilibrium (1.47) by taking into account the constitutive equations (1.45) and (1.48),

\[
\begin{align*}
\dot{c} - \text{div}_x (M(c) \nabla_x \mu) &= 0 & \text{in } \Omega_T, \\
\mu &= -\text{div}_x (\Gamma \nabla_x c) + \psi_c(c) + W_c(c, \varepsilon) + \gamma \dot{c} & \text{in } \Omega_T, \\
- \text{div}_x (W_\varepsilon(c, \varepsilon)) &= 0 & \text{on } \Gamma_T, \\
M(c) \nabla_x \mu \cdot n &= 0 & \text{on } \Gamma_T, \\
\Gamma \nabla_x c \cdot n &= 0 & \text{on } \Gamma_T, \\
u &= 0 & \text{on } \Gamma_D, \\
W_\varepsilon(c, \varepsilon) n &= g & \text{on } \Gamma_N, \\
c(0, x) &= c_0(x) & \text{in } \Omega.
\end{align*}
\] (1.51)

As mentioned above the greatest interest in understanding the viscosity is the fact to develop efficient numerical methods for the non-viscous case. In this case the thermodynamical process \( Y \) does not depend on \( \dot{c} \) and due to this fact (1.38) is linear with respect to \( \dot{c} \). Furthermore, in the non-viscous model dissipation only contains diffusion and we have the dissipation functional

\[
D(c, \mu) = -\frac{1}{2} \int_{\Omega} M(c) \nabla_x \mu \cdot \nabla_x \mu \, dx.
\] (1.59)

The field equations for this model are given by neglecting the friction coefficient \( \gamma \) and consequently we have

\[
\begin{align*}
\dot{c} - \text{div}_x (M(c) \nabla_x \mu) &= 0 & \text{in } \Omega_T, \\
\mu &= -\text{div}_x (\Gamma \nabla_x c) + \psi_c(c) + W_c(c, \varepsilon) & \text{in } \Omega_T, \\
- \text{div}_x (W_\varepsilon(c, \varepsilon)) &= 0 & \text{on } \Gamma_T, \\
M(c) \nabla_x \mu \cdot n &= 0 & \text{on } \Gamma_T, \\
\Gamma \nabla_x c \cdot n &= 0 & \text{on } \Gamma_T, \\
u &= 0 & \text{on } \Gamma_D, \\
W_\varepsilon(c, \varepsilon) n &= g & \text{on } \Gamma_N, \\
c(0, x) &= c_0(x) & \text{in } \Omega.
\end{align*}
\] (1.60)

Finally we have to formulate relations for the surface stress tensor \( \Gamma \), for the Gibbs free energy density \( \psi(c) \), for the strain energy density \( W(c, \varepsilon) \) and for the mobility tensor \( M(c) \). This is done for the example of a Sn-Pb system in [31, 32, 33, 34] and we modify these constitutive equations in order to use them directly in the numerical simulations.
Shape function

First of all we have to observe how the material properties between both phases are interpolated. In [31, 32, 33, 34] this is done by a linear shape function, which causes in general none bounded material equations. Therefore, in our model we use the following different shape function

\[ \vartheta(c) := \begin{cases} 
1 & : c \leq c^\alpha, \\
\frac{(c - c^\beta)^3}{(c^\alpha - c^\beta)^3} \left( \frac{(c - c^\alpha)^2}{(c^\alpha - c^\beta)^2} - 3 \frac{(c - c^\alpha)}{(c^\alpha - c^\beta)} + 1 \right) & : c^\alpha < c < c^\beta, \\
0 & : c^\beta \leq c,
\end{cases} \]

where \( c^\alpha \) and \( c^\beta \) are the equilibrium concentrations of the \( \alpha \)- and \( \beta \)-phase. For a given temperature \( \theta \) these values can be read from the phase diagram, which is shown in fig. 2. In our model the shape function is twice continuously differentiable and we have the derivatives

\[ \vartheta_c(c) := \begin{cases} 
1 & : c \leq c^\alpha, \\
\frac{30(c - c^\alpha)^2(c - c^\beta)^2}{(c^\alpha - c^\beta)^3} & : c^\alpha < c < c^\beta, \\
0 & : c^\beta \leq c,
\end{cases} \]

\[ \vartheta_{cc}(c) := \begin{cases} 
1 & : c \leq c^\alpha, \\
\frac{60(c - c^\alpha)(c - c^\beta)(2c - c^\alpha - c^\beta)}{(c^\alpha - c^\beta)^3} & : c^\alpha < c < c^\beta, \\
0 & : c^\beta \leq c.
\end{cases} \]

In order to illustrate the behaviour of the shape function we plot the shape function in fig. 1.1 for a Sn-Pb alloy at the different temperatures with the corresponding equilibrium concentrations taken from [73].

<table>
<thead>
<tr>
<th>( \theta ) in ( ^\circ C )</th>
<th>( c^\alpha )</th>
<th>( c^\beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20(^\circ)C</td>
<td>0.020</td>
<td>0.9967</td>
</tr>
<tr>
<td>125(^\circ)C</td>
<td>0.0918</td>
<td>0.9786</td>
</tr>
</tbody>
</table>

Tab. 1.1: Equilibrium concentration of Sn-Pb

Surface stress tensor

The surface stress tensor of the mixture is related to the surface stress tensor of the individual phase \( \Gamma_{\alpha/\beta} \) by a convex combination with respect to the shape function. In our numerical simulations we work with a constant surface stress tensor calculated by

\[ \Gamma = \vartheta(c_{\text{cut}})\Gamma^\alpha + (1 - \vartheta(c_{\text{cut}}))\Gamma^\beta \]
in the unit \([\frac{J}{m}]\). It is very difficult to obtain reliable data for the surface stress tensor \(\Gamma^{\alpha/\beta}\). Dreyer and Müller have calculated these quantities in [32] for a Sn-Pb alloy from the lattice structure of the pure constitutes

\[
\tilde{\gamma} = \frac{2\tilde{\gamma}\Delta x}{(c^\alpha - c^\beta)^2}, \quad \tilde{\gamma} = 1.5\frac{J}{m^2}, \quad \Delta x = 25nm,
\]

\[
\Gamma^\alpha = \begin{pmatrix}
1.5\tilde{\gamma} & 0 & 0 \\
0 & 1.5\tilde{\gamma} & 0 \\
0 & 0 & 1.5\tilde{\gamma}
\end{pmatrix}, \quad \Gamma^\beta = \begin{pmatrix}
\tilde{\gamma} & 0 & 0 \\
0 & \tilde{\gamma} & 0 \\
0 & 0 & 14\tilde{\gamma}
\end{pmatrix}.
\]

In these formulas \(\tilde{\gamma}\) denotes the surface energy and \(\Delta x\) describes the thickness of the diffusive phase interface between the Sn-rich and Pb-rich phase. The structure of the surface stress tensors \(\Gamma^{\alpha/\beta}\) clearly demonstrates that the \(\alpha\)-phase (Pb rich phase) has a cubic lattice structure, in contrast to the \(\beta\)-phase (Sn rich phase), which has a tetragonal lattice structure.

<table>
<thead>
<tr>
<th>(\theta) in (^\circ C)</th>
<th>(\tilde{\gamma}) in ([\frac{J}{m}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>20(^\circ)C</td>
<td>(7.862105 \times 10^{-8}\frac{J}{m})</td>
</tr>
<tr>
<td>125(^\circ)C</td>
<td>(9.536959 \times 10^{-8}\frac{J}{m})</td>
</tr>
</tbody>
</table>

Tab. 1.2: Values for the surface stress tensors

**Gibbs free energy**

From the MTData report [73] we take the formula for the Gibbs free energy density for a binary system A/B. The Gibbs free energy density is obtained for both phases \(\alpha/\beta\) individually in the unit \([\frac{J}{mol}]\) as a function of the particle density \(y\)

\[
g^{\alpha/\beta}(y) = yg^{\alpha/\beta}_A + (1 - y)g^{\alpha/\beta}_B + R\theta(y \ln(y) + (1 - y) \ln(1 - y)) + y(1 - y)l^\alpha.
\]
In this relation \( R = 8.31434 \frac{J}{K_{mol}} \) denotes the gas constant, where the functions \( g^i_j \) and \( l^i \) for \( i \in \{\alpha, \beta\} \) and \( j \in \{A, B\} \) depend on the absolute temperature. They are obtained from fits to experimental data by the following curves

\[
g^i_j = A^i_j + B^i_j \theta + C^i_j \theta \ln(\theta) + D^i_j \theta^2 + E^i_j \theta^3 + \frac{F^i_j}{\theta}, \quad i \in \{\alpha, \beta\}, \quad j \in \{A, B\},
\]

\[
l^i = A^i + B^i \theta, \quad i \in \{\alpha, \beta\}.
\]

For a Sn-Pb alloy MTData report [73] provides numerical values for the fit parameters valid within a temperature range 250K < \( \theta \) < 505K. They are outlined in tab.1.3.

| \( A^i_j \) & \( B^i_j \) & \( C^i_j \) & \( D^i_j \) & \( E^i_j \) & \( F^i_j \) |
|---|---|---|---|---|---|
| \( i = \alpha \) & \( j = \text{Pb} \) & -7.650085 & 101.700244 & -24.524223 & -3.65895 & -0.24395 & 0 |
| \( j = \text{Sn} \) & -1.705135 & 60.2433150 & -15.9610 & -18.8702 & 3.121167 & -0.06196 |
| \( i = \beta \) & \( j = \text{Pb} \) & -7.161085 & 105.220244 & \( C^\alpha_{\text{Pb}} \) & \( D^\alpha_{\text{Pb}} \) & \( E^\alpha_{\text{Pb}} \) & \( F^\alpha_{\text{Pb}} \) |
| \( j = \text{Sn} \) & -5.855135 & 65.4433150 & \( C^\alpha_{\text{Sn}} \) & \( D^\alpha_{\text{Sn}} \) & \( E^\alpha_{\text{Sn}} \) & \( F^\alpha_{\text{Sn}} \) |

Tab. 1.3: Fit parameter of the Gibbs free energy density

The Cahn-Larché model is originally developed in terms of the mass concentration \( c \) and not in terms of the particle density \( y \). In order to avoid this difficulty we have to reformulate the Gibbs free energy in terms of the concentration \( c \). This is done by arguing similarly as in [31] and using the non-linear relation between the mass concentration \( c \) and the particle density \( y \),

\[
y(c) = \frac{M_C c}{M_A - c(M_A - M_B)}. \tag{1.68}
\]

In this relation \( M_{A/B} \) denotes the atomic weights for the individual constituents, e.g. in a Sn-Pb alloy we have

\[ M_{\text{Sn}} = 118.69, \quad M_{\text{Pb}} = 207.19. \]

Moreover, in order to convert the free energy density from \( J_{\text{mol}}^{-1} \) into \( J_{\text{m}}^{-3} \) it is useful to introduce an averaged molecular weight \( M = M(c) \), which changes as a function of concentration \( c \). We take from [31] the relation

\[
M(c) = \frac{M_A M_B}{M_A - c(M_A - M_B)}. \tag{1.69}
\]
By means of Avogadro’s number $N_A = 6.0225 \times 10^{23} \frac{1}{mol}$ and the atomic weight of a hydrogen atom $\mu_H = 1.675 \times 10^{-27} kg$ the Gibbs free energy density for an individual phase $i$ is given by

$$\psi^i(c) = \rho \frac{g'(y(c))}{M(c)N_A\mu_H}, \quad i \in \{\alpha, \beta\}. \quad (1.70)$$

In fig.1.2 we plot the Gibbs free energy densities $\psi^i(c)$ with $i \in \{\alpha, \beta\}$ for a Sn-Pb system after Maxwell tangent construction. Maxwell tangent construction means that we transform the Gibbs free energy density in such a way that both phase equilibria are on the same energy level.

(a) $\psi^{\alpha/\beta}$ at temperature $\theta = 20^\circ C$

(b) $\psi^{\alpha/\beta}$ at temperature $\theta = 125^\circ C$

Fig. 1.2: Specific Gibbs free energy for a Sn-Pb alloy

The Helmholtz free energy formulated by Cahn and Hilliard in [20, 21] as well as Larché and Cahn in [68] contains only one Gibbs free energy density for both phases. Dreyer and Müller [31] proposed to choose for the Gibbs free energy the minimum of $\psi^i(c)$. For the analysis as well as for the numerical simulation this choice causes large difficulties due to the resulting kink at $c^\gamma$, where it holds $\psi^\alpha(c^\gamma) = \psi^\beta(c^\gamma)$. Therefore we propose an interpolation of $\min_{i \in \{\alpha, \beta\}} \psi^i(c)$ satisfying the following properties

$$\psi(0) = \min_{i \in \{\alpha, \beta\}} \psi^i(0),$$

$$\psi(c^\alpha) = \min_{i \in \{\alpha, \beta\}} \psi^i(c^\alpha), \quad \psi_c(c^\alpha) = 0, \quad \psi_{cc}(c^\alpha) \text{ continuous},$$

$$\psi(c^\beta) = \min_{i \in \{\alpha, \beta\}} \psi^i(c^\beta), \quad \psi_c(c^\beta) = 0, \quad \psi_{cc}(c^\beta) \text{ continuous},$$

$$\psi(c^\gamma) = \min_{i \in \{\alpha, \beta\}} \psi^i(c^\gamma), \quad \psi_c(c^\gamma) = 0, \quad \psi_{cc}(c^\gamma) \text{ continuous},$$

$$\psi(1) = \min_{i \in \{\alpha, \beta\}} \psi^i(1).$$
In order to keep the polynomial degree as small as possible, we use a spline interpolation with Bernstein polynomials as formulated e.g. in [88]. The $i$-th Bernstein polynomial of degree $n$ is defined by

$$B^n_i(x) = \binom{n}{i} x^i (1-x)^{n-i}, \quad 0 \leq i \leq n, \quad 0 \leq x \leq 1.$$ 

The interval $[0, 1]$ is divided into four parts $[0, c^\alpha]$, $[c^\alpha, c^\gamma]$, $[c^\gamma, c^\beta]$ and $[c^\beta, 1]$. In order to satisfy the eleven interpolation conditions, which are formulated above, we use Bernstein polynomials of degree three except in the interval $[c^\gamma, c^\beta]$, where Bernstein polynomials of degree four are used. This approach leads to a spline function for the Gibbs free energy density having the form

$$\psi(c) := \begin{cases} \sum_{k=0}^{3} b^0_k B^3_k \left( \frac{c}{c^\alpha} \right), & 0 \leq c < c^\alpha \\ \sum_{k=0}^{3} b^1_k B^3_k \left( \frac{c-c^\alpha}{c^\gamma-c^\alpha} \right), & c^\alpha \leq c < c^\beta \\ \sum_{k=0}^{4} b^2_k B^4_k \left( \frac{c-c^\beta}{c^\gamma-c^\beta} \right), & c^\gamma \leq c < c^\beta \\ \sum_{k=0}^{3} b^3_k B^3_k \left( \frac{c^\beta-c}{1-c^\beta} \right), & c^\beta \leq c \leq 1 \end{cases} \quad (1.71)$$

The interpolation weights satisfying the interpolation conditions are calculated in the following way

$$b^0_0 = \min_{i \in \{\alpha, \beta\}} \psi^i(0), \quad b^0_1 = b^0_3, \quad b^0_2 = b^1_3, \quad b^0_3 = b^2_4, \quad b^1_0 = \min_{i \in \{\alpha, \beta\}} \psi^i(0), \quad b^1_1 = b^0_3, \quad b^1_2 = b^2_0, \quad b^1_3 = b^1_4, \quad b^2_0 = \frac{(1-(c^\beta-c^\gamma)^2)b^1_0}{2(c^\gamma-c^\alpha)^2}, \quad b^2_1 = \frac{2(1-c^\beta)^2b^2_3}{(c^\gamma-c^\alpha)^2}, \quad b^2_2 = \min_{i \in \{\alpha, \beta\}} \psi^i(1), \quad b^2_3 = 0.$$ 

Fig. 1.3 shows the Gibbs free energy density $\psi$ at temperature $\theta = 20^\circ C$ and $\theta = 125^\circ C$.

### Strain energy

As mentioned before, the solder joint undergoes only small deformations and small strains. Due to this fact a Hook’s law is taken into account, which is derived e.g. in [24]. The strain energy density for a Hook’s law with concentration dependent material parameters is given by

$$W(c, \varepsilon) := \frac{1}{2} C(c)(\varepsilon - \bar{\varepsilon}(c)) : (\varepsilon - \bar{\varepsilon}(c)). \quad (1.72)$$
Fig. 1.3: Interpolated Gibbs free energy
In (1.72) $C(c)$ denotes the elasticity tensor of the mixture, $\varepsilon$ the linearised strain tensor defined in (1.9) and $\varepsilon(c)$ the eigenstrain of the alloy. For modelling solder, the elasticity tensor $C$ as well as the eigenstrain tensor $\varepsilon$ are assumed to depend on the concentration $c$, because the lattice structure of the $\alpha$- and $\beta$-phase may be different. For example in a Sn-Pb solder the $\alpha$- phase has a cubic lattice structure, while the $\beta$-phase has a tetragonal lattice structure.

The elasticity tensor $C$ is related to the elasticity tensors of the individual phases $C^{\alpha/\beta}$ by a convex combination with respect to the shape function

$$C(c) := \vartheta(c)C^\alpha + (1 - \vartheta(c))C^\beta.$$ (1.73)

In view of the uncertain determined material parameters involved in this model, we use for $C^{\alpha/\beta}$ the elasticity tensor of the pure constituents. For a Sn-Pb alloy we have the following elasticity tensor in the unit $[GPa]$

$$C^\alpha = \begin{pmatrix} 49.6 & 42.3 & 42.3 & 0 & 0 & 0 \\ 42.3 & 49.6 & 42.3 & 0 & 0 & 0 \\ 42.3 & 42.3 & 49.6 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 14.9 \\ 0 & 0 & 0 & 0 & 0 & 14.9 \\ 0 & 0 & 0 & 0 & 0 & 14.9 \end{pmatrix}, \quad C^\beta = \begin{pmatrix} 75.2 & 61.5 & 44.0 & 0 & 0 & 0 \\ 61.5 & 75.2 & 44.0 & 0 & 0 & 0 \\ 44.0 & 44.0 & 95.3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 21.9 & 0 \\ 0 & 0 & 0 & 0 & 0 & 21.9 \\ 0 & 0 & 0 & 0 & 0 & 23.3 \end{pmatrix}.$$

In a similar way the eigenstrain tensor $\varepsilon$ of the alloy is related to the thermal expansion coefficients of the individual phases $\varepsilon^{\alpha/\beta}$ and the temperature increase $\Delta \vartheta$ by the following formula

$$\varepsilon(c) := \Delta \vartheta(\vartheta(c)\varepsilon^\alpha + (1 - \vartheta(c))\varepsilon^\beta).$$ (1.74)

In this formula $\Delta \vartheta$ denotes the temperature increase and $\varepsilon^{\alpha/\beta}$ are the thermal expansion coefficients of the pure components formulated in the unit $[1/K]$,

$$\varepsilon^\alpha = \begin{pmatrix} 28.9 & 0 & 0 \\ 0 & 28.9 & 0 \\ 0 & 0 & 28.9 \end{pmatrix}, \quad \varepsilon^\beta = \begin{pmatrix} 16.7 & 0 & 0 \\ 0 & 16.7 & 0 \\ 0 & 0 & 36.4 \end{pmatrix}.$$

Mobility tensor

Similar, for the mobility tensor we have to consider the different lattice structures in both phases. This is the reason why the mobility tensor also has to depend on the concentration $c$. We relate this constitutive quantity to the mobility tensors $M^{\alpha/\beta}$ of the individual phase by a convex combination with respect to the shape function,

$$M(c) = \vartheta(c)M^\alpha + (1 - \vartheta(c))M^\beta.$$
the diffusion tensor. In [66] Cahn-Hilliard diffusion is neglected and only diffusion of Fickian type is observed and we get approximately

$$J \approx -\rho M \nabla \left( \frac{\partial \psi(c)}{\partial c} \right) = -\rho M \frac{\partial^2 \psi(c)}{\partial c^2} \nabla c =: -\rho D \nabla c.$$  

This approach yields the definition of the diffusion matrix $D$, which naturally depends on the concentration $c$. Furthermore, we conclude that mobility and diffusion tensor is related as follows

$$M(c) = \left( \frac{\partial^2 \psi(c)}{\partial c^2} \right)^{-1} D(c), \quad D(c) = \vartheta(c) D^\alpha + (1 - \vartheta(c)) D^\beta \quad (1.75)$$

In this relation $D^{\alpha/\beta}$ denote the diffusion tensor of the $\alpha$- respectively $\beta$-phase. Again the diffusion tensors of pure Sn and pure Pb are used.

In order to compute the mobilities $M^{\alpha/\beta}$ we have to evaluate the second derivative of the Gibbs free energy density $\psi$. In [66] this is done for the eutectic concentration. In contrast to this method, Dreyer and Müller [31] evaluate the relation (1.75) at the equilibrium concentrations $c^{\alpha/\beta}$ and we get

$$M^{\alpha} = \left( \frac{\partial^2 \psi(c^{\alpha})}{\partial c^2} \right)^{-1} D(c^{\alpha}), \quad M^{\beta} = \left( \frac{\partial^2 \psi(c^{\beta})}{\partial c^2} \right)^{-1} D(c^{\beta}).$$

We take the following mobility coefficients of a Sn-Pb alloy from [31], where they are calculated for the temperature $\theta = 20^\circ C$ and $\theta = 125^\circ C$ given in the unit $[m^5 Js]$.

<table>
<thead>
<tr>
<th>$\theta$ in $[^\circ C]$</th>
<th>$M^{\alpha}$ in $[m^5 Js]$</th>
<th>$M^{\beta}$ in $[m^5 Js]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20$[^\circ C]$</td>
<td>$\begin{pmatrix}1.27 \times 10^{-32} &amp; 0 &amp; 0 \ 0 &amp; 1.27 \times 10^{-32} &amp; 0 \ 0 &amp; 0 &amp; 1.27 \times 10^{-32}\end{pmatrix}$</td>
<td>$\begin{pmatrix}1.11 \times 10^{-27} &amp; 0 &amp; 0 \ 0 &amp; 1.11 \times 10^{-27} &amp; 0 \ 0 &amp; 0 &amp; 1.11 \times 10^{-27}\end{pmatrix}$</td>
</tr>
<tr>
<td>125$[^\circ C]$</td>
<td>$\begin{pmatrix}2.42 \times 10^{-27} &amp; 0 &amp; 0 \ 0 &amp; 2.42 \times 10^{-27} &amp; 0 \ 0 &amp; 0 &amp; 2.42 \times 10^{-27}\end{pmatrix}$</td>
<td>$\begin{pmatrix}4.52 \times 10^{-24} &amp; 0 &amp; 0 \ 0 &amp; 4.52 \times 10^{-24} &amp; 0 \ 0 &amp; 0 &amp; 4.52 \times 10^{-24}\end{pmatrix}$</td>
</tr>
</tbody>
</table>

Tab. 1.4: Mobility tensors
Chapter 2

Analysis for weak solutions of the viscous Cahn-Larché system

The second chapter deals with the analysis of weak solutions of the viscous Cahn-Larché system (1.51) - (1.58) and weak solutions of the non-viscous Cahn-Larché system (1.60) - (1.67). The main goal of this chapter is to show the existence of a weak solution of the Cahn-Larché system with concentration dependent mobility, viscosity and mixed boundary conditions, which extends the results from [48, 49]. We additionally focus on the fact that uniform a-priori estimates of the solution do not depend on the friction coefficient $\gamma$, which is an important property for the following chapters where numerical methods are discussed.

The existence proof is organised in such a way that it works for both cases, the viscous and non-viscous system. During this proof we point out the different properties between weak solutions of the viscous and non-viscous Cahn-Larché system.

The existence proof in this work bases essentially on the methods developed by Garcke in [48, 49]. Garcke applies a time discretisation of the Cahn-Larché system and uses the flow gradient structure in order to reformulate the model as a variational problem minimising the Helmholtz free energy and maximising the dissipation. Here, Garcke’s techniques are expanded in order to show the existence of solutions for concentration dependent mobilities, mixed boundary conditions for the mechanical equilibrium and additional viscosity.

There are a lot of papers on Cahn-Hilliard and Cahn-Larché equations, which are related to our subject. In [40] an existence result for weak solutions of Cahn-Hilliard’s equation without elasticity, constant material parameters and smooth Gibbs free energy densities is proved. The more interesting case of a logarithmic Gibbs free energy density is considered in [39], which holds also for systems of Cahn-Hilliard equations. There is an existence result for the Cahn-Hilliard equation with concentration dependent and degenerating mobilities in [38]. The Cahn-Hilliard equation with viscous effects is considered in [52].
Furthermore, we refer to existence results of Cahn-Larché’s equations, which take into account elastic effects. An existence result for this system with constant material parameters is formulated in [22]. In [48] this result is generalised to the case of concentration dependent elasticity, but considers a constant mobility tensor. The result from [48] holds also for systems as well as for logarithmic Gibbs free energy densities. A viscous Cahn-Larché system with concentration dependent material parameters is observed in [13]. But this model differs from the one discussed here, because the field equations in [13] do not satisfy a gradient flow structure and therefore the model is not thermodynamical consistent. Recently an existence result for weak solutions of the viscous Cahn-Larché system with constant mobility and constant elasticity tensor is achieved in [12]. They use a Galerkin method for proving the existence result whereas here an energy minimisation is applied.

2.1 Weak formulation

In this work, we restrict our considerations as mentioned in the beginning on space dimensions \(d = 2; 3\). In order to develop an existence theory for weak solutions of the viscous Cahn-Larché system (1.51) - (1.58) we assume further restrictions on the domain:

(H-1) **Domain:** Let \(\Omega \subset \mathbb{R}^d\) be an open, bounded and polyhedral domain with a Lipschitz boundary. The decomposition of the boundary \(\partial \Omega\) into a Dirichlet part \(\Gamma_D\) and a Neumann part \(\Gamma_N\) has to satisfy the following properties:

\[
\partial \Omega = \Gamma_D \cup \Gamma_N; \quad \Gamma_D \cap \Gamma_N = \emptyset; \quad \text{meas}(\Gamma_D) > 0.
\]

2.1.1 Function spaces

In general, let \(X\) be a Banach space equipped with the norm \(\| \cdot \|_X\), its dual space is denoted with \(X'\). The conjugate pairing of an element \(f \in X'\) with an element \(v \in X\) is described by \(\langle f, v \rangle\). \(X'\) is also a Banach space endowed with the operator norm

\[
\|f\|_{X'} := \sup_{v \in X} \frac{|\langle f, v \rangle|}{\|v\|_X}.
\]

Additionally, we use the notation \(X\) for a Banach space of vector valued functions.

Let \((v_n)_{n \in \mathbb{N}} \subset X\) be a sequence, which converges weakly to \(v \in X\), in a reflexive Banach space, then we use the notation

\[v_n \rightharpoonup v.\]
2.1 Weak formulation

Furthermore, if the sequence \((v_n)_{n \in \mathbb{N}} \subset X'\) is a weak-\(\star\) convergent sequence in a non-reflexive Banach space, then we use the notation

\[ v_n \rightharpoonup^* v. \]

Throughout this work we denote by \(C^{k,l}(\Omega)\) with \(k, l \in \mathbb{N}_0\) the space of \(k\) times Hölder continuous functions with Hölder exponent \(l\). Furthermore we write \(L_p(\Omega)\) with \(1 \leq p \leq \infty\) for the usual Lebesgue spaces as defined in [42]. These spaces are Banach spaces equipped with the classical norm denoted by \(\| \cdot \|_{L_p(\Omega)}\). Moreover, the space \(L_2(\Omega)\) is a separable Hilbert space with the usual inner product \(\langle \cdot, \cdot \rangle_{L_2(\Omega)}\). For functions in \(L_p(\Omega)\) Hölder’s inequality holds as proved in [42] and especially yields a Cauchy-Schwartz inequality on the Hilbert space \(L_2(\Omega)\).

Let \(l \in \mathbb{N}_0\), then we use the Sobolev spaces denoted by \(H^l(\Omega)\), which are defined in [2, 104]. These spaces are separable Hilbert spaces endowed with the usual norm \(\| \cdot \|_{H^l(\Omega)}\) or semi-norm \(| \cdot |_{H^l(\Omega)}\). Furthermore, let \(s = l + \sigma\) where \(l \in \mathbb{N}_0\), \(0 < \sigma < 1\), then \(H^s(\Omega)\) denotes the Sobolev-Slobodeckij spaces as defined in [104], which are also separable Hilbert spaces equipped with the usual norm \(\| \cdot \|_{H^s(\Omega)}\) or semi-norm \(| \cdot |_{H^s(\Omega)}\).

In order to show the existence of weak solutions of the viscous Cahn-Larché system, we have to take into account the mass conservation (1.17). Therefore a function space is defined, which contains functions satisfying the mass conservation,

\[ X_m(\Omega) := \left\{ v \in H^1(\Omega) : \int_{\Omega} v \, dx = m, \quad m \geq 0 \text{ const} \right\}. \]

The space \(X_m(\Omega)\) is equipped with the usual Sobolev norm \(\| \cdot \|_{H^1(\Omega)}\) or semi-norm \(| \cdot |_{H^1(\Omega)}\). We remark, that if \(m = 0\), \(X_0(\Omega)\) is a linear subspace of \(H^1(\Omega)\), and if \(m > 0\), \(X_m(\Omega)\) is an affine subspace of \(H^1(\Omega)\).

We have Poincaré’s inequality in \(X_m(\Omega)\) as a special case of [104] theorem 7.7.

**Lemma 2.1 (Poincaré’s inequality).** Let \(\Omega \subset \mathbb{R}^d\) be an open and bounded Lipschitz domain, then there exists a constant \(c_p > 0\), such that for all \(v \in X_m(\Omega)\) with \(m \geq 0\) holds

\[ \|v\|_{H^1(\Omega)}^2 \leq c_p\left(|v|_{H^1(\Omega)}^2 + m^2\right). \quad (2.1) \]

Moreover, we introduce the space of linear functionals on \(H^1(\Omega)\), which provide the solvability condition of a homogeneous Neumann problem,

\[ Y_0(\Omega) := \left\{ f \in (H^1(\Omega))' : \langle f, 1 \rangle = 0 \right\}. \]

This space is endowed with the operator norm \(\| \cdot \|_{(H^1(\Omega))'}\).
We further need trace spaces corresponding to $H^l(\Omega)$ on a boundary part $\Gamma \subset \partial \Omega$. Trace spaces are defined in the sense of Sobolev-Slobodeckij spaces on compact manifolds. A detailed introduction of these spaces is presented in [53] chapter 1.5.2. Here we need $C^{k,1}$-smoothness of $\partial \Omega$ for the definition of $H^s(\Gamma)$, where $s$ and $k$ are related by $k \in \mathbb{N}_0$, $|s| \leq k + 1$.

As a special case of [53] theorem 1.5.2.1 we have the following trace theorem with $s = 1$ and $k = 0$:

**Theorem 2.2 (Trace theorem).** Let $\Omega \subset \mathbb{R}^d$ be an open and bounded domain with a Lipschitz boundary, $\Gamma \subset \partial \Omega$ be an open subset. Then the mapping

$$\gamma|_\Gamma : H^1(\Omega) \longrightarrow H^{\frac{1}{2}}(\Gamma),$$

$$\gamma|_\Gamma(v) = v|_\Gamma$$

exists and is understood in the sense of traces. Furthermore, this operator is continuous and there exists a constant $c_\gamma > 0$, such that the following estimate holds

$$\|\gamma|_\Gamma(v)\|_{H^{\frac{1}{2}}(\Gamma)} = \|v\|_{H^{\frac{1}{2}}(\Gamma)} \leq c_\gamma \|v\|_{H^1(\Omega)}.$$  \hspace{1cm} (2.2)

In order to consider the viscous Cahn-Larché equations with mixed boundary conditions, we need the trace space $H^{\frac{1}{2}}(\Gamma_D)$ to describe Dirichlet data. The Neumann boundary condition acting on the boundary part $\Gamma_N$ is understood in a weak sense. Therefore we define the spaces of linear functionals on boundary parts $\Gamma_N$ and $\Gamma_D$ by

$$H^{-\frac{1}{2}}(\Gamma_N) := \left(\tilde{H}^{\frac{1}{2}}(\Gamma_N)\right)',$$

$$H^{-\frac{1}{2}}(\Gamma_D) := \left(\tilde{H}^{\frac{1}{2}}(\Gamma_D)\right)'$$

which are equipped with the usual operator norms. In this definition the space $\tilde{H}^{\frac{1}{2}}(\Gamma_N)$ is given by

$$\tilde{H}^{\frac{1}{2}}(\Gamma_N) := \left\{ v : v = \tilde{v}|_{\Gamma_N}, \text{ where } \tilde{v} \in H^{\frac{1}{2}}(\partial \Omega) \text{ with } \text{supp}(\tilde{v}) \subset \Gamma_N \right\},$$

which is endowed with the norm $\|v\|_{\tilde{H}^{\frac{1}{2}}(\Gamma_N)} := \|	ilde{v}\|_{H^{\frac{1}{2}}(\partial \Omega)}$.

We have to remark that for vector valued boundary loadings the same definitions hold. The space of vector valued Dirichlet data is denoted by $\tilde{H}^{\frac{1}{2}}(\Gamma_D)$, furthermore the space of vector valued Neumann data is described by $H^{-\frac{1}{2}}(\Gamma_N)$.

The function space used for the displacement $u$ must take into account the Dirichlet boundary condition (1.56). In order to consider the hard clamped boundary part we define the space

$$X(\Omega) := \left\{ v \in H^1(\Omega) : \gamma|_{\Gamma_D}(v) = 0 \right\},$$

which is endowed with the usual Sobolev norm $\| \cdot \|_{H^1(\Omega)}$ or semi-norm $\| \cdot \|_{H^1(\Omega)}$. 


2.1 Weak formulation

Lemma 2.3 (Korn’s inequality). Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1), then there exists a constant $c_k > 0$, such that for all $v \in X(\Omega)$ holds

$$\|v\|^2_{H^1(\Omega)} \leq c_k \int_\Omega \varepsilon(v) : \varepsilon(v) \, dx.$$  \hfill (2.3)

Proof. See for instance \cite{79} page 79.$\square$

As a special case of \cite{2} theorem 6.2 we have the following compact embedding result:

Theorem 2.4 (Rellich-Kondrachov). Let $\Omega \subset \mathbb{R}^d$ be an open and bounded domain with Lipschitz boundary, then there exists a constant $c_r > 0$ and the following compact embedding holds

$$H^1(\Omega) \hookrightarrow L^q(\Omega); \quad \|v\|_{L^q(\Omega)} \leq c_r \|v\|_{H^1(\Omega)}; \quad 1 \leq q \leq \frac{2d}{d-2}.$$

Furthermore, we need the definition of a Carathéodory function, which is taken from \cite{95}.

Definition 2.5 (Carathéodory function). A function $f : \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ is called Carathéodory function, if and only if

1. $f$ is measurable in $x \in \Omega$ for all $y \in \mathbb{R}$, $p \in \mathbb{R}^d$,

2. $f$ is continuous in $y \in \mathbb{R}$ and $p \in \mathbb{R}^d$ for all $x \in \Omega$.

Moreover, we consider a density $f : \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ and a variational integral

$$I(v) := \int_\Omega f(x, v, \nabla_x v) \, dx.$$ \hfill (2.4)

In \cite{95} theorem 1.6, there is proved the following result on sequentially lower semi weak continuity:

Theorem 2.6. Let $\Omega \subset \mathbb{R}^d$ an open and bounded domain with Lipschitz boundary. The density $f : \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ satisfies the following properties:

1. $f$ is a Carathéodory function,

2. $f(x, y, p) \geq \phi(x)$ for almost every $x \in \Omega$, $y \in \mathbb{R}$ and $p \in \mathbb{R}^d$, where $\phi \in L^1(\Omega)$,

3. $f(x, y, p)$ is convex in $p \in \mathbb{R}^d$ for almost every $x \in \Omega$ and $y \in \mathbb{R}$.

For a sequence $(v_k)_{k \in \mathbb{N}} \subset H^1(\Omega)$ and $v \in H^1(\Omega)$ with $v_k \rightharpoonup v$ in $H^1(\Omega)$ and $I(\cdot)$ defined by (2.4) follows

$$I(v) \leq \liminf_{k \to \infty} I(v_k).$$
In order to minimise the Helmholtz free energy and maximise the dissipation, we need the following theorem on the existence of minimisers, which is proofed in [29] theorem 1.1 respectively [108].

**Theorem 2.7.** Let $X$ be a reflexive Banach space, $I : X \rightarrow \mathbb{R} \cup \{\infty\}$ be a variational functional. Assuming that there exist constants $C_I, c_I > 0$ such that

1. $I$ is coercive, this means $I(v) \geq c_I \|v\|_X - C_I$ for all $v \in X$,
2. $I$ is weakly lower semi-continuous over $X$,
3. there exists a $\bar{u} \in X$ such that $I(\bar{u}) < \infty$,

then there exists at least one solution $u \in X$ of the minimising problem

$$I(u) = \min_{v \in X} I(v).$$

Considering the Gâteaux derivative of the variational functional, then the following lemma holds, which is also proved in [29] theorem 1.3 respectively [108].

**Theorem 2.8.** Let $X$ be a Banach space, $I : X \rightarrow \mathbb{R}$ be a Gâteaux differentiable functional and let $I(u) = \min_{v \in X} I(v)$, then it holds

$$\langle D I(u), v \rangle = 0 \quad \text{for all } v \in X.$$

Finally, we introduce Lebesgue spaces with Banach space valued functions, which are necessary to consider time dependent weak problems. Let $X$ be a Banach space, then we get from [30] chapter 18 the definition

$$L_p(0,T;X) := \{ v : (0,T) \rightarrow X : \|v\|_{L_p(0,T;X)} < \infty \},$$

which is in view of [30] also a Banach space equipped with the norm

$$\|v\|_{L_p(0,T;X)}^p := \int_0^T \|v\|_X^p \, dt, \quad \text{for } 1 \leq p < \infty,$$

$$\|v\|_{L_\infty(0,T;X)} := \text{ess sup}_{t \in (0,T)} \|v\|_X, \quad \text{for } p = \infty.$$

The existence proof of weak solutions of the viscous Cahn-Larché equation system needs essentially the theorem of Arselà-Ascoli for which we refer to [91].

**Theorem 2.9 (Arzelà-Ascoli).** Let $X$ be a Banach space, then a set $F \subseteq C([0,T];X)$ is relatively compact if and only if:

1. $F(t) := \{ f(t) : f \in F \}$ is relatively compact in $X$ for all $0 < t < T$, 

2.1 Weak formulation

(2) $F$ is uniformly equicontinuous: \( \forall \varepsilon > 0, \exists \delta > 0 \) such that

\[
\| f(t_2) - f(t_1) \|_X \leq \varepsilon, \quad \forall f \in F, \quad \forall 0 \leq t_1 \leq t_2 \leq T \quad \text{such that} \quad |t_2 - t_1| \leq \delta.
\]

In the existence proof of weak solutions of the viscous Cahn-Larché system we use the well known Lebesgue convergence theorem, see e.g. [42] theorem 5.2. But sometimes it is of great advantage to apply the generalised Lebesgue convergence theorem as formulated in [5] theorem A 1.23.

**Theorem 2.10 (Generalised Lebesgue convergence theorem).** Let $\Omega \subset \mathbb{R}^d$ be a measurable domain, let \((g_n)_{n \in \mathbb{N}} \subset L_q(\Omega)\) a sequence and $g \in L_q(\Omega)$ with $1 \leq q < \infty$ such that $g_n \rightarrow g$ in $L_q(\Omega)$. Moreover, let \((f_n)_{n \in \mathbb{N}}\) a sequence of measurable functions and $f$ a measurable function with the property

\[
f_n \rightarrow f \quad \text{a.e. in} \ \Omega, \quad |f_n|^p \leq |g_n|^q \quad \text{a.e. in} \ \Omega,
\]

with $1 \leq p < \infty$, then it follows $f_n \rightarrow f$ in $L_p(\Omega)$.

In order to show convergence in $L_1(\Omega)$ we use Vitali’s convergence theorem, which is formulated e.g. in [5] theorem A 1.22. For a more general version of Vitali’s convergence theorem we refer to [42] chapter 6 theorem 5.6.

**Theorem 2.11 (Vitali convergence theorem).** Let \((f_n)_{n \in \mathbb{N}} \subset L_p(\Omega)\) with $1 \leq p < \infty$ and let $f_n \rightarrow f$ almost everywhere for $n \rightarrow \infty$. Then the following statements are equivalent:

(1) $f \in L_p(\Omega)$ and $\| f_n - f \|_{L_p(\Omega)} \rightarrow 0$ for $n \rightarrow \infty$.

(2) It holds for all $\mathcal{E} \subset \Omega$

\[
\sup_{n \in \mathbb{N}} \int_{\mathcal{E}} |f_n|^p \, dx \rightarrow 0, \quad \text{if} \ \text{meas}(\mathcal{E}) \rightarrow 0,
\]

and for all $\varepsilon > 0$ exists a set $\mathcal{E}_\varepsilon$ with $\text{meas}(\mathcal{E}_\varepsilon) < \infty$ and

\[
\sup_{n \in \mathbb{N}} \int_{\mathcal{E}_\varepsilon^c} |f_n|^p \, dx \leq \varepsilon.
\]

**Corollary 2.12.** Let \((f_n)_{n \in \mathbb{N}} \subset L_p(\Omega)\) and $f \in L_p(\Omega)$ with $1 \leq p \leq \infty$ a convergent sequence $f_n \rightarrow f$, then there exists a convergent subsequence \((f_{n_k})_{k \in \mathbb{N}}\), which is almost everywhere convergent.

**Proof.** For the proof see [42]. \qed
2.1.2 Assumptions

In this section we formulate all sufficient conditions in order to show the existence of weak solutions of the viscous and non-viscous Cahn-Larché system. Moreover, these assumptions also guarantee the existence of a discrete solution of the numerical approximation techniques in chapter four and five. Finally, these assumptions are sufficient to prove the convergence of the approximation methods. We point out whether these assumptions are of physical nature or formulated for technical reasons only. We assume the following constraints on the material parameters and constitutive functions:

(A-1) **Surface stress tensor:** Let $\Gamma \in \mathbb{R}_{\text{sym}}^{d \times d}$ be a symmetric positive definite second order tensor, such that there exist constants $C_\Gamma, c_\Gamma > 0$ with the property, that for all $a, b \in \mathbb{R}^d \setminus \{0\}$ holds

$$|\Gamma a \cdot b| \leq C_\Gamma |a||b|, \quad \Gamma a \cdot a \geq c_\Gamma |a|^2.$$

We remark, that this assumption is a direct consequence of the formulation of surface energy by Cahn and Hilliard [20, 21] and Cahn [19].

(A-2) **Gibbs free energy density:** Let $\psi(c) := \psi^+(c) + \psi^-(c)$ be a function with $\psi^+, \psi^- \in C^2(\mathbb{R}, \mathbb{R})$, where $\psi^+$ is a convex function and $\psi^-$ is a concave function. Additionally, we assume, that for all $c \in X_m(\Omega)$ follows $\psi(c) \in L_1(\Omega)$. Furthermore, there exists a constant $c_\psi \geq 0$, such that the homogeneous free energy is bounded below by

$$\psi(c) \geq -c_\psi.$$

Additionally, we assume, that for all $\delta > 0$ exists a constant $C_\delta > 0$ and an upper estimate of the convex part

$$|\psi_{c,c}^+(c)| \leq \delta \psi^+(c) + C_\delta.$$

Moreover, there exists a constant $C_\psi > 0$, such that a polynomial estimate of the concave part holds

$$|\psi^-(c)| \leq C_{\psi^-}(|c|^q + 1),$$

where in the case $d = 2$ we have $1 \leq q < \infty$ and in the case $d = 3$, we have $1 \leq q < 6$.

This assumption looks quite technical. In fact it is formulated in such a way, that the following calculations become clearer. But we point out that the spline interpolation of the Gibbs free energy density (1.71) satisfies this condition. In chapter five we calculate explicitly a decomposition of the spline interpolation into a convex and a concave part.
(A-3) Mobility: Let $M \in C^0(\mathbb{R}, \mathbb{R}^{d \times d})$ be a second order tensor valued function, such that there exist constants $C_M, c_M > 0$, with the property, that for all $a, b \in \mathbb{R}^d \setminus \{0\}$ and for all $c \in \mathbb{R}$ hold
\[ |M(c)a \cdot b| \leq C_M|a||b|, \quad M(c)a \cdot a \geq c_M|a|^2. \]

(A-4) Friction: The friction coefficient is assumed to be non negative, $\gamma \geq 0$.

Assumption (A-3) and (A-4) are a direct consequence of the second law of thermodynamics, which in detail is discussed in (1.44).

(A-5) Initial condition: The initial mass concentration has to satisfy the condition
\[ c_0 \in H^1(\Omega), \quad \text{with} \quad 0 \leq c_0(x) \leq 1 \text{ almost everywhere}. \]

In view of mass conservation the gauge condition of the concentration field $c$ is given by
\[ m := \int_\Omega c_0(x) \, dx \quad \text{and it follows} \quad c_0 \in X_m(\Omega). \]

(A-6) Elasticity tensor: This quantity is assumed to be a fourth order tensor valued function $C(c) := \{C_{ijkl}(c)\}_{i,j,k,l=1}^d$ such that $C_{ijkl} \in C^2(\mathbb{R}, \mathbb{R})$ and the symmetry property $C_{ijkl} = C_{jikl} = C_{ijlk}$ must be valid. Additionally, there exist constants $C_C, c_C, C_C', C_C'' > 0$, such that for all $A, B \in \mathbb{R}^{d \times d} \setminus \{0\}$ and for all $c \in \mathbb{R}$ hold
\[ |C(c)A : B| \leq C_C|A||B|, \quad |C_{,c}(c)A : B| \leq C_{C'}|A||B|, \]
\[ C(c)A : A \geq c_C|A|^2, \quad |C_{,cc}(c)A : B| \leq C_{C''}|A||B|. \]

(A-7) Eigenstrain: Let $\varepsilon \in C^2(\mathbb{R}, \mathbb{R}^{d \times d})$ be a second order tensor valued function, such that there exist constants $C_\varepsilon, C_\varepsilon', C_\varepsilon'' > 0$, that for all $c \in \mathbb{R}$ hold
\[ |\varepsilon(c)| \leq C_\varepsilon, \quad |\varepsilon_{,c}(c)| \leq C_\varepsilon', \quad |\varepsilon_{,cc}(c)| \leq C_\varepsilon''. \]

(A-8) Mechanical loading: The mechanical loading can be a distribution $g$. We assume that there exists a constant $c_g > 0$, such that
\[ g \in C^{0,1}(0, T; H^{-\frac{1}{2}}(\Gamma_N)), \quad \|g(t_2) - g(t_1)\|_{H^{-\frac{1}{2}}(\Gamma_N)} \leq c_g|t_2 - t_1|. \]

We remark, that in view of the assumptions (A-1), (A-3) the field equations (1.51) and (1.52) represent a fourth order parabolic equation with respect to the mass concentration $c$, while assumption (A-6) generates a second order elliptic equation for the displacement $u$ by equation (1.53).
2.1.3 Different weak formulations

In this work we distinguish between a semi-weak and a weak formulation of the viscous Cahn-Larché system (1.51) - (1.58). The semi-weak formulation is related to a weak formulation of the field equations (1.51) - (1.53) with respect to space only.

Definition 2.13 (Semi-weak solution). At each time \( t \in (0, T) \) a triple \( c(t, \cdot) \in X_m(\Omega) \) with \( \dot{c}(t, \cdot) \in Y_0(\Omega) \), \( \mu(t, \cdot) \in H^1(\Omega) \) and \( u(t, \cdot) \in X(\Omega) \) is called semi-weak solution of the field equations (1.51) - (1.53), if it holds

\[
\int_\Omega \dot{c} \zeta \, dx + \int_\Omega M(c) \nabla \mu \cdot \nabla \zeta \, dx = 0 \quad \forall \zeta \in X_0(\Omega), \tag{2.5}
\]

\[
\int_\Omega \mu \zeta \, dx = \int_\Omega \Gamma \nabla c \cdot \nabla \zeta + \psi_\varepsilon(c) \zeta + W_\varepsilon(c, \varepsilon(u)) \zeta + \gamma \dot{c} \zeta \, dx \quad \forall \xi \in H^1(\Omega) \cap L_\infty(\Omega), \tag{2.6}
\]

\[
\int_\Gamma W_\varepsilon(c, \varepsilon(u)) : \varepsilon(\eta) \, dx = \int_{\Gamma_N} g \cdot \eta \, da_x \quad \forall \eta \in X(\Omega), \tag{2.7}
\]

almost everywhere.

Formally, we derive the semi-weak formulation by multiplying the field equations (1.51) - (1.53) with the corresponding test function, integrating over the domain \( \Omega \), using Gauß's theorem and taking into account the corresponding boundary conditions (1.54) - (1.57). We remark that in the non-viscous case the term \( \gamma \dot{c} \zeta \) vanishes and we get the semi-weak formulation of the field equations (1.60) - (1.62).

In this formulation the time derivative of the mass concentration \( \dot{c}(t, \cdot) \) is a distribution, which guarantees mass conservation. We further remark, that all integrals in definition 2.13 exist, due to assumption (A-1) - (A-4) and (A-6) - (A-8), and the fact, that we use almost everywhere bounded test functions for the chemical potential.

In order to get some technical estimates, we consider the semi-weak formulation of the quasi steady momentum balance (2.7) with an arbitrary, but fixed mass concentration \( c \in X_m(\Omega) \).

Lemma 2.14. Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1), let the assumption (A-6) - (A-8) be satisfied and let \( c \in X_m(\Omega) \) arbitrary, but fixed. Then for the semi-weak momentum balance (2.7) the following estimates hold

\[
(1) \, \left| \int_\Omega C(c) \varepsilon(u) : \varepsilon(\eta) \, dx \right| \leq C C \| u \|_{H^1(\Omega)} \| \eta \|_{H^1(\Omega)} \quad \forall u, \eta \in X(\Omega),
\]

\[
(2) \, \int_\Omega C(c) \varepsilon(\eta) : \varepsilon(\eta) \, dx \geq \frac{c_k}{C} \| \eta \|_{H^1(\Omega)}^2 \quad \forall \eta \in X(\Omega),
\]

\[
(3) \, \left| \int_\Omega C(c) \varepsilon(c) : \varepsilon(\eta) \, dx + \int_{\Gamma_N} g \cdot \eta \, da_x \right| \leq C \left( \| g \|_{C^0(0, T; H^{-\frac{1}{2}}(\Gamma_N))} + \text{meas} \frac{1}{2}(\Omega) \right) \| \eta \|_{H^1(\Omega)} \quad \forall \eta \in X(\Omega),
\]

with a constant \( C = C(C_C, C_\varepsilon, c_\gamma) \).
2.1 Weak formulation

Proof. (1) follows directly from assumption (A-6) and from Hölder’s inequality. (2) is a direct consequence of assumption (A-6) and of Korn’s inequality (2.3). (3) is calculated by using assumptions (A-6) - (A-8), the trace theorem 2.2 and Hölder’s inequality. We get

\[ \left| \int_{\Omega} C(c) \varepsilon(c) : \varepsilon(\eta) \, dx + \int_{\Gamma_N} g \cdot \eta \, d\alpha_x \right| \]

\[ \leq C_C C_\varepsilon \int_{\Omega} |\varepsilon(\eta)| \, dx + c_\gamma \|g\|_{C^0(0,T;H^{-\frac{1}{2}}(\Gamma_N))} \|\eta\|_{H^1(\Omega)} \]

\[ \leq C \left( \|g\|_{C^0(0,T;H^{-\frac{1}{2}}(\Gamma_N))} + \text{meas}^{\frac{1}{2}}(\Omega) \right) \|\eta\|_{H^1(\Omega)}, \]

with a constant \( C = C(C_C, C_\varepsilon, c_\gamma). \)

For an arbitrary, but fixed mass concentration \( c \in X_m(\Omega) \), due to lemma 2.14 and Lax-Milgram’s theorem, see [104] theorem 17.9, there exists a unique displacement \( u \in X(\Omega) \) satisfying the semi-weak formulation of the quasi steady equilibrium (2.7). This displacement \( u \) satisfies by Lax-Milgram’s theorem the following a-priori estimate

\[ \|u\|_{H^1(\Omega)} \leq \frac{c_k}{c_C} \left( \|g\|_{C^0(0,T;H^{-\frac{1}{2}}(\Gamma_N))} + \text{meas}^{\frac{1}{2}}(\Omega) \right) =: C_u, \quad (2.8) \]

with a constant \( C_u = C_u(C_C, C_\varepsilon, c_C, c_k, c_\gamma, g, \text{meas}(\Omega)). \) As a special case of this result, there exists a unique initial displacement \( u_0 \in X(\Omega) \) corresponding to the initial mass concentration \( c_0 \in X_m(\Omega). \)

Finally, we give the complete weak formulation of the field equations (1.51) - (1.53), which is a weak formulation with respect to time and space.

Definition 2.15 (Weak solution). A triple \( c \in L^2(0,T;X_m(\Omega)), \mu \in L^2(0,T;H^1(\Omega)) \) and \( u \in L^2(0,T;X(\Omega)) \) is called weak solution of the field equations (1.51) - (1.53), if it holds

\[ - \int_{\Omega_T} \dot{\zeta}(c - c_0) \, dx dt + \int_{\Omega_T} M(c) \nabla_x \mu \cdot \nabla_x \zeta \, dx dt = 0 \]

\[ \forall \zeta \in L^2(0,T;X_0(\Omega)) \text{ with } \dot{\zeta} \in L^2(\Omega_T) \text{ and } \zeta(T,x) = 0 \text{ a.e., (2.9)} \]

\[ \int_{\Omega_T} \mu \xi \, dx dt = \int_{\Omega_T} \Gamma \nabla_x c \cdot \nabla_x \xi + \psi_\gamma(c) \xi + W_\gamma(c, \varepsilon(u)) \xi - \gamma(c - c_0) \dot{\xi} \, dx dt \]

\[ \forall \xi \in L^2(0,T;H^1(\Omega)) \cap L^\infty(\Omega_T) \text{ with } \dot{\xi} \in L^2(\Omega_T) \text{ and } \xi(T,x) = 0 \text{ a.e., (2.10)} \]

\[ \int_{\Omega_T} W_\varepsilon(c, \varepsilon(u)) : \varepsilon(\eta) \, dx dt = \int_{\Gamma_N^T} g \cdot \eta \, d\alpha x dt \quad \forall \eta \in L^2(0,T;X(\Omega)). \quad (2.11) \]
Formally, we get this weak formulation by multiplying the field equations (1.51) - (1.53) with the corresponding test functions, integrating over the domain $\Omega$ and time $(0, T)$, using Gauß's theorem and taking into account the boundary conditions (1.54) - (1.57) as well as the initial condition (1.58). Similar as above, all integrals in definition 2.15 exist due to assumption (A-1) - (A-8) and the fact, that we use bounded test functions for the chemical potential. It is obvious that in the non-viscous case the term $\gamma(c - c_0)\dot{\xi}$ does not appear and this leads to the weak formulation of the system (1.60) - (1.62).

2.2 Existence of weak solutions

In this section we prove the existence of weak solutions of the viscous Cahn-Larché system in the sense of definition 2.15.

**Theorem 2.16 (Existence of weak solutions).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumption (A-1) - (A-8) be satisfied. Then there exists at least one triple $c \in L_\infty(0, T; X_m(\Omega)), \mu \in L_2(0, T; H^1(\Omega))$ and $u \in L_\infty(0, T; X(\Omega))$ satisfying the field equations (1.51) - (1.53) in the sense of definition 2.15. Moreover, if $\gamma \not\geq 0$ then for the concentration field $c$ additionally holds $\dot{c} \in L_2(\Omega_T)$.

At this point we give a small overview about the following existence proof, which is similar to Garcke [48], but additionally takes into account the nonlinearity within the mobility tensor, viscous effects and mechanical boundary loadings.

In subsection 2.2.1 we derive a time discretisation of the semi-weak Cahn-Larché system (2.5) - (2.7) similar to [48]. Moreover, we use the time discretisation in order to linearise the mobility tensor. Finally, we are able to eliminate the diffusion equation, such that we end up with a time discrete equation system with two equations for the discrete mass concentration $c^n$ and the discrete displacement $u^n$ at each discrete time. At this point of the proof the flow gradient structure is needed essentially. A corresponding time discrete functional $E^n_{\Delta t}$ is also formulated containing energy and dissipation.

In subsection 2.2.2 we prove the existence of a time discrete solution $c^n, \mu^n$ and $u^n$ of the Cahn-Larché system. This is done by minimising the time discrete functional $E^n_{\Delta t}$. From a physical point of view we minimise the Helmholtz free energy (1.49) and maximise the dissipation (1.50). Furthermore, we show for the minimiser, that the weak Euler-Lagrange differential equations corresponds to the discrete semi-weak formulation of the Cahn-Larché system. This is possible, because the time discrete semi-weak formulation of the Cahn-Larché equation system and the discrete energy have a gradient flow structure.
In subsection 2.2.3 we derive uniform a-priori estimates for the discrete solutions of the Cahn-Larché system. Here we essentially use the Lyapunov property of the time discrete energy functional, which means that the system has decreasing energy and goes into an energetic stable state.

In subsection 2.2.4 we show, that the piecewise constant expansion \( c_N, \mu_N \) and \( u_N \) of the time discrete solutions of the Cahn-Larché system converge to a weak solution in the sense of definition 2.15.

### 2.2.1 Time discretisation

In the first step of this existence proof, we observe a uniform decomposition of the time interval \((0, T)\) into \(N\) parts and define a time step by

\[
\Delta t := \frac{T}{N}.
\]

For a short notation we introduce the boundary loading at time \( t = n\Delta t \) for all \( 0 \leq n \leq N \) by

\[
g^n(x) := g(n\Delta t, x).
\]

The boundary loading will be approximated by a piecewise constant expansion \( g_N(t, x) = g^n(x) \) for \( t \in ((n - 1)\Delta t, n\Delta t] \) with \( 1 \leq n \leq N \). Further, we denote the time discrete solution of the viscous Cahn-Larché system at time \( t = n\Delta t \) for all \( 0 \leq n \leq N \) by

\[
c^n(x) := c(n\Delta t, x); \quad \mu^n(x) := \mu(n\Delta t, x); \quad u^n(x) := u(n\Delta t, x). \tag{2.12}
\]

In the following, the functions \( c^n, \mu^n \) and \( u^n \) are considered as unknowns. Moreover, we formulate a piecewise constant expansion of these functions with respect to time and define for all \( 1 \leq n \leq N \) at time \( t \in ((n - 1)\Delta t, n\Delta t] \)

\[
c_N(t, x) := c^n(x); \quad \mu_N(t, x) := \mu^n(x); \quad u_N(t, x) := u^n(x). \tag{2.13}
\]

The time derivative of the mass concentration in the diffusion equation (1.51) will be approximated by an implicit Eulerian scheme. We get for all \( 1 \leq n \leq N \)

\[
\dot{c}_N(n\Delta t, x) \approx \frac{c^n(x) - c^{n-1}(x)}{\Delta t} =: \partial_{\Delta t} c^n(x). \tag{2.14}
\]

Additionally to the piecewise constant interpolant \( c_N \), we introduce a piecewise linear interpolant of the mass concentration \( \tilde{c}_N \). For all \( 1 \leq n \leq N \) we define at time \( t \in ((n - 1)\Delta t, n\Delta t] \)

\[
\tilde{c}_N(t, x) := c^n(x) \left( \frac{t - (n - 1)\Delta t}{\Delta t} \right) - c^{n-1}(x) \left( \frac{t - n\Delta t}{\Delta t} \right), \tag{2.15}
\]

\[
\dot{\tilde{c}}_N(t, x) = \frac{c^n(x) - c^{n-1}(x)}{\Delta t}. \tag{2.16}
\]
Finally, we apply the time discretisation (2.12) to linearise the mobility tensor in order to get a linear diffusion equation. Therefore, we define the linearised mobility tensor
\[ M^{n-1}(x) := M(c^{n-1}(x)). \] (2.17)

Inserting the time discretisation (2.12) and (2.14) as well as the linearised mobility tensor (2.17) into the semi-weak problem given by definition 2.13, we end up with the definition of a discrete semi-weak solution. Time \( t \) is observed as a parameter in the definition of a discrete semi-weak solution.

**Definition 2.17.** At each discrete time \( t = n\Delta t, 1 \leq n \leq N \), a triple \( c^n \in X_m(\Omega), \mu^n \in H^1(\Omega) \) and \( u^n \in X(\Omega) \) is called discrete semi-weak solution of the field equations (1.51) - (1.53), if it holds
\[
\int_\Omega \partial_t c^n \zeta \, dx + \int_\Omega M^{n-1} \nabla_x \mu^n \cdot \nabla_x \zeta \, dx = 0 \quad \forall \zeta \in X_0(\Omega), \quad (2.18)
\]
\[
\int_\Omega \mu^n \xi \, dx = \int_\Omega \Gamma \nabla_x c^n \cdot \nabla_x \xi + \psi_x(c^n) \xi + W_x(c^n, \varepsilon(u^n)) \xi + \gamma \partial_t c^n \xi \, dx \quad \forall \xi \in H^1(\Omega) \cap L^\infty(\Omega), \quad (2.19)
\]
\[
\int_\Omega W_x(c^n, \varepsilon(u^n)) \varepsilon(\eta) \, dx = \int_{\Gamma_N} g^n \cdot \eta \, d\alpha_x \quad \forall \eta \in X(\Omega). \quad (2.20)
\]

We calculate a discrete semi-weak solution of the Cahn-Larché system by minimising the energy. In order to apply this technique, we eliminate the diffusion equation (2.18) by using a shift operator corresponding to the linearised mobility tensor (2.17). From a physical point of view we derive a relation between the diffusion equation and the dissipation functional.

**Definition 2.18.** Let \( \Omega \subset \mathbb{R}^d \) be an open and bounded domain with a Lipschitz boundary, then the operator \( \mathcal{M}^n \) is defined by
\[
\mathcal{M}^n : X_0(\Omega) \rightarrow Y_0(\Omega),
\]
\[
\langle \mathcal{M}^n \mu, \zeta \rangle := \int_\Omega M^{n-1} \nabla_x \mu \cdot \nabla_x \zeta \, dx \quad \forall \zeta \in X_0(\Omega).
\]

The operator \( \mathcal{M}^n \) corresponds to a Laplace operator with a material tensor \( M^{n-1} \) and homogeneous Neumann boundary conditions.

**Lemma 2.19.** Let \( \Omega \subset \mathbb{R}^d \) be an open and bounded Lipschitz domain and let assumption (A-3) be satisfied, then for the operator \( \mathcal{M}^n \) the following estimates hold
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\( (1) \ |\langle M^n \mu, \zeta \rangle| \leq CM \|\mu\|_{H^1(\Omega)} \|\zeta\|_{H^1(\Omega)} \) \quad \forall \mu, \zeta \in X_0(\Omega),

\( (2) \langle M^n \zeta, \zeta \rangle \geq \frac{CM}{c_p} \|\zeta\|_{H^1(\Omega)}^2 \) \quad \forall \zeta \in X_0(\Omega).

**Proof.** (1) follows directly from (A-3) and Hölder’s inequality. (2) is a consequence of (A-3) and Poincaré’s inequality (2.1).

In view of Lax-Milgram’s theorem the inverse operator of \( M^n \) exists and it is denoted by \( (M^n)^{-1} \). By using the operator \( (M^n)^{-1} \) we introduce an inner product and a norm on the space \( Y_0(\Omega) \), corresponding to the dissipation of spinodal decomposition.

**Definition 2.20.** Let \( f, g \in Y_0(\Omega) \), then the inner product with respect to \( (M^n)^{-1} \) is defined by

\[ \langle f, g \rangle_{M^n} := \int_{\Omega} M^{n-1} \nabla_x (M^n)^{-1} f \cdot \nabla_x (M^n)^{-1} g \, dx, \]

the corresponding norm is given by

\[ \|f\|_{M^n}^2 := \langle f, f \rangle_{M^n}. \]

We identify a function \( v \in X_0(\Omega) \) with a functional in \( Y_0(\Omega) \) via the following shift operator,

\[ S : X_0(\Omega) \rightarrow Y_0(\Omega), \]

\[ \langle Sv, \zeta \rangle = \int_{\Omega} v \zeta \, dx, \quad \forall \zeta \in X_0(\Omega). \] \quad (2.21)

Finally, we are able to eliminate the discrete semi-weak diffusion equation (2.18), in order to reduce the equation system (2.18) - (2.20) onto a system with only two equations for the unknowns \( c^n \) and \( u^n \). Therefore, we identify \( \partial_{\Delta t} c^n \) with an element from \( Y_0(\Omega) \) by the shift operator \( S \) and apply the operator \( (M^n)^{-1} \) onto the discrete semi-weak diffusion equation (2.18) in order to deduce

\[ \mu^n = - (M^n)^{-1} \partial_{\Delta t} c^n \in X_0(\Omega). \] \quad (2.22)

We remark, that for any Lagrangian multiplier \( \lambda^n \in \ker(M^n) = \mathbb{R} \)

\[ \mu^n = - (M^n)^{-1} \partial_{\Delta t} c^n + \lambda^n \in H^1(\Omega) \] \quad (2.23)

holds and is also a solution of the discrete semi-weak diffusion equation (2.18).
Let $\xi \in X_0(\Omega)$ be a test function, then we use assumption (A-3), the symmetry of $M^{n-1}$ and definition 2.18 and calculate

$$
\int_{\Omega} \mu^n \xi \, dx = - \int_{\Omega} (M^n)^{-1} \partial_\Delta t c^n \xi \, dx = - \langle (M^n)^{-1} \partial_\Delta t c^n, M^n(M^n)^{-1} \xi \rangle 
$$

$$
= - \int_{\Omega} M^{n-1} \nabla_a(M^n)^{-1} \partial_\Delta t c^n \cdot \nabla_a(M^n)^{-1} \xi \, dx = - \langle \partial_\Delta t c^n, \xi \rangle_{M^n}
$$

In view of calculation (2.24) we restrict the discrete semi-weak problem given by definition 2.17 to a weak problem with only two equations for the mass concentration $c^n$ and the displacement $u^n$.

**Problem 2.21.** At each discrete time $t = n\Delta t$, $1 \leq n \leq N$, we have to find $c^n \in X_m(\Omega)$ and $u^n \in X(\Omega)$, such that holds

$$
\int_{\Omega} \Gamma \nabla_a c^n \cdot \nabla_a \xi + \psi_a(c^n) \xi + W(c^n, \xi) + \gamma \partial_\Delta t c^n \xi \, dx = - \langle \partial_\Delta t c^n, \xi \rangle_{M^n}
$$

$$
\forall \xi \in X_0(\Omega) \cap L_\infty(\Omega),
$$

$$
\int_{\Omega} W_a(c^n, u^n) : \varepsilon(\eta) \, dx = \int_{\Gamma_N} g^n \cdot \eta \, da_x \quad \eta \in X(\Omega).
$$

The corresponding energy to problem 2.21 is called discrete energy. At time $t_n = n\Delta t$ it contains the Helmholtz free energy functional $E(t_n, \cdot, \cdot)$ defined by (1.49) and the dissipation. For all $d \in X_m(\Omega)$ and $v \in X(\Omega)$ the discrete energy is given by

$$
E_n^{\Delta t}(d, v) := E(t_n, d, v) + \frac{1}{2\Delta t} \|d - c^{n-1}\|_{M^n}^2 + \frac{\gamma}{2\Delta t} \|d - c^{n-1}\|_{L_2(\Omega)}^2.
$$

We directly see, that problem 2.21 and the discrete energy (2.25) satisfy a gradient flow structure with respect to the inner product $\langle \cdot, \cdot \rangle_{M^n}$ and $\langle \cdot, \cdot \rangle_{L_2(\Omega)}$. For a physical understanding we make the following calculation

$$
\frac{1}{2\Delta t}\|c^n - c^{n-1}\|_{M^n}^2 + \frac{\gamma}{2\Delta t}\|c^n - c^{n-1}\|_{L_2(\Omega)}^2
$$

$$
= \frac{\Delta t}{2} \int_{\Omega} M^{n-1} \nabla_a(M^n)^{-1} \partial_\Delta t c^n \cdot \nabla_a(M^n)^{-1} \partial_\Delta t c^n + \gamma (\partial_\Delta t c^n)^2 \, dx
$$

$$
= \frac{\Delta t}{2} \int_{\Omega} M^{n-1} \nabla_a \mu^n \cdot \nabla_a \mu^n + \gamma (\hat{c}_N)^2 \, dx = - \Delta t \gamma (c^{n-1}, \hat{c}_N, \mu^n).
$$

This calculation shows, that minimisation of the discrete energy (2.25) means minimisation of the Helmholtz free energy and maximisation of the dissipation.
2.2 Existence of weak solutions

2.2.2 Energy minimisation

In the second step of this existence proof we calculate a solution of problem 2.21 by minimizing the discrete energy (2.25).

**Lemma 2.22.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1), let the assumptions (A-1) - (A-8) be satisfied. Then there exists at least one tuple $c^n \in X_m(\Omega)$ and $u^n \in X(\Omega)$ such that

$$E_{\Delta t}^n(c^n, u^n) = \min_{d \in X_m(\Omega), \ v \in X(\Omega)} E_{\Delta t}^n(d, v).$$

We remark, that the tuple of the mass concentration $c^n$ and the displacement $u^n$ is called the minimiser of the discrete energy $E_{\Delta t}^n$.

**Proof.** Step 1: In order to prove lemma 2.22 we first show, that $E_{\Delta t}^n$ is a coercive functional on the space $X_m(\Omega) \times X(\Omega)$, see [29] chapter 3.0.

We consider the surface energy, take into account (A-1) and apply Poincaré’s inequality (2.1) in order to calculate

$$\int_{\Omega} \frac{1}{2} |\nabla d|^2 \, dx \geq c_{\Gamma} \frac{||d||^2_{H^1(\Omega)}}{2 c_p} - \frac{c_{\Gamma}}{2} m^2.$$

The homogeneous free energy is bounded below as outlined in assumption (A-2) and therefore we get

$$\int_{\Omega} \psi(d) \, dx \geq -c_\psi \text{meas}(\Omega).$$

The strain energy is estimated below by using assumption (A-6) and (A-7), Young’s inequality, Hölder’s inequality and Korn’s inequality (2.3). We get

$$\int_{\Omega} W(d, \varepsilon(v)) \, dx \geq \frac{c_C}{2} \int_{\Omega} \varepsilon(v) : \varepsilon(v) - 2 \varepsilon(d) : \varepsilon(d) \, dx$$

$$\geq \frac{c_C}{2} \int_{\Omega} \frac{1}{2} \varepsilon(v) : \varepsilon(d) + \varepsilon(d) : \varepsilon(d) \, dx$$

$$\geq \frac{c_C}{4c_k} ||v||^2_{H^1(\Omega)} - \frac{c_c C^2}{2} \text{meas}(\Omega).$$

The energy of the boundary loading is estimated by using assumption (A-8), the trace theorem with estimate (2.2) and Young’s inequality. We estimate

$$\int_{\Gamma_N} g^n \cdot v \, d\alpha \leq c_\gamma \| g \|_{C^0(0,T;H^{-\frac{1}{2}}(\Gamma_N))} \| v \|_{H^1(\Omega)}$$

$$\leq \frac{c^2}{\delta} \| g \|_{C^0(0,T;H^{-\frac{1}{2}}(\Gamma_N))}^2 + \delta \| v \|_{H^1(\Omega)}^2.$$
Finally, we choose $\delta = \frac{c \varepsilon}{8c_k}$, summarise the above calculations and estimate the dissipative terms of the time discrete functional $E^n_{\Delta t}$ below by zero. We get

$$
E^n_{\Delta t}(d, v) \geq \frac{c_P}{2c_P} \|d\|_{H^1(\Omega)}^2 + \frac{c_C}{8c_k} \|v\|_{H^1(\Omega)}^2 + \frac{1}{2\Delta t} \|d - c^{n-1}\|_{M^v}^2 \\
+ \frac{\gamma}{2\Delta t} \|d - c^{n-1}\|_{L^2(\Omega)}^2 - C \\
\geq \frac{c_P}{2c_P} \|d\|_{H^1(\Omega)}^2 + \frac{c_C}{8c_k} \|v\|_{H^1(\Omega)}^2 - C,
$$

with a constant $C = C(C_\varepsilon, c_\gamma, c_c, c_\psi, m, c_k, c^{n-1}, g, \text{meas}(\Omega))$.

**Step 2:** In the next step we show, that the discrete energy is sequentially weakly lower semi-continuous, see [29] chapter 3.1.1. Let $(d^k)_{k \in \mathbb{N}} \subset X_m(\Omega)$ and $(v^k)_{k \in \mathbb{N}} \subset X(\Omega)$ be weak-convergent sequences,

$$
d^k \rightharpoonup d \quad \text{in} \quad X_m(\Omega), \quad v^k \rightharpoonup v \quad \text{in} \quad X(\Omega), \quad k \to \infty.
$$

Due to Rellich-Kondrachov’s embedding theorem, we know, that $X_m(\Omega) \Subset L_q(\Omega)$, where $q$ is chosen as in (A-2) assumed, and therefore $(d^k)_{k \in \mathbb{N}}$ converges strongly in $L_q(\Omega)$,

$$
d^k \to d \quad \text{in} \quad L_q(\Omega), \quad k \to \infty.
$$

We first consider the surface energy and remark, that the density $\frac{1}{2} \Gamma \nabla_d d \cdot \nabla_d d$ is continuous in $\nabla_d d$. Furthermore, the positive definiteness of $\Gamma$, postulated in assumption (A-1), yields a boundedness from below and convexity with respect to $\nabla_d d$. Applying theorem 2.6, we get

$$
\int_{\Omega} \frac{1}{2} \Gamma \nabla_d d \cdot \nabla_d d\, dx \leq \liminf_{k \to \infty} \int_{\Omega} \frac{1}{2} \Gamma \nabla_d d^k \cdot \nabla_d d^k\, dx.
$$

The first term of the homogeneous free energy $\psi^+$ is a continuous and convex function with respect to $d$, see assumption (A-2), and therefore the convergence follows from [29] chapter 2. The second part $\psi^−$ is a continuous function with respect to $d$ and polynomial bounded by assumption (A-2), hence the convergence follows from the generalised Lebesgue convergence theorem 2.10. Therefore we get

$$
\int_{\Omega} \psi(d)\, dx \leq \liminf_{k \to \infty} \int_{\Omega} \psi(d^k)\, dx.
$$

The strain energy is observed by using the convexity of $W$ with respect to the strain
ε(v), which follows from assumption (A-6).

\[
\int_{\Omega} W(d_k, \varepsilon(v_k)) - W(d, \varepsilon(v)) \, dx
\]

\[
= \int_{\Omega} W(d_k, \varepsilon(v_k)) - W(d_k, \varepsilon(v)) + W(d_k, \varepsilon(v)) - W(d, \varepsilon(v)) \, dx
\]

\[
\geq \int_{\Omega} W,\varepsilon(d_k, \varepsilon(v)) : (\varepsilon(v_k) - \varepsilon(v)) + W(d, \varepsilon(v)) - W(d, \varepsilon(v)) \, dx
\]

\[
= \int_{\Omega} W,\varepsilon(d_k, \varepsilon(v)) - W,\varepsilon(d, \varepsilon(v)) : (\varepsilon(v_k) - \varepsilon(v))
\]

This calculation together with the almost everywhere convergence of \((d_k)_{k \in \mathbb{N}}\), assumptions (A-6), (A-7) and Lebesgue’s convergence theorem as well as the weak convergence of \((v_k)_{k \in \mathbb{N}}\) yield

\[
\int_{\Omega} W(d, \varepsilon(v)) \, dx \leq \liminf_{k \to \infty} \int_{\Omega} W(d_k, \varepsilon(v_k)) \, dx.
\]

The convergence of the energy of the boundary loading is achieved due to the fact that it provides a linear functional with respect to \(v\) and we have the weak convergence of \((v_k)_{k \in \mathbb{N}}\). This leads to

\[
\int_{\Gamma_N} g^n \cdot v \, d\mathbf{a}_x = \lim_{k \to \infty} \int_{\Gamma_N} g^n \cdot v_k \, d\mathbf{a}_x.
\]

For the dissipation part of the discrete energy, we use the convexity of the norms \(\| \cdot \|_{M^n}\) and \(\| \cdot \|_{L^2(\Omega)}\) as well as the weak convergence of \((d_k)_{k \in \mathbb{N}}\) and theorem 2.6 in order to derive directly

\[
\frac{1}{2\Delta t}||d - e^{n-1}||^2_{M^n} \leq \liminf_{k \to \infty} \frac{1}{2\Delta t}||d_k - c^{n-1}||^2_{M^n},
\]

\[
\frac{\gamma}{2\Delta t}||d - e^{n-1}||^2_{L^2(\Omega)} \leq \liminf_{k \to \infty} \frac{\gamma}{2\Delta t}||d_k - c^{n-1}||^2_{L^2(\Omega)}.
\]

Summing up all calculations of this step, we get the sequentially weak lower semi continuity of the discrete energy

\[
E^n_{\Delta t}(d, v) \leq \liminf_{k \to \infty} E^n_{\Delta t}(d_k, v_k).
\]

Step 1 and step 2 present all conditions, which are necessary to apply theorem 2.7, from which the existence of a minimiser \(e^n \in X_m(\Omega)\) and \(u^n \in X(\Omega)\) follows.

We now show, that \(c^n\) and \(u^n\) solve the discrete problem 2.21.
Lemma 2.23. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-1) - (A-8) be satisfied. For an arbitrary test function $\xi \in H^1(\Omega) \cap L_\infty(\Omega)$ and $\eta \in X(\Omega)$ the Gâteaux derivative of $E^{\eta}_{\Delta t}$ exists and it holds

$$
\lim_{\delta \to 0} \frac{E^{\eta}_{\Delta t}(d + \delta \xi, v + \delta \eta) - E^{\eta}_{\Delta t}(d, v)}{\delta} = \int_\Omega \Gamma \nabla_a d \cdot \nabla_x \xi + \psi_c(d) \xi + W_c(d, \epsilon(v)) \xi + W_c(d, \epsilon(v)) : \epsilon(\eta) \, dx
$$

$$
- \int_{\Gamma_N} g \cdot \eta \, da + \frac{1}{\Delta t} \langle d - c^{\gamma-1}, \xi \rangle_{M^c} + \frac{\gamma}{\Delta t} \langle d - c^{\gamma-1}, \xi \rangle_{L_2(\Omega)}.
$$

(2.27)

Proof. We start this proof by considering the surface energy, using assumption (A-1) and calculate

$$
\lim_{\delta \to 0} \frac{1}{\delta} \int_\Omega \frac{1}{2} \Gamma \nabla_a d \cdot \nabla_x (d + \delta \xi) - \frac{1}{2} \Gamma \nabla_a d \cdot \nabla_x d \, dx
$$

$$
\lim_{\delta \to 0} \frac{1}{\delta} \int_\Omega \frac{1}{2} \Gamma \nabla_a d \cdot \nabla_x d + \delta \Gamma \nabla_a d \cdot \nabla_x \xi + \frac{1}{2} \delta^2 \Gamma \nabla_a \xi^2 \cdot \nabla_x \xi - \frac{1}{2} \Gamma \nabla_a d \cdot \nabla_x d \, dx
$$

$$
= \int_\Omega \Gamma \nabla_a d \cdot \nabla_x \xi \, dx.
$$

Furthermore, we observe $\psi^+$, the first term of the homogeneous free energy, which is in view of assumption (A-2) a convex function. Without loss of generality we work with a test function $\xi \in H^1(\Omega) \cap L_\infty(\Omega)$ with $\|\xi\|_{L_\infty(\Omega)} \leq 1$ and get

$$
\psi^+(d + \delta \xi) \leq \psi^+(d) + \delta \psi^+_c(d + \delta \xi) \leq \psi^+(d) + \delta |\psi^+_c(d + \delta \xi)||\xi||_{L_\infty(\Omega)}
$$

$$
\leq \psi^+(d) + \delta (\psi^+(d + \delta \xi) + C)
$$

(2.28)

$$
(1 - \delta)\psi^+(d + \delta \xi) \leq \psi^+(d) + \delta C.
$$

Since we are interested in the case $\delta \to 0$, we determine for all $\delta \leq \frac{1}{2}$,

$$
\psi^+(d + \delta \xi) \leq 2 \psi^+(d) + C.
$$

(2.29)

We show that for all $\delta \leq \frac{1}{2}$ the difference quotient of $\psi^+$ is uniformly bounded by using estimate (2.28) and (2.29)

$$
\left| \frac{\psi^+(d + \delta \xi) - \psi^+(d)}{\delta} \right| \leq \left| \frac{\psi^+(d) + \delta (\psi^+(d + \delta \xi) + C) - \psi^+(d)}{\delta} \right|
$$

$$
\leq 2(\psi^+(d) + C).
$$

From assumption (A-2) we get $\psi^+ \in C^2(\mathbb{R}, \mathbb{R})$, in combination with the uniform boundedness of the difference quotient and Lebesgue’s convergence theorem we calculate

$$
\lim_{\delta \to 0} \int_\Omega \frac{\psi^+(d + \delta \xi) - \psi^+(d)}{\delta} \, dx = \int_\Omega \psi^+_c(d) \xi \, dx.
$$
2.2 Existence of weak solutions

Considering the non-convex term of the homogeneous free energy we know from assumption (A-2) that \( \psi^- \in C^2(\mathbb{R}, \mathbb{R}) \) and we have a polynomial boundedness. Due to this fact, we get by using the generalised Lebesgue’s convergence theorem

\[
\lim_{\delta \to 0} \int_{\Omega} \frac{\psi^-(d + \delta \xi) - \psi^-(d)}{\delta} \, dx = \int_{\Omega} \psi^-_c(d) \xi \, dx.
\]

Moreover, the strain energy is observed by using again the mean value theorem together with assumptions (A-6) and (A-7) as well as Lebesgue’s convergence theorem to calculate

\[
\lim_{\delta \to 0} \frac{1}{\delta} \int_{\Omega} W(d + \delta \xi, \varepsilon(v + \delta \eta)) - W(d, \varepsilon(v)) \, dx \\
= \lim_{\delta \to 0} \frac{1}{\delta} \int_{\Omega} W(d + \delta \xi, \varepsilon(v + \delta \eta)) - W(d, \varepsilon(v)) \\
+ W(d, \varepsilon(v + \delta \eta)) - W(d, \varepsilon(v)) \, dx \\
= \lim_{\delta \to 0} \int_{\Omega} W_c(d + \nu(\delta) \xi, \varepsilon(v + \delta \eta)) \xi + W_c(d, \varepsilon(v + \nu(\delta) \eta)) : \varepsilon(\eta) \, dx \\
= \int_{\Omega} W_c(d, \varepsilon(v)) \xi + W_c(d, \varepsilon(v)) : \varepsilon(\eta) \, dx.
\]

The dissipative terms of the time discrete functional \( E_{\Delta t}^n \) are observed and we calculate directly

\[
\lim_{\delta \to 0} \frac{1}{2 \delta \Delta t} \left( ||d + \delta \xi - c^{n-1}||_{M^n}^2 - ||d - c^{n-1}||_{M^n}^2 \right) \\
= \lim_{\delta \to 0} \frac{1}{\Delta t} \left( \langle d - c^{n-1}, \xi \rangle_{M^n} + \frac{1}{2} \delta \langle \xi, \xi \rangle_{M^n} \right) \\
= \frac{1}{\Delta t} \left( \langle d - c^{n-1}, \xi \rangle_{M^n} \right),
\]

\[
\lim_{\delta \to 0} \frac{\gamma}{2 \delta \Delta t} \left( ||d + \delta \xi - c^{n-1}||_{L_2(\Omega)}^2 - ||d - c^{n-1}||_{L_2(\Omega)}^2 \right) \\
= \lim_{\delta \to 0} \frac{\gamma}{\Delta t} \left( \langle d - c^{n-1}, \xi \rangle_{L_2(\Omega)} + \frac{1}{2} \delta \langle \xi, \xi \rangle_{L_2(\Omega)} \right) \\
= \frac{\gamma}{\Delta t} \left( \langle d - c^{n-1}, \xi \rangle_{L_2(\Omega)} \right).
\]

The energy of the boundary loading is a linear functional with respect to the displacement \( v \) and therefore holds

\[
\lim_{\delta \to 0} \frac{1}{\delta} \left( \int_{\Gamma_N} g^n \cdot (v + \delta \eta) - g^n \cdot v \right) \, da_x = \int_{\Gamma_N} g^n \cdot \eta \, da_x.
\]

The summary of all calculations shows the statement of this lemma.

We remark, that due to theorem 2.8 for a minimiser \( c^n \in X_m(\Omega) \) and \( u^n \in X(\Omega) \) the Gâteaux derivative is equal to zero. Consequently we get for test functions
$$\xi \in X_0(\Omega) \cap L_\infty(\Omega) \text{ and } \eta \in X(\Omega)$$

$$\int_\Omega \Gamma \nabla c^n \cdot \nabla \xi + \psi_c(c^n)\xi + W_c(c^n, \varepsilon(u^n))\xi + W_\varepsilon(c^n, \varepsilon(u^n)) : \varepsilon(\eta) \; dx$$

$$- \int_{\Gamma_N} \mathbf{g}^n \cdot \eta \; d\mathbf{a}_x + \frac{1}{\Delta t} \langle c^n - c^{n-1}, \xi \rangle_{M^n} + \frac{\gamma}{\Delta t} \langle c^n - c^{n-1}, \xi \rangle_{L_2(\Omega)} = 0.$$  

Due to the fact that the test functions $\xi \in X_0(\Omega) \cap L_\infty(\Omega)$ and $\eta \in X(\Omega)$ are independent, a minimiser $c^n \in X_m(\Omega)$, $u^n \in X(\Omega)$ provides a solution of the discrete weak problem 2.21.

Furthermore, the minimiser $c^n \in X_m(\Omega)$ and $u^n \in X(\Omega)$ with a chemical potential $\mu^n \in H^1(\Omega)$ given by (2.23) generates a discrete weak solution in the sense of definition 2.17. This holds, because the Gâteaux derivative exists for all test functions $\xi \in H^1(\Omega) \cap L_\infty(\Omega)$ and $\eta \in X(\Omega)$ and we can choose the constant Lagrange multiplier

$$\lambda^n = \frac{1}{\text{meas}(\Omega)} \int_\Omega \mu^n \; dx = \frac{1}{\text{meas}(\Omega)} \int_\Omega \psi_c(c^n) + W_c(c^n, \varepsilon(u^n)) \; dx.$$  

(2.30)

Now, we have calculated the piecewise constant interpolants of the mass concentration $(c_N^N)_{N \in \mathbb{N}} \subset L_2(0,T; X_m(\Omega))$, of the chemical potential $(\mu_N)_{N \in \mathbb{N}} \subset L_2(0,T; H^1(\Omega))$ and of the displacement $(u_N)_{N \in \mathbb{N}} \subset L_2(0,T; X(\Omega))$. Moreover, the piecewise linear interpolant of the mass concentration $(c_N^N)_{N \in \mathbb{N}} \subset L_2(0,T; X_m(\Omega))$ is also calculated. Finally, we have to prove, that these sequences converge to a weak solution of the field equations (1.51) - (1.53) in the sense of definition 2.15.

### 2.2.3 A-priori estimates

In the third step of this existence proof, we derive uniform a-priori estimates for the discrete weak solutions $(c_N)_{N \in \mathbb{N}}$, $(\bar{c}_N)_{N \in \mathbb{N}}$, $(\mu_N)_{N \in \mathbb{N}}$ and $(u_N)_{N \in \mathbb{N}}$. In order to calculate an a-priori estimate, we use the Lyapunov property of the system. This property says that the binary alloy is transferred into an energetic more stable state due to spinodal decomposition.

**Lemma 2.24 (Lyapunov property).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). At each discrete time $t_n = n\Delta t$ holds for a discrete semi-weak solution $c_N$, $\mu_N$ and $u_N$ the following energy estimate

$$E(t_n, c^n, u^n) + \frac{1}{2} \int_0^{t_n} \int_\Omega M(c_N(t - \Delta t, \cdot)) \nabla c_N \cdot \nabla c_N \; dx dt$$

$$+ \frac{\gamma}{2} \int_0^{t_n} \int_\Omega (\bar{c}_N)^2 \; dx dt \leq E(0, c^0, u^0) + CT,$$

with a constant $C = C(C_C, c_C, C_\varepsilon, g, \text{meas}(\Omega))$. 

2.2 Existence of weak solutions

Proof. We consider the discrete energy functional \( E_{\Delta t}^n \) defined in (2.25) at time \( t_n = n\Delta t, 1 \leq n \leq N \), with a corresponding minimiser \( c^n \in X_m(\Omega) \) and \( u^n \in X(\Omega) \) and use \( c^{n-1} \in X_m(\Omega) \) and \( u^{n-1} \in X(\Omega) \) as comparison functions. Then we directly get by taking into account (2.26)

\[
E_{\Delta t}^n(c^n, u^n) = E(t_n, c^n, u^n) + \frac{1}{2\Delta t} \|c^n - c^{n-1}\|_{\mathcal{M}_n}^2 + \frac{\gamma}{2\Delta t} \|c^n - c^{n-1}\|_{L^2(\Omega)}^2
\]

\[
= E(t_n, c^n, u^n) + \frac{1}{2} \int_{t_{n-1}}^{t_n} \int_{\Omega} M^{n-1} \nabla_x \mu^n \cdot \nabla_x \mu^n \, dx \, dt + \frac{\gamma}{2} \int_{t_{n-1}}^{t_n} \int_{\Omega} (\bar{\tau}_N)^2 \, dx \, dt
\]

\[
\leq E_{\Delta t}^n(c^{n-1}, u^{n-1}) = E(t_n, c^{n-1}, u^{n-1}).
\]

Considering the last term of this calculation, we derive from assumption (A-8), from the trace theorem 2.2 and from estimate (2.8) the relation

\[
E(t_n, c^{n-1}, u^{n-1}) = \int_{\Omega} \frac{1}{2} \Gamma \nabla_a c^{n-1} \cdot \nabla_a c^{n-1} + \psi(c^{n-1}) + W(c^{n-1}, \varepsilon(u^{n-1})) \, dx
\]

\[
- \int_{\Gamma_N} g^n \cdot u^{n-1} \, da_x
\]

\[
= E(t_{n-1}, c^{n-1}, u^{n-1}) + \int_{\Gamma_N} (g^{n-1} - g^n) \cdot u^{n-1} \, da_x
\]

\[
\leq E(t_{n-1}, c^{n-1}, u^{n-1}) + C\Delta t.
\]

Summing up the above formulated estimates we get for the time step \( t_n = n\Delta t \) the energy estimate

\[
E(t_n, c^n, u^n) + \frac{1}{2} \int_{t_{n-1}}^{t_n} \int_{\Omega} M^{n-1} \nabla_x \mu^n \cdot \nabla_x \mu^n \, dx \, dt
\]

\[
+ \frac{\gamma}{2} \int_{t_{n-1}}^{t_n} \int_{\Omega} (\bar{\tau}_N)^2 \, dx \, dt \leq E(t_{n-1}, c^{n-1}, u^{n-1}) + C\Delta t.
\]

Finally, we have to apply the above energy estimate recursively in order to deduce the statement of this lemma.

It is obvious to see in view of (2.16), that \( \bar{c}_N \) is a solution of the discrete semi-weak diffusion equation (2.18). For \( t \in ((n-1)\Delta t, n\Delta t], 1 \leq n \leq N \) we get

\[
\int_{\Omega} \hat{c}_N \zeta \, dx + \int_{\Omega} M^{n-1} \nabla_x \mu_n \cdot \nabla_x \zeta \, dx = 0 \quad \forall \zeta \in X_0(\Omega).
\]

(2.31)

In order to show the existence of a weak solution of the viscous Cahn-Larché system, we prove uniform a-priori estimates for the interpolants \( c_N, \bar{c}_N, \mu_N \) and \( u_N \).
Lemma 2.25. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-1), (A-2), (A-6) - (A-8) be satisfied. Then there exists a constant $C_E > 0$ depending on the material parameters formulated in the above mentioned assumptions, on the initial condition $c_0$ and on the boundary loading $g$ such that
\[
E(0, c_0, u_0) \leq C_E.
\]

Proof. We observe the energy at initial time $t = 0$ by using the assumptions (A-1), (A-2), (A-6) - (A-8) and take into account the a-priori estimate (2.8) for $u_0$, which is the initial displacement corresponding to $c_0$. We calculate by using the Hölder inequality and the trace theorem 2.2
\[
E(0, c_0, u_0) = \int_{\Omega} \frac{1}{2} \left| \nabla c_0 \right|^2 \, dx + \int_{\Gamma_N} g^0 \cdot u_0 \, dx - \int_{\Gamma_N} \psi(c_0) \, dx - W(c_0, \varepsilon(u_0)) \, dx
\]
\[
\leq \frac{C}{2} \left| c_0 \right|_{H^1(\Omega)}^2 + \left\| \psi(c_0) \right\|_{L^1(\Omega)} + C_{\max} \left( \left| u_0 \right|_{H^1(\Omega)}^2 + C_{\max} \right) \left\| g \right\|_{C^{0,2}(\Gamma_N)} \left\| u_0 \right\|_{H^1(\Omega)}
\]
\[
\leq C \left( \left| c_0 \right|_{H^1(\Omega)}^2 + \left\| \psi(c_0) \right\|_{L^1(\Omega)} + \left\| g \right\|_{C^{0,2}(\Gamma_N)}^2 \right) + \text{meas}(\Omega) =: C_E,
\]
with a constant $C_E = C(E(C_u, C_T, C_C, C_C, C_T, c))$.

Lemma 2.26. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-1), (A-2), (A-6) - (A-8) be satisfied. Then there exists a constant $C_E > 0$ depending on the material parameters formulated in the above mentioned assumptions such that for every time step $t_n = n\Delta t$ with $1 \leq n \leq N$ the following estimate holds
\[
E(t_n, c^n, u^n) \geq c_E \left( \left| c^n \right|_{H^1(\Omega)}^2 + \int_{\Omega} \psi(c^n) \, dx - 1 \right).
\]

Proof. We consider the minimiser $c^n \in X_m(\Omega)$ and $u^n \in X(\Omega)$ at time $t_n = n\Delta t$ and take into account the assumptions (A-1), (A-2), (A-6) - (A-8) as well as the a-priori estimate (2.8) for $u^n$. With the Poincaré inequality and the trace theorem 2.2 we calculate
\[
E(t_n, c^n, u^n) = \int_{\Omega} \frac{1}{2} \left| \nabla c^n \right|^2 \, dx + \int_{\Gamma_N} \psi(c^n) \, dx - W(c^n, \varepsilon(u^n)) \, dx - \int_{\Gamma_N} g^n \cdot u^n \, dx + \int_{\Omega} \psi(c^n) \, dx - c_T \left\| g \right\|_{C^{0,2}(\Gamma_N)} \left\| u^n \right\|_{H^1(\Omega)}
\]
\[
\geq \frac{c_E}{2c_p} \left| c^n \right|_{H^1(\Omega)}^2 - \frac{c_T}{2} m^2 + \int_{\Omega} \psi(c^n) \, dx - c_T \left\| g \right\|_{C^{0,2}(\Gamma_N)} \left\| u^n \right\|_{H^1(\Omega)}
\]
\[
\geq c_E \left( \left| c^n \right|_{H^1(\Omega)}^2 + \int_{\Omega} \psi(c^n) \, dx - 1 \right),
\]
with a constant $c_E = c_E(C_u, c_T, c_p, g, m)$. \qed
2.2 Existence of weak solutions

We have to remark that in both lemma 2.25 and lemma 2.26 the constants \( C_E \) and \( c_E \) are independent of the friction coefficient \( \gamma \) and therefore these estimates also hold for the non-viscous Cahn-Larché system.

**Lemma 2.27 (A-priori estimates).** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition \((H-1)\) and let the assumptions \((A-1)\) - \((A-8)\) be satisfied. Then for the discrete weak solution \( c_N, \bar{c}_N, \mu_N \) and \( u_N \) exist constants \( C_c, C_{\bar{c}}, C_{\mu}, C_u \) and \( C_\psi > 0 \), depending on the material parameters, the boundary loading \( g \), the initial condition \( c_0 \), time \( T \) and \( \text{meas}(\Omega) \), such that the following uniform a-priori estimates hold

\[
\begin{align*}
(1) \quad & \|u_N\|_{L^\infty(0,T;H^1(\Omega))} \leq C_u, \\
(2) \quad & \|c_N\|_{L^\infty(0,T;H^1(\Omega))} \leq C_c, \\
(3) \quad & \|\bar{c}_N\|_{L^\infty(0,T;H^1(\Omega))} \leq C_{\bar{c}}, \\
(4) \quad & \sup_{t \in [0,T]} \int_\Omega \psi(c_N) \, dx \leq C_\psi, \\
(5) \quad & \|\mu_N\|_{L^2(0,T;H^1(\Omega))} \leq C_\mu, \\
(6) \quad & \|\dot{\bar{c}}_N\|_{L^2(\Omega_T)} \leq C_{\bar{c}}', \text{ if } \gamma \geq 0.
\end{align*}
\]

**Proof.** Statement \((1)\) follows directly from the a-priori estimate \((2.8)\). The statements \((2)\), \((3)\) and \((4)\) are deduced from the Lyapunov property formulated in lemma 2.24 and from the estimates deduced from lemma 2.25 and 2.26. In order to prove statement \((5)\) we calculate a lower estimate for the chemical potential by using again the Lyapunov property lemma 2.24 and the estimates deduced from lemma 2.25 and 2.26. Applying Poincaré’s inequality \((2.1)\) together with \((A-3)\) and the Lagrangian multiplier \((2.30)\) we deduce

\[
\int_0^T \int_\Omega M(c_N(t - \Delta t, x)) \nabla_x \mu_N \cdot \nabla_x \mu_N \, dx \, dt \geq c_M \int_0^T \int_\Omega |\nabla_x \mu|^2 \, dx \, dt \\
\geq \frac{c_M}{c_p} \|\mu\|_{L^2(0,T;H^1(\Omega))}^2 - c_M \int_0^T \lambda^a \, dt \geq \frac{c_M}{c_p} \|\mu\|_{L^2(0,T;H^1(\Omega))}^2 - C.
\]

Due to equation \((2.30)\) together with statement \((1)\) and \((2)\), there exists a uniform bound \( C \) for \( c_M \int_0^T \lambda^a \, dt \). This argument yields statement \((5)\).

Finally, statement \((6)\) follows directly from the Lyapunov property lemma 2.24, from the uniform boundedness of \( c_N \) and from lemma 2.25 respectively 2.26,

\[
\frac{\gamma}{2} \|\bar{c}_N\|_{L^2(\Omega_T)} \leq E(c_0, u_0) - E(c_N, u_N) + C.
\]

We remark that except \( C_{\bar{c}}' \) all other constants in lemma 2.27 are independent of the friction coefficient \( \gamma \).

\[\square\]

2.2.4 Existence proof

In this section we extract convergent subsequences of the sequences \((c_N)_{N \in \mathbb{N}}, (\bar{c}_N)_{N \in \mathbb{N}}, (\mu_N)_{N \in \mathbb{N}}\) and \((u_N)_{n \in \mathbb{N}}\) and show that their limits generate a weak solution of the viscous Cahn-Larché equation system in the sense of definition 2.15.
Lemma 2.28. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-1)-(A-8) be satisfied. Then there exist at least one $c \in L_\infty(0,T; H^1(\Omega))$ and subsequences denoted without loss of generality with the same index $(c_N)_N$, $(\bar{c}_N)_N \subset L_\infty(0,T; H^1(\Omega))$, such that

\begin{align*}
\bar{c}_N &\to c & \text{in } C([0,T]; L_2(\Omega)), \\
c_N &\to c & \text{in } L_\infty(0,T; L_2(\Omega)), \\
c_N(t,x) &\to c(t,x) & \text{almost everywhere in } \Omega_T, \\
c_N &\rightharpoonup^* c & \text{in } L_\infty(0,T; X_m(\Omega)).
\end{align*}

Proof. We consider $t_1, t_2 \in (0,T)$ with $t_1 < t_2$ and choose the test function in (2.5) as $\zeta(x) = \bar{c}_N(t_2, x) - \bar{c}_N(t_1, x)$. After integration over $(t_1, t_2)$, we apply integration by parts with respect to time, use assumption (A-3) and lemma 2.27 in order to estimate

\[
\|\bar{c}_N(t_2, \cdot) - \bar{c}_N(t_1, \cdot)\|_{L_2(\Omega)}^2 \\
\leq \left| \int_{t_1}^{t_2} \int_{\Omega} M(c_N(t-\Delta t, x)) \nabla x \mu_N \cdot \nabla x (\bar{c}_N(t_2, \cdot) - \bar{c}_N(t_1, \cdot)) \, dx \, dt \right|
\leq C_M \int_{t_1}^{t_2} \|\mu_N(t, \cdot)\|_{H^1(\Omega)} \|\bar{c}_N(t_2, \cdot) - \bar{c}_N(t_1, \cdot)\|_{H^1(\Omega)} \, dt
\leq 2C_M C_c \int_{t_1}^{t_2} \|\mu_N(t, \cdot)\|_{H^1(\Omega)} \, dt \leq 2C_M C_c \|t_2 - t_1\|^\frac{1}{2}.
\]

This estimate shows, that $c_N$ is equi-continuous. From Rellich-Kondrachov’s theorem, we know $X_m(\Omega) \subset L_2(\Omega)$ and therefore we apply the theorem of Arzelà-Ascoli 2.9 and deduce (2.32).

In order to prove (2.33), we consider an arbitrary but fixed time $t \in (0,T)$ and choose $1 \leq n \leq N$ as well as $\beta \in [0,1]$, such that $t = \beta n \Delta t + (1 - \beta)(n - 1)\Delta t$, then we obtain

\[
\|\bar{c}_N(t, \cdot) - c_N(t, \cdot)\|_{L_2(\Omega)} = \|(1 - \beta)c^{n-1} + \beta c^n - c^n\|_{L_2(\Omega)}
= (1 - \beta)c^{n-1} - c^n\|_{L_2(\Omega)} = (1 - \beta)\|\bar{c}_N((n - 1)\Delta t, \cdot) - \bar{c}_N(n\Delta t, \cdot)\|_{L_2(\Omega)}
= C(\Delta t)^\frac{1}{2}.
\]

In view of (2.32) and the triangle inequality statement (2.33) follows directly. From Weyl’s corollary we get an almost everywhere convergent subsequence $(c_N)_{N \in \mathbb{N}}$, which proves (2.34). From lemma 2.27 we directly deduce (2.35).

Lemma 2.29. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-1) - (A-8) be satisfied. Then for all times $t \in (0,T)$ holds

\[
c_N(t-\Delta t, \cdot) \to c(t, \cdot) \text{ in } L_2(\Omega).
\]
2.2 Existence of weak solutions

Proof. We consider an arbitrary but fixed time \( t \in (0, T) \) and choose \( 1 \leq n \leq N \) such that \( t \in ((n-1)\Delta t, n\Delta t] \). Furthermore, we take into account the equicontinuity of \( \bar{c}_N \) and calculate

\[
\|c_N(t - \Delta t, \cdot) - c_N(t, \cdot)\|_{L^2(\Omega)} = \|c^{n-1} - c^n\|_{L^2(\Omega)} = \|\bar{c}_N((n-1)\Delta t, \cdot) - \bar{c}_N(n\Delta t, \cdot)\|_{L^2(\Omega)} \leq C \Delta t^{\frac{1}{4}}.
\]

In view of this calculation and (2.33) we get the statement of this lemma.

From (2.36) and Weyl’s corollary we deduce, that there exists a subsequence, denoted with the same index \( N \), such that \( c_N(t - \Delta t, x) \) tends to \( c(t, x) \) almost everywhere in \( \Omega_T \). From lemma 2.27 statement (6) we follow that there exists a weak convergent subsequence without loss of generality denoted with the same index \( \hat{c}_N \rightharpoonup \hat{c}_1 \) in \( L^2(\Omega_T) \).

Lemma 2.30. Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition \((H-1)\) and let the assumptions \((A-1)\) - \((A-8)\) be satisfied and additional we assume \( \gamma \gtrless 0 \). Let \( c \in C([0,T]; L^2(\Omega)) \) the limit of \( c_N \) respectively \( \bar{c}_N \) obtained in lemma 2.28. Then in the distributional sense holds

\[
\hat{c}_1 = \hat{c}.
\]

Proof. Let \( \xi \in \mathcal{D}(0, T; L^2(\Omega)) \) with \( \xi(T, \cdot) = 0 \) be arbitrary but fixed and let \( \varepsilon > 0 \) be arbitrary. Then we calculate form (2.32) and (2.37)

\[
\int_{\Omega_T} (\hat{c} - \hat{c}_1) \xi \, dx dt = \int_{\Omega_T} (\hat{c} - \hat{c}_N + \hat{c}_N - \hat{c}_1) \xi \, dx dt = \int_{\Omega_T} (\bar{c}_N - c) \xi \, dx dt + \int_{\Omega_T} (\bar{c}_N - \hat{c}_1) \xi \, dx dt = \int_{\Omega_T} (\bar{c}_N - c) \xi \, dx dt + \int_{\Omega_T} (\bar{c}_N - \hat{c}_1) \xi \, dx dt \leq \varepsilon.
\]

Remark 2.31. If \( c \) provides a solution of the viscous Cahn-Larché system with a friction coefficient \( \gamma \gtrless 0 \), then the concentration field \( c \) is smoother with respect to time. It holds

\[
c \in \{ v \in L^\infty(0,T; X^m(\Omega)) \cap C([0,T]; L^2(\Omega)) : \dot{v} \in L^2(\Omega_T) \}.
\]
Up to now we know that there exists a concentration field $c \in L^{\infty}(0, T; X_m(\Omega))$, which possesses a limit of the subsequence $(c_N)_{N \in \mathbb{N}}$. Corresponding to the concentration field $c \in L^{\infty}(0, T; X_m(\Omega))$ we define a displacement in the whole time space cylinder $\Omega_T$ by the following weak problem.

**Problem 2.32.** Find $u \in L^2(0, T; X(\Omega))$, such that holds

$$
\int_{\Omega_T} C(c)\varepsilon(u) : \varepsilon(u) \, dx \, dt = \int_{\Omega_T} C(c)\varepsilon(c) : \varepsilon(u) \, dx \, dt + \int_{\Gamma_N^T} g \cdot \eta \, d\mathbf{a} \, dt
$$

$$
\forall \eta \in L^2(0, T; X(\Omega)).
$$

Similar to lemma 2.14 we calculate the following estimates in the time space cylinder:

**Lemma 2.33.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition $(H-1)$. Furthermore let the assumptions $(A-6)$ - $(A-8)$ be satisfied, then the following estimates hold

1. $$
\left| \int_{\Omega_T} C(c)\varepsilon(u) : \varepsilon(u) \, dx \, dt \right| \leq C_{C} \|u\|_{L^2(0, T; H^1(\Omega))} \|\eta\|_{L^2(0, T; H^1(\Omega))},
$$
2. $$
\int_{\Omega_T} C(c)\varepsilon(\eta) : \varepsilon(\eta) \, dx \, dt \geq \frac{C_{C}}{C_k} \|\eta\|^2_{L^2(0, T; H^1(\Omega))},
$$
3. $$
\left| \int_{\Omega_T} C(c)\varepsilon(c) : \varepsilon(\eta) \, dx \, dt + \int_{\Gamma_N^T} g \cdot \eta \, d\mathbf{a} \, dt \right| \leq CT^{\frac{1}{2}} \left( \text{meas}^\frac{1}{2}(\Omega) + \|g\|_{C^0(0, T; H^{-\frac{1}{2}}(\Gamma_N))} \right).
$$

**Proof.** Statement (1) follows directly from assumption $(A-6)$ together with Hölder’s inequality. Statement (2) is a consequence of the assumption $(A-6)$ and Korn’s inequality applied in every time $t \in (0, T)$. Taking into account assumption $(A-6)$ - $(A-8)$, Hölder’s inequality and the trace theorem statement (3) is proved. □

**Corollary 2.34.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition $(H-1)$ and let the assumptions $(A-6)$ - $(A-8)$ be satisfied, then there exists a unique solution $u \in L^2(0, T; X(\Omega))$ of problem 2.32, satisfying the a-priori estimate

$$
\|u\|_{L^2(0, T; H^1(\Omega))} \leq C_u T^{\frac{1}{2}}.
$$

**Proof.** Since $L^2(0, T; X(\Omega))$ is a Hilbert space we follow from lemma 2.33 and from Lax-Milgram’s theorem the existence and uniqueness of a solution $u \in L^2(0, T; X(\Omega))$ satisfying the uniform a-priori estimate. □

Moreover, we have to show that the subsequence of displacement $(u_N)_{N \in \mathbb{N}} \subset L^2(0, T; X(\Omega))$ corresponding to the subsequence of concentration $(c_N)_{N \in \mathbb{N}} \subset L^\infty(0, T; H^1(\Omega))$ converges to $u \in L^2(0, T; X(\Omega))$ if $c_N$ tends to $c$. 
Lemma 2.35. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition $(H-1)$ and let the assumptions $(A-1)$ - $(A-8)$ be satisfied, then it holds

$$u_N \rightarrow u \quad \text{in} \quad L_2(0,T; H^1(\Omega)).$$

Proof. We integrate the semi-weak momentum balance (2.7) over $(0,T)$ and subtract it from the weak formulation of problem 2.32. By inserting

$$\int_{\Omega_T} (C(c)\varepsilon(u) - C(c_N)\varepsilon(u_N)) : \varepsilon(\eta) \, dx \, dt$$

we deduce for the left hand side

$$\int_{\Omega_T} (C(c)\varepsilon(u) - C(c_N)\varepsilon(u_N)) : \varepsilon(\eta) \, dx \, dt = \int_{\Omega_T} C(c_N)\varepsilon(u-u_N) : \varepsilon(\eta) + (C(c) - C(c_N))\varepsilon(u) : \varepsilon(\eta) \, dx \, dt.$$

The test function is chosen by $\eta = u - u_N$ and we calculate under assumption $(A-6)$, Korn’s and Hölder’s inequality and with the above calculation

$$\frac{CC}{Ck} \|u - u_N\|_{L_2(0,T; H^1(\Omega))}^2 \leq \left| \int_{\Omega_T} (C(c) - C(c_N))\varepsilon(u) : \varepsilon(u-u_N) \, dx \, dt \right|$$

$$+ \left| \int_{\Omega_T} (C(c)\varepsilon(c) - C(c_N)\varepsilon(c_N)) : \varepsilon(u-u_N) \, dx \, dt \right|$$

$$+ \left| \int_{\Gamma_T} (g - g_N) \cdot (u - u_N) \, da \, dt \right|$$

$$\leq \| (C(c) - C(c_N))\varepsilon(u) \|_{L_2(\Omega_T)} \|u - u_N\|_{L_2(0,T; H^1(\Omega))}$$

$$+ \| C(c)\varepsilon(c) - C(c_N)\varepsilon(c_N) \|_{L_2(\Omega_T)} \|u - u_N\|_{L_2(0,T; H^1(\Omega))}$$

$$+ c_N \| g - g_N \|_{C^0(0,T; H^{-\frac{1}{2}}(\Gamma_N))} \|u - u_N\|_{L_2(0,T; H^1(\Omega))}.$$
Now we are able to prove, that the above obtained limits \(c \in L^\infty(0, T; X_m(\Omega)), \mu \in L^2(0, T; H^1(\Omega))\) and \(u \in L^2(0, T; X(\Omega))\) generate a weak solution of the viscous Cahn-Larché equation system in the sense of definition 2.15.

**Proof of theorem 2.16.** **Step 1:** At first we consider the discrete semi-weak diffusion equation (2.31). We integrate over \((0, T)\), apply integration by parts with respect to time and use (2.32) to deduce for the first term of (2.31)

\[
\lim_{N \to \infty} \left| \int_{\Omega_T} \nabla_x \zeta (c - \bar{c}_N) \, dx \, dt \right| = 0.
\]

In the second term of (2.31) we insert zero and use the fact, that \((\mu_N)_{N \in \mathbb{N}}\) is uniformly bounded and \((c_N(t - \Delta t, x))_{N \in \mathbb{N}}\) converges almost everywhere, together with assumption (A-3) and Lebesgue’s convergence theorem. Furthermore, we apply the weak convergence of \((\mu_N)_{N \in \mathbb{N}}\) and obtain

\[
\lim_{N \to \infty} \left| \int_{\Omega_T} \nabla_x \mu_N \cdot \nabla_x \zeta \, dx \, dt \right| = 0.
\]

**Step 2:** In the next step, we consider the discrete semi-weak equation of the chemical potential (2.19), integrate over \((0, T)\) and deduce from the weak convergence of \((\mu_N)_{N \in \mathbb{N}}\) for the left hand side

\[
\lim_{N \to \infty} \left| \int_{\Omega_T} M(c_N(t - \Delta t, \cdot)) \nabla_x \mu_N \cdot \nabla_x \zeta - M(c(t, \cdot)) \nabla_x \mu \cdot \nabla_x \zeta \, dx \, dt \right| = 0.
\]

For the right hand side of (2.19), we observe at first the surface energy. From the weak-⋆ convergence of the mass concentration \((c_N)_{N \in \mathbb{N}}\) we directly get

\[
\lim_{N \to \infty} \left| \int_{\Omega_T} \Gamma(\nabla_x c_N - \nabla_x c) \cdot \nabla_x \zeta \, dx \, dt \right| = 0.
\]

Moreover, we consider the convex part \(\psi^+\) of the Gibbs free energy \(\psi\). By assumption (A-2) we have \(\psi^+ \in C^1(\mathbb{R}, \mathbb{R})\) together with the almost everywhere convergence of \((c_N)_{N \in \mathbb{N}}\) we get

\[
\psi^+_\varepsilon(c_N(t, x)) \to \psi^+_\varepsilon(c(t, x)) \quad \text{almost everywhere} \quad N \to \infty.
\]

Furthermore, let \(\epsilon > 0\) be arbitrary, we choose a set \(E \in \Omega_T\) with the property \(\text{meas}(E) \leq \epsilon\), use assumption (A-2) with \(\delta = \epsilon\) and apply lemma 2.27 statement (4),
2.2 Existence of weak solutions

from which we calculate
\[
\int_E |\psi^+(c_N)| \, dx \, dt \leq \int_E \delta \psi^+(c_N) + C_\delta \, dx \, dt
\]
\[
\leq \delta \sup_{t \in [0,T]} \int_{\Omega} \psi^+(c_N) \, dx + C_\delta \text{meas}(E) \leq C\epsilon.
\]

In view of Vitali’s convergence theorem 2.11, we conclude
\[
\lim_{N \to \infty} \left| \int_{\Omega_T} \psi^+_N(c_N) \xi - \psi^+_c(c) \xi \, dx \, dt \right| = 0.
\]

The concave part of the Gibbs free energy $\psi^-$ is polynomial bounded due to assumption (A-2) and we get by the generalised Lebesgue convergence theorem 2.10
\[
\lim_{N \to \infty} \left| \int_{\Omega_T} \psi^-_N(c_N) \xi - \psi^-_c(c) \xi \, dx \, dt \right| = 0.
\]

Next, we observe the mechanical contribution to the chemical potential and we get from assumption (A-6) and (A-7) the estimate $|W_c(c, \varepsilon(u))| \leq C(|\varepsilon(u)|^2 + 1)$.

Therefore we apply the generalised Lebesgue’s convergence theorem 2.10 together with the strong convergence of the displacement $u_N$, which is proved in lemma 2.35. The almost everywhere convergence of $c_N$ finally yields
\[
\lim_{N \to \infty} \left| \int_{\Omega_T} (W_c(c_N, \varepsilon(u_N)) - W_c(c, \varepsilon(u))) \xi \, dx \, dt \right| = 0.
\]

For the friction term we use the strong convergence of $\gamma_N$ in order to follow directly
\[
\lim_{N \to \infty} \left| \int_{\Omega_T} \gamma(c - \gamma_N) \xi \, dx \, dt \right| = 0.
\]

**Step 3:** Finally, we consider the discrete semi-weak formulation of the balance of momentum (2.20) and follow directly from lemma 2.35
\[
\lim_{N \to \infty} \int_{\Omega_T} W_{c}(c_N, \varepsilon(u_N)) : \varepsilon(\eta) - W_{c}(c, \varepsilon(u)) : \varepsilon(\eta) \, dx \, dt = 0.
\]

This argument finishes the whole existence proof of weak solutions of the viscous Cahn-Larché equation system.
2 Analysis for weak solutions of the viscous Cahn-Larché system
Chapter 3

Numerical basics

In this chapter the numerical basics are prepared, which are necessary to derive and analyse Faedo-Galerkin methods for the Cahn-Larché system.

First of all we introduce the decomposition $\mathcal{T}_h(\Omega)$ of the reference domain $\Omega$ in a finite number of simplices. In two space dimensions the decomposition consists of triangles, in contrast to three space dimensions, where $\mathcal{T}_h(\Omega)$ contains tetrahedrons. Nevertheless, in both cases we use the synonym triangulation for the decomposition of the domain. The properties assumed for the triangulation are taken from classical textbooks, e.g. [18, 25, 85].

The second section of this chapter treats with the Clement quasi-interpolation operator, which in detail is discussed in [26]. The aim of this section is to develop an approximation theory of functions in the Sobolev space $H^1(\Omega)$ without classical interpolation techniques. From [26] we take a-priori estimates and approximation results in $L_2(\Omega)$ and $H^1(\Omega)$. Moreover, we use a special type of the Clement quasi-interpolation operator from [16, 92] in order to prove an a-priori estimate in $L_\infty(\Omega)$. Finally, an approximation result for functions in the whole time-space cylinder is proved.

The Cahn-Larché system describes a time dependent problem. Therefore we have to construct the discrete initial data at time $t = 0$. In the third section of this chapter we analyse the $L_2(\Omega)$-projection of the initial data $c_0$ onto the finite element space. We outline classical a-priori estimates and convergence results in $L_2(\Omega)$ and $H^1(\Omega)$ taken from [18, 85]. Additionally we prove an a-priori estimate in $L_\infty(\Omega)$, which is necessary for the a-priori estimates of the discrete solutions calculated by the approximation methods for the Cahn-Larché system in the following chapters.

In the final section of this chapter we compute the initial displacement corresponding to the initial concentration field $c_0$. Here we have to solve a linear elasticity problem, for which the a-priori estimates and convergence results are known, see [15, 25]. Nevertheless, we additionally have to analyse the influence of the concentration field $c_0$ on the material parameters.
3.1 Triangulation

In section 2.2.1 we have introduced a uniform time discretisation of the concentration field $c$, the chemical potential $\mu$ and the displacement $u$. Additional to this time discretisation, a discretisation with respect to space must be developed in order to get an approximation method which can be implemented directly.

We apply a finite element discretisation for the numerical approximation of the time discrete fields $c^n$, $\mu^n$ and $u^n$ in each time step $t = n\Delta t$ with $0 \leq n \leq N$. Both approximation techniques together are called Faedo-Galerkin method, see [96].

The finite element method needs essentially a decomposition $\mathcal{T}_h(\Omega)$ of the reference domain $\Omega$. Let $\mathcal{T}_h(\Omega)$ be a partition of the domain $\Omega$ into a finite number of simplices. We remark that in two space dimensions the reference domain $\Omega$ is decomposed into triangles, in three space dimensions the decomposition contains tetrahedrons. In both cases we denote the decomposition $\mathcal{T}_h(\Omega)$ as triangulation. We point out that in every time step $t = n\Delta t$ with $0 \leq n \leq N$ the same triangulation $\mathcal{T}_h(\Omega)$ is used. We consider an exact triangulation, because $\Omega$ is assumed to be a polygonal respectively polyhedral bounded domain as mentioned in section 2.1. Furthermore $\mathcal{N}_h(\Omega)$ is the set of all nodes of the triangulation $\mathcal{T}_h(\Omega)$ and $\mathcal{E}_h(\Omega)$ denotes the set of all edges of the triangulation $\mathcal{T}_h(\Omega)$. In three space dimensions $\mathcal{F}_h(\Omega)$ denotes the set of all faces of the decomposition.

The triangulation has to satisfy the usual admissibility condition formulated in [18, 25, 85]: any two elements share at most a vertex, or a whole edge, or a whole face. For two simplices $\tau_i, \tau_j \in \mathcal{T}_h(\Omega)$ with $i \neq j$ holds

\[
\begin{align*}
\text{if } d = 2 : \tau_i \cap \tau_j = \begin{cases} \\
\exists! z \in \mathcal{N}_h(\Omega), \\
\exists! e \in \mathcal{E}_h(\Omega), \\
\end{cases}
\text{if } d = 3 : \tau_i \cap \tau_j = \begin{cases} \\
\exists! z \in \mathcal{N}_h(\Omega), \\
\exists! e \in \mathcal{E}_h(\Omega), \\
\exists! f \in \mathcal{F}_h(\Omega). \\
\end{cases}
\end{align*}
\]

In other words, we do not allow hanging nodes. An important mesh parameter in finite element theory is the mesh size.

**Definition 3.1 (Mesh size).** The local mesh size of the triangulation $\mathcal{T}_h(\Omega)$ is given by

\[ h_\tau := \sqrt[\ell]{\text{meas}(\tau)} \quad \text{for all } \tau \in \mathcal{T}_h(\Omega) \]

and the global mesh size is defined by

\[ h := \max_{\tau \in \mathcal{T}_h(\Omega)} h_\tau. \]
3.1 Triangulation

**Definition 3.2 (Shape regularity).** The triangulation $\mathcal{T}_h(\Omega)$ of the domain $\Omega$ is called shape regular, if there exists a constant $\kappa > 0$ independent of the mesh size, such that for all simplices $\tau \in \mathcal{T}_h(\Omega)$ with a ball $B_{r_\tau} \subset \tau$ of radius $r_\tau$ holds

\[
\frac{h_\tau}{r_\tau} \leq \kappa.
\]

An alternative to the shape regularity condition in two space dimensions is the angle condition. Furthermore, for the introduction of the Clement quasi-interpolation operator we need some local domains corresponding to a basis function $\varphi_z$ at node $z \in \mathcal{N}_h(\Omega)$. We define

\[
\omega_z := \text{supp}(\varphi_z), \quad \omega_\tau := \bigcup_{z \in \mathcal{N}_h(\tau)} \omega_z.
\]

Fig. 3.1 shows an illustration of both domains $\omega_z$ and $\omega_\tau$, if $\varphi_z$ is a piecewise linear basis function. Using the domain $\omega_z$ an averaged local mesh size is introduced. In general $\sharp$ denotes the cardinality of a set. Let $\sharp \mathcal{T}_h(\omega_z)$ be the number of simplices in a triangulation $\mathcal{T}_h(\omega_z)$, then we define

\[
h_z := \frac{1}{\sharp \mathcal{T}_h(\omega_z)} \sum_{\tau \in \mathcal{T}_h(\omega_z)} h_\tau.
\]

From [16] we take the definition of a locally quasi-uniform mesh.

**Definition 3.3.** The finite element triangulation $\mathcal{T}_h(\Omega)$ is called locally quasi-uniform, if there exists a constant $q > 0$ independent of the mesh size such that for all $\tau \in \mathcal{T}_h(\Omega)$ holds

\[
\frac{1}{q} h_\tau \leq h_z \leq q h_\tau.
\]

![Fig. 3.1: Subdomains of the triangulation in 2D](image-url)
We denote by $P_1(\tau)$ the space of continuous linear functions on a simplex $\tau \in \mathcal{T}_h(\Omega)$ and set

$$X_h(\Omega) := \{ v_h \in C^0(\Omega) : \forall \tau \in \mathcal{T}_h(\Omega), v_h|_{\tau} \in P_1(\tau) \}. \quad (3.1)$$

$X_h(\Omega)$ is a nodal conform trial space with $X_h(\Omega) \subset H^1(\Omega)$, where $\varphi_z \in X_h(\Omega)$ is a piecewise linear continuous function at node $z \in N_h(\Omega)$. This trial space is used to approximate the time discrete fields $c^n$ and $\mu^n$ for all time steps $0 \leq n \leq N$. The discrete fields $c^n_h, \mu^n_h \in X_h(\Omega)$ are represented by the basis functions using the approach

$$c^n_h(x) = \sum_{z \in N_h(\Omega)} c^n_z \varphi_z(x); \quad \mu^n_h(x) = \sum_{z \in N_h(\Omega)} \mu^n_z \varphi_z(x).$$

Naturally, we identify coefficient vectors with this representation defined by $c^n := (c^n_z)_{z \in N_h(\Omega)}$ and $\mu^n := (\mu^n_z)_{z \in N_h(\Omega)}$.

For theoretical reasons only we introduce a trial space satisfying the mass conservation (1.17). This trial space is given by

$$X_{m,h}(\Omega) := \left\{ v_h \in X_h(\Omega) : \int_{\Omega} v_h \, dx = m \geq 0 \right\}. \quad (3.2)$$

The space $X_{m,h}(\Omega)$ is also a conform trial space such that holds $X_{m,h}(\Omega) \subset X_m(\Omega)$. Note that the space $X_{m,h}(\Omega)$ is only used for theoretical reasons, all computation are implemented using the trial space $X_h(\Omega)$.

In order to approximate the time discrete displacement $u^n$ a trial space of vector valued functions is necessary. We define

$$X_h(\Omega) := \{ v_h \in C^0(\Omega, \mathbb{R}^d) : \forall \tau \in \mathcal{T}_h(\Omega), v_h|_{\tau} \in [P_1(\tau)]^d, \gamma|_{\Gamma_D} v_h \equiv 0 \}. \quad (3.3)$$

Obviously $X_h(\Omega)$ is a nodal conform trial space $X_h(\Omega) \subset X(\Omega)$ satisfying the Dirichlet boundary condition (1.56). Moreover, the approximation of the time discrete displacement $u^n$ leads to the representation of the displacement $u^n_h \in X_h(\Omega)$ by basis functions $\varphi_{z,i}$ for each component of the vector valued function,

$$u^n_h(x) = \sum_{z \in N_h(\Omega) \setminus \Gamma_D} \sum_{i=1}^d u^n_{z,i} \varphi_{z,i}(x).$$

Corresponding to this approach a coefficient vector is observed, which is introduced by $\mathbf{u}^n := (u^n_{z,i})_{z \in N_h(\Omega) \setminus \Gamma_D, 1 \leq i \leq d}$.

Similar as in section 2.2.1 we formulate a piecewise constant expansion of the time discrete fields $c^n_h, \mu^n_h$ and $u^n_h$ with respect to time and define for all time steps $1 \leq n \leq N$ at time $t \in ((n-1)\Delta t, n\Delta t]$,

$$c_{\Delta t,h}(t, x) := c^n_h(x), \quad \mu_{\Delta t,h}(t, x) := \mu^n_h(x), \quad u_{\Delta t,h}(t, x) := u^n_h(x).$$
3.1 Triangulation

The time derivative of the concentration field \( c_{\Delta t, h} \) will be approximated by an implicit Eulerian scheme. We get for all time steps \( t = n\Delta t \) with \( 1 \leq n \leq N \)

\[
\dot{c}_{\Delta t, h}(n\Delta t, x) \approx \frac{c_h^n(x) - c_h^{n-1}(x)}{\Delta t} =: \partial_{\Delta t} c_h^n(x).
\]

Additionally to the piecewise constant expansion of the concentration field with respect to time we need a piecewise linear interpolant of the concentration. For all time steps \( 1 \leq n \leq N \) we define at time \( t \in ((n-1)\Delta t, n\Delta t] \)

\[
\bar{c}_{\Delta t, h}(t, x) := c_h^n(x) \left( \frac{t - (n-1)\Delta t}{\Delta t} \right) - c_h^{n-1}(x) \left( \frac{t - n\Delta t}{\Delta t} \right),
\]

\[
\hat{c}_{\Delta t, h}(t, x) := \frac{c_h^n(x) - c_h^{n-1}(x)}{\Delta t}.
\]

The nonlinearity in the mobility tensor \( M \) is linearised analogous to section 2.2.1, however on a discrete level. We define for \( c_h^{n-1} \in X_h(\Omega) \) the linearised mobility tensor

\[
M^{n-1}_h(x) := M(c_h^{n-1}(x)). \tag{3.4}
\]

Additionally we need further mesh conditions taken form [16] in order to formulate appropriate properties of the \( L_2(\Omega) \)-projection. For each finite element \( \tau \in \mathcal{T}_h(\Omega) \) we define the following local matrices \( G_\tau, D_\tau \) and \( H_\tau \) for all nodes \( x, z \in \mathcal{N}_h(\tau) \)

\[
G_\tau[x, z] := \langle \varphi_x, \varphi_z \rangle_{L_2(\tau)}, \quad D_\tau := \text{diag}(\|\varphi_z\|^2_{L_2(\tau)}), \quad H_\tau := \text{diag}(h_z).
\]

Similar as above \( \varphi_z \) denotes the piecewise linear basis function corresponding to the node \( z \in \mathcal{N}_h(\Omega) \) of the triangulation \( \mathcal{T}_h(\Omega) \). For the triangulation \( \mathcal{T}_h(\Omega) \) we assume in view of [16] that there exists a constant \( c \) independent of the mesh size such that

\[
(H_\tau^{-1} G_\tau H_\tau, x_z, x_z) \geq c(D_\tau, x_z, x_z), \quad \forall x_z \in \mathbb{R}^{\mathcal{N}_h(\tau)}.
\]

Finally we deal with the inverse inequality taken from [18, 93]:

**Lemma 3.4 (Inverse inequality).** Let \( \mathcal{T}_h(\Omega) \) be an admissible triangulation satisfying the shape regularity condition. Then there exists a constant \( C \) independent of the mesh size such that for an arbitrary function \( v_h \in X_h(\Omega) \) on any simplex \( \tau \in \mathcal{T}_h(\Omega) \) the following local inverse inequality holds

\[
\|v_h\|_{L_\infty(\tau)} \leq C h_\tau^{-\frac{d}{2}} \|v_h\|_{L_2(\tau)}.
\]

Moreover, let the triangulation \( \mathcal{T}_h(\Omega) \) additionally be uniform, then a global inverse inequality holds

\[
\|v_h\|_{L_\infty(\Omega)} \leq C h^{-\frac{d}{2}} \|v_h\|_{L_2(\Omega)}.
\]

**Proof.** These statements are proved in [93], corollary 9.1 and lemma 9.4. \( \square \)
3.2 Clement quasi-interpolation operator

The aim of this section is to give an approximation theorem of functions in Sobolev spaces $H^1(\Omega)$ by finite element functions in $X_h(\Omega)$ without classical interpolation, which is investigated in [18, 85]. In order to achieve this we introduce the Clement quasi-interpolation operator from [26], which is additionally used to derive stability estimates even in $L_{\infty}(\Omega)$.

Clement formulated this operator in a very general way. In this subsection we introduce a Clement type quasi-interpolation operator taken from [92]. First of all, we define the local $L_2(\omega_z)$-projection in the following way:

**Definition 3.5.** For all nodes $z \in \mathcal{N}_h(\Omega)$ of an admissible triangulation $\mathcal{T}_h(\Omega)$ the local $L_2(\omega_z)$-projection on the local trial space $X_h(\omega_z)$ is defined by

$$Q_{\omega_z}^h : L_2(\omega_z) \rightarrow X_h(\omega_z),$$

$$v \mapsto v_h := Q_{\omega_z}^h v,$$

where $v_h$ is defined by the following weak problem: Find $v_h \in L_2(\Omega)$ such that holds

$$\int_{\omega_z} v_h \xi_h \, dx = \int_{\omega_z} v \xi_h \, dx \quad \xi_h \in X_h(\omega_z).$$

It is a classical result that the local $L_2(\omega_z)$-projection has a unique solution and satisfies an uniform a-priori estimate in the norm of $L_2(\omega_z)$. The local $L_2(\omega_z)$-projection is used to calculate the interpolation weights of the global Clement quasi-interpolation operator.

**Definition 3.6 (Clement quasi-interpolation operator).** For an admissible triangulation $\mathcal{T}_h(\Omega)$ the global Clement quasi-interpolation operator $R_h$ is defined by

$$R_h : L_2(\Omega) \rightarrow X_h(\Omega),$$

$$v \mapsto v_h = R_h v := \sum_{z \in \mathcal{N}_h(\Omega)} (Q_{\omega_z}^h v)(z) \varphi_z.$$

**Lemma 3.7 (A-priori estimate).** Let $\mathcal{T}_h(\Omega)$ be an admissible, exact and locally quasi-uniform triangulation, satisfying the shape regularity condition. Let $v \in H^1(\Omega) \cap L_{\infty}(\Omega)$ be arbitrary. Then there exists a constant $C$ independent of the mesh size, such that holds:

1. $\|R_h v\|_{L_2(\Omega)} \leq \|v\|_{L_2(\Omega)}$
2. $\|R_h v\|_{H^1(\Omega)} \leq C \|v\|_{H^1(\Omega)}$
3. $\|R_h v\|_{L_{\infty}(\Omega)} \leq C \|v\|_{L_{\infty}(\Omega)}$
3.2 Clement quasi-interpolation operator

Proof. The a-priori estimate in $L_2(\Omega)$ is a result proved in [26]. In [16] the a-priori estimate in $H^1(\Omega)$ is proved by using the fact that the mesh is locally quasi-uniform.

It remains to show the a-priori estimate in $L_\infty(\Omega)$. Let \( v \in H^1(\Omega) \cap L_\infty(\Omega) \) be arbitrary, then there exists a node \( y \in \mathcal{N}_h(\Omega) \) where the maximum of \( R_h v \) is achieved. Using the local inverse inequality from lemma 3.4 and taking into account that \( T_h(\Omega) \) is locally quasi-uniform, then we calculate

\[
\|R_h v\|_{L_\infty(\Omega)} = |(Q^y_h v)(y)| \leq \sum_{\tau \in \mathcal{F}_h(\omega_y)} \|Q^y_h v\|_{L_\infty(\tau)} \\
\leq C \sum_{\tau \in \mathcal{F}_h(\omega_y)} h^{-\frac{d}{2}} \|Q^y_h v\|_{L_2(\tau)} \leq \tilde{C} h^{-\frac{d}{2}} \|Q^y_h v\|_{L_2(\omega_y)} \\
\leq \tilde{C} h^{-\frac{d}{2}} \|v\|_{L_2(\omega_y)} \leq \tilde{C} h^{-\frac{d}{2}} \text{meas}(\omega_y)^{\frac{1}{2}} \|v\|_{L_\infty(\omega_y)}.
\]

Finally, we have to take into account the shape regularity condition and the fact that \( \mathcal{F}_h(\Omega) \) is locally quasi-uniform in order to calculate

\[
\text{meas}(\omega_y)^{\frac{1}{2}} \leq \sum_{\tau \in \mathcal{F}_h(\omega_y)} h^{\frac{d}{2}} \leq \# \mathcal{F}_h(\omega_y) q h^{\frac{d}{2}} \leq C h^{\frac{d}{2}}
\]

This calculation leads directly to the statement of this lemma. \( \square \)

Lemma 3.8 (Approximation property). Let \( \mathcal{F}_h(\Omega) \) be an admissible, exact and locally quasi-uniform triangulation, which satisfies the shape regularity condition and let \( v \in H^1(\Omega) \) be arbitrary. Then there exists a constant \( C \) independent of the mesh size, such that the following convergence results hold:

\[
(1) \quad \|v - R_h v\|_{L_2(\tau)} \leq C h_{\tau} |v|_{H^1(\omega_\tau)} \\
(2) \quad \|v - R_h v\|_{H^1(\Omega)} \to 0 \text{ if } h \to 0
\]

Proof. Statement (1) is proved in [16] taking into account that the mesh is locally quasi-uniform. A global convergence result in $L_2(\Omega)$ is available even for global uniform meshes in [26]. Statement (2) follows from [26]. \( \square \)

Moreover, we have to consider quasi-interpolation with respect to space and time. Let \( v \in L_2(0, T; H^1(\Omega)) \), then it must be remarked that for almost all \( t \in (0, T) \) the Clement quasi-interpolation operator formulated in definition 3.6 is well defined,

\[
v_h(t, \cdot) := R_h v(t, \cdot).
\]

Consequently, the a-priori estimates from lemma 3.7 and the convergence results formulated in lemma 3.8 hold for almost all times \( t \in (0, T) \).
Lemma 3.9 (Approximation property). Let $\mathcal{T}_h(\Omega)$ be an admissible, exact and locally quasi-uniform triangulation satisfying the shape regularity condition. Furthermore, let $v \in L^2(0,T;H^1(\Omega))$ be arbitrary, then the following convergence result holds
\[ \|v - \mathcal{R}_h v\|_{L^2(0,T;H^1(\Omega))} \to 0 \quad \text{if} \quad h \to 0. \]

Proof. Let $v \in L^2(0,T;H^1(\Omega))$ be arbitrary, then we consider
\[ \|v_0 - R_h v_0\|^2_{L^2(0,T;H^1(\Omega))} = \int_0^T \|v(t,\cdot) - R_h v(t,\cdot)\|^2_{H^1(\Omega)} dt. \]
Since for almost all $t \in (0,T)$ holds $\|v(t,\cdot) - R_h v(t,\cdot)\|^2_{H^1(\Omega)} \to 0$ if $h \to 0$ and $\|v(t,\cdot) - R_h v(t,\cdot)\|^2_{H^1(\Omega)} \leq 2\|v(t,\cdot)\|_{H^1(\Omega)}$, the convergence follows from Lebesgue’s convergence theorem.

3.3 Preprocessing

Due to the fact that the Cahn-Larché system describes a time dependent problem, we have to compute initial quantities. First of all, we have to project the initial data $c_0$ onto the trial space $X_h(\Omega)$. Furthermore, the initial displacement $u_0^h$, which corresponds to the initial concentration field $c_0^h$, has to be computed.

3.3.1 Projection of the initial data

The projection of the initial data $c_0$ onto the trial space $X_h(\Omega)$ is done by applying a $L^2(\Omega)$-projection, which is possible, because we assume in (A-5) that $c_0 \in H^1(\Omega) \cap L^\infty(\Omega)$.

Definition 3.10. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). The triangulation is assumed to be exact and admissible. Then the $L^2(\Omega)$-projection is denoted by the following operator
\[ Q_h : L^2(\Omega) \to X_h(\Omega), \]
\[ c_0 \mapsto c_0^h := Q_h c_0, \]
and defined by the following weak problem: Find $c_0^h \in X_h(\Omega)$ such that holds
\[ \int_\Omega c_0^h \xi_h \, dx = \int_\Omega c_0 \xi_h \, dx \quad \forall \xi_h \in X_h(\Omega). \]

Corollary 3.11 (Existence of a solution). Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Moreover, we assume that the initial data $c_0$ satisfy the assumption (A-5) and $\mathcal{T}_h(\Omega)$ is an admissible and exact triangulation. Then there exists a unique solution $c_0^h \in X_h(\Omega)$ of the $L^2(\Omega)$-projection. Moreover, it holds $c_0^h \in X_{m,h}(\Omega)$. 


Proof. The existence of a unique solution follows from classical textbooks, e.g. [18, 85]. We have to show that \( c_h^0 \in X_{m,h}(\Omega) \) holds. By using the test function \( \xi_h \equiv 1 \in X_h(\Omega) \), we deduce directly from assumption (A-5)

\[
\int_{\Omega} c_h^0 \, dx = \int_{\Omega} c_0 \, dx = m.
\]

This means that the \( L_2(\Omega) \)-projection is mass conserving.

Lemma 3.12 (Convergence). Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). We assume that the initial data \( c_0 \) satisfy assumption (A-5) and that the triangulation \( T_h(\Omega) \) is exact, admissible, uniform and satisfies the shape regularity condition. Then there exists a constant \( C > 0 \) independent of the mesh size, such that for the \( L_2(\Omega) \)-projection \( c_h^0 \) the following convergence result holds

\[
\| c_0 - c_h^0 \|_{L_2(\Omega)} \leq C h \| c_0 \|_{H^1(\Omega)}.
\]

Proof. This statement is proved in classical textbooks like [18, 85].

Lemma 3.13 (A-priori estimate). Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). We assume that the initial data \( c_0 \) satisfy assumption (A-5) and that the triangulation \( T_h(\Omega) \) is exact, admissible, uniform and satisfies the mesh property (3.5). Then there exists a constant \( C \) independent of the mesh size, such that for the \( L_2(\Omega) \)-projection \( c_h^0 \) holds

(1) \( \| c_h^0 \|_{L_2(\Omega)} \leq \| c_0 \|_{L_2(\Omega)} \)

(2) \( \| c_h^0 \|_{H^1(\Omega)} \leq C \| c_0 \|_{H^1(\Omega)} \)

(3) \( \| c_h^0 \|_{L_\infty(\Omega)} \leq C (\| c_0 \|_{H^1(\Omega)} + \| c_0 \|_{L_\infty(\Omega)}) \)

Proof. Statement (1) is proved in classical textbooks, e.g. [18, 85]. Statement (2) also holds for locally quasi-uniform meshes, which is proved in [16] by using the Clement quasi-interpolation operator \( \mathcal{R}_h \) and taking into account the mesh condition (3.5).

It remains to show the stability in \( L_\infty(\Omega) \) of the \( L_2(\Omega) \)-projection. Statement (3) is proved by applying the \( L_\infty(\Omega) \) stability of the Clement quasi-interpolation operator \( \mathcal{R}_h \) proved in lemma 3.7. We yield

\[
\| c_h^0 \|_{L_\infty(\Omega)} = \| c_h^0 - \mathcal{R}_h c_0 \|_{L_\infty(\Omega)} \leq \| c_h^0 - \mathcal{R}_h c_0 \|_{L_\infty(\Omega)} + C \| c_0 \|_{L_\infty(\Omega)}
\]

Considering the first term in this calculation we use the inverse inequality, the convergence of the \( L_2(\Omega) \)-projection, see lemma 3.12, and the convergence of the Clement
quasi-interpolation operator, see lemma 3.8, in order to deduce
\[
\|\textit{c}_0^h - \mathcal{R}_h \textit{c}_0\|_{L_\infty(\Omega)} \leq C h^{-1} \|\textit{c}_0^h - \mathcal{R}_h \textit{c}_0\|_{L_2(\Omega)} \\
\leq C h^{-1} (\|\textit{c}_0^h - \textit{c}_0\|_{L_2(\Omega)} + \|\textit{c}_0 - \mathcal{R}_h \textit{c}_0\|_{L_2(\Omega)}) \\
\leq C \|\textit{c}_0\|_{H^1(\Omega)}.
\]

Summing up both estimates this yields \(\|\textit{c}_0^h\|_{L_\infty(\Omega)} \leq C (\|\textit{c}_0\|_{H^1(\Omega)} + \|\textit{c}_0\|_{L_\infty(\Omega)})\).

The \(L_2(\Omega)\)-projection leads to a linear equation system (LES), which has to be solved at the beginning of the simulation process. This LES is given by the weak problem in definition 3.10 in the following form: For all nodes \(y, z \in \mathcal{N}_h(\Omega)\) we have
\[
A \textit{c}_0^h = f, \\
A[y, z] := \int_\Omega \varphi_y \varphi_x \, dx, \\
f[z] := \int_\Omega c_0 \varphi_z \, dx.
\]

Obviously the matrix \(A\) is a symmetric positive definite matrix and due to this fact the LES has a unique solution. Within the numerical simulation this LES is solved iteratively by using the conjugated gradient method (CG) developed in [58]. The precondition of the LES is done by applying the diagonal matrix \(B = \text{diag}(A)\). From [93] follows that \(B\) and \(A\) are spectral equivalent and due to this fact \(B\) is an appropriate choice for a precondition matrix and can be fastly applied.

During numerical simulation the entries of the matrix \(A\) are computed by an explicit formula, in contrast to the computation of the vector \(f\), which is done by a quadrature formula. On a triangle \(\tau \in \mathcal{T}_h(\Omega)\) the seven point formula of Radon [1, 27, 86] is applied, in three dimensions we refer to [60] for a quadrature formula on a tetrahedron.

### 3.3.2 Solution of the initial elasticity problem

The second task in the preprocessing procedure is the numerical solution of the initial elasticity problem corresponding to the initial concentration field \(\textit{c}_0\). From definition 2.13 of a semi-weak solution of the Cahn-Larché system we take (2.7) and get the following discrete problem of the initial displacement.

**Problem 3.14.** Find \(\textit{u}_0^h \in X(\Omega)\), such that holds
\[
\int_\Omega C(\textit{c}_0^h) \varepsilon(\textit{u}_0^h) : \varepsilon(\eta_h) \, dx = \int_\Omega C(\textit{c}_0^h) \varepsilon(\textit{c}_0^h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^0 \cdot \eta_h \, da_x \\
\forall \eta_h \in X_h(\Omega).
\]

Note that within this problem \(\textit{u}_0^h\) is the unknown quantity, whereas \(\textit{c}_0^h\) is known from the above considered \(L_2(\Omega)\)-projection of the initial data \(\textit{c}_0\). Due to the assumptions (A-6) - (A-8) all integrals exist and problem 3.14 is well defined. We have...
to remark that the analysis of the discrete weak problem 3.14 is well known from [15, 25], because for a fixed concentration field $c_h^0$, it is a linear problem for the unknown displacement $u_h^0$. But in context of the Cahn-Larché system we additionally have to consider the dependence of the material parameter from the concentration field $c_h^0$.

**Lemma 3.15 (A-priori estimate).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Let the assumptions (A-6) - (A-8) be satisfied and let $\mathcal{T}_h(\Omega)$ be an exact and admissible triangulation, then there exists a unique solution $u_h^0 \in X_h(\Omega)$ of problem 3.14, which satisfies the a-priori estimate

$$\|u_h^0\|_{H^1(\Omega)} \leq C_u.$$

**Proof.** The estimates calculated in lemma 2.14 are obviously valid for problem 3.14 and the Lax-Milgram theorem leads to the unique solution of problem 3.14 with the same a-priori estimate as in (2.8). \hfill $\Box$

In order to show convergence of the discrete solution $u_h^0$ of the initial elasticity problem, we derive an error estimate similar to the Strang lemma. For this reason we observe the following auxiliary problem:

**Problem 3.16.** Find $\tilde{u}_0 \in X(\Omega)$ such that holds

$$\int_{\Omega} C(c_h^0) \varepsilon(\tilde{u}_0) : \varepsilon(\eta) \, dx = \int_{\Omega} C(c_h^0) \varepsilon(u_h^0) : \varepsilon(\eta) \, dx + \int_{\Gamma_N} g^0 \cdot \eta \, da_x \quad \forall \eta \in X(\Omega).$$

In view of assumption (A-6) - (A-8), Hölder’s and Korn’s inequality together with the trace theorem the same estimates as in lemma 2.14 hold. Due to this fact and Lax-Milgram’s theorem there exists a unique solution $\tilde{u}_0 \in X(\Omega)$ of problem 3.16.

**Corollary 3.17 (Galerkin orthogonality).** Let $u_h^0 \in X_h(\Omega)$ be the unique solution of the discrete problem 3.14 and let $\tilde{u}_0 \in X(\Omega)$ be the unique solution of the auxiliary problem 3.16. Then the Galerkin orthogonality holds

$$\int_{\Omega} C(c_h^0)(\varepsilon(u_h^0) - \varepsilon(\tilde{u}_0)) : \varepsilon(\eta_h) \, dx = 0 \quad \forall \eta_h \in X_h(\Omega).$$

**Proof.** This relation follows directly from the weak formulation in problem 3.16 by choosing $\eta = \eta_h$ and subtracting this equation from the discrete weak formulation in problem 3.14. \hfill $\Box$

**Lemma 3.18 (Cea’s lemma).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-6) - (A-8) be satisfied. Let $\mathcal{T}_h(\Omega)$ be an exact and
admissible triangulation of the reference domain $\Omega$. Furthermore, let $u_h^0 \in X_h(\Omega)$ be the unique solution of the discrete problem 3.14 and let $\tilde{u}_0 \in X(\Omega)$ be the unique solution of the auxiliary problem 3.16. Then the following a-priori error estimate holds

$$
\|u_h^0 - \tilde{u}_0\|_{H^1(\Omega)} \leq \frac{CC_k}{c} \inf_{\eta_h \in \hat{X}_h(\Omega)} \|\tilde{u}_0 - \eta_h\|_{H^1(\Omega)}.
$$

**Proof.** By using assumption (A-6), Korn’s inequality (2.3), Hölder’s inequality and the above mentioned Galerkin orthogonality formulated in corollary 3.17, we derive

$$
\frac{c}{CC} \|u_h^0 - \tilde{u}_0\|_{H^1(\Omega)}^2 \leq \int_\Omega C(c_h^0)(\varepsilon(u_h^0) - \varepsilon(\tilde{u}_0)) : (\varepsilon(u_h^0) - \varepsilon(\tilde{u}_0)) \, dx
$$

$$
+ \int_\Omega C(c_h^0)(\varepsilon(u_h^0) - \varepsilon(\tilde{u}_0)) : (\varepsilon(\eta_h) - \varepsilon(u_h^0)) \, dx
$$

$$
= \int_\Omega C(c_h^0)(\varepsilon(u_h^0) - \varepsilon(\tilde{u}_0)) : (\varepsilon(\eta_h) - \varepsilon(\tilde{u}_0)) \, dx
$$

$$
\leq C \|u_h^0 - \tilde{u}_0\|_{H^1(\Omega)} \|\tilde{u}_0 - \eta_h\|_{H^1(\Omega)}.
$$

Due to the fact that $\eta_h \in X_h(\Omega)$ is chosen arbitrary the statement of this lemma is proved.

---

**Lemma 3.19 (Error estimate).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1) and let the assumptions (A-6) - (A-8) be satisfied. Let $\mathcal{R}_h(\Omega)$ be an exact and admissible triangulation of the reference domain $\Omega$. Furthermore, let $\tilde{u}_0 \in X(\Omega)$ be the unique solution of the problem 3.16 and let $u_0 \in X(\Omega)$ be the unique solution of the semi-weak problem (2.7). Then the following error estimate holds

$$
\|\tilde{u}_0 - u_0\|_{H^1(\Omega)} \leq \frac{c}{CC} \left( \|(C(c_h^0) - C(c_0))\varepsilon(u_0)\|_{L^2(\Omega)} + \|C(c_h^0)\varepsilon(c_h^0) - C(c_0)\varepsilon(c_0)\|_{L^2(\Omega)} \right).
$$

**Proof.** Subtracting the weak formulation (2.7) from the discrete weak formulation in problem 3.16 and inserting $\int_\Omega C(c_h^0)\varepsilon(u_0) : \varepsilon(\eta) - C(c_h^0)\varepsilon(u_0) : \varepsilon(\eta) \, dx$ on the left hand side, we get

$$
\int_\Omega (C(c_h^0)\varepsilon(\tilde{u}_0) - C(c_0)\varepsilon(u_0)) : \varepsilon(\eta) \, dx
$$

$$
= \int_\Omega (C(c_h^0) - C(c_0))\varepsilon(u_0) : \varepsilon(\eta) \, dx + \int_\Omega C(c_h^0)(\varepsilon(\tilde{u}_0) - \varepsilon(u_0)) : \varepsilon(\eta) \, dx.
$$

Finally we choose $\eta = \tilde{u}_0 - u_0$ and take into account assumption (A-6) together
with Hölder’s and Korn’s inequality, then we calculate
\[
\frac{cc}{c_k} \| \tilde{u}_0 - u_0 \|_{H^1(\Omega)}^2 \leq \int_{\Omega} C(c^0_h) \varepsilon(\tilde{u}_0 - u_0) : \varepsilon(\tilde{u}_0 - u_0) \, dx
\]
\[
\leq \left| \int_{\Omega} (C(c^0_h) - C(c_0)) \varepsilon(u_0) : \varepsilon(\tilde{u}_0 - u_0) \, dx \right|
\]
\[
+ \left| \int_{\Omega} (C(c^0_h)\varepsilon(c^0_h) - C(c_0)\varepsilon(c_0)) : \varepsilon(\tilde{u}_0 - u_0) \, dx \right|
\]
\[
\leq \| (C(c^0_h) - C(c_0))\varepsilon(u_0) \|_{L^2(\Omega)} \| \tilde{u}_0 - u_0 \|_{H^1(\Omega)}
\]
\[
+ \| C(c^0_h)\varepsilon(c^0_h) - C(c_0)\varepsilon(c_0) \|_{L^2(\Omega)} \| \tilde{u}_0 - u_0 \|_{H^1(\Omega)}.
\]

From lemma 3.13 we extract by applying Weyl’s corollary 2.12 an almost everywhere convergent subsequence
\[
c^0_h(x) \longrightarrow c_0(x) \quad \text{if} \quad h \longrightarrow 0.
\]

**Lemma 3.20 (Convergence).** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1) and let the assumptions (A-6) - (A-8) be satisfied. The triangulation \( \mathcal{T}_h(\Omega) \) is assumed to be exact, admissible and satisfies the shape regularity condition. Furthermore let \( u^0_h \in X_h(\Omega) \) be the unique solution of the discrete weak problem 3.14 and let \( u_0 \in X(\Omega) \) be the unique solution of the semi-weak problem (2.7). Then it holds
\[
u^0_h \longrightarrow u_0 \quad \text{in} \quad H^1(\Omega) \quad \text{if} \quad h \longrightarrow 0.
\]

**Proof.** In view of Cea’s lemma 3.18 and the error estimate formulated in lemma 3.19 we derive by using the Clement operator
\[
\| u^0_h - u_0 \|_{H^1(\Omega)} \leq \| u^0_h - \tilde{u}_0 \|_{H^1(\Omega)} + \| \tilde{u}_0 - u_0 \|_{H^1(\Omega)}
\]
\[
\leq \frac{C_u c_k}{c_u} \| \tilde{u}_0 - \mathcal{R}_h \tilde{u}_0 \|_{H^1(\Omega)} + \frac{c_k}{c_u} \left( \| (C(c^0_h) - C(c_0))\varepsilon(\tilde{u}_0) \|_{L^2(\Omega)} \right.
\]
\[
+ \left. \| C(c^0_h)\varepsilon(c^0_h) - C(c_0)\varepsilon(c_0) \|_{L^2(\Omega)} \right).
\]

The convergence follows from the convergence result formulated in lemma 3.8 and from the almost everywhere convergence of \( c^0_h \) together with the Lebesgue convergence theorem.

Problem 3.14 corresponds to a LES for the displacement \( u^0_h \), which must be solved in the beginning of the numerical simulation. This LES is given for all nodes...
\[ y, z \in \mathcal{N}_h(\Omega) \text{ by} \]

\[
L_0 u = f, \\
L[z, y] := \int_{\Omega} C(c_h^0) : \varepsilon(\eta_y) : \varepsilon(\eta_z) \, dx, \\
f[z] := \int_{\Omega} C(c_h^0) : \varepsilon(c_h^0) : \varepsilon(\eta_z) \, dx + \int_{\Gamma_N} g^0 \cdot \eta_z \, da_x.
\]

The stiffness matrix \( L \) is symmetric and positive definite, due to the fact that the elasticity tensor satisfies the symmetry property formulated in assumption (A-6). The positive definiteness of the matrix \( L \) implies that the LES has a unique solution.

We remark that during numerical simulation the matrix \( L \) respectively the vector \( f \) are computed by using a quadrature formula. On a triangle \( \tau \in \mathcal{T}_h(\Omega) \) the seven point formula of Radon [1, 86] is applied and in three space dimensions we refer to [60] for quadrature formulas on a tetrahedron. On the Neumann boundary \( \Gamma_N \) the integration of the boundary loading in two space dimensions is done by a five point quadrature formula of Gauß-Legendre, derived e.g. in [88]. In the three dimensional case, the integration takes place over a triangle, where Radon’s seven point formula is used.

Within the numerical simulation the LES (3.6) is solved iteratively by using the CG method, see [58]. It is a known problem that the LES is ill conditioned. We have to construct a precondition matrix \( B \), which is spectral equivalent to the stiffness matrix \( L \) in order to solve the LES by the CG method efficiently.

The semi-weak elasticity problem (2.7) corresponds to a \( X(\Omega) \)-elliptic selfadjoint operator \( L : X(\Omega) \longrightarrow X'(\Omega) \). For this case Bramble, Pasciak and Xu [17, 105] developed a multilevel preconditioner (BPX), which is spectral equivalent to \( L \) and also simple to apply.

We consider a hierarchy of global uniform triangulations \( \mathcal{T}_h(\Omega) \) of the reference domain \( \Omega \). Corresponding to this mesh hierarchy we observe a hierarchy of conform nodal trial space

\[ X_{h_0}(\Omega) \subset X_{h_1}(\Omega) \subset \ldots \subset X_{h_L}(\Omega) \subset \ldots \subset X(\Omega). \]

By using the global \( L_2(\Omega) \)-projection given by definition 3.10 we introduce the BPX-preconditioner in the following form

\[ B : X(\Omega) \longrightarrow X'(\Omega), \]

\[ v \longmapsto z = Bv := \sum_{l=0}^{\infty} h_l^{-2}(\mathcal{Q}_{h_l} - \mathcal{Q}_{h_{l-1}})v. \]
In [17, 93, 105] it is proved that $\mathcal{B}$ is a bounded and $\mathbf{X}(\Omega)$-elliptic operator. Moreover, from [17, 93, 105] follows that the inverse Operator $\mathcal{B}^{-1} : \mathbf{X}'(\Omega) \rightarrow \mathbf{X}(\Omega)$ exists and it is also a bounded and $\mathbf{X}'(\Omega)$-elliptic operator. Therefore $\mathcal{B}$ and $\mathcal{L}$ are spectral equivalent. The inverse precondition operator $\mathcal{B}^{-1}$ satisfies also a multilevel representation,

$$\mathcal{B}^{-1} : \mathbf{X}'(\Omega) \rightarrow \mathbf{X}(\Omega),$$

$$\mathbf{v} \mapsto z = \mathcal{B}^{-1} \mathbf{v} := \sum_{l=0}^{\infty} h_l^2 (\mathcal{Q}_{h_l} - \mathcal{Q}_{h_{l-1}}) \mathbf{v}.$$

For practical application the inverse precondition operator $\mathcal{B}^{-1}$ must be efficiently implemented. Let $\mathbf{v}_h \in \mathbf{X}_{h_L}(\Omega)$, then it holds

$$z_h = \mathcal{B}^{-1} \mathbf{v}_h = \sum_{l=0}^{L} h_l^2 (\mathcal{Q}_{h_l} - \mathcal{Q}_{h_{l-1}}) \mathbf{v}_h.$$

In iterative solution methods like CG we work with the corresponding coefficient vector $z$ and $\mathbf{v}$. From [93] we take the following spectral equivalent application of the BPX precondition

$$z = \sum_{l=0}^{L} h_l^2 R_l \text{diag}(A_l)^{-1} R_l^T \mathbf{v}.$$

In this representation $R_l^T$ denotes the restriction operator from $X_{h_L}(\Omega)$ onto $X_{h_l}(\Omega)$, in contrast to $R_l$, which indicates the prolongation from $X_{h_l}(\Omega)$ onto $X_{h_{l-1}}(\Omega)$. The matrix $A_l$ represents the $L_2(\Omega)$-projection on the $l$-th grid level within the mesh hierarchy.
Chapter 4

Faedo-Galerkin methods for the viscous Cahn-Larché system

The fourth chapter deals with the numerical simulation of the spinodal decomposition under elastic loadings. These numerical simulations are done by applying a discretisation of the viscous Cahn-Larché system (1.51) - (1.53).

We remark that many authors before dealt with the simulation of spinodal decomposition. Spectral methods are used for solving the non-viscous Cahn-Larché system with periodic boundary conditions by Dreyer and Müller in [33] and Leo and Lowengrub in [59]. Due to the strong nonlinearities of the Cahn-Larché system, which appear in the mobility, elasticity and eigenstrain tensor and furthermore in the Gibbs free energy density, spectral methods lose their efficiency.

Three fast numerical methods for the non-viscous Cahn-Larché system are developed by Weikard in [102]. In general in [102] a finite difference method with respect to time and a finite element discretisation with respect to space are applied to the non-linear partial differential equation system. These techniques lead to Faedo-Galerkin methods, see [96], for the concentration field $c_h^n$, for the chemical potential $\mu_h^n$ and for the displacement $u_h^n$ in every time step $0 \leq n \leq N$.

The first approximation technique in [102] contains a classical implicit Eulerian time discretisation and a finite element method with respect to space of the Cahn-Larché system. Within these methods the concentration field $c_h^n$, the chemical potential $\mu_h^n$ and the displacement $u_h^n$ are computed simultaneously in every time step $1 \leq n \leq N$. This fact makes the complexity of the method extremely large. Nevertheless, the analysis of this approximation method is done for constant elasticity tensors in [50] and with concentration depending elasticity tensors in [51, 102].

Moreover, Weikard proposed in [102] a further Faedo-Galerkin scheme which decouples diffusion and elasticity. A decoupling of the elasticity from the diffusion reduces the computational complexity essentially, because only the concentration
field $c^n_h$ and the chemical potential $\mu^n_h$ are computed simultaneously in every time step. The displacement $u^n_h$ is determined in a postprocessing in every time step. In [102] Weikard proves the existence of a discrete solution of the numerical method, which decouples diffusion and elasticity. Furthermore, uniform a-priori estimates and the convergence of this method are shown.

Finally in [102] an operator splitting method is recommended, which is the most efficient method, but the analysis is still an open problem. Originally this splitting method was proposed in [94] and applied to the Navier-Stokes equations in [78]. We have to remark that in [50] also a Crank-Nicholson scheme is analysed.

For practical applications the surface stress tensor $\Gamma$ is extremely small and the spinodal decomposition is mainly dominated by the non-convex part of the Gibbs free energy density and by the elastic contributions. In this situation phase separation is characterised by significant high frequency contributions to the concentration field, which are visible along phase interfaces. These oscillations are observed in terms of large overshoots and undershoots, a behaviour, which is known as Gibbs phenomena.

Fig. 4.1 shows the development of the Sn concentration within a Sn-Pb alloy. Red coloured regions indicate the Sn-rich phase in contrast to the blue coloured areas, which indicate the Pb-rich phase. At time $t = 0$, see fig. 4.1(a), it is obvious to see that the diffusive interfaces between the Sn- and Pb-rich phase are smooth. The following time steps are computed with a Faedo-Galerkin discretisation of the non-viscous Cahn-Larché system, which decouples diffusion and elasticity. In both time steps we see high overshoots and undershoots along all phase interfaces making the diffusive phase interface more and more rougher.

![Fig. 4.1: High frequency contributions to the Sn concentration](image)

We show this phenomena more precisely. In fig. 4.2 a cross section cut in $y$-direction through a particle from fig. 4.1 is demonstrated. At time $t = 0$ we see...
in fig. 4.2(a) that there exists a smooth diffusive interface from the Sn-rich phase \((c \approx 1.0)\) to the Pb-rich phase \((c \approx 0.0)\). In the following figures it is outlined that heavy oscillations appear within the interface indicating Gibbs phenomena.

Moreover, these oscillations enlarge the gradient of the concentration field. But in diffusive phase interface models the gradient of the concentration field describes the interface and determines the interfacial energy. If the solution starts to oscillate, then the interfacial energy increases, which contradicts to the Lyapunov property, see lemma 2.24, where it is proved that the system goes into an energetic favourable state.

In this chapter a new scientific contribution is made by developing numerical approximation methods, which avoid the Gibbs phenomena.

- The numerical method, which decouples diffusion and elasticity, proposed by Weikard in [102], is extended to the Cahn-Larché system with concentration depending mobilities, viscosity and mixed boundary conditions for the displacement.

- Two different formulations of viscosity are observed for which equivalence is proved. On the one hand viscosity is considered by a dynamical formulation similar to the previous chapters, on the other hand viscosity is observed by driving forces.

- The viscous terms are used as a stabilisation for the non-viscous Cahn-Larché system in order to avoid overshoots and undershoots along phase interfaces.

In the following we denote a numerical method unstable, if it is producing an oscillating solution as described above. The main part of this work is to develop a numerical approximation method for the Cahn-Larché system, which is stable in the above mentioned sense, even for extreme small surface stress tensors \(\Gamma\).

This chapter is organised as follows: In the first section of this chapter we consider a Faedo-Galerkin method of the viscous Cahn-Larché system \((1.51) - (1.53)\). The approximation method consists of an implicit Eulerian discretisation with respect to
time and a finite element approximation with respect to space. In order to reduce the computational complexity we decouple diffusion and elasticity.

Furthermore we show the existence of a discrete solution \( c_h^n \) and \( \mu_h^n \) by minimising the energy corresponding to the structural composition of the alloy and maximising the dissipation. The uniqueness of the discrete solution is proved by formulating a relation between the time discretisation \( \Delta t \), the mesh size \( h \) and the friction coefficient \( \gamma \). Uniform a-priori estimates are derived for all fields. We emphasise that these a-priori estimates are independent of the friction coefficient, except the estimate of \( \dot{c}_{\Delta t,h} \).

This observation leads to the idea exploiting the discretisation of the viscous Cahn-Larché system in order to get a stabilised approximation method for the non-viscous Cahn-Larché equations. In the following we prove the convergence of the discrete concentration field \( c_{\Delta t,h} \), chemical potential \( \mu_{\Delta t,h} \) and displacement \( u_{\Delta t,h} \) to a solution of the non-viscous Cahn-Larché system, if \( \Delta t, h \) and \( \gamma \) go to zero.

In the second section of this chapter we extend the idea of stabilisation by viscous terms. The discretisation of the viscous Cahn-Larché system (1.51) - (1.53) contains viscosity by the dynamic term \( \gamma \dot{c} \). In the second section we introduce viscosity by driving forces. The driving force of the diffusion process is given by the gradient of the chemical potential \( \mu \), which is obvious in view of the flux equation \( J = -M \nabla_x \mu \) derived from thermodynamical investigations in (1.45).

Here we prove essentially the equivalence of both methods, which results from the flow gradient structure of the Cahn-Larché system. This chapter ends with the convergence analysis of the method and the solution of the Euler-Lagrange equations. Finally, we enforce assumption (A-2) in order to guarantee uniqueness of the discrete solution under sufficiently strong conditions for the discretisation. Additionally to (A-2) we assume the following constraint:

(A′-2) Concave part of the Gibbs free energy density: Let \( \psi^- \in C^2(\mathbb{R}, \mathbb{R}) \) be a polynomial of second order. Consequently we have the additional estimate

\[
|\psi^-_{,cc}(c)| \leq C_{\psi^-_{,cc}}.
\]

If in the following we refer to (A-2) than the extension (A′-2) is always included.

4.1 Stabilisation by dynamic friction

In this section we present a numerical approximation method for the viscous Cahn-Larché system (1.51) - (1.53). We call the discretised viscosity term dynamic, because friction is formulated in terms of \( \gamma \dot{c} \). In the following the discretisation of the viscous Cahn-Larché system (1.51) - (1.53) is considered as a stabilised approximation
method of the non-viscous Cahn-Larché system (1.60) - (1.62) in order to avoid high frequency contributions to the concentration field. For that reason the convergence analysis is done for $\Delta t$, $h$ and $\gamma$ going to zero.

### 4.1.1 Numerical approximation method

**Problem 4.1.** For all discrete time steps $t = n\Delta t$ with $1 \leq n \leq N$ we have to find $c^n_h \in X_h(\Omega)$, $\mu^n_h \in X_h(\Omega)$ and $u^n_h \in X_h(\Omega)$, such that holds

\[
\int_{\Omega} \partial_{\Delta t} c^n_h \zeta_h \, dx + \int_{\Omega} M^n_h \nabla_x \mu^n_h \cdot \nabla_x \zeta_h \, dx = 0 \quad \forall \zeta_h \in X_h(\Omega), \quad (4.1)
\]

\[
\int_{\Omega} \mu^n_h \xi_h \, dx = \int_{\Omega} \nabla_x c^n_h \cdot \nabla_x \xi_h + \psi'(c^n_h) \xi_h + W'(c^n_h) (u^n_h - 1) \xi_h + \gamma \partial_{\Delta t} c^n_h \xi_h \, dx \quad \forall \xi_h \in X_h(\Omega), \quad (4.2)
\]

\[
\int_{\Omega} C(c^n_h) \varepsilon(u^n_h) : \varepsilon(\eta_h) \, dx = \int_{\Omega} C(c^n_h) \varepsilon(c^n_h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^n \cdot \eta_h \, d\alpha_x \quad \forall \eta_h \in X_h(\Omega). \quad (4.3)
\]

We get this numerical scheme by inserting the discrete functions $c^n_h$, $\mu^n_h$ and $u^n_h$ into the definition of a semi-weak solution, definition 2.13. We remark that all integrals in problem 4.1 exist due to the assumptions (A-1) - (A-8) and the fact that the discrete test functions are almost everywhere bounded. Due to the fact that we use $u^n_h - 1$ in the equation of the chemical potential (4.2), diffusion and elasticity are decoupled. This decomposition of the problem reduces the computational complexity essentially, because only the concentration field $c^n_h$ and the chemical potential $\mu^n_h$ must be computed simultaneously in every time step. The displacement is determined within a preprocessing in every time step.

Numerical approximation methods of the non-viscous Cahn-Larché system, which do not decouple diffusion and elasticity, are proposed in [51, 102]. We have to point out that the approximation method formulated by problem 4.1 is also mass conserving:

**Corollary 4.2.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Assuming that the initial data $c_0$ satisfy assumption (A-5) and that the triangulation $\mathcal{T}_h(\Omega)$ is admissible. Then for every time $t = n\Delta t$ with $0 \leq n \leq N$ holds

\[
\int_{\Omega} c^n_h \, dx = m.
\]
Proof. This corollary is proved by using complete induction. Due to corollary 3.11 we know that the $L_2(\Omega)$-projection $c^0_h$ of the initial data $c_0$ preserves the mass. Assuming that $c^{n-1}_h$ is mass preserving, we take the test function $\zeta_h \equiv 1 \in X_h(\Omega)$ and calculate from the discrete diffusion equation (4.1)

$$\int_{\Omega} \partial_{\Delta t} c^n_h \, dx = \int_{\Omega} \frac{c^n_h - c^{n-1}_h}{\Delta t} \, dx = 0.$$ 

This calculation shows the statement of this corollary. \hfill \Box

Finally it is clear that for all time steps $t = n\Delta t$ with $0 \leq n \leq N$ holds $c^n_h \in X_{m,h}(\Omega)$.

Time dependent problems like the Cahn-Larché system need some preprocessing tasks, which are discussed in section 3.3. The initial data $c_0$ are projected on the trial space $X_h(\Omega)$ by a $L_2(\Omega)$-projection, see section 3.3.1 and the corresponding displacement $u^0_h$ is computed by solving an elasticity problem, see section 3.3.2. Moreover, we have to calculate an initial chemical potential $\mu^0_h \in X_h(\Omega)$ corresponding to the initial concentration $c^0_h \in X_{m,h}(\Omega)$ and the initial displacement $u^0_h \in X_h(\Omega)$.

**Problem 4.3.** Find the initial chemical potential $\mu^0_h \in X_h(\Omega)$ such that holds

$$\int_{\Omega} \mu^0_h \xi_h \, dx = \int_{\Omega} \Gamma \nabla_x c^0_h \cdot \nabla_x \xi_h + \psi_{c}(c^0_h) \xi_h + W_{c}(c^0_h, u^0_h) \xi_h \, dx$$

$$\forall \xi_h \in X_h(\Omega).$$

We remark, that all integrals in problem 4.3 exist due to the assumptions (A-1) - (A-8) and the fact that the test functions $\xi_h \in X_h(\Omega)$ are almost everywhere bounded. Problem 4.3 corresponds to a LES which must be solved in the beginning of the numerical simulation.

$$A \mu^0 = f,$$ (4.4)

$$A[z, y] := \int_{\Omega} \varphi_y \varphi_z \, dx,$$

$$f[z] := \int_{\Omega} \Gamma \nabla_x c^0_h \cdot \nabla_x \varphi_z + \psi_{c}(c^0_h) \varphi_z + W_{c}(c^0_h, u^0_h) \varphi_z \, dx.$$ 

Obviously the projection matrix $A$ is computed by an explicit formula, in contrast to the right hand side $f$, which is computed by a quadrature formula. On a triangle we use the seven point formula of Radon derived in [1, 86] and on a tetrahedron we refer to [60] for quadrature formulas. The LES (4.4) is solved iteratively by using the preconditioned CG method [58]. As a precondition the matrix $B := \text{diag}(A)$ is applied, which is an appropriate choice due to the fact that $A$ and $B$ are spectral equivalent, see [93].
4.1 Stabilisation by dynamic friction

4.1.2 Existence of the discrete weak solution

The existence of a solution of the discrete elasticity problem (4.3) is clear due to the analysis of problem 3.14. It remains to show the existence of a solution of the discrete diffusion problem (4.1) and (4.2). The existence proof works in an analogous way as the existence proof for a solution of the continuous Cahn-Larché equations.

Elimination of the diffusion equation

We eliminate the discrete diffusion equation (4.1) by calculating a relation between the diffusion and the dissipation for the discrete formulation. Therefore we introduce the operator $M^h_n$ similar to definition 2.18.

**Definition 4.4.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1), then the operator $M^h_n$ is defined by

$$M^h_n : X_0(\Omega) \rightarrow Y_0(\Omega),$$

$$\langle M^h_n \mu, \zeta \rangle := \int_{\Omega} M^{-1}_h \nabla_x \mu \cdot \nabla_x \zeta \, dx \quad \forall \zeta \in X_0(\Omega).$$

The operator $M^h_n$ corresponds to a Laplace operator with a discrete material tensor $M^{-1}_h$ and homogeneous Neumann boundary conditions.

**Corollary 4.5.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore let assumption (A-3) be satisfied, then for the operator $M^h_n$ holds:

1. $|\langle M^h_n \mu, \zeta \rangle| \leq C_M \|\mu\|_{H^1(\Omega)} \|\zeta\|_{H^1(\Omega)}$ \quad $\forall \mu, \zeta \in X_0(\Omega),$

2. $\langle M^h_{n} \zeta, \zeta \rangle \geq \frac{c_M}{c_p} \|\zeta\|^2_{H^1(\Omega)}$ \quad $\forall \zeta \in X_0(\Omega).$

**Proof.** This corollary follows directly from lemma 2.19, taking into account Hölder’s and Korn’s inequality.

In view of the Lax-Milgram theorem the inverse operator exists and is denoted by $(M^h_n)^{-1}$. Using the inverse operator $(M^h_n)^{-1}$ a dissipative inner product on the space $Y_0(\Omega)$ is introduced.

**Definition 4.6.** Let $f, g \in Y_0(\Omega)$, then the dissipative inner product with respect to the operator $(M^h_n)^{-1}$ is defined by

$$\langle f, g \rangle_{M^h_n} := \int_{\Omega} M^{-1}_h \nabla_x (M^h_n)^{-1} f \cdot \nabla_x (M^h_n)^{-1} g \, dx$$

and the corresponding norm is given by

$$\|f\|_{M^h_n}^2 := \langle f, f \rangle_{M^h_n}.$$
Lemma 4.7 (Young’s inequality). Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let assumption (A-3) be satisfied. Then for any $\delta \in (0, 1)$ and any $\zeta \in X_0(\Omega)$ the following inequality holds

$$
\| \zeta \|^2_{L^2(\Omega)} \leq \frac{C_M}{\delta} \| \zeta \|^2_{M_h^n} + \delta \| \zeta \|^2_{H^1(\Omega)}.
$$

Proof. We identify a function $\zeta \in X_0(\Omega)$ with a functional in $Y_0(\Omega)$ by the shift operator $S$ introduced in (2.21), and apply definition 2.18. Furthermore, the mobility tensor is symmetric and positive definite, therefore we calculate the square root and estimate by using the classical Young’s inequality

$$
\| \zeta \|^2_{L^2(\Omega)} = \int_{\Omega} \xi^2 \, dx = \langle M_h^n(M_h^n)^{-1} \xi, \zeta \rangle = \int_{\Omega} M_h^{n-1} \nabla_x (M_h^n)^{-1} \xi \cdot \nabla_x \zeta \, dx
$$

$$
= \int_{\Omega} (M_h^{n-1})^{\frac{1}{2}} \nabla_x (M_h^n)^{-1} \xi \cdot (M_h^{n-1})^{\frac{1}{2}} \nabla_x \zeta \, dx
$$

$$
\leq C_M^2 \| \xi \|_{M_h^n} \| \zeta \|_{H^1(\Omega)} \leq \frac{C_M}{\delta} \| \zeta \|^2_{M_h^n} + \delta \| \zeta \|^2_{H^1(\Omega)}.
$$

Finally we eliminate the discrete diffusion equation (4.1) by applying the operator $(M_h^n)^{-1}$. Therefore the function $\partial_\Delta c_h^n \in X_{0,h}(\Omega)$ is identified with a functional in $Y_0(\Omega)$ by using the shift operator $S$ from (2.21). We get the representation

$$
\mu_h^n = -(M_h^n)^{-1} \partial_\Delta c_h^n \in X_{0,h}(\Omega).
$$

(4.5)

Note that for any Lagrangian multiplier $\lambda_h^n \in \ker(M_h^n) = \mathbb{R}$ additionally holds

$$
\mu_h^n = -(M_h^n)^{-1} \partial_\Delta c_h^n + \lambda_h^n \in X_h(\Omega),
$$

(4.6)

which is also a solution of the discrete diffusion equation (4.1).

Let $\xi_h \in X_{0,h}(\Omega)$ be a test function, then we use assumption (A-3), the symmetry of $M_h^n$, and calculate in the same way as in (2.23) for the discrete fields

$$
\int_{\Omega} \mu_h^n \xi_h \, dx = -\int_{\Omega} (M_h^n)^{-1} \partial_\Delta c_h^n \xi_h \, dx = -\langle (M_h^n)^{-1} \partial_\Delta c_h^n, M_h (M_h^n)^{-1} \xi_h \rangle
$$

$$
= -\int_{\Omega} M_h^{n-1} \nabla_x (M_h^n)^{-1} \partial_\Delta c_h^n \cdot \nabla_x (M_h^n)^{-1} \xi_h \, dx
$$

$$
= -\langle \partial_\Delta c_h^n, \xi_h \rangle_{M_h^n}.
$$

(4.7)

In view of this calculation we restrict problem 4.1 to two equations only for the discrete concentration field $c_h^n$ and for the discrete displacement $u_h^n$. 


4.1 Stabilisation by dynamic friction

Problem 4.8. Find at each discrete time \( t = n\Delta t \) for \( 1 \leq n \leq N \) a function \( c_h^n \in X_{m,h}(\Omega) \) and \( u_h^n \in X_h(\Omega) \) such that holds

\[
\int_{\Omega} \nabla_x^c c_h^n \cdot \nabla_x \xi_h + \psi_c(c_h^n) \xi_h + W_c(c_h^n, \varepsilon(u_h^{-1})) \xi_h + \gamma \partial_{\Delta t} c_h^n \xi_h \, dx + \langle \partial_{\Delta t} c_h^n, \xi_h \rangle_{M_h^n} = 0 \quad \forall \xi_h \in X_h(\Omega),
\]

\[
\int_{\Omega} C(c_h^n) \varepsilon(u_h^n) : \varepsilon(\eta_h) \, dx = \int_{\Omega} C(c_h^n) \varepsilon(\eta_h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^n \cdot \eta_h \, da_x \quad \forall \eta_h \in X_h(\Omega).
\]

Keeping in mind that the discretisation method decouples diffusion and elasticity, we have to formulate two corresponding energy functionals: a configurational energy \( E_{h,config}^n \) related to the diffusion and a strain energy \( E_{h,mech}^n \) related to the mechanical equilibrium.

\[
E_{h,config}^n(d_h) := \int_{\Omega} \frac{1}{2} \nabla_x d_h \cdot \nabla_x d_h + \psi(d_h) + W(d_h, \varepsilon(u_h^{-1})) \, dx + \frac{1}{2\Delta t} \| d_h - c_h^{n-1} \|^2_{M_h^n} + \frac{\gamma}{2\Delta t} \| d_h - c_h^{n-1} \|^2_{L_2(\Omega)},
\]

\[
E_{h,mech}^n(v_h) := \int_{\Omega} W(c_h^n, \varepsilon(v_h)) \, dx - \int_{\Gamma_N} g^n \cdot v_h.
\]

The mechanical equilibrium belongs to a \( X(\Omega) \)-elliptic problem as recommended in lemma 2.14. Due to this property the unique solution \( u_h^n \) provides the minimiser of the strain energy functional and therefore it holds

\[
E_{h,mech}^n(u_h^n) = \min_{v_h \in X_h(\Omega)} E_{h,mech}^n(v_h).
\]

We remark that also for the discretisation the flow gradient structure of the problem is satisfied with respect to the inner product \( \langle \cdot, \cdot \rangle_{M_h^n} \) and \( \langle \cdot, \cdot \rangle_{L_2(\Omega)} \). From (2.26) follows for the discrete fields \( c_h^n \) and \( \mu_h^n \) that the dissipation is represented by

\[
\frac{1}{2\Delta t} \| c_h^n - c_h^{n-1} \|^2_{M_h^n} + \frac{\gamma}{2\Delta t} \| c_h^n - c_h^{n-1} \|^2_{L_2(\Omega)} = -\Delta t D_\gamma(c_h^{n-1}, c_h^n, \mu_h^n)
\]

(4.8)

From a physical point of view, minimising \( E_{h,config}^n(d_h) \) means minimising the configurational energy and maximising the dissipation.

**Energy minimisation**

In this section we will minimise the configurational energy \( E_{h,config}^n(d_h) \). The proof is organised analogous to the continuous case, in fact even simpler because we work on a finite dimensional space \( X_{m,h}(\Omega) \).
Lemma 4.9. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Furthermore, $\mathcal{T}_h(\Omega)$ is assumed to be an admissible and exact triangulation. Then there exists at least one $c^n_h \in X_{m,h}(\Omega)$ such that holds

$$E_{h,\text{config}}(c^n_h) = \min_{d_h \in X_{m,h}(\Omega)} E_{h,\text{config}}(d_h).$$

Proof. For the proof of this lemma, we argue similarly as in the proof of lemma 2.22.

Step 1: At first we show that the energy is coercive. For the surface energy we conclude by using assumption (A-1) together with Poincaré’s inequality (2.1)

$$\int_\Omega \frac{1}{2} \Gamma \nabla d_h \cdot \nabla d_h \, dx \geq \frac{c_T}{2c_p} \|d_h\|^2_{H^1(\Omega)} - \frac{c_T}{2} m^2.$$ 

The Gibbs free energy can be bounded below by applying assumption (A-2) and we yield

$$\int_\Omega \psi(d_h) \, dx \geq -c_\psi \text{meas} (\Omega).$$

The elastic contribution to the configurational energy and the dissipative terms are bounded below by zero by using assumption (A-6) and (A-7). Finally we get

$$E_{h,\text{config}}(d_h) \geq \frac{c_T}{2c_p} \|d_h\|^2_{H^1(\Omega)} - C.$$ 

Step 2: The density of the configurational energy is continuous with respect to $\nabla x d_h$ and $d_h$, convex with respect to $\nabla x d_h$ and bounded below by (A-2). Theorem 2.6 yields

$$E_{h,\text{config}}(d_h) \leq \lim_{k \to \infty} E_{h,\text{config}}(d_h,k).$$

The existence of a minimiser $c^n_h \in X_{m,h}(\Omega)$ follows directly from theorem 2.7. \qed

Lemma 4.10. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Let the triangulation $\mathcal{T}_h(\Omega)$ be admissible and exact, then for any test function $\xi_h \in X_h(\Omega)$ the Gâteaux derivative of $E^n_{\Delta t,\text{config}}$ exists and it holds

$$\lim_{\delta \to 0} \frac{E^n_{h,\text{config}}(d_h + \delta \xi_h) - E^n_{h,\text{config}}(d_h)}{\delta} = \int_\Omega \Gamma \nabla x d_h \cdot \nabla x \xi_h + \psi_c(d_h) \xi_h + W_c(d_h, \varepsilon(u^n_h - 1)) \xi_h \, dx$$

$$+ \frac{1}{\Delta t} \langle d_h - c^n_h - 1, \xi_h \rangle_{\mathcal{M}_h^n} + \frac{\gamma}{\Delta t} \langle d_h - c^n_h - 1, \xi_h \rangle_{L^2(\Omega)}.$$ (4.9)
4.1 Stabilisation by dynamic friction

Proof. This result follows with the same arguments as in the proof of lemma 2.23. The surface energy is quadratic with respect to $\nabla_x d_h$ and this leads directly to

$$\lim_{\delta \to 0} \frac{1}{\delta} \int_\Omega \frac{1}{2} \Gamma \nabla_x (d_h + \delta \xi_h) \cdot \nabla_x (d_h + \delta \xi_h) - \frac{1}{2} \Gamma \nabla_x d_h \cdot \nabla_x d_h \, dx$$

$$= \int_\Omega \Gamma \nabla_x d_h \cdot \nabla_x \xi_h \, dx.$$  

We consider a decomposition of the Gibbs free energy density into a convex and a concave part. We get for the convex part $\psi^+$ similar to lemma 2.23 by using the assumption (A-2) that the difference quotient is uniformly bounded

$$\left| \frac{\psi^+(d_h + \delta \xi_h) - \psi^+(d_h)}{\delta} \right| \leq 2(\psi^+(d_h) + C).$$

This uniform bound and the fact that $\psi^+ \in C^2(\mathbb{R}, \mathbb{R})$ yields with Lebesgue’s convergence theorem

$$\lim_{\delta \to 0} \int_\Omega \frac{\psi^+(d_h + \delta \xi_h) - \psi^+(d_h)}{\delta} \, dx = \int_\Omega \psi^+(d_h) \xi_h \, dx.$$  

The concave part $\psi^-$ of the Gibbs free energy density satisfies a polynomial boundedness and therefore the generalised Lebesgue convergence theorem yields

$$\lim_{\delta \to 0} \int_\Omega \frac{\psi^-(d_h + \delta \xi_h) - \psi^-(d_h)}{\delta} \, dx = \int_\Omega \psi^-(d_h) \xi_h \, dx.$$  

Furthermore, the elastic contribution to the chemical potential is treated by applying the mean value theorem with assumption (A-6), (A-7) and the Lebesgue convergence theorem

$$\lim_{\delta \to 0} \frac{1}{\delta} \int_\Omega W(d_h + \delta \xi_h, \varepsilon(u_h^{n-1})) \, dx - \int_\Omega W(d_h, \varepsilon(u_h^{n-1})) \, dx$$

$$= \lim_{\delta \to 0} \int_\Omega W_e(d_h + \nu(\delta) \xi_h, \varepsilon(u_h^{n-1})) \xi_h \, dx = \int_\Omega W_e(d_h, \varepsilon(u_h^{n-1})) \xi_h \, dx.$$  

Finally, the dissipative terms are quadratic and we get by direct calculations

$$\lim_{\delta \to 0} \frac{\gamma}{2\Delta t \delta} (\|d_h + \delta \xi_h - c_h^{n-1}\|_{L^2(\Omega)}^2 - \|d_h - c_h^{n-1}\|_{L^2(\Omega)}^2)$$

$$= \frac{\gamma}{\Delta t} \langle d_h - c_h^{n-1}, \xi_h \rangle_{L^2(\Omega)},$$

$$\lim_{\delta \to 0} \frac{1}{2\Delta t \delta} (\|d_h + \delta \xi_h - c_h^{n-1}\|_{M^2}^2 - \|d_h - c_h^{n-1}\|_{M^2}^2)$$

$$= \frac{1}{\Delta t} \langle d_h - c_h^{n-1}, \xi_h \rangle_{M^2}.$$
For a minimiser $c^n_h \in X_h(\Omega)$ holds due to theorem 2.8 that the Gateaux derivative is equal to zero, this means for any test function $\xi_h \in X_h(\Omega)$ holds

$$
\int_\Omega \Gamma \nabla d_h \cdot \nabla \xi_h + \psi_c(d_h)\xi_h + W_c(d_h, \varepsilon(u^n_{h-1}))\xi_h \, dx
+ \langle \partial_{\Delta t} c^n_h, \xi_h \rangle_{M^n_h} + \gamma \langle \partial_{\Delta t} c^n_h, \xi_h \rangle_{L^2(\Omega)} = 0.
$$

Furthermore, a minimiser $c^n_h \in X_h(\Omega)$, $u^n_h \in X_h(\Omega)$ and the chemical potential $\mu^n_h \in X_h(\Omega)$ given by (4.6) generate a discrete weak solution of the approximation scheme formulated in problem 4.1. The Lagrangian multiplier has to be chosen in the following form

$$
\lambda^n_h = \frac{1}{\text{meas}(\Omega)} \int_\Omega \psi_c(c^n_h) + W_c(c^n_h, \varepsilon(u^n_{h-1})) \, dx.
$$

(4.10)

Obviously we have calculated a piecewise constant interpolants of the concentration field $c_{\Delta t,h,\gamma}$, of the chemical potential $\mu_{\Delta t,h,\gamma}$ and of the displacement $u_{\Delta t,h,\gamma}$. Moreover a piecewise linear interpolant $\tau_{\Delta t,h,\gamma}$ is also known. We indicate all these fields with $\gamma$ additionally, because friction is used for stabilisation and finally we are interested in the case $\Delta t, h$ and $\gamma$ going to zero.

### 4.1.3 Uniqueness of the discrete solution

In this section we discuss relations between the time discretisation $\Delta t$, the mesh size $h$ and the friction parameter $\gamma$ in order to get a unique solution. We remark that the uniqueness is only proved for the discrete solution of the Cahn-Larché system. The uniqueness of the discrete solution does not imply the uniqueness of the continuous solution of the Cahn-Larché system.

**Lemma 4.11 (Uniqueness).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Moreover let the assumptions (A-1) - (A-8) be satisfied. The triangulation $\mathcal{T}_h(\Omega)$ is assumed to be admissible, exact and uniform. Then there exists a constant $C_{W,cc} > 0$ depending on the elasticity parameters such that in the case of time discretisation $\Delta t$, mesh size $h$ and friction parameter $\gamma$ satisfying the following condition

$$
\Delta t \leq \min \left( \frac{c_T}{2(C_{\psi,cc})^2C_M}, \frac{h^{d-\gamma}}{C_{W,cc}} \right),
$$

the discrete problem 4.1 has a unique solution for every time step $t = n\Delta t$ with $0 \leq n \leq N$.

**Proof.** We show this lemma by complete induction.
Step 1: At initial time $t = 0$ the $L_2(\Omega)$-projection of the initial data $c_0$ is unique due to lemma 3.11. Corresponding to the unique discrete initial data $c_0^h$ the discrete displacement $u_0^h$ is also unique due to lemma 3.15 and Lax-Milgram’s theorem.

We assume that for time $t = (n - 1)\Delta t$ the concentration field $c_{n-1}^h$ and the displacement $u_{n-1}^h$ are unique and conclude the uniqueness of the concentration field $c_n^h$ and of the displacement $u_n^h$.

Step 2: First we prove the Lipschitz continuity of the elastic contribution $W, c$ to the chemical potential. For any two concentration fields $c_1$ and $c_2$ we conclude by using the mean value theorem and assumption (A-6), (A-7) with the mean value $\bar{c} := \nu c_1 + (1 - \nu) c_2$ and $\nu \in (0, 1)$ the estimate

$$|W, c(c_1, \varepsilon) - W, c(c_2, \varepsilon) - c_1 - c_2|$$

$$\leq \left( \frac{1}{2} C(c_1, \varepsilon)(c_2 - \varepsilon) : \varepsilon(c_1, \varepsilon) \right) + \left| c_2 \right|\left| c_1 - c_2 \right|$$

$$\leq C(|\varepsilon|^2 + 1)|c_1 - c_2|.$$

In view of this estimate we define $\int_\Omega C(|\varepsilon|^2 + 1) \, dx \leq C(2\rho + 1) =: C_W, c$.

Step 3: Finally, we assume that there exist two concentration fields $c_{1,h}$ and $c_{2,h}$ at time $t = n\Delta t$, which are solutions of the reduced problem 4.8. By subtracting the weak formulation in problem 4.8 with solution $c_{1,h}$ and $c_{2,h}$ from each other, we get

$$\int_\Omega \Gamma \nabla (c_{1,h} - c_{2,h}) \cdot \nabla \xi \, dt + (W, c(c_{1,h}, \varepsilon(c_{1,h} - c_{2,h})\xi_h)$$

$$+ (W, c(c_{1,h}, \varepsilon(u_{1,h}^-)) - W, c(c_{2,h}, \varepsilon(u_{2,h}^-))))(c_{1,h} - c_{2,h}) \, dx$$

$$+ \frac{1}{\Delta t}(c_{1,h} - c_{2,h}, \xi_h)_{L_2(\Omega)} + \gamma \frac{c_{1,h} - c_{2,h}, \xi_h)_{L_2(\Omega)} = 0.$$

The convex terms are estimated below by assumption (A-1) and using the fact that $\psi$ is a monotone function, thus the corresponding term is bounded below by zero. For the concave parts we apply the uniform a-priori estimates of the displacement $u_{n-1}^h$, the inverse inequality from lemma (3.4) and Young’s inequality (4.7). Then it follows

$$c_T|c_{1,h} - c_{2,h}|^2_{L^2(\Omega)} + \frac{1}{\Delta t}(c_{1,h} - c_{2,h}||^2_{L_2(\Omega)} + \gamma \frac{c_{1,h} - c_{2,h}, ||^2_{L_2(\Omega)}$$

$$\leq C_{\psi, \varepsilon} ||c_{1,h} - c_{2,h}, ||^2_{L_2(\Omega)} + C_{W, \varepsilon} \frac{1}{\Delta t}(c_{1,h} - c_{2,h}, ||^2_{L_2(\Omega)}$$

$$\leq c_{\psi, \varepsilon} \gamma \frac{c_{1,h} - c_{2,h}, ||^2_{L_2(\Omega)} + \frac{C_{\psi, \varepsilon} C_M}{\delta}(c_{1,h} - c_{2,h}, ||^2_{L_2(\Omega)}$$

$$+ C_{W, \varepsilon} \frac{1}{\Delta t}(c_{1,h} - c_{2,h}, ||^2_{L_2(\Omega)}.$
From this estimate we calculate for the difference of both solutions \( c_{1,h}^n \) and \( c_{2,h}^n \) the relation

\[
\left( c^\Gamma - C_{\psi,cc} \delta \right) |c_{1,h}^n - c_{2,h}^n|_{H^1(\Omega)}^2 + \left( \frac{1}{\Delta t} - \frac{C_{\psi,cc} C_M}{\delta} \right) \| c_{1,h}^n - c_{2,h}^n \|^2_{M_h^n} + \left( \gamma - \frac{C_{W,cc}}{h^d} \right) \| c_{1,h}^n - c_{2,h}^n \|^2_{L^2(\Omega)} \leq 0.
\]

By choosing \( \delta = \frac{c^\Gamma}{2C_{\psi,cc}} \) we get for the time discretisation the condition

\[
\Delta t \leq \min \left( \frac{c^T}{2(C_{\psi,cc})^2 C_M}, \frac{h^d \gamma}{2(C_{\psi,cc})^2 C_{W,cc}} \right).
\]

The above estimate yields directly the uniqueness of the concentration field \( c_h^n \). Furthermore, the uniqueness of the displacement follows from the uniqueness of the concentration field \( c_h^n \) and from Lax-Milgram’s theorem. Finally, the uniqueness of the chemical potential \( \mu_h^n \) is obvious due to the uniqueness of the concentration field \( c_h^n \) and the displacement \( u_h^n \) by taking into account the representation formula (4.6).

**Remark 4.12.** If the elasticity tensor does not depend on the concentration field this means \( C = \text{const} \), then the uniqueness of the solution is obtained by a weaker condition on the time discretisation

\[
\Delta t \leq \min \left( \frac{c^T}{2(C_{\psi,cc})^2 C_M}, \frac{h^d \gamma}{2C_{W,cc}} \right).
\]

**Proof.** We argue in a similar way as in the proof of lemma 4.11, but the important difference to lemma 4.11 consists in the Lipschitz continuity of the elastic contribution to the chemical potential. The same calculation as in the proof of lemma 4.11 step 2 yields the estimate

\[
|W_c(c_1, \varepsilon) - W_c(c_2, \varepsilon)| \leq C(|\varepsilon| + 1).
\]

The strain \( \varepsilon \) enters this estimate only linear and this fact leads to a different estimate as in lemma 4.11 step 3. We get for a constant elasticity tensor \( C \) the following estimate

\[
c_T |c_{1,h}^n - c_{2,h}^n|_{H^2(\Omega)}^2 + \frac{1}{\Delta t} \| c_{1,h}^n - c_{2,h}^n \|^2_{M_h^n} + \frac{\gamma}{\Delta t} \| c_{1,h}^n - c_{2,h}^n \|^2_{L^2(\Omega)} \\
\leq C_{\psi,cc} |c_{1,h}^n - c_{2,h}^n|_{L^2(\Omega)}^2 + C_{W,cc} \frac{1}{h^d} \| c_{1,h}^n - c_{2,h}^n \|^2_{L^2(\Omega)}
\]

The same argumentation leads to the statement of this remark. \( \square \)
Remark 4.13. The existence of a discrete solution of problem 4.1 was proved by minimising the configurational energy and following that the Euler-Lagrange equations are equal to zero in the minimiser.

In contrast to this theoretical argumentation, we solve the Euler-Lagrange equations in the numerical simulation. In general it is not true that a solution of the Euler-Lagrange equations minimises the corresponding energy functional. But for the case of the solution of the Euler-Lagrange equation being unique a global minimum of the energy is achieved, see [29].

4.1.4 A-priori estimates

In this section we derive uniform a-priori estimates of a discrete weak solution of problem 4.1. The Lyapunov property of the system is again the key issue to derive a-priori estimates. Also for the discrete fields, the system goes into an energetic stable state. Due to the decoupling of diffusion and elasticity we have to argue in a different way in comparison to the continuous Cahn-Larché system.

Lemma 4.14 (Lyapunov property). Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Let \( c_{\Delta t, h, \gamma}, \bar{c}_{\Delta t, h, \gamma}, \mu_{\Delta t, h, \gamma} \) and \( u_{\Delta t, h, \gamma} \) be the discrete solution of problem 4.1. Furthermore let the assumptions (A-1) - (A-8) be satisfied, then for the discrete time \( t_n = n\Delta t \), with \( 1 \leq n \leq N \) the Lyapunov property holds

\[
E(t_n, c^n_h, u^n_h) + \frac{1}{2} \int_0^{t_n} \int_{\Omega} M(c_{\Delta t, h, \gamma}(t - \Delta t, \cdot)) \nabla \mu_{\Delta t, h, \gamma} \cdot \nabla c_{\Delta t, h, \gamma} \, dx \, dt + \frac{\gamma}{2} \int_0^{t_n} \int_{\Omega} (\bar{c}_{\Delta t, h, \gamma})^2 \, dx \, dt \leq E(0, c^0_h, u^0_h) + CT \quad (4.11)
\]

with a constant \( C = C(C_C, c_C, C_r, g, \text{meas}(\Omega)) \).

Proof. We observe the configurational energy \( E_{h,\text{config}}^n \) at time \( t_n = n\Delta t \) with \( 1 \leq n \leq N \) and use a minimiser \( c^n_h \in X_{m,h}(\Omega) \) with a comparison function \( c^{n-1}_h \in X_{m,h}(\Omega) \). Then we calculate

\[
E_{h,\text{config}}^n(c^n_h) - \int_{\Gamma_N} g^n \cdot u^{n-1} \, d\alpha_x
\]

\[
\leq \int_{\Omega} \frac{1}{2} \Gamma \nabla c^n_h : \nabla c^n_h + \psi(c^n_h) + W(c^n_h, \varepsilon(u^{n-1}_h)) \, dx - \int_{\Gamma_N} g^n \cdot u^{n-1} \, d\alpha_x
\]

\[
+ \frac{1}{2\Delta t} \|c^n_h - c^{n-1}_h\|_{X^h}^2 + \frac{\gamma}{2\Delta t} \|c^n_h - c^{n-1}_h\|_{L^2(\Omega)}^2
\]

\[
\leq \int_{\Omega} \frac{1}{2} \Gamma \nabla c^{n-1}_h : \nabla c^{n-1}_h + \psi(c^{n-1}_h) + W(c^{n-1}_h, \varepsilon(u^{n-1}_h)) \, dx
\]

\[- \int_{\Gamma_N} g^n \cdot u^{n-1} \, d\alpha_x\]
\[ E(t_n, c_h^{n-1}, u_h^{n-1}) + \int_\Omega (g^{n-1} - g^n) \cdot u_h^{n-1} \, dx \]
\[ \leq E(t_{n-1}, c_h^{n-1}, u_h^{n-1}) + C \Delta t. \]

For the lower bound we remark that \( u_h^n \) minimises the strain energy \( E_{h,\text{mech}}(u_h^n) \) and we take into account (4.8) in order to conclude
\[ E^n_{h,\text{config}}(c_h^n) - \int_{\Gamma_N} g^n \cdot u_h^{n-1} \, dx + \frac{1}{2} \int_{t(n-1)}^{t_n} \int_\Omega M_h^{n-1} \nabla u_h^n \cdot \nabla u_h^n \, dx \, dt + \frac{\gamma}{2} \int_{t(n-1)}^{t_n} \int_\Omega (\delta \psi_{\Delta t,h,\gamma})^2 \, dx \, dt. \]

Both estimates together and their recursive application yield the statement of this lemma.

**Lemma 4.15.** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1) and let the assumptions (A-1), (A-2), (A-6) - (A-8) be satisfied. Let \( \mathcal{F}_h(\Omega) \) be an admissible, exact and locally quasi-uniform mesh satisfying condition (3.5). Then there exists a constant \( C_E > 0 \) depending on the material parameters formulated in the above mentioned assumptions, on the initial condition \( c_0 \) and on the boundary loading \( g \), but independent of the mesh size \( h \) and of the friction coefficient \( \gamma \) such that holds
\[ E(0, c_h^0, u_h^0) \leq C_E. \]

**Proof.** We observe the energy at initial time \( t = 0 \) and apply the assumptions (A-1), (A-2), (A-6) - (A-8). Furthermore, we take into account the a-priori estimate (3.15) of the initial displacement \( u_h^0 \) and calculate similarly as in lemma 2.25
\[ E(0, c_h^0, u_h^0) \leq \bar{C}(\|e_h^0\|_{H^1(\Omega)}^2 + \|\psi(c_h^0)\|_{L_1(\Omega)} + \text{meas}(\Omega)), \]
where \( \bar{C} \) is independent of the mesh size. The \( H^1(\Omega) \)-stability of the \( L_2(\Omega) \)-projection proved in lemma 3.13 shows that \( \|e_h^0\|_{H^1(\Omega)} \leq C\|c_0\|_{H^1(\Omega)} \). Therefore it remains to show that the initial Gibbs free energy is bounded independent of the mesh size,
\[ \|\psi(c_h^0)\|_{L_1(\Omega)} \leq \|\psi^+(c_h^0)\|_{L_1(\Omega)} + \|\psi^-(c_h^0)\|_{L_1(\Omega)}. \]

At first we consider the convex part of the Gibbs free energy density and calculate
\[ \psi^+(c_0) \geq \psi^+(c_h^0) + \psi^+(c_h^0)(c_0 - c_h^0). \]

Using assumption (A-2) and the \( L_\infty(\Omega) \)-stability of the \( L_2(\Omega) \)-projection we get
\[ \psi^+(c_h^0) \leq \psi^+(c_0) + |\psi^+(c_h^0)| |c_0 - c_h^0| \]
\[ \leq \psi^+(c_0) + (\delta \psi^+(c_h^0) + C_\delta) \|c_0 - c_h^0\|_{L_\infty(\Omega)} \]
\[ \leq \psi^+(c_0) + C(\delta \psi^+(c_h^0) + C_\delta)(\|c_0\|_{H^1(\Omega)} + \|c_0\|_{L_\infty(\Omega)}). \]
4.1 Stabilisation by dynamic friction

By choosing \( \delta = (2C(||c_0||_{H^1(\Omega)} + ||c_0||_{L^\infty(\Omega)})^{-1} \) we get the estimate

\[
|\psi^+(c_0^h)| \leq C(|\psi^+(c_0)| + ||c_0||_{H^1(\Omega)} + ||c_0||_{L^\infty(\Omega)}),
\]

which proves the statement for the convex term. For the non-convex part \( \psi^- \) we apply the polynomial boundedness by assumption (A-2), Rellich-Kondrachov embedding theorem 2.4 and the \( H^1(\Omega) \)-stability of the \( L^2(\Omega) \)-projection formulated in lemma 3.13. Then we calculate

\[
||\psi^-(c_0^h)||_{L^1(\Omega)} \leq C_{\psi} (||c_0^h||_{L^q(\Omega)} + \text{meas}(\Omega)) \leq C_{\psi} (||c_0^h||_{H^1(\Omega)}^{q} + \text{meas}(\Omega)) \leq C (||c_0||_{H^1(\Omega)}^{q} + 1).
\]

This calculation finally shows the statement of this lemma.

**Lemma 4.16.** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1) and let the assumptions (A-1), (A-2), (A-6) - (A-8) be satisfied. Then there exists a constant \( c_E > 0 \) independent of the mesh size \( h \) and of the friction coefficient \( \gamma \) such that for every time step \( t_n = n\Delta t \) with \( 1 \leq n \leq N \) the following estimate holds

\[
E(t_n, c_n^h, u_n^h) \geq c_E \left( ||c_n^h||_{H^1(\Omega)}^2 + \int_{\Omega} (\psi(c_n^h)) \, dx - 1 \right).
\]

**Proof.** The proof of this lemma follows basically from the Poincaré inequality. See lemma 2.26 for details.

**Lemma 4.17 (A-priori estimates).** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1) and let the assumptions (A-1) - (A-8) be satisfied. Let \( \mathcal{T}_h(\Omega) \) be an admissible locally quasi-uniform mesh satisfying condition (3.5). Then for the discrete weak solution \( c_N, \tilde{c}_{\Delta t,h,\gamma}, \mu_{\Delta t,h,\gamma} \) and \( u_{\Delta t,h,\gamma} \) there exists constants \( C_c, C_{\tilde{c}}, C_{\mu}, C_u \) and \( C_\psi > 0 \), depending on the material parameters, the boundary loading \( g \), the initial condition \( c_0 \), time \( T \) and \( \text{meas}(\Omega) \), such that the following uniform a-priori estimates hold

\[
\begin{align*}
(1) \quad & ||u_{\Delta t,h,\gamma}||_{L^\infty(0,T;H^1(\Omega))} \leq C_u, \quad (4) \quad \sup_{t \in [0,T]} \int_{\Omega} (\psi(c_{\Delta t,h,\gamma})) \, dx \leq C_\psi, \\
(2) \quad & ||c_{\Delta t,h,\gamma}||_{L^\infty(0,T;H^1(\Omega))} \leq C_c, \quad (5) \quad ||\mu_{\Delta t,h,\gamma}||_{L^2(0,T;H^1(\Omega))} \leq C_{\mu}, \\
(3) \quad & ||\tilde{c}_{\Delta t,h,\gamma}||_{L^\infty(0,T;H^1(\Omega))} \leq C_{\tilde{c}}, \quad (6) \quad ||\tilde{c}_{\Delta t,h,\gamma}||_{L^2(\Omega_T)} \leq C_{\tilde{c}}, \text{ if } \gamma \geq 0.
\end{align*}
\]

**Proof.** Using the Lyapunov property formulated in lemma 4.14 together with the upper estimates from lemma 4.15 and the lower estimate from lemma 4.16 the results follow by arguing analogously as in lemma 4.17. We remark that except \( C_{\tilde{c}} \) all constants are independent of the mesh size \( h \) and of the friction coefficient \( \gamma \).
4.1.5 Convergence of the method

In this subsection we show that the finite element solutions \( c^{\Delta t, h, \gamma} \) and \( \mu^{\Delta t, h, \gamma} \) and \( u^{\Delta t, h, \gamma} \) converge to a solution of the non-viscous Cahn-Larché system if \( \Delta t, h, \gamma \) go to zero. Note that the piecewise linear interpolant \( c^{\Delta t, h, \gamma} \) satisfies the discrete diffusion equation in the following way

\[
\int_{\Omega} \dot{c}^{\Delta t, h, \gamma} \zeta_h \, dx + \int_{\Omega} M(c^{\Delta t, h, \gamma}(t - \Delta t, \cdot)) \nabla_x \mu^{\Delta t, h, \gamma} \cdot \nabla_x \zeta_h \, dx = 0 \quad \forall \zeta_h \in X_0(\Omega). \tag{4.12}
\]

**Lemma 4.18.** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Moreover, let the assumptions (A-1) - (A-8) be satisfied. Furthermore the triangulation is assumed to be exact, admissible, locally quasi-uniform and satisfies the mesh condition (3.5). Then there exist at least one \( c \in L_\infty(0, T; H^1(\Omega)) \) and subsequences denoted without loss of generality with the same index \( (c^{\Delta t, h, \gamma})_{\Delta t, h, \gamma}, (\bar{c}^{\Delta t, h, \gamma})_{\Delta t, h, \gamma} \subset L_\infty(0, T; H^1(\Omega)) \), such that for \( \Delta t, h, \gamma \to 0 \) holds

\[
\begin{align*}
\bar{c}^{\Delta t, h, \gamma} & \to c & \text{in } C([0, T]; L^2(\Omega)), \tag{4.13} \\
c^{\Delta t, h, \gamma} & \to c & \text{in } L_\infty(0, T; L^2(\Omega)), \tag{4.14} \\
c^{\Delta t, h, \gamma}(t, x) & \to c(t, x) & \text{almost everywhere in } \Omega_T, \tag{4.15} \\
c^{\Delta t, h, \gamma} & \rightharpoonup^* c & \text{in } L_\infty(0, T; X_m(\Omega)), \tag{4.16}
\end{align*}
\]

**Proof.** The proof of this lemma follows directly by arguing analogously as in the proof of lemma 2.28.

**Lemma 4.19.** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Moreover, the triangulation \( \mathcal{T}_h(\Omega) \) is assumed to be exact, admissible, locally quasi-uniform and satisfies the mesh condition (3.5). Then for all times \( t \in (0, T) \) holds

\[
c^{\Delta t, h, \gamma}(t - \Delta t, \cdot) \to c(t, \cdot) \text{ in } L^2(\Omega) \text{ if } \Delta t, h, \gamma \to 0. \tag{4.17}
\]

**Proof.** The same arguments as in the proof of lemma 2.29 yield the statement of this lemma.

Up to now we know that there exists at least one concentration field \( c \in L_\infty(0, T; X_m(\Omega)) \), which is a limit of the approximation \( c^{\Delta t, h, \gamma} \). We define a displacement \( u \in L^2(0, T; X(\Omega)) \) corresponding to \( c \in L_\infty(0, T; X_m(\Omega)) \) via the following problem.
4.1 Stabilisation by dynamic friction 105

Problem 4.20. Find $u \in L_2(0, T; X(\Omega))$ such that

$$\int_{\Omega_T} C(c)\varepsilon(u) : \varepsilon(\eta) \, dx \, dt = \int_{\Omega_T} C(c)\varepsilon(c) : \varepsilon(\eta) \, dx \, dt + \int_{\Gamma_T^N} g \cdot \eta \, da \, dt$$

\[\eta \in L_2(0, T; X(\Omega))\].

Lemma 4.21. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-6) - (A-8) be satisfied. Then the following estimates in the time space cylinder hold

1. \[\left|\int_{\Omega_T} C(c)\varepsilon(u) : \varepsilon(\eta) \, dx \, dt\right| \leq C_c\|u\|_{L_2(0, T; H^1(\Omega))}\|\eta\|_{L_2(0, T; H^1(\Omega))}\],

2. \[\int_{\Omega_T} C(c)\varepsilon(\eta) : \varepsilon(\eta) \, dx \, dt \geq \frac{c_c}{c_k}\|\eta\|^2_{L_2(0, T; H^1(\Omega))}\],

3. \[\left|\int_{\Omega_T} C(c)\varepsilon(c) : \varepsilon(\eta) \, dx \, dt + \int_{\Gamma_T^N} g \cdot \eta \, da \, dt\right| \leq CT^{\frac{1}{2}}\left(\text{meas}^{\frac{1}{2}}(\Omega) + \|g\|_{C^0(0, T; H^{-\frac{1}{2}}(\Gamma_N))}\right)\].

Proof. Statement (1) follows from assumption (A-6) and Hölder’s inequality. Statement (2) is a direct consequence of (A-6) and Korn’s inequality for any time $t \in (0, T)$. Statement (3) is proved by using the assumptions (A-6) - (A-8) and Hölder’s inequality.

Corollary 4.22. Let $\Omega \subset \mathbb{R}^d$ be an open bounded domain with a Lipschitz boundary and let the assumptions (A-6) - (A-8) be satisfied. Then there exists a unique solution $u \in L_2(0, T; X(\Omega))$ with the a-priori estimate

\[\|u\|_{L_2(0, T; H^1(\Omega))} \leq T^{\frac{1}{2}}C_u\].

Proof. Since $L_2(0, T; X(\Omega))$ is a Hilbert space the statement of the corollary follows from Lax-Milgram’s theorem under consideration of lemma 4.21.

Finally we have to show that the numerical approximation of the displacement $u_{\Delta, h, \gamma}$ converges strongly to $u \in L_2(0, T; X(\Omega))$ if $c_{\Delta, h, \gamma} \rightarrow c$. In order to get this result, we consider the following auxiliary problem.

Problem 4.23. Find $\tilde{u} \in L_2(0, T; X(\Omega))$ such that holds

$$\int_{\Omega_T} C(c_{\Delta_t, h, \gamma})\varepsilon(\tilde{u}) : \varepsilon(\eta) \, dx \, dt = \int_{\Omega_T} C(c_{\Delta_t, h, \gamma})\varepsilon(c_{\Delta_t, h, \gamma}) : \varepsilon(\eta) \, dx \, dt$$

$$+ \int_{\Gamma_T^N} g_{\Delta_t} \cdot \eta \, da \, dt \quad \forall \eta \in L_2(0, T; X(\Omega))\].$$
We remark that the estimates from lemma 4.21 are still valid for the auxiliary problem 4.23 due to the assumptions (A-6) - (A-8). Therefore by using Lax-Milgram’s theorem we deduce the existence of a unique solution \( \tilde{u} \in L_2(0, T; X(\Omega)) \).

**Corollary 4.24 (Galerkin orthogonality).** For all discrete test functions \( \eta_h = R_h \eta \) with an arbitrary \( \eta \in L_2(0, T; X(\Omega)) \) holds

\[
\int_{\Omega_T} C(c_{\Delta t, h, \gamma}) \varepsilon(\tilde{u} - u_{\Delta t, h, \gamma}) : \varepsilon(\eta_h) \, dx \, dt = 0.
\]

**Proof.** The Galerkin orthogonality follows by integrating the discrete semi-weak formulation (4.3) in problem 4.1 with respect to time (0, T) and subtracting it from the weak formulation in the auxiliary problem 4.23. \( \square \)

**Lemma 4.25 (Cea’s lemma).** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-6) - (A-8) be satisfied. Let \( \tilde{u} \in L_2(0, T; X(\Omega)) \) be a unique solution of the auxiliary problem 4.23 and let \( u_{\Delta t, h, \gamma} \) be the piecewise constant interpolant of the discrete solution of problem 4.1. Then it holds

\[
\| \tilde{u} - u_{\Delta t, h, \gamma} \|_{L_2(0, T; H^1(\Omega))} \leq C \frac{c_C}{c_C} \inf_{\eta_h} \| \tilde{u} - \eta_h \|_{L_2(0, T; H^1(\Omega))}.
\]

**Proof.** By using assumption (A-6), Korn’s inequality, the Galerkin inequality and Hölder’s inequality, we calculate

\[
\frac{c_C}{c_C} \| \tilde{u} - u_{\Delta t, h, \gamma} \|_{L_2(0, T; H^1(\Omega))}^2 \\
\quad \leq \int_{\Omega_T} C(c_{\Delta t, h, \gamma}) \varepsilon(\tilde{u} - u_{\Delta t, h, \gamma}) : \varepsilon(\tilde{u} - u_{\Delta t, h, \gamma}) \, dx \, dt \\
\quad + \int_{\Omega_T} C(c_{\Delta t, h, \gamma}) \varepsilon(\tilde{u} - u_{\Delta t, h, \gamma}) : \varepsilon(u_{\Delta t, h, \gamma} - \eta_h) \, dx \, dt \\
\quad \leq C \| \tilde{u} - u_{\Delta t, h, \gamma} \|_{L_2(0, T; H^1(\Omega))} \| \tilde{u} - \eta_h \|_{L_2(0, T; H^1(\Omega))}.
\]

Since \( \eta_h \) is chosen arbitrary the statement of this lemma follows. \( \square \)

**Lemma 4.26 (Error estimate).** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-6) - (A-8) be satisfied. Let \( u \in L_2(0, T; X(\Omega)) \) be the unique solution of problem 4.20 and let \( \tilde{u} \in L_2(0, T; X(\Omega)) \) be the unique solution of the auxiliary problem 4.23. Then it holds

\[
\| u - \tilde{u} \|_{L_2(0, T; H^1(\Omega))} \leq C \left( \| C(c) \varepsilon(c) - C(c_{\Delta t, h, \gamma}) \varepsilon(c_{\Delta t, h, \gamma}) \|_{L_2(\Omega_T)} \\
+ \| (C(c) - C(c_{\Delta t, h, \gamma})) \varepsilon(\tilde{u}) \|_{L_2(\Omega_T)} \\
+ T^{\frac{1}{2}} \| g - g_{\Delta t} \|_{C^{0}(0,T; H^{-\frac{1}{2}}(\Gamma_N))} \right).
\]
4.1 Stabilisation by dynamic friction

Proof. Subtracting the weak formulation of problem 4.20 from the weak formulation of problem 4.23 and inserting $\int_{\Omega_T} (C(c_{\Delta t, \gamma}) \varepsilon(u) - C(c_{\Delta t, \gamma}) \varepsilon(\bar{u})) : \varepsilon(\eta) \, dt$, this yields for the left hand side

$$
\int_{\Omega_T} (C(c_{\Delta t, \gamma}) \varepsilon(\bar{u}) - C(c) \varepsilon(u)) : \eta \, dt
= \int_{\Omega_T} C(c_{\Delta t, \gamma}) \varepsilon(\bar{u} - u) : \varepsilon(\eta) \, dt
+ \int_{\Omega_T} (C(c_{\Delta t, \gamma}) - C(c)) \varepsilon(u) : \varepsilon(\eta) \, dt.
$$

We choose $\eta = u - \bar{u}$ and deduce in view of Korn’s inequality (2.3) and the trace theorem 2.2 the following estimate

$$
\frac{CC}{C_k} \|u - \bar{u}\|^2_{L^2(0,T; H^1(\Omega))} \leq \int_{\Omega_T} C(c_{\Delta t, \gamma}) \varepsilon(u - \bar{u}) : \varepsilon(u - \bar{u}) \, dt
\leq \int_{\Omega_T} (C(c) - C(c_{\Delta t, \gamma})) \varepsilon(u) : \varepsilon(u - \bar{u}) \, dt
+ \int_{\Omega_T} (C(c) \varepsilon(c) - C(c_{\Delta t, \gamma}) \varepsilon(c_{\Delta t, \gamma})) : \varepsilon(u - \bar{u}) \, dt
+ \int_{\partial T} (g - g_{\Delta t}) \cdot (\bar{u} - u) \, ds \, dt
\leq \|C(c) - C(c_{\Delta t, \gamma})\|_{L^2(\Omega_T)} \|u - \bar{u}\|_{L^2(0,T; H^1(\Omega))}
+ \|C(c) \varepsilon(c) - C(c_{\Delta t, \gamma}) \varepsilon(c_{\Delta t, \gamma})\|_{L^2(\Omega_T)} \|u - \bar{u}\|_{L^2(0,T; H^1(\Omega))}
+ C T^\frac{1}{2} \|g - g_{\Delta t}\|_{C^0(0,T; H^{\frac{1}{2}}(\Gamma_N))} \|u - \bar{u}\|_{L^2(0,T; H^1(\Omega))}.
$$

Remark 4.27. Under the same hypotheses as in lemma 4.26, we get by arguing similarly as in the proof of lemma 4.26 the following estimate

$$
\|u - \bar{u}(t - \Delta t, \cdot)\|_{L^2(0,T; H^1(\Omega))}
\leq C \left( \|C(c) \varepsilon(c) - C(c_{\Delta t, \gamma}) \varepsilon(c_{\Delta t, \gamma})\|_{L^2(\Omega_T)}
+ \|C(c) - C(c_{\Delta t, \gamma})\|_{L^2(\Omega_T)} \|u - \bar{u}\|_{L^2(0,T; H^1(\Omega))}
+ T^\frac{1}{2} \|g - g_{\Delta t}\|_{C^0(0,T; H^{\frac{1}{2}}(\Gamma_N))} \right).
$$

Lemma 4.28 (Convergence). Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-6) - (A-8) be satisfied. Let $u \in L^2(0,T; H^1(\Omega))$ be the unique solution of problem 4.20 and let $u_{\Delta t, \gamma} \in L^2(0,T; H^1(\Omega))$ be the piecewise constant interpolant of discrete weak solutions of problem (4.1). Then it holds for $\Delta t$, $h$, $\gamma \to 0$

$$
u_{\Delta t, \gamma} \to u \quad \text{in} \quad L^2(0,T; H^1(\Omega)),
$$

$$
u_{\Delta t, \gamma}(t - \Delta t, \cdot) \to u \quad \text{in} \quad L^2(0,T; H^1(\Omega)).$$
Proof. Taking into account Cea’s lemma 4.25 and the error estimate of lemma 4.26, it follows by using the Clement operator

\[
\|u - u_{\Delta t,h,\gamma}\|_{L^2(0,T;H^1(\Omega))} \\
\leq \|u - \bar{u}\|_{L^2(0,T;H^1(\Omega))} + \|\bar{u} - u_{\Delta t,h,\gamma}\|_{L^2(0,T;H^1(\Omega))} \\
\leq C \left( \|C(c)\bar{\varepsilon}(c) - C(c_{\Delta t,h,\gamma})\varepsilon(c_{\Delta t,h,\gamma})\|_{L^2(\Omega_T)} \\
+ \|(C(c) - C(c_{\Delta t,h,\gamma}))\varepsilon(\bar{u})\|_{L^2(\Omega_T)} + T^{\frac{1}{2}}\|g - g_{\Delta t}\|_{C^0(0,T;H^{-\frac{1}{2}}(\Gamma_N))} \right) \\
+ \frac{CcK}{C} \|\bar{u} - R_h u\|_{L^2(0,T;H^1(\Omega))}.
\]

The convergence follows from the convergence of the Clement quasi-interpolation, see lemma 3.9, from the almost everywhere convergence of the concentration field together with Lebesgue’s convergence theorem and from the Lipschitz continuity with respect to time of the boundary loading, see assumption (A-8). The second statement follows from remark 4.27 and from the continuity of the concentration field shown in lemma 4.18.

Due to the uniform a-priori estimate for the chemical potential \(\mu_{\Delta t,h,\gamma}\) calculated in lemma 4.17 statement (5) we extract a weak convergent subsequence without loss of generality indicated with the same index

\[
\mu_{\Delta t,h,\gamma} \rightharpoonup \mu \quad \text{in} \quad L^2(0,T;H^1(\Omega)) \quad \text{if} \quad \Delta t, h, \gamma \rightarrow 0.
\]

**Theorem 4.29 (Convergence of the method).** Let \(\Omega \subset \mathbb{R}^d\) be a domain satisfying condition (H-1). Furthermore, \(\mathcal{T}_h(\Omega)\) is assumed to be an exact, admissible and locally quasi-uniform triangulation satisfying the shape regularity condition. Let the assumptions (A-1) - (A-8) be satisfied, then \(c_{\Delta t,h,\gamma}, \mu_{\Delta t,h,\gamma}\) and \(u_{\Delta t,h,\gamma}\) converge to a weak solution of the non-viscous Cahn-Larché system, if \(\Delta t, h, \gamma \rightarrow 0\).

**Proof.** Step 1: As a test function we use \(\zeta_h = \mathcal{R}_h \zeta\) with \(\zeta \in \{v \in L^2(0,T;H^1(\Omega))\}\) with \(\dot{v} \in L^2(\Omega_T)\) in the discrete diffusion equation (4.1), integrate over \((0,T)\) and apply integration by parts with respect to time. After subtraction from the weak formulation of the non-viscous Cahn-Larché system, we deduce for the first term

\[
\left| \int_{\Omega_T} (\bar{c}_{\Delta t,h,\gamma} - c_0)\mathcal{R}_h \zeta - (c - c_0)\dot{\zeta} \, dx \, dt \right| \\
= \left| \int_{\Omega_T} (\bar{c}_{\Delta t,h,\gamma} - c_0)(\mathcal{R}_h \zeta - \zeta) + (\bar{c}_{\Delta t,h,\gamma} - c)\dot{\zeta} + (c_0 - c_0)\dot{\zeta} \, dx \, dt \right| \\
\leq \|\bar{c}_{\Delta t,h,\gamma} - c_0\|_{L^2(\Omega_T)} \|\mathcal{R}_h \zeta - \zeta\|_{L^2(\Omega_T)} + \|\bar{c}_{\Delta t,h,\gamma} - c\|_{L^2(\Omega_T)} \|\dot{\zeta}\|_{L^2(\Omega_T)} \\
+ T^{\frac{1}{2}}\|c_0 - c_0\|_{L^2(\Omega)} \|\zeta\|_{L^2(\Omega_T)}.
\]
The convergence of this term follows from the a-priori estimates in lemma 4.17 statement (3), from the convergence of the concentration formulated in lemma 4.18 and from the approximation property in lemma 3.9.

For the second term of the discrete diffusion equation (4.1) we use the same test function $\zeta_h = R_h \xi$ and insert zero in order to derive

$$\left| \int_{\Omega_T} M(c_{\Delta t,h,\gamma}(t - \Delta t, \cdot)) \nabla_x \mu_{\Delta t,h,\gamma} \cdot \nabla_x R_h \xi - M(c) \nabla_x \mu \cdot \nabla_x \xi \, dx \, dt \right|$$

$$\leq \left| \int_{\Omega_T} (M(c_{\Delta t,h,\gamma}(t - \Delta t, \cdot)) - M(c)) \nabla_x \mu_{\Delta t,h,\gamma} \cdot \nabla_x R_h \xi \, dx \, dt \right|$$

$$+ c_M \| \mu_{\Delta t,h,\gamma} \|_{L_2(0,T;H^1(\Omega))} \| R_h \xi - \xi \|_{L_2(0,T;H^1(\Omega))}$$

The continuity of the concentration field with respect to time in lemma 4.19 together with Lebesgue's convergence theorem, the approximation property from lemma 3.9 and the weak convergence of the chemical potential yield the convergence.

**Step 2:** In the next step, we consider the discrete semi-weak equation of the chemical potential (4.2). We choose as a test function $\xi_h = R_h \xi$ with $\xi \in \{ v \in L_2(0,T;H^1(\Omega)) \cap L_\infty(\Omega_T) : \dot{v} \in L_2(\Omega) \}$. After integrating (4.2) over $(0,T)$ and subtraction from the weak formulation of the non-viscous Cahn-Larché system, we deduce for the left hand side

$$\left| \int_{\Omega_T} \mu_{\Delta t,h,\gamma} R_h \xi - \mu \xi \, dx \, dt \right| = \left| \int_{\Omega_T} \mu_{\Delta t,h,\gamma} (R_h \xi - \xi) + (\mu_{\Delta t,h,\gamma} - \mu) \xi \, dx \, dt \right|$$

$$\leq \| \mu_{\Delta t,h,\gamma} \|_{L_2(0,T;H^1(\Omega))} \| R_h \xi - \xi \|_{L_2(0,T;H^1(\Omega))} + \left| \int_{\Omega_T} (\mu_{\Delta t,h,\gamma} - \mu) \xi \, dx \, dt \right|. $$

The uniform boundedness of the chemical potential from lemma 4.17 statement (5), the approximation property lemma 3.9 and the weak convergence of the chemical potential yield the convergence of this term.

For the right hand side we first consider the surface energy and insert zero in
order to calculate
\[
\left| \int_{\Omega_T} \Gamma \nabla_x c_{\Delta t, h, \gamma} \cdot \nabla_x R_h \xi - \Gamma \nabla_x c \cdot \nabla_x \xi \, dx \, dt \right|
\]
\[
= \left| \int_{\Omega_T} \Gamma \nabla_x c_{\Delta t, h, \gamma} \cdot \nabla_x (R_h \xi - \xi) + \Gamma \nabla_x (c_{\Delta t, h, \gamma} - c) \cdot \nabla_x \xi \, dx \, dt \right|
\]
\[
\leq C_\Gamma \|c_{\Delta t, h, \gamma}\|_{L_2(0,T;H^1(\Omega))} \|R_h \xi - \xi\|_{L_2(0,T;H^1(\Omega))}
\]
\[
+ \left| \int_{\Omega_T} \Gamma \nabla_x (c_{\Delta t, h, \gamma} - c) \cdot \nabla_x \xi \, dx \, dt \right|
\]

The uniform boundedness of the concentration field, see lemma 4.17, the approximation property in lemma 3.9 and the weak-⋆ convergence of the concentration field imply the convergence of this term.

Moreover, we consider the first part \( \psi^+ \) of the Gibbs free energy density \( \psi \). By assumption (A-2) we know \( \psi^+ \in C^1(\mathbb{R}, \mathbb{R}) \). Together with the almost everywhere convergence of \( c_{\Delta t, h, \gamma} \) and \( \xi_h = R_h \xi \) we get
\[
\psi^+ (c_{\Delta t, h, \gamma}(t, x)) \xi_h (t, x) \to \psi^+ (c(t, x)) \xi (t, x) \quad \text{if} \quad \Delta t, h \to 0.
\]

Furthermore, let \( \epsilon > 0 \) be arbitrary, we choose \( \mathcal{E} \subset \Omega_T \) with the property \( \text{meas}(\mathcal{E}) \leq \epsilon \) use assumption (A-2) with \( \delta = \epsilon \) and take into account lemma 4.17 statement (4) together with the \( L_\infty(\Omega) \)- stability of the Clement operator in order to calculate
\[
\int_{\mathcal{E}} \psi^+ (c_{\Delta t, h, \gamma}) R_h \xi \, dx \, dt \leq \int_{\mathcal{E}} (\delta \psi^+ (c_{\Delta t, h, \gamma}) + C_\delta) R_h \xi \, dx \, dt
\]
\[
\leq \left( \delta \sup_{t \in (0,T)} \int_{\Omega} \psi^+ (c_{\Delta t, h, \gamma}) \, dx + C_\delta \text{meas}(\mathcal{E}) \right) \|\xi\|_{L_\infty(\Omega)} \leq C\epsilon.
\]

In view of Vitali’s convergence theorem 2.11 the convergence of this term follows.

The second part of the Gibbs free energy density is polynomially bounded due to assumption (A-2). By inserting zero, we calculate
\[
\left| \int_{\Omega_T} \psi^- (c_{\Delta t, h, \gamma}) R_h \xi - \psi^- (c) \xi \, dx \, dt \right|
\]
\[
= \left| \int_{\Omega_T} \psi^- (c_{\Delta t, h, \gamma}) (R_h \xi - \xi) + (\psi^- (c_{\Delta t, h, \gamma}) - \psi^- (c)) \xi \, dx \, dt \right|
\]
\[
\leq C(\|c_{\Delta t, h, \gamma}\|_{L_q(\Omega)} + 1) \|R_h \xi - \xi\|_{H^1(\Omega)} + \left| \int_{\Omega_T} (\psi^- (c_{\Delta t, h}) - \psi^- (c)) \xi \, dx \, dt \right|
\]

The uniform boundedness of the concentration in lemma 4.17 together with the approximation property in lemma 3.9, the almost everywhere convergence of the concentration field and generalised Lebesgue’s convergence theorem yield the convergence of this term.
4.1 Stabilisation by dynamic friction

For the mechanical contribution to the chemical potential we first remark that due to the almost everywhere convergence of the concentration field and the continuity of the deformation with respect to time follows

\[ W_c(c_{\Delta t,h,\gamma}(t, x), \varepsilon(u_{\Delta t,h,\gamma}(t - \Delta t, x))) R_{h} \xi \rightarrow W_c(c(t, x), \varepsilon(u(t, x))) \xi \]

if \( \Delta t, h, \gamma \rightarrow 0 \).

Taking into account the assumptions (A-6), (A-7) and the a-priori estimates of the Clement operator in \( L_\infty(\Omega) \), see lemma 3.7, we estimate the elastic contribution of the chemical potential by

\[ W_c(c_{\Delta t,h,\gamma}(t, x), \varepsilon(u_{\Delta t,h,\gamma}(t - \Delta t, x))) R_{h} \xi \leq C (| \varepsilon(u_{\Delta t,h,\gamma}(t - \Delta t, x)) |^2 + 1) \| R_{h} \xi \|_{L_\infty(\Omega)} \]

\[ \leq C (| \varepsilon(u_{\Delta t,h,\gamma}(t - \Delta t, x)) |^2 + 1) \| \xi \|_{L_\infty(\Omega)}. \]

The strong convergence of the displacement proved in lemma 4.28 together with the generalised Lebesgue convergence theorem 2.10 yields the convergence of the mechanical contribution to the chemical potential.

For the stabilisation term we calculate

\[ \left| \gamma \int_{\Omega_T} (\bar{c}_{\Delta t,h,\gamma} - c_0) R_{h} \xi \, dx \, dt \right| \leq \gamma \| \bar{c}_{\Delta t,h,\gamma} - c_0 \|_{L_2(0,T;H^1(\Omega))} \| R_{h} \xi \|_{L_2(\Omega_T)}. \]

Since the concentration field is uniformly bounded and the Clement operator is obviously bounded in \( L_2(\Omega_T) \), the stabilisation term vanishes if the friction coefficient \( \gamma \) goes to zero.

Step 3: Finally, the convergence of the displacement \( u_{\Delta t,h,\gamma} \) follows from lemma 2.35. This argument finishes the whole convergence proof of the viscous approximation method.

4.1.6 Numerical solution of the Euler-Lagrange equations

The numerical approximation method introduced by problem 4.1 leads to a non-linear equation system, which must be solved in every time step \( t = n\Delta t \) with \( 1 \leq n \leq N \). This non-linear equation system follows from (4.1) and (4.2) having the form

\[ A(c^n - c^{n-1}) + \Delta t M^n \mu^n = 0, \]

\[ -G(\varepsilon^n, u^{n-1}) + A \mu^n = 0. \]

In this system \( c^n \) and \( \mu^n \) are the unknown quantities, whereas \( c^{n-1} \) and \( \mu^{n-1} \) are known from the previous time step. The matrices \( A \) and \( M^n \) as well as the vector
valued function $G_\gamma$ are calculated by the formula
\[
A[y, z] := \int_\Omega \varphi_y \varphi_z \, dx,
\]
\[
M^n[y, z] := \int_\Omega M(c^n_{h}) \nabla_x \varphi_y \cdot \nabla_x \varphi_z \, dx,
\]
\[
G_\gamma(c^n, u^{n-1})[z] := \int_\Omega \Gamma \nabla_x c^n_{h} \cdot \nabla_x \varphi_z + \psi_c(c^n_{h}) \varphi_z + W_c(c^n_{h}, \varepsilon(u^{n-1})) \varphi_z
+ \frac{\gamma}{\Delta t} (c^n_{h} - c^{n-1}_{h}) \varphi_z \, dx.
\]

We remark that all integrals in this equation system exist due to the assumptions (A-1) - (A-8). Obviously the algebraic non-linearity appears only in the vector valued function $G_\gamma$ in the concentration field $c^n$.

This non-linear equation system is solved iteratively by using the Newton method, see e.g. [88]. For the equation system (4.18), (4.19) the Newton method is given by the following algorithm.

**Algorithm 4.30 (Newton method).**

// Initial vectors:
\[
c^n_0 = c^{n-1}
\]
\[
\mu^n_0 = \mu^{n-1}
\]

// Initial residuum:
\[
q_0 = -\Delta t M^n \mu^n_0
\]
\[
r_0 = G_\gamma(c^n_0, u^{n-1}) - A \mu^n_0
\]
if $\sqrt{\|q_0\|^2 + \|r_0\|^2} \leq TOL$ then
\[
c^n = c^n_0
\]
\[
\mu^n = \mu^n_0
\]
return
end if

// Newton iteration:
for $k = 1$ to MaxIterations do
Solve:
\[
A z_k + \Delta t M^n w_k = q_{k-1}
\] (4.20)
\[
- D_c G_\gamma(c^n_{k-1}, u^{n-1}) z_k + A w_k = r_{k-1}
\] (4.21)

// Update:
\[
c^n_k = c^n_{k-1} + z_k
\]
\[
\mu^n_k = \mu^n_{k-1} + w_k
\]
4.1 Stabilisation by dynamic friction

// Compute residuum:
q_k = A(c^n_{k-1} - c^k_n) - \Delta t M^n_k \mu^n_k
r_k = G_\gamma(c^n_k, u^{n-1}) - A \mu^n_k

if $\sqrt{\|q_k\|^2 + \|r_k\|^2} / \sqrt{\|q_0\|^2 + \|r_0\|^2} \leq \text{TOL}$ then
  c^n = c^n_k
  \mu^n = \mu^n_k
  return
end if
end for

In order to apply this algorithm we have to ensure that the LES (4.20) and (4.21) in each Newton step has an unique solution.

Lemma 4.31. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Moreover let $\mathcal{T}_h(\Omega)$ be an admissible, exact and uniform triangulation of the reference domain $\Omega$. If the time discretisation satisfies the following condition

$$\Delta t \leq \min \left( \frac{c_{\Gamma}}{2(C_{\psi}^{\psi, c})^2 C_M}, \frac{h^d \gamma}{C_{W, c}} \right),$$

then LES (4.20) and (4.21) in the Newton method has a unique solution $z_k$ and $w_k$.

Proof. We show the uniqueness of a solution by eliminating the first equation. The matrix $M^n_k$ corresponds to a discretisation of the operator $M^n_k$, which is $X_0(\Omega)$-elliptic in view of corollary 4.5. Due to this fact $M^n_k$ is invertible and we deduce

$$w_k = -\frac{1}{\Delta t} (M^n_k)^{-1} A z_k + \frac{1}{\Delta t} (M^n_k)^{-1} q_{k-1}$$

By inserting this relation into the second equation, we get a LES for the update vector $z_k$

$$\left( D_\gamma G_\gamma(c^n_{k-1}, u^{n-1}) + \frac{1}{\Delta t} A (M^n_k)^{-1} A \right) z_k = \frac{1}{\Delta t} (M^n_k)^{-1} q_{k-1} - r_{k-1}$$

Finally, we have to show that the remaining LES has a unique solution. This is done by proving the statement, that the matrix $D_\gamma G_\gamma(c^n_{k-1}, u^{n-1}) + \frac{1}{\Delta t} A (M^n_k)^{-1} A$ is positive definite. In order to do this, we get for any coefficient vector $\xi \in \mathbb{R}^{2^{\alpha_h}(\Omega)}$
the following integral formulation

\[
\left( D_c G^\gamma(c^n_{k-1}, u^{n-1}) + \frac{1}{\Delta t} A(M^n)^{-1} A \right) \xi \cdot \xi
\]

\[
= \int_\Omega \nabla \xi_h \cdot \nabla \xi_h + \psi_{cc}(c^0_{k,h}, \xi_h^2 + W_{cc}(c^0_{k,h}, \varepsilon(u^{n-1}_h)) \xi_h^2 \, dx
\]

\[
+ \frac{\gamma}{\Delta t} \|\xi_h\|^2_{L^2(\Omega)} + \frac{1}{\Delta t} \|\xi_h\|^2_{M^n_h}.
\]

The convex terms of this formulation are estimated below by using assumption (A-1) and the property \(\psi^+_{cc} \geq 0\). We apply the assumptions (A-2) - (A-7) with Young’s inequality (4.7) to the non-convex terms and choose \(\delta = \frac{c_T}{2C_{\psi_{cc}}}\). This leads to the following calculations

\[
\int_\Omega \nabla \xi_h \cdot \nabla \xi_h + \psi_{cc}(c^0_{k,h}, \xi_h^2 + W_{cc}(c^0_{k,h}, \varepsilon(u^{n-1}_h)) \xi_h^2 \, dx
\]

\[
+ \frac{\gamma}{\Delta t} \|\xi_h\|^2_{L^2(\Omega)} + \frac{1}{\Delta t} \|\xi_h\|^2_{M^n_h}
\]

\[
\geq c_T \|\xi_h\|^2_{H^1(\Omega)} - C_{\psi_{cc}} \|\xi_h\|^2_{L^2(\Omega)} - C(||u^{n-1}_h||_{H^1(\Omega)} + 1)\|\xi_h\|^2_{L^\infty(\Omega)}
\]

\[
+ \frac{\gamma}{\Delta t} \|\xi_h\|^2_{L^2(\Omega)} + \frac{1}{\Delta t} \|\xi_h\|^2_{M^n_h}
\]

\[
\geq c_T \|\xi_h\|^2_{H^1(\Omega)} - C_{\psi_{cc}} \delta\|\xi_h\|^2_{H^1(\Omega)} - \frac{C_{\psi_{cc}} C_M}{\delta} \|\xi_h\|^2_{L^2(\Omega)}
\]

\[
- C_{W_{cc}} \frac{1}{h^2} \|\xi_h\|^2_{L^2(\Omega)} + \frac{\gamma}{\Delta t} \|\xi_h\|^2_{L^2(\Omega)} + \frac{1}{\Delta t} \|\xi_h\|^2_{M^n_h}
\]

\[
\geq \frac{c_T}{2C_{\psi_{cc}}} \|\xi_h\|^2_{H^1(\Omega)}.
\]

This estimate shows that the remaining matrix \(D_c G^\gamma(c^n_{k-1}, u^{n-1}) + \frac{1}{\Delta t} A(M^n)^{-1} A\) is positive definite. The uniqueness of the update vector \(\mathbf{w}_k\) follows from the positive definiteness of the matrix \(M^n_h\).

\[\square\]

**Remark 4.32.** The same constraint on the time discretisation leads to a unique solution of the approximation method as it is formulated in section 3.2.5. If the elasticity tensor is constant, then a unique solution of the LES in the Newton method is guaranteed under a weaker condition

\[
\Delta t \leq \min \left( \frac{c_T}{2(C_{\psi_{cc}})^2 C_M} \cdot \frac{h^2 \gamma}{C_{W_{cc}}} \right).
\]

Within the numerical simulation the LES is solved iteratively. We use either the BiCGStab method derived in [98] or the GMRes algorithm explained in [87] in order to determine the unique solution of the LES. For both methods it is proved that
they find a solution of a positive definite but non-symmetric LES. We observed no
significant difference between both methods throughout our computations.

Precondition for a LES of this type is indeed a difficult problem. We apply for
$z_k$ and $w_k$ a BPX precondition, see [17]. This technique works quite well, but it is
not clear if it is the right choice.

4.2 Stabilisation by driving forces

In section 4.1 we analysed a Faedo-Galerkin method for the viscous Cahn-Larché
system (1.51) - (1.53). The main idea in the previous section was to use the dynamic
friction $\gamma \dot{c}$ in order to get a stabilised numerical approximation method for the non-
viscous Cahn-Larché system. In section 4.2 we extend the idea of stabilising by
friction. Here, friction is not observed by the dynamic term $\gamma \dot{c}$. Instead by using the
flow gradient structure friction is introduced in terms of driving forces $-\gamma M \nabla x \mu$.

The observation of this new method is mainly motivated by the intention of getting
a method, which has a better condition than the method of the previous section.

This section is organised as follows: First we formulate the new approximation
method with friction in terms of driving forces and make some remarks to the pre-
processing procedure, which differs from the previous method.

By eliminating the discrete diffusion equation taking into account the operator
$M_n^h$, we show that both approximation methods are equal, since they are reduced to
the same auxiliary problem 4.8. Due to this fact existence, uniqueness and a-priori
estimates of the solution follow directly from the previous section.

It remains to show the convergence of the discrete solution to a solution of the
non-viscous Cahn-Larché system, if $\Delta t$, $h$ and $\gamma$ go to zero. The section ends with
the analysis of the Newton method corresponding to the method stabilised by driving
forces.

4.2.1 Numerical approximation method

**Problem 4.33.** For all discrete time steps $t = n \Delta t$ with $1 \leq n \leq N$ we have to find
c$^n_h \in X_h(\Omega)$, $\mu^n_h \in X_h(\Omega)$ and $u^n_h \in X_h(\Omega)$, such that for the stabilised numerical
scheme holds

\[
\int_\Omega \partial \Delta t c^n_h \zeta_h \, dx + \int_\Omega M^{-1}_h \nabla_x \mu^n_h \cdot \nabla_x \zeta_h \, dx = 0 \quad \forall \zeta_h \in X_h(\Omega), \quad (4.22)
\]

\[
\int_\Omega \mu^n_h \zeta_h \, dx + \gamma \int_\Omega M^{-1}_h \nabla_x \mu^n_h \cdot \nabla_x \zeta_h \, dx
\]

\[
= \int_\Omega \Gamma \nabla_x c^n_h \cdot \nabla_x \zeta_h + \psi(c^n_h, \xi) + W(c^n_h, \xi) + W(c^n_h, \xi, \eta) \zeta_h \bigg|_{\Gamma_N} \, dx \quad \forall \xi_h \in X_h(\Omega), \quad (4.23)
\]

\[
\int_\Omega C(c^n_h) \varepsilon(u^n_h) : \varepsilon(\eta_h) \, dx = \int_\Omega C(c^n_h) \varepsilon(c^n_h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^n_h \cdot \eta_h \, da_x \quad \forall \eta_h \in X_h(\Omega). \quad (4.24)
\]
We get this numerical scheme by inserting the discrete functions \( c^n_h, \mu^n_h \) and \( u^n_h \) into the definition of a non-viscous semi-weak solution of the Cahn-Larché system and adding the stabilisation term \( \gamma \int_\Omega M_h c^n_h \cdot \nabla \xi_h \, dx \). We remark that all integrals in problem 4.33 exist due to the assumptions (A-1) - (A-8) and the fact that the discrete test functions are almost everywhere bounded.

Due to the fact that we use \( u^n_h \) in the equation of the chemical potential (4.23), diffusion and elasticity are decoupled. Obviously for any \( c^n_h \in X_h(\Omega) \) there exists a unique solution \( u^n_h \in X_h(\Omega) \) satisfying the uniform a-priori estimate (2.8).

Since the Cahn-Larché system is a time dependent problem we have to calculate some tasks in advance. In order to apply the numerical approximation method given by problem 4.33 we first have to project the initial data \( c^0_h \) on the trial space \( X_h(\Omega) \).

This is done similarly as in section 3.2.1 by using the \( L^2(\Omega) \)-projection introduced by definition 3.10.

Obviously this projection satisfies various estimates in different norms proved in lemma 3.13 and the convergence is investigated in lemma 3.12. We remember that the \( L^2(\Omega) \)-projection is mass conserving, see lemma 3.11, which means \( c^0_h \in X_{m,h}(\Omega) \).

Due to this fact and by observing the discrete diffusion equation (4.22), corollary 4.2 also holds for the discrete solution of problem 4.33. This means that stabilisation by driving forces also conserves the mass and we have \( c^n_h \in X_{m,h}(\Omega) \).

The second initial task is the computation of an initial displacement \( u^0_h \in X_h(\Omega) \). This is done analogously as in problem 3.14. The existence, stability and convergence of the initial displacement \( u^0_h \in X(\Omega) \) are still valid as formulated in lemma 3.15 and lemma 3.20.

The only difference to the previous approximation method is the computation of an initial chemical potential.

**Problem 4.34.** Find \( \mu^0_h \in X_h(\Omega) \) such that holds

\[
\int_\Omega \mu^0_h \xi_h \, dx + \gamma \int_\Omega M(c^0_h) \nabla \xi_h \cdot \nabla \mu^0_h \, dx = \int_\Omega \nabla c^0_h \cdot \nabla \xi_h + \psi_{c} (c^0_h) \xi_h + W_{c} (c^0_h, \epsilon (u^0_h)) \xi_h \forall \xi_h \in X_h(\Omega).
\]

We remark that in this problem \( \mu^0_h \) is unknown, whereas \( c^0_h \in X_{m,h}(\Omega) \) and \( u^0_h \in X(\Omega) \) are known from the previous computations in the initial procedure.

Problem 4.34 corresponds to a LES, which is given in the following form

\[
\mathbf{H} \mu^0 = \mathbf{f},
\]

\[
\mathbf{H}_\gamma [z, y] := \int_\Omega \varphi_y \varphi_z + \gamma M(c^0_h) \nabla \varphi_y \cdot \nabla \varphi_z \, dx, \]

\[
f[z] := \int_\Omega \nabla c^0_h \cdot \nabla \varphi_z + \psi_{c} (c^0_h) \varphi_z + W_{c} (c^0_h, \epsilon (u^0_h)) \varphi_z \, dx.
\]
4.2 Stabilisation by driving forces

The matrix $H_\gamma$ is symmetric and positive definite due to the properties of the mobility tensor formulated in assumption (A-3). We compute the matrix $H_\gamma$ and the vector $f$ by using a quadrature formula. On a triangle $\tau \in \mathcal{T}_h(\Omega)$ Radon’s seven point formula from [86] is applied.

Since the matrix $H_\gamma$ is symmetric and positive definite the LES (4.25) is solved iteratively by the preconditioned CG method taken from [58]. In order to take care about the stabilisation parameter $\gamma$ we employ a scaled BPX preconditioner.

4.2.2 Equivalence of the methods

In this section we have to show that problem 4.33 has a solution $c^n_h \in X_h(\Omega)$ and $\mu^n_h \in X_h(\Omega)$ for any time step $1 \leq n \leq N$. The existence of a corresponding displacement $u^n_h \in X_h(\Omega)$ is obvious due to the decoupling of diffusion and strain by taking into account the calculations and results of section 3.1.

In order to show the existence of a concentration field $c^n_h \in X_h(\Omega)$ and of a chemical potential $\mu^n_h \in X_h(\Omega)$, we show that problem 4.1 and problem 4.33 are equivalent. Therefore we reformulate the problem by eliminating the diffusion equation (4.22). This is done by calculating a relation between diffusion and dissipation, which uses the flow gradient structure of the problem.

From definition 4.4 we take the operator $\mathcal{M}^n_h : X_0(\Omega) \rightarrow Y_0(\Omega)$, which is in view of corollary 4.5 a linear, $X_0(\Omega)$-elliptic and bounded operator. By applying the Lax-Milgram theorem the inverse operator $(\mathcal{M}^n_h)^{-1} : Y_0(\Omega) \rightarrow X_0(\Omega)$ exists. In order to eliminate the discrete diffusion equation (4.22) we apply the inverse operator $(\mathcal{M}^n_h)^{-1}$ to the diffusion equation and deduce analogous to (4.6) the following representation of the chemical potential

$$\mu^n_h = -(\mathcal{M}^n_h)^{-1} \partial_{\Delta t} c^n_h + \lambda^n_h.$$  

Note, that we have to choose the Lagrangian multiplier by $\lambda^n_h \in \ker(\mathcal{M}^n_h) = \mathbb{R}$.

Furthermore we insert this representation of the chemical potential into (4.23) and calculate for the left hand side

$$\int_\Omega \mu^n_h \xi_h \, dx + \gamma \int_\Omega \mathcal{M}_h \nabla \mu^n_h : \nabla \xi_h \, dx$$  

$$= - \int_\Omega (\mathcal{M}^n_h)^{-1} \partial_{\Delta t} c^n_h \xi_h \, dx - \gamma \int_\Omega \partial_{\Delta t} c^n_h \xi_h$$  

$$= - \int_\Omega (\mathcal{M}^n_h)^{-1} \mathcal{M}_h (\mathcal{M}^n_h)^{-1} \partial_{\Delta t} c^n_h \xi_h \, dx - \gamma \int_\Omega \partial_{\Delta t} c^n_h \xi_h \, dx$$  

$$= - \int_\Omega \mathcal{M}_h (\mathcal{M}^n_h)^{-1} \partial_{\Delta t} c^n_h (\mathcal{M}^n_h)^{-1} \xi_h \, dx - \gamma \int_\Omega \partial_{\Delta t} c^n_h \xi_h \, dx$$  

$$= -\langle \partial_{\Delta t} c^n_h, \xi_h \rangle_{\mathcal{M}_h} - \gamma \langle \partial_{\Delta t} c^n_h, \xi_h \rangle_{L^2(\Omega)}.$$
By using this calculation we restrict problem 4.33 from three equations to a system of two equations for the unknown concentration field $c^n_h \in X_h(\Omega)$ and the unknown displacement $u^n_h \in X_h(\Omega)$.

**Problem 4.35.** Find for each discrete time $t = n\Delta t$ for $1 \leq n \leq N$ a function $c^n_h \in X_{0,h}(\Omega)$ and $u^n_h \in X_h(\Omega)$ such that holds

$$\int_{\Omega} \Gamma \nabla c^n_h \cdot \nabla \xi_h + \psi_{,c}(c^n_h)\xi_h + W_{,c}(c^n_h, \varepsilon(u^{n-1}_h))\xi_h$$
$$+ \gamma \partial_{\Delta t} c^n_h \xi_h \, dx + \langle \partial_{\Delta t} c^n_h, \xi_h \rangle_{M^n_h} = 0 \quad \forall \xi_h \in X_h(\Omega),$$

$$\int_{\Omega} C(c^n_h)\varepsilon(u^n_h) : \varepsilon(\eta_h) \, dx = \int_{\Omega} C(c^n_h)\varepsilon(c^n_h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^n \cdot \eta_h \, da_x$$
$$\forall \eta_h \in X_h(\Omega).$$

Obviously problem 4.35 and problem 4.8 are the same and due to this fact both approximation methods lead to the same discrete solution $c^n_h \in X_h(\Omega)$ and $u^n_h \in X_h(\Omega)$. Keeping in mind that the discretisation method decouples diffusion and elasticity, we have to formulate two corresponding energy functionals. A configurational energy $E^n_{h,conf}$ relating to the diffusion and a strain energy $E^n_{h,mach}$ related to the mechanical equilibrium:

$$E^n_{h,conf}(d_h) := \int_{\Omega} \frac{1}{2} \Gamma \nabla d_h \cdot \nabla d_h + \psi(d_h) + W(d_h, \varepsilon(u^{n-1}_h)) \, dx$$
$$+ \frac{1}{2\Delta t} \| d_h - c^{n-1}_h \|^2_{M^n_h} + \frac{\gamma}{2\Delta t} \| d_h - c^{n-1}_h \|^2_{L^2(\Omega)},$$

$$E^n_{h,mach}(v_h) := \int_{\Omega} W(c^n_h, \varepsilon(v_h)) \, dx - \int_{\Gamma_N} g^n \cdot v_h.$$}

Obviously, these energy functionals are equivalent to the configurational energy function and to the strain energy functional of the previous section.

**Lemma 4.36 (Existence).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. The triangulation $\mathcal{T}_h(\Omega)$ is assumed to be admissible, exact and uniform. Then in every time step $1 \leq n \leq N$ there exists at least one discrete solution $c^n_h \in X_{m,h}(\Omega)$, $\mu^n_h \in X_h(\Omega)$ and $u^n_h \in X_h(\Omega)$ of problem 4.33. If the time discretisation additionally satisfies the constraint

$$\Delta t \leq \min \left( \frac{c_T}{2(C_{\psi,cc}^2 C_M^2 + C_{W,cc})} \right),$$

then the discrete solution is unique.
4.2 Stabilisation by driving forces

Proof. The existence proof of a solution of the approximation method stabilised by driving forces is the same as in section 3.2.3, because the reformulated problems of problem 4.1 and problem 4.33 are the same. In fact, the existence of a discrete concentration field follows by minimising the configurational energy \( E_{h,\text{config}}^n \), see lemma 4.9. The existence of a discrete displacement \( u_h^n \) is a direct conclusion from lemma 2.14 and we remember, that \( u_h^n \) provides a minimiser of the strain energy \( E_{h,\text{mech}}^n \). The derivation of the Gâteaux derivative, lemma 4.10 and the calculation in (4.30) lead to the existence of a solution. The uniqueness follows from lemma 4.11, because there we prove the uniqueness of the solution of the reformulated problem.

Lemma 4.37 (A-priori estimates). Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Furthermore let the assumptions (A-1) - (A-8) be satisfied. \( \mathcal{T}_h(\Omega) \) is assumed to be an admissible, exact and locally quasi-uniform mesh satisfying condition (3.5). Then for the discrete weak solution \( c_{\Delta t,h,\gamma}, \tilde{c}_{\Delta t,h,\gamma}, \mu_{\Delta t,h,\gamma} \) and \( u_{\Delta t,h,\gamma} \) there exist constants \( C_c, C_{\tilde{c}}, C_{\mu}, C_u \) and \( C_\delta > 0 \) depending on the material parameters, the boundary loading \( g \), the initial condition \( c_0 \), time \( T \) and \( \text{meas}(\Omega) \), such that the following uniform a-priori estimates hold

\[
\begin{align*}
(1) \quad & \|u_{\Delta t,h,\gamma}\|_{L_\infty(0,T;H^1(\Omega))} \leq C_u, \\
(2) \quad & \|c_{\Delta t,h,\gamma}\|_{L_\infty(0,T;H^1(\Omega))} \leq C_c, \\
(3) \quad & \|\tilde{c}_{\Delta t,h,\gamma}\|_{L_\infty(0,T;H^1(\Omega))} \leq C_{\tilde{c}}, \\
(4) \quad & \sup_{t \in [0,T]} \int_\Omega \psi(c_{\Delta t,h,\gamma}) \, dx \leq C_\psi, \\
(5) \quad & \|\mu_{\Delta t,h,\gamma}\|_{L_2(0,T;H^1(\Omega))} \leq C_\mu, \\
(6) \quad & \|\dot{\tilde{c}}_{\Delta t,h,\gamma}\|_{L_2(\Omega_T)} \leq C_{\tilde{c}}', \text{ if } \gamma \geq 0.
\end{align*}
\]

Proof. Since we have to minimise the same energy functional \( E_{h,\text{config}}^n \), the Lyapunov property formulated in lemma 4.14 holds for the approximation method stabilised by driving forces. Moreover the upper bound of the initial energy in lemma 4.15 and the lower bound of the energy in lemma 4.16 are also satisfied for the discrete solution of problem 4.33 and by arguing similarly to lemma 4.17 the a-priori estimates follow.

Lemma 4.38 (Convergence of the method). Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Moreover, the triangulation \( \mathcal{T}_h(\Omega) \) is assumed to be exact, admissible, locally quasi-uniform and satisfies the shape regularity condition. Let the assumptions (A-1) - (A-8) be satisfied, then \( c_{\Delta t,h,\gamma}, \mu_{\Delta t,h,\gamma} \) and \( u_{\Delta t,h,\gamma} \) converge to a weak solution of the non-viscous Cahn-Larché system.

Proof. We remark, that the convergence results for the concentration formulated in lemma 4.18 also hold for the concentration computed by problem 4.33 and the same result is valid for the displacement. The convergence follows by the same arguments
as in theorem 4.29 except the stabilisation term. We calculate by using Hölder’s inequality

\[ \gamma \left| \int_{\Omega_T} M(c_{\Delta t,h,\gamma}(t_0 - \Delta t, \cdot)) \nabla u_{\Delta t,h,\gamma} \cdot \nabla R_h \xi \, dx \, dt \right| \leq \gamma C_M \| \mu_{\Delta t,h,\gamma} \|_{L^2(0,T; H^1(\Omega))} \| \xi \|_{L^2(0,T; H^1(\Omega))} \]

Since the chemical potential is uniformly bounded and the Clement operator is bounded in \( L^2(0,T; H^1(\Omega)) \) the stabilisation term vanishes if the friction coefficient \( \gamma \) goes to zero.

### 4.2.3 Numerical solution of the Euler-Lagrange equations

The approximation method stabilised by driving forces leads to a non-linear equation system, which must be solved in every time step \( t_n = n \Delta t \) with \( 1 \leq n \leq N \). This non-linear equation system results from (4.22) - (4.23) and it is given in the form

\[ \begin{align*}
A(c^n - c^{n-1}) + \Delta t M^n \mu^n &= 0, \\
- G(c^n, u^{n-1}) + H_\gamma \mu^n &= 0.
\end{align*} \]  

(4.31)  

(4.32)

The unknown quantities are \( c^n \) and \( \mu^n \), whereas \( c^{n-1} \) and \( u^{n-1} \) are known from the previous time step. We remark that the equation system (4.31) and (4.32) differs slightly from the system (4.18) and (4.19). The matrices \( A, M^n \) and \( H_\gamma \) as well as the vector valued function \( G(c^n, u^{n-1}) \) are calculated by the following formulas

\[ \begin{align*}
A[y, z] &= \int_{\Omega} \phi_y \phi_z \, dx, \\
M^n[y, z] &= \int_{\Omega} M(c_h^{n-1}) \nabla \phi \cdot \nabla \phi_z \, dx, \\
G(c^n, u^{n-1})[z] &= \int_{\Omega} \Gamma \nabla \phi c_h^n \cdot \nabla \phi_z + \psi(c_h^n) \phi_z + W.c(c_h^n, \xi(u^{n-1})) \phi_z \, dx, \\
H_\gamma[y, z] &= \int_{\Omega} \phi_y \phi_z \, dx + \gamma \int_{\Omega} M(c_h^{n-1}) \nabla \phi \cdot \nabla \phi_z \, dx.
\end{align*} \]

Obviously all integrals exist in this equation system due to the assumptions (A-1) - (A-8) and the non-linearity appears only in the vector valued function \( G \) in the concentration field \( c^n \). We apply Newton’s method, see [88], in order to compute a solution of the equation system (4.31) and (4.32), which is different from the Newton method presented in algorithm 4.30.
Algorithm 4.39 (Newton method).

// Initial vectors:
$c^n_0 = c^{n-1}$
$µ^n_0 = µ^{n-1}$

// Initial residuum:
$q^n_0 = -∆tM^nµ^n_0$
$r^n_0 = G(c^n_0, u^{n-1}) - H,µ^n_0$

if $\sqrt{∥q^n_0∥^2 + ∥r^n_0∥^2} ≤ TOL$ then
$c^n = c^n_0$
$µ^n = µ^n_0$
return
end if

// Newton iteration:
for $k = 1$ to MaxIterations do

Solve:

\[ A z_k + ∆tM^n w_k = q_{k-1} \]  
\[ - D_c G(c_{k-1}^{n-1}, u^{n-1}) z_k + H, w_k = r_{k-1} \]

// Update:
$c^n_k = c^n_{k-1} + z_k$
$µ^n_k = µ^n_{k-1} + w_k$

// Compute residuum:
$q^n_k = A(c^{n-1} - c^n_k) - ∆tM^nµ^n_k$
$r^n_k = G(c^n_k, u^{n-1}) - H,µ^n_k$

if $\sqrt{∥q^n_k∥^2 + ∥r^n_k∥^2} ≤ TOL$ then
$c^n = c^n_k$
$µ^n = µ^n_k$
return
end if
end for

In the Newton algorithm 4.39 we have to solve a different LES than in algorithm 4.30, although both algorithms lead to the same solution. Nevertheless we have to analyse the existence of a solution $z_k$ and $w_k$. 
Lemma 4.40. Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Moreover, let \( \mathcal{T}_h(\Omega) \) be an admissible, exact and uniform triangulation of the reference domain \( \Omega \). If the time discretisation satisfies the following condition
\[
\Delta t \leq \min \left( \frac{c_T}{2(C_{\psi,cc})^2 C_M}, \frac{h^d \gamma}{C_{W,cc}} \right),
\]
then LES (4.33) and (4.34) in the Newton method has a unique solution \( z_k \) and \( w_k \).

Proof. We eliminate the first equation, since \( M^n \) is invertible due to the fact that the operator \( M^n_h \) is \( X_0(\Omega) \)-elliptic, see lemma 4.5. We get for the update vector \( w_k \) the representation
\[
w_k = -\frac{1}{\Delta t} (M^n)^{-1} A z_k + \frac{1}{\Delta t} (M^n)^{-1} q_{k-1}.
\]
By inserting this representation of \( w_k \) into the second equation we get a LES for the update vector \( z_k \).
\[
\left( D_G(\xi_{k-1}^n, u^{n-1}) + \frac{1}{\Delta t} H_\gamma (M^n)^{-1} A \right) z_k = \frac{1}{\Delta t} (M^n)^{-1} q_{k-1} - r_{k-1}
\]
For any coefficient vector \( \xi \in \mathbb{R}^{\sharp \mathcal{T}_h(\Omega)} \) we get the following integral formulation taking into account (4.30)
\[
\left( D_G(\xi_{k-1}^n, u^{n-1}) + \frac{1}{\Delta t} H_\gamma (M^n)^{-1} A \right) \xi = \int_{\Omega} \Gamma \nabla_x \xi_h \cdot \nabla_x \xi + \psi_{cc}(e_{k,h}) \xi^2_h + W_{cc}(e_{k,h}, \varepsilon(u_{h}^{n-1})) \xi^2_h \, dx + \frac{\gamma}{\Delta t} \|\xi_h\|_{L_2(\Omega)}^2 + \frac{1}{\Delta t} \|\xi_h\|_{L_{M^n}(\Omega)}^2.
\]
The positive definiteness of the matrix \( (D_G(\xi_{k-1}^n, u^{n-1}) + \frac{1}{\Delta t} H_\gamma (M^n)^{-1} A) \) follows by the same arguments as in lemma 4.31.

Remark 4.41. We have to point out that the constraint on the time discretisation in order to get a unique solution of the LES in the Newton algorithm 4.39 is the same as in algorithm 4.30. It is not surprising that for a constant elasticity tensor, a weaker constraint on the time discretisation ensures the unique solvability of the LES in the Newton method,
\[
\Delta t \leq \min \left( \frac{c_T}{2(C_{\psi,cc})^2 C_M}, \frac{h^2 \gamma}{C_{W,cc}} \right).
\]
In the numerical simulation the LES (4.33) and (4.34) is solved iteratively either by the BiCGStab method outlined in [98] or the GMRes method taken from [87]. Both methods work quite well for the LES (4.33) and (4.34) and we observe no important differences.

The LES is preconditioned by the BPX method, see [17], which improves the iterative process essentially. Indeed, we observe that the Newton method based on stabilisation with driving forces has a better condition number than the stabilisation by dynamic friction.
Chapter 5

Faedo-Galerkin method with operator-splitting

In the previous chapter we discussed different numerical approximation methods for the viscous Cahn-Larché system. The viscous methods are used in order to get a stabilised approximation scheme for the non-viscous Cahn-Larché system. The smoothness of a solution of the viscous Cahn-Larché equations (2.38) avoids high frequent contributions to the concentration field along phase interfaces and therefore Gibbs phenomena is not observed for this numerical approximation method.

For both Faedo-Galerkin methods stabilised by friction the convergence to a solution of the non-viscous Cahn-Larché system was proved, if the time discretisation $\Delta t$, the mesh size $h$ and the friction coefficient $\gamma$ go to zero. We remark that the convergence was proved in a weak respectively weak-$\star$ sense only.

Unfortunately, we have no classical error estimates for these methods. Therefore it is not clear how large the error is between a discrete solution and a solution of the non-viscous system for a finite time step $\Delta t$, a finite mesh size $h$ and a finite friction coefficient $\gamma$, used in the computations. Moreover, there is no estimate showing how the rate of coarsening is slowed down due to the artificial friction.

These observations lead to the necessity to develop a stable Faedo-Galerkin method for the non-viscous Cahn-Larché system. Weikard proposed in [102] an operator splitting method for the Cahn-Larché system, which originally was developed for the Navier-Stokes equations in [78]. The numerical analysis of this operator splitting applied to the Cahn-Larché system is still an open problem, but it seems to be the most efficient method remarked in [50, 102].

Operator splitting is a standard technique for the stabilisation of numerical methods. Elliot and Stuart analyse an operator splitting method for semilinear parabolic equations in [41], where the nonlinearity is decomposed into a convex and a concave part. The convex part, which corresponds to the stable state, is discretised implicitly,
in contrast to the concave part, which describes the unstable state and it is treated explicitly. Barrett and Blowey applied in [9, 10] this technique to the Cahn-Hilliard equation by decomposing the Gibbs free energy density. A similar approach for the thin film equation is considered by Rumpf and Grün in [54].

In the fifth chapter of this work a new numerical approximation method for the non-viscous Cahn-Larché system is proposed using the above mentioned splitting ideas. First of all we decouple diffusion and elasticity again, a technique, which can also be understood as an operator splitting. Furthermore the Gibbs free energy density is decomposed into a convex part \( \psi^+ \) and a concave part \( \psi^- \). The convex part \( \psi^+ \) is discretised implicitly, since it corresponds to the stable state of the system. In contrast the concave part \( \psi^- \) is treated explicitly and therefore it describes a volume force driving the spinodal decomposition.

This chapter is organised as follows: We start with a physical motivation of the splitting of the Gibbs free energy density into a convex and a concave part. Although in (A-2) we have assumed the existence of a decomposition of the Gibbs free energy density into a convex and a concave part, such a decomposition must be constructed in general. We outline a technique for doing this and demonstrate the result for the spline interpolation (1.71). By eliminating the discrete diffusion equation and using the flow gradient structure we determine a discrete solution by minimising the energy and maximising the dissipation. Uniqueness of the discrete solution is also proved by formulating a relation between the time discretisation \( \Delta t \) and the mesh size \( h \). We show that the splitting of the Gibbs free energy density fits to the Lyapunov property of the system, from which uniform a-priori estimates are calculated. The chapter ends with a convergence proof of the discrete solution to a solution of the non-viscous Cahn-Larché system. Unfortunately, we get convergence of the concentration field \( c_{\Delta t,h} \) and the chemical potential \( \mu_{\Delta t,h} \) in a weak respectively weak-\( \star \) sense only. A consideration of the used Newton method closes this chapter.

### 5.1 Splitting of the Gibbs free energy density

In assumption (A-2) we postulate a splitting of the Gibbs free energy density into a convex part \( \psi^+ \) and a concave part \( \psi^- \). For a general Gibbs free energy density like the spline interpolation (1.71) a splitting into a convex and a concave part must be constructed. In the next section we formulate a physical motivation of this splitting and construct this decomposition for the spline interpolation given in (1.71).

#### 5.1.1 Construction of a convex density

The numerical approximation method stabilised by splitting the Gibbs free energy density is motivated by the following physical consideration:
5.1 Splitting of the Gibbs free energy density

We observe that the Gibbs free energy density is given by a spline interpolation (1.71), which is demonstrated in fig. 5.1. If the numerical solution of the concentration field $c^n_h \in X_{m,h}(\Omega)$ is locally close to one of both equilibrium concentrations $c^{\alpha/\beta}$ the system is locally in a stable state, because the Gibbs free energy density is convex in a neighbourhood of the equilibrium concentration. Consequently, the numerical approximation method behaves stable near one of both equilibrium concentration $c^{\alpha/\beta}$.

Within an diffusive phase interface the situation is completely different. If the concentration field $c^n_h \in X_{m,h}(\Omega)$ reaches a value between both equilibrium concentrations $c^{\alpha/\beta}$ the Gibbs free energy density is a non-convex function. The spinodal points $s^{\alpha/\beta}$ are defined by $\psi_{cc}(s^{\alpha/\beta}) = 0$. Especially between both spinodal points $s^{\alpha/\beta}$ the Gibbs free energy density is a concave function. In this range the physical system is in an unstable state, which drives the separation process. Consequently, the numerical approximation method is also unstable in the non-convex region of the Gibbs free energy density, where the driving forces of the diffusion are extreme large. The numerical instability occurs in high frequency contribution to the concentration field, which can be seen as high over- and undershoots in the numerical solution $c^n_h \in X_{m,h}(\Omega)$. This behaviour is denoted as Gibbs phenomena.

In order to stabilise the numerical approximation method we take the idea from [54] and split the Gibbs free energy into a convex part $\psi^+$ and a concave part $\psi^-$. In the following the convex part of the Gibbs free energy density $\psi^+$ corresponds to the stable state of the system and is discretised implicitly, in contrast to the concave part of the Gibbs free energy density $\psi^-$, which corresponds to the unstable state of the system and is discretised explicitly. The concave part $\psi^-$ therefore plays the role of a volume force for the approximation scheme.

We have to outline in which way the decomposition is constructed from a given Gibbs free energy density function $\psi \in C^2(\mathbb{R}, \mathbb{R})$. We introduce the convex part of the Gibbs free energy density $\psi^+$ in the following way:

$$
\psi^+(c) := \int_0^c \max(\psi_{cc}(s), 0) ds,
\quad (5.1)
$$

$$
\psi^+(c) := \int_0^c \psi^+_c(s) ds = \int_0^c \int_0^s \max(\psi_{cc}(t), 0) dt ds.
\quad (5.2)
$$

![Fig. 5.1: Gibbs free energy density](image-url)
Finally, we define the concave part of the Gibbs free energy density by \( \psi^- (c) := \psi(c) - \psi^+(c) \) and obviously we have an additive decomposition of the Gibbs free energy density.

We apply the above formulated decomposition to the spline interpolation of the Gibbs free energy density (1.71) and calculate this decomposition, which is demonstrated in the following figures:

(a) Monotone increasing \( \psi^+_c \) at \( \theta = 20^\circ C \)

(b) Monotone decreasing \( \psi^-_c \) at \( \theta = 20^\circ C \)

(c) Monotone increasing \( \psi^+_c \) at \( \theta = 125^\circ C \)

(d) Monotone decreasing \( \psi^-_c \) at \( \theta = 125^\circ C \)

Fig. 5.2: Decomposition of \( \psi_c \) at different temperatures

5.1.2 Numerical approximation method

The stabilisation of the numerical approximation method is done by discretising the convex part of the Gibbs free energy density \( \psi^+ \) implicitly, in contrast to the concave part \( \psi^- \), which is discretised explicitly.
5.1 Splitting of the Gibbs free energy density

**Problem 5.1.** Find for all time steps $1 \leq n \leq N$ a concentration field $c^n_h \in X_{m,h}(\Omega)$, a chemical potential $\mu^n_h \in X_h(\Omega)$ and a displacement $u^n_h \in X_h(\Omega)$, such that holds

$$
\int_{\Omega} \partial_{\Delta t} c^n_h \zeta_h \, dx + \int_{\Omega} M_h^{-1} \nabla_x \mu^n_h \cdot \nabla_x \zeta_h \, dx = 0 \quad \forall \zeta_h \in X_h(\Omega),
$$

(5.3)

$$
\int_{\Omega} \mu^n_h \xi_h \, dx = \int_{\Omega} \Gamma \nabla_x c^n_h \cdot \nabla_x \xi_h + \psi^+(c^n_h) \xi_h + \psi^-(c^{n-1}_h) \xi_h + W(c^n_h, \varepsilon(u^{n-1}_h)) \xi_h \quad \forall \xi_h \in X_h(\Omega),
$$

(5.4)

$$
\int_{\Omega} C(c^n_h) \varepsilon(u^n_h) : \varepsilon(\eta_h) \, dx = \int_{\Omega} C(c^n_h) \bar{\varepsilon}(c^n_h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^n \cdot \eta_h \, da_x \quad \forall \eta_h \in X_h(\Omega).
$$

(5.5)

We remark that all integrals in problem 5.1 exist due to the assumptions (A-1) - (A-8) and the fact that we use almost everywhere bounded test functions. The decomposition of the Gibbs free energy does not effect this fact.

Since the Cahn-Larché system is a time dependent problem, we have to compute some initial tasks. Analogously to the viscous methods in the previous chapter, we compute a $L_2(\Omega)$-projection of the initial date $c_0 \in X_m(\Omega)$, which is formulated in definition 3.10 and analysed in section 3.2.1. Moreover, the corresponding initial displacement $u_0_h \in X_h(\Omega)$ is computed by solving the initial elasticity problem 3.14. The solution $u_0_h \in X_h(\Omega)$ satisfies the stability and convergence properties formulated in section 3.2.1. The initial chemical potential $\mu_0_h \in X_h(\Omega)$ is computed by solving problem 4.3, which finishes the preprocessing procedure.

5.1.3 Elimination of the diffusion equation

In the same way as in the previous chapter we eliminate the discrete diffusion equation (5.3). This is done by calculating a relation between the diffusion and the dissipation.

The operator $\mathcal{M}^n_h$, introduced in definition 4.4, describes a linear, $X_h(\Omega)$-elliptic and continuous operator due to corollary 4.5. It corresponds to a homogeneous Neumann problem with material parameter $M^{-1}_h$. Consequently, the inverse operator $(\mathcal{M}^n_h)^{-1}$ exists by applying the Lax-Milgram theorem. In view of the operator $(\mathcal{M}^n_h)^{-1}$ we conclude from the discrete diffusion equation (5.3) similar to (4.6) the following representation of the chemical potential

$$
\mu^n_h = -(\mathcal{M}^n_h)^{-1} \partial_{\Delta t} c^n_h + \lambda^n_h \in X_h(\Omega).
$$

(5.6)

We remark that the Lagrangian multiplier has to be chosen in the kernel of the operator $\mathcal{M}^n_h$, which means $\lambda^n_h \in \ker(\mathcal{M}^n_h) = \mathbb{R}$. 
Let $\xi_h \in X_{0,h}(\Omega)$ be an arbitrary test function, then we calculate analogously to (4.7) for the discrete fields

$$
\int_\Omega \mu_h^\circ \xi_h \, dx = -\langle \partial_\Delta t c^n_h, \xi_h \rangle_{\mathcal{M}_h^n}.
$$

Taking into account this calculation we restrict the discrete weak problem 5.1 to a system of two equations for the unknown concentration field $c^n_h \in X_{m,h}(\Omega)$ and for the unknown displacement $u^n_h \in X_h(\Omega)$.

**Problem 5.2.** Find at each discrete time $t = n\Delta t$ for $1 \leq n \leq N$ a function $c^n_h \in X_{m,h}(\Omega)$ and $u^n_h \in X_h(\Omega)$ such that holds

$$
\int_\Omega \Gamma \nabla c^n_h \cdot \nabla \xi_h + \psi^+(c^n_h)\xi_h + \psi^-(c^n_h)\xi_h + W(c^n_h, \varepsilon(u^n_h)) \xi_h \, dx \\
+ \langle \partial_\Delta t c^n_h, \xi_h \rangle_{\mathcal{M}_h^n} = 0 \quad \forall \xi_h \in X_h(\Omega),
$$

$$
\int_\Omega C(c^n_h)\varepsilon(u^n_h) : \varepsilon(\eta_h) \, dx = \int_\Omega C(c^n_h)\varepsilon(c^n_h) : \varepsilon(\eta_h) \, dx + \int_{\Gamma_N} g^n \cdot \eta_h \, da_x \\
\forall \eta_h \in X_h(\Omega).
$$

This numerical approximation method decouples the convex and concave part of the Gibbs free energy density as well as diffusion and elasticity. Due to this fact we have to formulate two energy functionals. The first functional contains the configurational energy $E_{h,\text{config}}^n$ corresponding to the structural composition of the alloy. We point out that the explicitly discretised concave part of the Gibbs free energy presents a linear contribution to the configurational energy $E_{h,\text{config}}^n$, corresponding to a volume force. The second functional contains the strain energy $E_{h,\text{mech}}^n$ related to the mechanical equilibrium. We get for both functionals

$$
E_{h,\text{config}}^n(d_h) := \int_\Omega \frac{1}{2} \Gamma \nabla d_h \cdot \nabla d_h + \psi^+(d_h) + \psi^-(c^{n-1}_h)(d_h - c^{n-1}_h) \\
+ W(d_h, \varepsilon(u^{n-1}_h)) \, dx + \frac{1}{2\Delta t} \|d_h - c^{n-1}_h\|^2_{\mathcal{M}_h^n},
$$

$$
E_{h,\text{mech}}^n(v_h) := \int_\Omega W(c^n_h, \varepsilon(v_h)) \, dx - \int_{\Gamma_N} g^n \cdot v_h \, da_x.
$$

We remark that the mechanical equilibrium (5.5) belongs to a $X(\Omega)$-elliptic problem as outlined in lemma 2.14 and due to this property the solution $u^n_h$ provides a minimiser of the strain energy

$$
E_{h,\text{mech}}^n(u^n_h) = \min_{v_h \in X_h(\Omega)} E_{h,\text{mech}}^n(v_h).
$$
In contrast to the discrete problems of the previous section problem 5.1 has a flow gradient structure with respect to the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{M}^n_h} \) only. From (2.26) we deduce the relation between diffusion and dissipation of the non-viscous Cahn-Larché system

\[
\frac{1}{2\Delta t} \| c^n_h - c^{n-1}_h \|^2_{\mathcal{M}^n_h} = -\Delta t D(c_h^{n-1}, \mu^n_h). \tag{5.7}
\]

For problem 5.1 the dissipation contains diffusion only, but no friction. Obviously minimising the configurational energy means minimising the Helmholtz free energy and maximising the dissipation.

### 5.2 Existence of a discrete solution

In this section we prove the existence of a discrete solution of problem 5.1. Furthermore, we show uniform a-priori estimates of the discrete solution of problem 5.1 by using energy estimates based on the Lyapunov property.

#### 5.2.1 Energy minimisation

The existence of a solution is proved by minimising the configurational energy \( E^n_{h,\text{config}} \) in order to calculate a physical state of minimal Helmholtz free energy and maximal dissipation.

**Lemma 5.3.** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Then there exists at least one \( c^n_h \in X_{m,h}(\Omega) \) such that holds

\[
E^n_{h,\text{config}}(c^n_h) = \min_{d_h \in X_{m,h}(\Omega)} E^n_{h,\text{config}}(d_h).
\]

**Proof.** The proof is organised in two steps.

**Step 1:** In the first step we show that the configurational energy is described by a coercive functional. Clearly, the surface energy is coercive due to assumption (A-1) and due to the Poincaré inequality (2.1). We get

\[
\int_{\Omega} \frac{1}{2} \Gamma \nabla z_h \cdot \nabla z_h \, d\mathbf{x} \geq \frac{c_T}{2c_p} \| d_h \|^2_{H^1(\Omega)} - \frac{c_T}{2} m^2.
\]

The Gibbs free energy is bounded below by a constant depending on the concentration field of the previous time step \( c^{n-1}_h \). Taking into account that \( \psi^- \) is concave and...
by applying assumption (A-2) we calculate
\[
\int \psi^+(d_h) + \psi^-((c_{h}^{-1})(d_h - c_{h}^{-1})) \, dx \\
\geq \int \psi^+(d_h) + \psi^-((c_{h}^{-1})) - \psi^-((c_{h}^{-1})) \, dx = \int \psi(d_h) - \psi^-((c_{h}^{-1})) \, dx \\
\geq -c_\psi \meas(\Omega) - \int \psi^-((c_{h}^{-1})) \, dx = -\tilde{C}.
\]

The elastic contribution to the configurational energy and the dissipative term are obviously bounded below by zero. Summing up the above calculations the coercivity of the configurational energy functional is proved and it holds
\[
E_{h,\text{config}}^n(d_h) \geq \frac{C}{2c_p} \|d_h\|_{H^1(\Omega)}^2 - C.
\]

**Step 2:** The density of the configurational energy is continuous with respect to \(\nabla_x d_h\) and \(d_h\). Moreover, the density is convex with respect to \(\nabla_x d_h\) and bounded below. The non-convex term of the Gibbs free energy density plays the role of a volume force. Finally, for a minimising sequence \((d_{h,k})_{k\in\mathbb{N}}\) theorem 2.6 yields for a weak convergent sequence \((d_{h,k})_{k\in\mathbb{N}}\subset X_{m,h}(\Omega)\)
\[
E_{h,\text{config}}^n(d_h) \leq \lim_{k\to\infty} E_{h,\text{config}}^n(d_{h,k}).
\]

The existence of a minimiser \(c_n^h \in X_{m,h}(\Omega)\) follows from theorem 2.7.

**Lemma 5.4.** Let \(\Omega \subset \mathbb{R}^d\) be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Then, the Gâteaux derivative of the configurational energy \(E_{h,\text{config}}^n\) exists for any test function \(\xi_h \in X_h(\Omega)\) and it holds
\[
\lim_{\delta \to 0} \frac{E_{h,\text{config}}^n(d_h + \delta \xi_h) - E_{h,\text{config}}^n(d_h)}{\delta} = \int \nabla_x d_h \cdot \nabla_x \xi_h + \psi_+^c(d_h)\xi_h + \psi_-^c((c_{h}^{-1})\xi_h + W_c(d_h, \varepsilon(u_{h}^{-1}))\xi_h \, dx \\
+ \frac{1}{\Delta t} \langle d_h - c_{h}^{-1}, \xi_h \rangle_{\mathcal{M}^c}.
\]

**Proof.** This result follows by arguing in the same way as in the proof of lemma 2.23. The surface energy is quadratic with respect to \(\nabla_x d_h\) and this leads directly to
\[
\lim_{\delta \to 0} \frac{1}{\delta} \int \frac{1}{2} \nabla_x (d_h + \delta \xi_h) \cdot \nabla_x (d_h + \delta \xi_h) - \frac{1}{2} \nabla_x d_h \cdot \nabla_x d_h \, dx \\
= \int \nabla_x d_h \cdot \nabla_x \xi_h \, dx.
\]
The convex part of the Gibbs free energy density $\psi^+$, which is implicitly discretised, is treated analogously to the proof of lemma 2.23. The difference quotient of the convex function $\psi^+$ is uniformly bounded by using the assumption (A-2). We get
\[
\left| \frac{\psi^+(d_h + \delta \xi_h) - \psi^+(d_h)}{\delta} \right| \leq 2(\psi^+(d_h) + C).
\]

This uniform bound and the fact that $\psi^+ \in C^2(\mathbb{R}, \mathbb{R})$ yields with Lebesgue’s convergence theorem
\[
\lim_{\delta \to 0} \int_{\Omega} \frac{\psi^+(d_h + \delta \xi_h) - \psi^+(d_h)}{\delta} \, dx = \int_{\Omega} \psi^+_c(d_h) \xi_h \, dx.
\]

The concave part $\psi^-$ of the Gibbs free energy density, which is explicitly discretised, is linear with respect to $d_h$. Therefore it directly follows
\[
\lim_{\delta \to 0} \int_{\Omega} \frac{\psi^-_c(c_h^{n-1})(d_h + \delta \xi_h - c_h^{n-1}) - \psi^-_c(c_h^{n-1})(d_h - c_h^{n-1})}{\delta} \, dx
\]
\[
= \int_{\Omega} \psi^-_c(c_h^{n-1}) \xi_h \, dx.
\]

Furthermore, the elastic contribution to the chemical potential is treated by applying the mean value theorem together with the assumptions (A-6), (A-7) and the Lebesgue convergence theorem
\[
\lim_{\delta \to 0} \frac{1}{\delta} \left( \int_{\Omega} W(d_h + \delta \xi_h, \varepsilon(u_h^{n-1})) \, dx - \int_{\Omega} W(d_h, \varepsilon(u_h^{n-1})) \, dx \right)
\]
\[
= \lim_{\delta \to 0} \int_{\Omega} W_c(d_h + \nu(\delta) \xi_h, \varepsilon(u_h^{n-1})) \xi_h \, dx = \int_{\Omega} W_c(d_h, \varepsilon(u_h^{n-1})) \xi_h \, dx.
\]

Finally, the dissipative term is quadratic and we get by direct calculations
\[
\lim_{\delta \to 0} \frac{1}{2\Delta t \delta} \left( \|d_h + \delta \xi_h - c_h^{n-1}\|_{M_h^a}^2 - \|d_h - c_h^{n-1}\|_{M_h^a}^2 \right)
\]
\[
= \frac{1}{\Delta t} \langle d_h - c_h^{n-1}, \xi_h \rangle_{M_h^a}.
\]

Summing up all calculations the statement of this lemma is proved. $\Box$

For the minimiser $c_h^n \in X_h(\Omega)$ holds due to theorem 2.8 that the Gâteaux derivative is equal to zero, this means for any test function $\xi_h \in X_h(\Omega)$ holds
\[
\int_{\Omega} \nabla_{x} d_h : \nabla_{x} \xi_h + \psi^+_c(d_h) \xi_h + \psi^-_c(c_h^{n-1}) \xi_h
\]
\[
+ W_c(d_h, \varepsilon(u_h^{n-1})) \xi_h \, dx + \langle \partial_{\Delta t} c_h^n, \xi_h \rangle_{M_h^a} = 0.
\]
Furthermore, the minimiser $c^n_h \in X_h(\Omega)$, the discrete displacement $u^n_h \in X_h(\Omega)$ and the discrete chemical potential $\mu^n_h \in X_h(\Omega)$ given by (5.6) generate a discrete solution of problem 5.2. The Lagrangian multiplier has to be chosen in the following form

$$\lambda^n_h = \frac{1}{\text{meas}(\Omega)} \int_{\Omega} \psi^+_c(c^n_h) + \psi^-_c(c^n_{h-1}) + W_c(c^n_h, \varepsilon(u^n_{h-1})) \, dx.$$  (5.9)

Naturally, the piecewise constant interpolants of the concentration field $c_{\Delta t,h}$, of the chemical potential $\mu_{\Delta t,h}$ and of the displacement $u_{\Delta t,h}$ are computed. Furthermore the piecewise linear interpolant $\bar{c}_{\Delta t,h}$ is also determined.

5.2.2 Uniqueness of the discrete solution

In this section we derive relations between the time discretisation $\Delta t$ and the mesh size $h$ in order to get a unique solution of the approximation method.

Lemma 5.5 (Uniqueness). Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Moreover let the assumptions (A-1) - (A-8) be satisfied. The triangulation $\mathcal{T}_h(\Omega)$ is assumed to be admissible, exact and uniform. If the time discretisation $\Delta t$ and the mesh size $h$ satisfy the following condition

$$\Delta t \leq \frac{c_T h^{2d}}{2C_M(CW_c)^2},$$

then for every time step $t = n\Delta t$ with $0 \leq n \leq N$ the discrete problem 5.1 has a unique solution.

Proof. We show this lemma by complete induction. At initial time $t = 0$ the $L^2(\Omega)$-projection of the initial data $c_0$ has a unique solution due to lemma 3.11 and the corresponding discrete displacement $u^0_h$ is also unique. We assume that for time $t = (n - 1)\Delta t$ the concentration field $c^n_{h-1}$ and the displacement $u^n_{h-1}$ is unique. Therefore the uniqueness of the concentration field $c^n_h$ and of the displacement $u^n_h$ is given. In order to derive this conclusion, we use the Lipschitz continuity of $W_c$, derived in lemma 4.11,

$$|W_c(c_1, \varepsilon) - W_c(c_2, \varepsilon)| \leq C(|\varepsilon|^2 + 1).$$

Finally, we assume that at time $t = n\Delta t$ there exist two concentration fields $c^n_{1,h}$ and $c^n_{2,h}$, which are solutions of the reformulated problem 5.2. By subtracting the weak formulation in problem 5.2 with solutions $c^n_{1,h}$ and $c^n_{2,h}$ from each other, we get

$$\int_{\Omega} \Gamma \nabla_x (c^n_{1,h} - c^n_{2,h}) \cdot \nabla_x \xi_h + (\psi^+_c(c^n_{1,h}) - \psi^+_c(c^n_{2,h})) \xi_h$$

$$+ (W_c(c^n_{1,h}, \varepsilon(u^n_{h-1})) - W_c(c^n_{2,h}, \varepsilon(u^n_{h-1}))) (c^n_{1,h} - c^n_{2,h}) \, dx$$

$$+ \frac{1}{\Delta t} \langle c^n_{1,h} - c^n_{2,h}, \xi_h \rangle_{M^n_h} = 0.$$
In the following the test function is chosen to be $\xi_h = c^n_{1,h} - c^n_{2,h}$. The convex terms are estimated below by assumption (A-1) and using the fact that $\psi^+_c$ is a monotone function, thus the corresponding term is bounded below by zero. The Lipschitz continuity of $W_c$ and the uniform a-priori estimates of the displacement $u_h^{n-1}$ are applied with the inverse inequality from lemma 3.4 and Young’s inequality (4.7) to the non-convex term. Then it follows

$$c_T |c^n_{1,h} - c^n_{2,h}|^2_{H^1(\Omega)} + \frac{1}{\Delta t} \| c^n_{1,h} - c^n_{2,h} \|^2_{M^h} \leq C_{W,cc} \frac{1}{h^d} \| c^n_{1,h} - c^n_{2,h} \|^2_{L^2(\Omega)}$$

$$\leq C_{W,cc} \frac{1}{h^d} \left( \delta |c^n_{1,h} - c^n_{2,h}|^2_{H^1(\Omega)} + \frac{C_M}{\delta} \| c^n_{1,h} - c^n_{2,h} \|^2_{M^h} \right).$$

In this estimate we define $\int_{\Omega} C(|\varepsilon|^2 + 1) \, dx \leq C(C_u^2 + \text{meas}(\Omega)) =: C_{W,cc}$. From this estimate we deduce for the difference of both solutions $c^n_{1,h}$ and $c^n_{2,h}$ the relation

$$\left( c_T - \frac{C_{W,cc}}{h^d} \delta \right) |c^n_{1,h} - c^n_{2,h}|^2_{H^1(\Omega)} + \left( \frac{1}{\Delta t} - \frac{C_M}{C_{W,cc}} h^d \delta \right) \| c^n_{1,h} - c^n_{2,h} \|^2_{M^h} \leq 0.$$

By choosing $\delta = \frac{c_T h^d}{2C_{W,cc}}$, we get for the time discretisation the condition

$$\Delta t \leq \frac{c_T h^d}{2C_M(C_{W,cc})^2}.$$

The above estimate directly yields the uniqueness of the concentration field $c^n_h$. Consequently, the uniqueness of the displacement $u^n_h$ follows from the Lax-Milgram theorem and the representation formula (5.6) shows the uniqueness of the chemical potential $\mu^n_h \in X_h(\Omega)$. \qed

Remark 5.6. If the elasticity tensor is constant, the uniqueness of the discrete concentration field $c^n_h \in X_{m,h}(\Omega)$ is obtained by a weaker condition on the time discretisation

$$\Delta t \leq \frac{c_T h^d}{2C_M(C_{W,cc})^2}.$$

Proof. This result follows in a similar way as in the proof of lemma 5.5. The significant difference to lemma 5.5 is the Lipschitz continuity of the elastic contribution to the chemical potential. The strain $\varepsilon$ enters this estimate only linear

$$|W_c(c_1, \varepsilon) - W_c(c_2, \varepsilon)| \leq C(|\varepsilon| + 1)|c_1 - c_2|.$$
In the numerical simulation the Euler-Lagrange equations are solved in order to derive a discrete solution of the problem. In general it is not true that a solution of the Euler-Lagrange equations minimises the corresponding energy functional. But for the case of the solution of the Euler-Lagrange equation being unique, a global minimum of the energy is achieved, see [29].

5.2.3 A-priori estimates

In this section we calculate a-priori estimates of a discrete solution of problem 5.1. The key of this proof is again the Lyapunov property of the system, which means that also the discretised system leads to an energetic stable state. The proof of the Lyapunov property for the operator splitting method differs from the techniques shown in the previous sections due to the decoupling of the diffusion and elasticity and due to the splitting of the Gibbs free energy density.

Lemma 5.8 (Lyapunov property). Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition (H-1). Let \( c_{\Delta t,h}, \mu_{\Delta t,h} \) and \( u_{\Delta t,h} \) be a discrete solution of problem 5.1. Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Then the Lyapunov property holds

\[
E(c_h^n, u_h^n) + \frac{1}{2} \int_0^1 \int_\Omega M(c_{\Delta t,h}(t - \Delta t, \cdot)) \nabla_x \mu_{\Delta t,h} \cdot \nabla_x \mu_{\Delta t,h} \, dx \, dt \leq E(c_0^h, u_0^h) + CT
\]

with a constant \( C = C(C_C, c, C_{\mathcal{E}}, g, \text{meas}(\Omega)) \).

Proof. Analogous to the previous section we observe the configurational energy \( E_{h,\text{config}}^n \) at time \( t = n\Delta t \) with \( 1 \leq n \leq N \) and use the minimiser \( c_h^n \in X_{m,h}(\Omega) \) together with the comparison function \( c_h^{n-1} \in X_{m,h}(\Omega) \). Then we calculate an above estimate from

\[
E_{h,\text{config}}^n(c_h^n) - \int_{\Gamma_N} g^n \cdot u_h^{n-1} \, da_x
\]

\[
= \int_\Omega \frac{1}{2} \nabla_x c_h^n \cdot \nabla_x c_h^n + \psi_+(c_h^n) + \psi_-(c_h^{n-1})(c_h^n - c_h^{n-1}) + W(c_h^n, \varepsilon(u_h^{n-1})) \, dx
\]

\[
\leq \int_\Omega \frac{1}{2} \nabla_x c_h^{n-1} \cdot \nabla_x c_h^{n-1} + \psi_+(c_h^{n-1}) + W(c_h^{n-1}, \varepsilon(u_h^{n-1})) \, dx
\]

\[
- \int_{\Gamma_N} g^{n-1} \cdot u_h^{n-1} \, da_x + \int_{\Gamma_N} (g^{n-1} - g^n) \cdot u_h^{n-1} \, da_x
\]
An estimate from below is derived by using the fact that the displacement \( u^n \) minimises the strain energy \( E_{h,mech}^n \) and that \( \psi^- \) is a concave function. We get

\[
E_{h,\text{config}}^n(c^n_h) - \int_{\Gamma_N} g^n \cdot u_h^{n-1} \, da_x \\
\geq \int_{\Omega} \frac{1}{2} \nabla x c^n_h \cdot \nabla c^n_h + \psi^+(c^n_h) + \psi^-(c^n_h)(c^n_h - c^{n-1}_h) \\
+ W(c^n_h, \varepsilon(u^n_h)) \, dx - \int_{\Gamma_N} g^n \cdot u^n_h \, da_x + \frac{1}{2\Delta t} ||c^n_h - c^{n-1}_h||^2_{\mathcal{H}_h^n} \\
\geq \int_{\Omega} \frac{1}{2} \nabla x c^n_h \cdot \nabla c^n_h + \psi^+(c^n_h) + \psi^-(c^n_h) - \psi^-(c^{n-1}_h) \\
+ W(c^n_h, \varepsilon(u^n_h)) \, dx - \int_{\Gamma_N} g^n \cdot u^n_h \, da_x + \frac{1}{2\Delta t} ||c^n_h - c^{n-1}_h||^2_{\mathcal{H}_h^n}
\]

Summing up both estimates and taking into account the representation of the dissipation in (5.7) it follows

\[
E(c^n_h, u^n_h) + \frac{1}{2} \int_{t_{n-1}}^{t_n} \int_{\Omega} \mathcal{M}_h^n \nabla u^n_h \cdot \nabla u^n_h \, dx \\
\leq E(c^{n-1}_h, u^{n-1}_h) + \int_{\Gamma_N} (g^n - g^{n-1}) \cdot u^{n-1}_h \, da_x \leq E(c^{n-1}_h, u^{n-1}_h) + C \Delta t.
\]

The recursive application of the estimate yields the statement of this lemma.

**Lemma 5.9 (A-priori estimates).** Let \( \Omega \subset \mathbb{R}^d \) be a domain satisfying condition \((H-1)\). Furthermore, let the assumptions \((A-1)\) - \((A-8)\) be satisfied and \( \mathcal{J}_h(\Omega) \) be an exact, admissible and locally quasi-uniform mesh satisfying condition \((3.5)\). Then for the discrete weak solution \( c_{\Delta t,h}, \bar{\varepsilon}_{\Delta t,h}, \mu_{\Delta t,h} \) and \( u_{\Delta t,h} \) there exist constants \( C_c, C_{\varepsilon}, C_\mu, C_u \) and \( C_h > 0 \) depending on the material parameters, the boundary loading \( g \), the initial condition \( c_0 \), time \( T \) and \( \text{meas}(\Omega) \), such that the following uniform a-priori estimates hold

1. \( \| u_{\Delta t,h} \|_{L_\infty(0,T;H^1(\Omega))} \leq C_u \)
2. \( \| c_{\Delta t,h} \|_{L_\infty(0,T;H^1(\Omega))} \leq C_c \)
3. \( \| \bar{\varepsilon}_{\Delta t,h} \|_{L_\infty(0,T;H^1(\Omega))} \leq C_{\varepsilon} \)
4. \( \| \psi(c_{\Delta t,h}) \|_{L_\infty(0,T;H^1(\Omega))} \leq C_{\psi} \)
5. \( \| \mu_{\Delta t,h} \|_{L_2(0,T;H^1(\Omega))} \leq C_\mu \)

**Proof.** In addition to the Lyapunov property we need an upper estimate of the energy at initial time \( t = 0 \). This result is proved in lemma 4.15. Furthermore, a lower estimate of the energy at time \( t = n\Delta t \) is necessary, which we take from lemma 4.16. These results together with the Lyapunov property derived in lemma 5.8 yield the statements of this lemma.
5.3 Convergence of the method

First of all we have to repeat two results from the previous chapter, which obviously hold for the approximation method presented here.

**Lemma 5.10.** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Furthermore the triangulation is assumed to be an exact, admissible and locally quasi-uniform mesh satisfying condition (3.5). Then there exist at least one $c \in L_{\infty}(0, T; H^1(\Omega))$ and subsequences denoted without loss of generality with the same index $(c_{\Delta t,h})_{\Delta t,h}, (\bar{c}_{\Delta t,h})_{\Delta t,h} \subset L_{\infty}(0, T; H^1(\Omega))$, such that for $\Delta t \to 0$ and $h \to 0$

\begin{align}
\bar{c}_{\Delta t,h} &\longrightarrow c \quad \text{in} \quad C([0, T]; L_2(\Omega)), \quad (5.10) \\
c_{\Delta t,h} &\longrightarrow c \quad \text{in} \quad L_{\infty}(0, T; L_2(\Omega)), \quad (5.11) \\
c_{\Delta t,h}(t, \mathbf{x}) &\longrightarrow c(t, \mathbf{x}) \quad \text{almost everywhere in } \Omega_T, \quad (5.12) \\
c_{\Delta t,h}^* &\rightharpoonup c \quad \text{in} \quad L_{\infty}(0, T; X_m(\Omega)). \quad (5.13)
\end{align}

**Proof.** The proof of this result is similar to lemma 4.18. Statement (5.10) and (5.11) are derived from the discrete diffusion equation (5.3) and from Arzela-Ascoli’s theorem 2.9. In view of (5.11), statement (5.12) follows from Weyl’s corollary 2.12 and the uniform a-priori estimate in lemma 5.9 statement (2) yields the weak-⋆ convergence.

**Lemma 5.11 (Convergence).** Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-6) - (A-8) be satisfied. Let $u \in L_2(0, T; X(\Omega))$ be the unique solution of problem 2.32 and let $u_{\Delta t,h} \in L_2(0, T; X_h(\Omega))$ be the piece-wise constant interpolant of discrete weak solutions of (5.5). Then it holds for $\Delta t \to 0$ and $h \to 0$

\begin{align}
u_{\Delta t,h} &\longrightarrow u \quad \text{in} \quad L_2(0, T; H^1(\Omega)), \quad (5.5.2) \\
u_{\Delta t,h}(t - \Delta t, \cdot) &\longrightarrow u \quad \text{in} \quad L_2(0, T; H^1(\Omega)). \quad (5.5.3)
\end{align}

**Proof.** This result is obviously proved in lemma 4.28 by using the auxiliary problem 4.23. This convergence result bases on the Galerkin orthogonality from lemma 4.24 taking into account Cea’s lemma 4.25 and the error estimate outlined in lemma 4.26.

We have to remark that due to the uniform a-priori estimate of the chemical potential $\mu_{\Delta t,h}$ proved in lemma 5.9 statement (5) a weak convergent subsequence denoted without loss of generality with the same index exists;

$$\mu_{\Delta t,h} \rightharpoonup \mu \quad \text{in} \quad L_2(0, T; H^1(\Omega)) \quad \text{if } \Delta t \to 0, h \to 0.$$
Theorem 5.12 (Convergence of the method). Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, $\mathcal{T}_h(\Omega)$ is assumed to be an exact, admissible and locally quasi-uniform triangulation satisfying the shape regularity condition. Let the assumptions (A-1) - (A-8) be satisfied, then $c_{\Delta t,h}$, $\mu_{\Delta t,h}$ and $u_{\Delta t,h}$ converge to a weak solution of the non-viscous Cahn-Larché system, if $\Delta t$ and $h$ go to zero.

Proof. Step 1: The first step of this proof considers the discrete diffusion equation (5.3). The convergence of the discrete concentration field $c_{\Delta t,h}$ and the discrete chemical potential $\mu_{\Delta t,h}$ to a solution of the diffusion equation follows by the same arguments as in the proof of theorem 4.29.

Step 2: In the next step, we consider the discrete semi-weak equation of the chemical potential (5.4). As a test function we choose $\xi \in \{v \in L_2(0,T;H^1(\Omega)) \cap L_{\infty}(\Omega_T) : \dot{v} \in L_2(\Omega_T)\}$ and apply the Clement quasi-interpolation operator $\xi_h = R_h \xi$. By integrating (5.4) over $(0,T)$ and subtracting it from the weak formulation of the non-viscous Cahn-Larché system, we deduce for the left hand side

$$\left| \int_{\Omega_T} \mu_{\Delta t,h} R_h \xi - \mu \xi \, dx \, dt \right| = \left| \int_{\Omega_T} \mu_{\Delta t,h} (R_h \xi - \xi) + (\mu_{\Delta t,h} - \mu) \xi \, dx \, dt \right|$$

$$\leq \|\mu_{\Delta t,h}\|_{L_2(0,T;H^1(\Omega))} \|R_h \xi - \xi\|_{L_2(0,T;H^1(\Omega))} + \int_{\Omega_T} (\mu_{\Delta t,h} - \mu) \xi \, dx \, dt.$$

The uniform a-priori estimates of the chemical potential taken from lemma 5.9 statement (5), the approximation property in lemma 3.9 and the weak convergence of the chemical potential yield the convergence of this term.

We consider first for the right hand side the surface energy and insert zero in order to calculate

$$\left| \int_{\Omega_T} \Gamma\nabla_a c_{\Delta t,h} : \nabla_a R_h \xi - \Gamma\nabla_a c : \nabla_a \xi \, dx \, dt \right|$$

$$= \left| \int_{\Omega_T} \Gamma\nabla_a c_{\Delta t,h} : \nabla_a (R_h \xi - \xi) + \Gamma\nabla_a (c_{\Delta t,h} - c) : \nabla_a \xi \, dx \, dt \right|$$

$$\leq C_T \|c_{\Delta t,h}\|_{L_2(0,T;H^1(\Omega))} \|R_h \xi - \xi\|_{L_2(0,T;H^1(\Omega))} + \int_{\Omega_T} \Gamma\nabla_a (c_{\Delta t,h} - c) : \nabla_a \xi \, dx \, dt.$$

The uniform a-priori estimate of the concentration field, see lemma 5.9, the approximation property in lemma 3.9 and the weak convergence of the concentration field imply the convergence of this term.

Moreover, we consider the convex part $\psi^+$ of the Gibbs free energy density $\psi$. By assumption (A-2) we have $\psi^+ \in C^2(\mathbb{R},\mathbb{R})$ together with the almost everywhere convergence of $c_{\Delta t,h}$ and $\xi_h = R_h \xi$ we get

$$\psi^+_c(c_{\Delta t,h}(t,x))\xi_h(t,x) \rightarrow \psi^+_c(c(t,x))\xi(t,x) \quad \text{if} \quad \Delta t, h \rightarrow 0.$$
Furthermore, let $\epsilon > 0$ be arbitrary, we choose $E \subset \Omega_T$ with the property $\text{meas}(E) \leq \epsilon$, use assumption (A-2) with $\delta = \epsilon$ and take into account lemma 5.9 statement (4) together with the $L_\infty(\Omega)$-stability of the Clement operator in order to calculate

$$\int_E \psi^+(c_{\Delta t,h}) R_h \xi \, dx \, dt \leq \int (\delta \psi^+(c_{\Delta t,h}) + C_\delta) R_h \xi \, dx \, dt$$

$$\leq \left( \delta \sup_{t \in (0,T)} \int \psi^+(c_{\Delta t,h}) \, dx + C_\delta \text{meas}(E') \right) \|\xi\|_{L_\infty(\Omega)} \leq C\epsilon.$$

In view of Vitali’s convergence theorem 2.11 the convergence of this term follows.

The concave part $\psi^-$ of the Gibbs free energy density is polynomial bounded due to assumption (A-2). By inserting zero, we calculate

$$\left| \int_{\Omega_T} \psi^-_c(c_{\Delta t,h}(t - \Delta t, \cdot))(R_h \xi - \psi^-_c(c) \xi) \, dx \, dt \right|$$

$$\leq \int_{\Omega_T} \psi^-_c(c_{\Delta t,h}(t - \Delta t, \cdot))(R_h \xi - \xi) \, dx \, dt$$

$$+ \left| \int_{\Omega_T} (\psi^-_c(c_{\Delta t,h}(t - \Delta t, \cdot)) - \psi^-_c(c)) \xi \, dx \, dt \right|$$

$$\leq C(\|c_{\Delta t,h}\|_{L_q(\Omega)}^{q-1} + 1)\|R_h \xi - \xi\|_{H^1(\Omega)}$$

$$+ \left| \int_{\Omega_T} (\psi^-_c(c_{\Delta t,h}(t - \Delta t, \cdot)) - \psi^-_c(c)) \xi \, dx \, dt \right|.$$

The uniform a-priori estimate of the concentration in lemma 5.9 together with the approximation property in lemma 3.9, the almost everywhere continuity of the concentration field with respect to time and Lebesgue’s convergence theorem yield the convergence of this term.

For the mechanical contribution to the chemical potential we first remark that due to the almost everywhere convergence of the concentration field and the continuity of the deformation with respect to time it follows

$$W_c(c_{\Delta t,h}(t,x), \varepsilon(u_{\Delta t,h}(t - \Delta t, x))) R_h \xi \rightarrow W_c(c(t,x), \varepsilon(u(t,x))) \xi$$

if $\Delta t, h \rightarrow 0$.

Taking into account the assumptions (A-6), (A-7) and the uniform a-priori estimate of the Clement operator in $L_\infty(\Omega)$, see lemma 3.7, we estimate the elastic contribution of the chemical potential by

$$W_c(c_{\Delta t,h}(t,x), \varepsilon(u_{\Delta t,h}(t - \Delta t, x))) R_h \xi$$

$$\leq C(\|\varepsilon(u_{\Delta t,h}(t - \Delta t, x))\|_{L_\infty(\Omega)}^2 + 1)\|R_h \xi\|_{L_\infty(\Omega)}$$

$$\leq C(\|\varepsilon(u_{\Delta t,h}(t - \Delta t, x))\|_{L_\infty(\Omega)}^2 + 1)\|\xi\|_{L_\infty(\Omega)}.$$
5.4 Numerical solution of the Euler-Lagrange equations

The strong convergence of the displacement proved in lemma 5.11 together with the generalised Lebesgue convergence theorem 2.10 yield the convergence of the mechanical contribution to the chemical potential.

**Step 3:** Finally, the convergence of the displacement $u_{\Delta t, h}$ follows from lemma 5.11. This argument finishes the whole convergence proof of the operator-splitting method.

5.4 Numerical solution of the Euler-Lagrange equations

The approximation method stabilised with a decomposed Gibbs free energy leads to a non-linear equation system, which must be solved in every time step $t_n = n \Delta t$ with $1 \leq n \leq N$. This non-linear equation system follows from (5.3) and (5.4) having the form

$$A(c^n - c^{n-1}) + \Delta t M^n \mu^n = 0,$$
$$-G(c^n, c^{n-1}, u^{n-1}) + A\mu^n = 0.$$  

(5.14)

(5.15)

In this non-linear equation system the unknown quantities are $c^n$ and $\mu^n$, whereas the vectors $c^{n-1}$ and $u^{n-1}$ are known from the previous time step. The matrices $A$ and $M^n$ as well as the vector valued function $G(c^n, c^{n-1}, u^{n-1})$ are calculated by

$$A[y, z] := \int_\Omega \varphi_y \varphi_z \, dx,$$

$$M^n[y, z] := \int_\Omega M(c_{h}^{n-1}) \nabla_x \varphi_y \cdot \nabla_x \varphi_z \, dx,$$

$$G(c^n, c^{n-1}, u^{n-1})[z] := \int_\Omega \Gamma \nabla_x c_{h}^n \cdot \nabla_x \varphi_z + \psi_+^c(c_{h}^n) \varphi_z + \psi_-^c(c_{h}^{n-1}) \varphi_z + W_c(c_{h}^n, \varepsilon(u_{h}^{n-1})) \varphi_z \, dx.$$  

Obviously all integrals in this equation system exist due to the assumptions (A-1) - (A-8) and the non-linearity only appears in the vector valued function $G$ in the concentration field $c$. We apply Newton’s method, see [88] in order to compute a solution of the equation system (5.14), (5.15).

Algorithm 5.13 (Newton method).

// Initial vectors:
$c_0^n = c^{n-1}$
$\mu_0^n = \mu^{n-1}$
// Initial residuum:
$q^0 = -\Delta t M^n \mathbf{\mu}^0$
$r_0 = G(c^n_0, c^{n-1}, u^{n-1}) - A \mathbf{\mu}^n$

if $\sqrt{\|q^0\|^2 + \|r_0\|^2} \leq TOL$ then
$c^n = c^n_0$
$\mathbf{\mu}^n = \mathbf{\mu}^n_0$
return
end if

// Newton iteration:
for $k = 1$ to MaxIterations do

Solve:

\[ A z_k + \Delta t M^n w_k = q_{k-1} \]
\[ - D_c G(c^n_{k-1}, c^{n-1}, u^{n-1}) z_k + A w_k = r_{k-1} \]

// Update:
$c^n_k = c^n_{k-1} + z_k$
$\mathbf{\mu}^n_k = \mathbf{\mu}^n_{k-1} + w_k$

// Compute residuum:
$q_k = A(c^n_{k-1} - c^n_k) - \Delta t M^n \mathbf{\mu}^n_k$
$r_k = G(c^n_k, c^{n-1}, u^{n-1}) - A \mathbf{\mu}^n_k$

if $\sqrt{\|q_k\|^2 + \|r_k\|^2} / \sqrt{\|q^0\|^2 + \|r^0\|^2} \leq TOL$ then
$c^n = c^n_k$
$\mathbf{\mu}^n = \mathbf{\mu}^n_k$
return
end if

end for

In the algorithm 5.13 we have to solve the LES (5.16) and (5.17) corresponding to the linearisation, which is done in Newton’s method. We have to analyse this system in order to compute a unique solution.

Lemma 5.14. Let $\Omega \subset \mathbb{R}^d$ be a domain satisfying condition (H-1). Furthermore, let the assumptions (A-1) - (A-8) be satisfied. Moreover, let $T_h(\Omega)$ be an admissible, exact and uniform triangulation of the reference domain $\Omega$. If the time discretisation satisfies the condition

$$\Delta t \leq \frac{c_T h^{2d}}{2 C_M (C_{W,cc})^2},$$
then the LES (5.16) and (5.17) within the Newton method has a unique solution $z_k$ and $w_k$.

**Proof.** We eliminate the first equation, since $M^n$ is invertible due to the fact that the operator $M^n$ is $X_0(\Omega)$-elliptic, see lemma 4.5. We therefore get

$$ w_k = -\frac{1}{\Delta t} (M^n)^{-1} A z_k + \frac{1}{\Delta t} (M^n)^{-1} q_{k-1}. $$

By inserting this representation of $w_k$ into the second equation we get a LES for the update vector $z_k$.

$$ \left( D_c G(c_{k-1}^n, c_{n-1}^n, u_{n-1}) + \frac{1}{\Delta t} A (M^n)^{-1} A \right) z_k = \frac{1}{\Delta t} (M^n)^{-1} q_{k-1} - r_{k-1} $$

For any coefficient vector $\xi \in \mathbb{R}^{\#N_h(\Omega)}$ we get the following integral formulation in order to prove the positive definiteness by using the Poincaré inequality and the global inverse inequality,

$$ \left( D_c G(c_{k-1}^n, c_{n-1}^n, u_{n-1}) + \frac{1}{\Delta t} A (M^n)^{-1} A \right) \xi \cdot \xi = \int_\Omega \Gamma \nabla_x \xi_h \cdot \nabla_x \xi_h + \psi_{cc}(c_{k,h}^n, c_{n,h}^n, \varepsilon(u_{h-1}^n)) \xi_h^2 + W_{cc}(c_{k,h}^n, \varepsilon(u_{h-1}^n)) \xi_h^2 d\Omega + \frac{1}{\Delta t} \| \xi_h \|^2_{M_h^n} $$

$$ \geq c_T \| \xi_h \|^2_{H^1(\Omega)} - C_{W_{cc}} \| \xi_h \|^2_{L^2(\Omega)} + \frac{1}{\Delta t} \| \xi_h \|^2_{M_h^n} $$

$$ \geq c_T \| \xi_h \|^2_{H^1(\Omega)} - C_{W_{cc}} \frac{1}{h^d} \left( \delta \| \xi_h \|^2_{H^1(\Omega)} + \frac{C_M}{\delta} \| \xi_h \|^2_{M_h^n} \right) + \frac{1}{\Delta t} \| \xi_h \|^2_{M_h^n} $$

$$ \geq \frac{c_T}{2} \| \xi_h \|^2_{H^1(\Omega)} + \left( \frac{1}{\Delta t} - 2 \left( \frac{C_{W_{cc}}}{h^d} \right)^2 \frac{C_M}{\delta} \right) \| \xi_h \|^2_{M_h^n}. $$

The positive definiteness of the matrix $(D_c G(c_{k-1}^n, c_{n-1}^n, u_{n-1}) + \frac{1}{\Delta t} H \gamma (M^n)^{-1} A)$ follows by the same arguments as in lemma 4.31.

**Remark 5.15.** If the elasticity tensor is constant, a weaker constraint on the time discretisation ensures the unique solvability of the LES in the Newton method,

$$ \Delta t \leq \frac{c_T h^d}{2C_M(C_{\psi_{cc}})^2}. $$

In the numerical simulation the LES is solved iteratively either by the BiCGStab method [98] or the GMRes method [87]. Both methods work quite well in this situation and we observe no important differences. The LES is preconditioned by the BPX method, see [17], which improves the iterative process essentially.
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Chapter 6

Numerical simulations and results

In this chapter we focus on the numerical simulation of the spinodal decomposition in eutectic solder. A Sn-Pb alloy is used as an example taking the corresponding material parameter from [33, 73]. The first chapter shows that the surface stress tensor $\Gamma$ is extremely small in the case of a Sn-Pb alloy. In this situation the Gibbs phenomena is observed, which shows large overshoots and undershoots along diffusive phase interfaces.

In the previous chapters we realised three different numerical approximation methods for the Cahn-Larché system, which are stable, as these methods avoid high frequent contributions to the concentration field along phase interfaces.

The numerical simulation of the spinodal decomposition of eutectic alloys has the following purpose: First of all we want to analyse the influence of changing boundary conditions of the displacement on the development of the Sn-rich and Pb-rich phase. For linear elasticity with a constant elasticity tensor, it is a known result that stress singularities appear in a point with changing boundary conditions. For a detailed theory of calculating stress singularities we refer to [53, 67, 65]. These stress singularities induce locally large contributions to the chemical potential, which directly affect the evolution of the microstructure. The microstructure itself gives information about strength and reliability of the solder joint.

The geometry of the solder joint has an influence on the behaviour of the microstructure. In linear elasticity theory it is also known that stress singularities develop in a reentrant corner. Moreover, if in a reentrant corner additionally the boundary conditions change, the stress singularity becomes much larger, see [53, 67, 65] and the influence on the diffusion process is more significant.

These geometrical influences and changing boundary conditions are simulated under different types of loading. We consider the evolution of the microstructure if the solder joint is subjected to pure pressure, tensile and shear boundary loadings and compare the results with pure temperature loading. We have to emphasise that the temperature enters our model as a parameter only. These loadings are typical
for a solder joint, which is part of a PCB.

The numerical simulations of the spinodal decomposition of an alloy are restricted on a small RVE only. This follows from the fact that we have to resolve the diffusive phase interface properly by the finite element mesh enlarging the computational complexity essentially. Thus we focus on different parts of a solder joint with various boundary loadings.

Since we have to choose the time discretisation in the same range as the mesh size, the simulations cover only a small time range. In order to simulate the long time behaviour of the coarsening within the alloy, other models like sharp interface models must be used. The results of this computations can be used as initial data for long time simulations.

In this chapter we also compare the Cahn-Larché system with a constant and a concentration depending elasticity tensor. Simulations with a constant elasticity tensor are easier to realise and it would be very efficient to apply this model to solder. But an important result of this chapter is, that for solder the Cahn-Larché model with a constant elasticity tensor does not fit with experimental investigations. In contrast to this result, we observe that the Cahn-Larché model with a concentration depending elasticity tensor fits qualitatively well with the experiments.

This chapter is organised as follows: In section 6.1 we discuss some basic concepts of the numerical simulation. The software components and the software environment are discussed, which are used for the following simulations. Additionally we make some remarks about the implementation of the stabilised numerical approximation methods from chapter four and chapter five. The section ends with the presentation of the material data used in the following computations and different domains with the corresponding mesh hierarchies.

The first simulation example is demonstrated in section 6.2. Here we deal with the Cahn-Hilliard equations only, which means that we neglect elastic effects. This example is chosen in order to show the stability of the above mentioned methods. Furthermore the influence of the anisotropy of the surface stress tensor is demonstrated.

The second bundle of numerical simulations deals with the Cahn-Larché system having a constant elasticity tensor. In section 6.3 we only use the viscous method stabilised by driving forces, which is presented in section 4.2. Different types of loading, like heating and pressure are analysed and compared.

In section 6.4 we demonstrate the numerical simulations of the Cahn-Larché system with concentration depending elasticity tensors. We simulate heating, pressure and shear loads of the configuration. Finally, we observe a L-shape domain and consider the influence of a reentrant corner with changing boundary conditions on the microstructure.
6.1 Basic concepts

6.1.1 Remarks to the implementation

In general the numerical simulation of stationary or time dependent processes can be divided into three independent tasks:

- mesh generation and description of boundary loadings
- computation of a discrete solution and of additional physical quantities
- visualisation of all data

We present simulations in two space dimensions only. For that reason we deal with meshes consisting of triangles. The finite element meshes used for the numerical simulation are generated by the command line program Triangle written by J. R. Shewchuk. This meshing tool is freely available from [89].

Triangle is a program for two-dimensional mesh generation and construction of Delaunay triangulation, constrained Delaunay triangulation and Voronoi diagrams. Guaranteed-quality meshes, which satisfy the angle condition respectively the shape regularity condition are generated by using Ruppert’s Delaunay refinement algorithm. We have to remark that Triangle is a fast, memory-efficient and robust meshing tool. For more details about the implementation and the used algorithms, we refer to [90] and the references in there.

Triangle’s input is a planar straight line graph (PSLG), which defines the boundary of the computational domain. The PSLG format contains a collection of nodes, laying on the boundary, having a marker, which specifies the boundary condition (Neumann or Dirichlet node). An additional feature is the optional formulation of user-specified attributes, which e.g. describe material parameters and boundary loadings.

The second part of the PSLG format contains the collection of segments, describing the boundary. The segments have a start- and an endpoint, where an additional marker specifies the boundary condition of the segment. In PSLG holes are explicitly marked by an auxiliary point inside the hole. Furthermore user-specified constraints on angles and triangle areas can be formulated.

The second task of the simulation contains the numerical computation of a discrete solution of the Cahn-Larché system. For this purpose we write several command line C++ programs, which compute a numerical solution of the Cahn-Hilliard and Cahn-Larché system using the viscous methods from chapter four and the operator-splitting technique from chapter five.

The simulation programs are written in C++ and base on my personal finite element library MyFEM++. This finite element library adapts important administrative tools, which are necessary in finite element simulation. First of all, it manages
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This means that MyFEM++ provides an instream for reading meshes generated e.g. by Triangle and builds up a mesh hierarchy for using multigrid techniques like BPX.

Moreover, the administrative tasks also contain the scheduling of the degree of freedoms (DoF) for all fields, which are involved in a multifield problem like the Cahn-Larché system. MyFEM++ provides additional linear algebra classes (LAC), which implement matrix vector computations and different iterative solvers for LES. From the various iterative solvers we use CG, BiCGStab and GMRes. Finally, outstreams to different file formats of visualisation tools are available.

The simulation programs are organised in three parts. After an initialising procedure, where the mesh is read, the multigrid hierarchy is built up and the DoF are distributed, the preprocessing procedure starts. In this program segment the $L_2(\Omega)$-projection of the initial data given by definition 3.10 is computed. Furthermore, by solving the linear problem 3.14 the computations of the initial displacement and the computation of the chemical potential are done.

The main part of the program contains of a loop over all time steps $1 \leq n \leq N$. In this program segment the concentration field $c^n_h$ and the chemical potential $\mu^n_h$ are computed by Newton’s method corresponding to the respective method, which is either a viscous method from chapter four or an operator-splitting technique from chapter five.

In each time step $1 \leq n \leq N$ there is a postprocessing procedure, where the displacement $u^n_h$ corresponding to the concentration $c^n_h$ is computed by solving the linear problem 3.14. Due to physical reasons, we additionally determine the mechanical stress $\sigma^n_h = C(c^n_h)\varepsilon(u^n_h)$ and the diffusive flux $J^n_h = -M(c^{n-1}_h)\nabla x \mu^n_h$ in this part of the program. Moreover, energy and dissipation are also computed here.

At regular intervals the solution is saved in the unstructured grid format (.vtu) of the Visualisation Toolkit (VTK). VTK is a freely available C++ library for the visualisation of extremely large data and for the documentation we refer to [8, 64].

The third task of the simulation process is the visualisation of the computed data. For this purpose we apply the program ParaView. This tool bases on VTK and provides an excellent access to VTK’s visualisation tools and techniques by a graphical users interface. ParaView is also freely available from [63].

Naturally, we apply GNUPlot in order to visualise scalar valued data like energy and dissipation. GNUPlot is free software, which can be downloaded from [103].

6.1.2 General setting of the simulations

The following simulations are performed in a situation where the crystallographic and the laboratory coordinate system are identical. It is not possible to simulate the whole solder joint due to computational complexity. For this reason we perform the
numerical simulations in a RVE, which is part of the solder joint.

Fig. 6.1(a) illustrates a cross-section cut through a solder joint. Here a pin of some electronic device is connected with the PBC by a solder bump. We consider two types of RVEs corresponding to different boundary parts as demonstrated in fig. 6.1(a).

In the first case a quadrangle with side length of 2\(\mu m\) is considered. If mechanical effects are simulated additionally, this domain is hard clamped at one side, describing the Dirichlet boundary part. The remaining boundary denotes the Neumann part, whereas the different loadings are described later on for the individual examples. The coarse grid of this RVE is shown in fig. 6.1(b) and the corresponding mesh hierarchy is outlined in tab. 6.1, which is used for the BPX preconditioner. In the second case a RVE is considered having a L-shape form, which is located in the solder joint as demonstrated in fig. 6.1. The Dirichlet boundary is located at the upper right segment of the L-shape and the remaining boundary parts belong to the Neumann boundary. In this situation we have changing boundary conditions in the reentrant corner of the L-shape. In fig. 6.1(c) the coarse grid of the L-shape is outlined and in tab. 6.2 the corresponding mesh hierarchy used for the BPX preconditioner is given.
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<table>
<thead>
<tr>
<th>Level</th>
<th>Nodes</th>
<th>Cells</th>
<th>DoF $c_h^n$</th>
<th>DoF $\mu_h^n$</th>
<th>DoF $u_h^n$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>33</td>
<td>48</td>
<td>33</td>
<td>33</td>
<td>56</td>
<td>0.365718</td>
</tr>
<tr>
<td>1</td>
<td>113</td>
<td>192</td>
<td>113</td>
<td>113</td>
<td>208</td>
<td>0.182859</td>
</tr>
<tr>
<td>2</td>
<td>417</td>
<td>768</td>
<td>417</td>
<td>417</td>
<td>800</td>
<td>0.0914296</td>
</tr>
<tr>
<td>3</td>
<td>1601</td>
<td>3072</td>
<td>1601</td>
<td>1601</td>
<td>3136</td>
<td>0.0457148</td>
</tr>
<tr>
<td>4</td>
<td>6273</td>
<td>12288</td>
<td>6273</td>
<td>6273</td>
<td>12416</td>
<td>0.0228574</td>
</tr>
<tr>
<td>5</td>
<td>24833</td>
<td>49152</td>
<td>24833</td>
<td>24833</td>
<td>49408</td>
<td>0.0114287</td>
</tr>
<tr>
<td>6</td>
<td>98817</td>
<td>196608</td>
<td>98817</td>
<td>98817</td>
<td>197120</td>
<td>0.00571435</td>
</tr>
<tr>
<td>7</td>
<td>394241</td>
<td>786432</td>
<td>394241</td>
<td>394241</td>
<td>787456</td>
<td>0.00285718</td>
</tr>
</tbody>
</table>

Tab. 6.1: Mesh hierarchy of the quadrangle RVE

<table>
<thead>
<tr>
<th>Level</th>
<th>Nodes</th>
<th>Cells</th>
<th>DoF $c_h^n$</th>
<th>DoF $\mu_h^n$</th>
<th>DoF $u_h^n$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>28</td>
<td>38</td>
<td>28</td>
<td>28</td>
<td>50</td>
<td>0.353553</td>
</tr>
<tr>
<td>1</td>
<td>93</td>
<td>152</td>
<td>93</td>
<td>93</td>
<td>176</td>
<td>0.176777</td>
</tr>
<tr>
<td>2</td>
<td>337</td>
<td>608</td>
<td>337</td>
<td>337</td>
<td>656</td>
<td>0.0883883</td>
</tr>
<tr>
<td>3</td>
<td>1281</td>
<td>2432</td>
<td>1281</td>
<td>1281</td>
<td>2528</td>
<td>0.0441942</td>
</tr>
<tr>
<td>4</td>
<td>4993</td>
<td>9728</td>
<td>4993</td>
<td>4993</td>
<td>9920</td>
<td>0.0229071</td>
</tr>
<tr>
<td>5</td>
<td>19713</td>
<td>38912</td>
<td>19713</td>
<td>19713</td>
<td>39296</td>
<td>0.0110485</td>
</tr>
<tr>
<td>6</td>
<td>78337</td>
<td>155648</td>
<td>78337</td>
<td>78337</td>
<td>156416</td>
<td>0.00552427</td>
</tr>
<tr>
<td>7</td>
<td>312321</td>
<td>622592</td>
<td>312321</td>
<td>312321</td>
<td>624128</td>
<td>0.00276214</td>
</tr>
</tbody>
</table>

Tab. 6.2: Mesh hierarchy of the L-shape RVE

6.2 Cahn-Hilliard example

In this section we present a simulation of the spinodal decomposition without elastic effects. This model is described by the Cahn-Hilliard equation, which simply follows from the Cahn-Larché system neglecting the mechanical contributions.

Setting

The computational domain $\Omega$ consists of a quadrangle with side length $2 \mu m$. For the unknown fields, concentration $c_{\Delta t, h}$ and chemical potential $\mu_{\Delta t, h}$, we set homogeneous Neumann boundary conditions on all boundary parts of the domain $\Omega$. This means that no material flux across the boundary is observed and the boundary does not affect the phase separation process.

This example is computed with all three numerical methods presented in the previous chapters. The friction coefficient, which is used for stabilisation in the viscous methods of chapter four is chosen to be $\gamma \approx \sqrt{h}$ and the time discretisation takes the value $\Delta t = 2.8 s$. 
We set the necessary material parameters to the values corresponding to the temperature $\theta = 125^\circ \text{C}$. The initial data consist of approximately 600 Pb-particles randomly distributed with a particle diameter of 0.015\text{\textmu m}. The first picture of fig.6.3(a) shows the initial condition $c_0$. Here red coloured regions denote the Sn-rich phase in contrast to blue coloured regions, which denote the Pb-rich phase building the particles in the Sn-matrix.

**Results**

In fig.6.3(a)-(d) the computations of the concentration field $c_{\Delta t,h}$ and of the chemical potential $\mu_{\Delta t,h}$ are presented. The evolution of the concentration field $c_{\Delta t,h}$ is demonstrated in fig.6.3(a)+(b) printed in increasing time. It is obvious to see that the configuration starts to coarsen in order to reduce energy. Small particles with a large interface curvature shrink and blow up the large particle having a small interface curvature. Due to this process the system reduces energy, which can also be seen in fig.6.2(a), where the energy is plotted over time. In fig.6.2(a) the energy decreases with respect to time. This fact demonstrates well the Lyapunov property.

In fig.6.2(b) the dissipation of the system is presented. For the Cahn-Hilliard model dissipation is related to diffusion and in the viscous case additionally to friction. It can be seen that in the beginning of the spinodal decomposition more and more energy is dissipated, which means that a lot of small Pb-particles vanish, see fig.6.3(a). In a later state of the coarsening process the dissipation goes more and more to zero and we observe in fig.6.3(b) only a small amount of diffusion. This is clear, because at this time of the process only large particles are left.

The influence of anisotropic surface stress tensor on the spinodal decomposition can also be seen in fig.6.3(a)+(b). The particles grow much faster in $y$-direction, the marked direction of the anisotropic surface stress tensor.

In fig.6.3(c)+(d) the diffusive flux $J_{\Delta t,h}$ of the evolution is shown. The visualisation of the diffusive flux is complicated, because it slows down with respect to time and therefore a fix colouring may be not the best choice. In the first picture of fig.6.3(c) it is obvious to see that the largest diffusive flux occurs in the interface. More precisely it is large in $y$-direction compared to the $x$-direction, which is also an influence of the anisotropic surface stress tensor.

### 6.3 Cahn-Larché equation with constant elasticity tensor

In this section we carry out numerical simulations of the spinodal decomposition considering elastic effects with a constant elasticity tensor. Numerical simulations
with a constant elasticity tensor are much simpler to realise, compared to those of a concentration depending one. We make these computations in order to compare both material models. Finally, we are able to decide which material model of a solder alloy fits better to experimental observation, at least qualitatively. In section 6.3 we use the following averaged elasticity tensor

\[ C := c_{\text{cut}} C^\alpha + (1 - c_{\text{cut}}) C^\beta. \]

### 6.3.1 Heating

The first numerical example simulates the heating of an alloy.

**Setting**

In this computation the unknowns are the concentration field \( c_{\Delta t,h} \), the chemical potential \( \mu_{\Delta t,h} \) and the displacement \( u_{\Delta t,h} \). We take the quadratic domain \( \Omega \) with side length 2\( \mu m \). In fig. 6.4 the boundary conditions and the loading of the configuration are outlined. The part of the solder joint is hard clamped at the bottom indicating the Dirichlet boundary of the displacement \( u_{\Delta t,h} \) and on the remaining boundary homogeneous Neumann data for the displacement are observed. The loading of the configuration arises from heating by \( \Delta \theta = 50^\circ K \). Since the reference temperature is \( \theta_{\text{ref}} = 20^\circ C \), we have an actual temperature of \( \theta = 70^\circ C \) and the material parameters are interpolated to this temperature value.
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(a) Concentration $c_h$, at $t = 0.0s$, $t = 840s$ and $t = 1680s$

(b) Concentration $c_h$, at $t = 2520s$, $t = 3360s$ and $t = 4256s$

(c) Concentration $J_h$, at $t = 0.0s$, $t = 840s$ and $t = 1680s$

(d) Concentration $J_h$, at $t = 2520s$, $t = 3360s$ and $t = 4256s$

Fig. 6.3: Simulation of the Cahn-Hilliard equation
At the lower left and right corner of the quadrangle we observe changing boundary conditions and due to this fact mechanical stress singularities occur at this points.

The concentration field $c_{\Delta t,h}$ and the chemical potential $\mu_{\Delta t,h}$ undergo homogeneous Neumann conditions on the whole boundary. Therefore no material flux across the boundary is observed and the boundary does not affect the spinodal decomposition. The initial data $c_0$ consists of approximately 600 Pb-particles in a Sn-matrix, which are randomly distributed having a diameter of $0.015 \mu m$. The initial state $c_0$ is shown in the first picture of fig. 6.7(a).

**Results**

The concentration field $c_{\Delta t,h}$, the diffusive flux $J_{\Delta t,h}$ and the mechanical stress $\sigma_{\Delta t,h}$ are shown in fig. 6.7(a)-(d). We see a spinodal decomposition, which is extremely dominated by mechanical contributions to the chemical potential. The Pb-particles near to the hard clamped boundary part, where the mechanical stress is smaller compared to the remaining domain, shrink very fast and diffuse away from the Dirichlet boundary.

A crucial point in this simulation is the fact that in the lower left and right corner points, where mechanical stress singularities occur, a Pb-rich phase develops. This phenomena can be seen in fig. 6.7(a)-(d) by following the development of the concentration in the first picture. Pb is softer than Sn and the evolution of a Pb-rich phase in points with stress singularities reduces these large stresses essentially.

In fig. 6.5(a) the energy of the spinodal decomposition with heating is given over time. It is obvious to see that the energy increases with respect to time and this result demonstrates the Lyapunov property for the Cahn-Larché system with constant elasticity tensor.

In fig. 6.5(b) the dissipation is plotted over time. We observe that with respect to time the dissipation tends to zero, which results in the fact that the diffusion slows down more and more.

The important question is, whether this numerical simulation fits to experimental investigations. In fig. 6.6 we compare the experiment with the numerical simulation at a boundary part, which is hard clamped. Obviously we can see in fig. 6.6 that no particles diffuse away from the Dirichlet boundary in the experiment. This fact demonstrates impressively that the Cahn-Larché system with constant elasticity tensor is not the correct model in order to simulate spinodal decomposition in a Sn-Pb alloy.
Fig. 6.5: Energy and dissipation of spinodal decomposition with heating

Fig. 6.6: Comparison of experiment and simulation
Fig. 6.7: Heating of a RVE about $\Delta \theta = 50^\circ K$
6.3 Cahn-Larché equation with constant elasticity tensor

6.3.2 Heating and pressure loading

The second numerical simulation deals with the spinodal decomposition considering elastic effects with a constant elasticity tensor, where heating and additional pressure loading is observed.

Setting

In this simulation the unknown fields are the concentration \( c_{\Delta t, h} \), the chemical potential \( \mu_{\Delta t, h} \) and the displacement \( u_{\Delta t, h} \). Additionally, we compute the diffusive flux \( J_{\Delta t, h} \) and the mechanical stress \( \sigma_{\Delta t, h} \) for physical reasons only.

We consider a quadratic domain \( \Omega \) with side length 2\( \mu \)m. This domain is hard clamped at the bottom, on the top a pressure load \( g \) is subjected to the configuration and on the left and right side of the domain homogeneous Neumann boundary conditions for the displacement \( u_{\Delta t, h} \) are observed. The configuration is demonstrated in fig.6.8. The force on the top of the domain is constant with respect to time and has a value of \( g = 5 MPa \).

Additionally, the whole configuration is heated about \( \Delta \theta = 30^\circ K \). Since the reference temperature is \( \theta_{ref} = 20^\circ C \), the simulation is performed at an actual temperature of \( \theta = 50^\circ C \), for which the material parameters are interpolated to this temperature value.

Similar as in the previous example stress singularities occur on the lower left and right corner of the quadrangle due to changing boundary conditions.

For the concentration field \( c_{\Delta t, h} \) and for the chemical potential \( \mu_{\Delta t, h} \) homogeneous Neumann boundary conditions are assumed, which means that no material flux across the boundary takes place and the boundary does not affect the phase separation. The initial data \( c_0 \) consists of approximately 600 Pb-particles with a diameter of 0.015\( \mu \)m randomly distributed in the Sn-matrix. Fig. 6.10(a) shows the initial state of the configuration.

Results

The results of this numerical simulation are outlined in fig.6.10(a)-(d). The spinodal decomposition of the alloy is once more dominated by mechanical contributions. The Pb-particles close to the Dirichlet boundary shrink very fast and diffuse away from this boundary part.
For this loading of the configuration we have no experiments, thus we can not compare the numerical simulation with experimental investigations. But in view of fig. 6.6 the phenomena of Pb-particles diffusing away from the Dirichlet boundary is unnatural.

In contrast to the previous example fig. 6.7(a)-(d) the microstructure in fig. 6.10(a)-(d) looks different. Comparing both examples we observe that the microstructure in fig. 6.10(d) has much thinner phase interfaces than the microstructure in fig. 6.7(d). We put this phenomena down to the additional pressure loading.

Similar to the previous example, a Pb-rich phase develops in the points where stress singularities occur. This phenomena can be observed by considering the sequence of pictures fig. 6.10(a)-(d). By observing the mechanical stress corresponding to the microstructure in fig. 6.10(a)-(d), we see again that the development of a Pb-rich phase in the stress singularities reduces them essentially, because Pb is softer than Sn.

![Graphs showing energy and dissipation](image_url)

Fig. 6.9: Energy and dissipation

In fig. 6.9(a) the energy of the configuration is plotted with respect to time. Moreover, from this graphics follows that the system reduces the energy essentially, since small Pb-particles having a high surface energy in the beginning diffuse into the larger ones with a small surface energy. The reduction of the mechanical stresses in the lower left and right corner of the domain due to the development of a Pb-rich phase reduces additionally the strain energy. Also in this example the Lyapunov property of the system is demonstrated by the numerical simulations.

The dissipation is plotted in fig. 6.9(b) and we see that it tends more and more to zero. In this model dissipation corresponds to diffusion and therefore we observe that the coarsening process slows down with respect to time.
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(a) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 0.0s$

(b) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 42.2s$

(c) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 85.0s$

(d) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 127.2s$

Fig. 6.10: Heating of a RVE about $\Delta \theta = 30^\circ K$ with pressure loading of $g = 5MPa$
6.4 General Cahn-Larché system

In section 6.4 we simulate spinodal decomposition under elastic loadings with a concentration depending elasticity tensor.

6.4.1 Heating

The first numerical example for the general material model contains heating only. For this reason we can compare the results of this simulation with the results of the simulation in section 6.3.1. This comparison is done in order to decide which material model fits qualitatively best to the experimental investigations.

Setting

In this simulation the unknown fields are the concentration $c_{\Delta t,h}$, the chemical potential $\mu_{\Delta t,h}$ and the displacement $u_{\Delta t,h}$. Additionally we determine the diffusive flux $J_{\Delta t,h}$ and the mechanical stress $\sigma_{\Delta t,h}$ for physical reasons.

We observe again the quadratic domain $\Omega$ with side length of $2 \mu m$. This domain is hard clamped at the bottom and the configuration is heated about $\Delta \theta = 50^\circ K$, see fig. 6.11. The reference temperature is $\theta_{ref} = 20^\circ C$ and due to heating we have an actual temperature of $\theta = 70^\circ C$, where the material parameters are interpolated to this temperature value.

On the remaining boundary homogeneous Neumann boundary condition are assumed for the displacement $u_{\Delta t,h}$. For this loading stress singularities occur in the lower left and right corners of the quadrangle due to changing boundary conditions.

The concentration field $c_{\Delta t,h}$ and the chemical potential $\mu_{\Delta t,h}$ are subjected to homogeneous Neumann boundary conditions on the whole boundary of the domain such that no material flux across the boundary and no influence of the boundary on the spinodal decomposition is observed. The initial data $c_0$ consists of approximately 600 randomly distributed Pb-particles with a diameter of $0.015 \mu m$ located in the Sn-matrix. In fig. 6.14(a) the initial configuration is shown. This setting is comparable with the setting of the example in section 6.3.1.

Results

The computational results consisting of the concentration field $c_{\Delta t,h}$, the diffusive flux $J_{\Delta t,h}$ and the mechanical stress field $\sigma_{\Delta t,h}$ are presented in fig. 6.14(a)-(d). We see
a spinodal decomposition of the alloy, which is mainly driven by elastic interaction of different elastic material properties of both phases. In contrast to the simulations presented in fig. 6.7(a)-(d) the Pb-particles close to the Dirichlet boundary do not diffuse away from the Dirichlet boundary. They coarsen very fast and build a fixed microstructure, which consists of rectangular Pb-particles with a very thin diffusive phase interface. The microstructure in fig. 6.14(a)-(d) is completely different to the microstructure in fig. 6.7(a)-(d).

We compare this numerical simulation with an experimental investigation. In fig. 6.12 we confront the microstructure from fig. 6.14(d) with a hard clamped part of a solder joint. Obviously, in fig. 6.12 it can be seen that rectangular Pb-particles develop along the hard clamped boundary in the experiment. We conclude that at least qualitatively this numerical simulation fits with the experimental investigations, if a concentration depending elasticity tensor is used. Due to this fact the simulation of the spinodal decomposition of a solder alloy must be done with the Cahn-Larché model having a concentration depending elasticity tensor. From a physical point of view this is a comprehensible result, because in our example Sn has a tetragonal lattice structure in contrast to Pb, which has a cubic lattice structure.

In general, the development of rectangular particles was also observed by Weikard in [102]. At least locally our simulation fits the simulation done by Weikard in [102].

By observing the mechanical stress in fig. 6.14(a)-(d) we see that the stress within the soft Pb-particles is smaller than the stress in the surrounding Sn-matrix. This is a significant difference between the model with and without a concentration depending elasticity tensor comparing fig. 6.7(a)-(d) and fig. 6.14(a)-(d).

Similar to the simulation in section 6.3.1 a soft Pb-rich phase develops in the stress singularities resulting from changing boundary conditions, which can be seen in fig. 6.14(a)-(d). Moreover, stress singularities develop between the rectangular Pb-particles near to the Dirichlet boundary and the surrounding Sn-matrix, which is clearly observed in fig. 6.14(d). This phenomena is also considered in experiments and indicates the problem that solder joints burst away from the PBC.

In fig. 6.13(a) the energy of the system is plotted over time. Also in this simu-
lation the energy decreases and the system achieves an energetic stable state. For this reason the Lyapunov property of material model is demonstrated well. The dissipation is shown in fig.6.13(b), which becomes smaller and smaller indicating the fact that the diffusion becomes slower.

![Graphs of energy and dissipation](image)

**Fig. 6.13: Energy and dissipation**

### 6.4.2 Pressure loading

In section 6.4.2 we investigate a pure pressure loading of the solder alloy.

**Setting**

The computational domain is given by the usual quadrangle with side length of $2\mu m$. This domain is hard clamped at the bottom and a pressure load $g = 5MPa$ is subjected to the top of the boundary. On the remaining boundaries homogeneous Neumann condition are assumed for the displacement $u_{\Delta t,h}$ and no additional heating is observed, see fig.6.15. This configuration also causes stress singularities at the lower left and right corners due to changing boundary conditions.

The concentration field $c_{\Delta t,h}$ and the chemical potential $\mu_{\Delta t,h}$ are assumed to satisfy homogeneous Neumann conditions on the whole boundary, such that no material flux occurs across the boundary and the boundary does not affect the coarsening process. We take as initial data $c_0$ a random distribution of approximately 600 Pb-particles with diameter $0.015\mu m$ in a Sn-matrix.

![Diagram of loading](image)

**Fig. 6.15: Loading of a RVE**
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(a) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 0.0s$

(b) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 15.3s$

(c) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 30.6s$

(d) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 45.9s$

Fig. 6.14: Heating of a RVE about $\Delta \theta = 50^\circ K$
Results

In fig.6.17(a)-(d) the numerical simulations are shown. The spinodal decomposition is mainly driven by mechanical loading. We observe that the initially small Pb-particles shrink and blow up the larger ones. This process is clearly accelerated by the external loading.

Due to the fact that no heating is considered, there is no volume force accelerating the diffusion process. These circumstances lead to a microstructure with thin interfaces. If we compare fig.6.14(a)-(d) to fig.6.17(a)-(d) we see a totally different microstructure. The influence of the Dirichlet boundary in fig.6.14(a)-(d) on the evolution of the microstructure is not observed in the simulation presented in fig.6.17(a)-(d). We conclude that the microstructure extremely depends on the type of loading subjected to the configuration.

The stress singularities in the lower left and right corners of the domain in fig.6.17(a)-(d) do not affect the spinodal decomposition of the mixture in such a significant way as it is observed in the previous examples plotted in fig.6.14(a)-(d).

In fig.6.16(a) the energy of the system is plotted over time. We see a decreasing energy of the configuration, which results from the fact that the microstructure coarsens and reduces its interfacial energy. Also for the case of pressure loading Lyapunov’s property is obviously observed.

The behaviour of the dissipation plotted in fig.6.16(b) differs from the dissipation in the previous example, which is outlined in fig.6.14(b). In contrast to fig.6.14(b) here we observe that more and more energy is dissipated, a property which results from the fact that in the beginning a lot of small Pb-particles with a large interfacial energy vanish. For the development of the microstructure this means that in the beginning a lot of diffusion occurs, which decreases after a certain time.
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(a) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 0.0s$

(b) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 170s$

(c) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 340s$

(d) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 500s$

Fig. 6.17: Pressure loading of a RVE with $g = 5 MPa$
6.4.3 Shear loading

In this example we analyse the influence of pure shear forces on the coarsening process of an alloy. From experimental investigations it is known that shear stress leads to the most significant damages of a solder joint.

Setting

We use the standard quadratic domain $\Omega$ with side length of $2\mu m$ and hold it fixed at the bottom. On the top a shear force $g = 2MPa$ in right direction is subjected to the configuration, see fig. 6.18. On the left and right boundary homogeneous Neumann conditions for the displacement $u_{\Delta,t,h}$ are observed. The configuration is not heated, thus we have no volume force accelerating the spinodal decomposition. Again we have stress singularities at the lower left and right corners of the configuration due to changing boundary conditions.

For the concentration field $c_{\Delta,t,h}$ and for the chemical potential $\mu_{\Delta,t,h}$ homogeneous Neumann boundary conditions are required such that no material flux across the boundary occurs and the spinodal decomposition is not affected by the boundary. The initial data $c_0$ consists of approximately 600 Pb-particle with a diameter of 0.015$\mu m$ randomly located in a Sn-matrix.

Results

The concentration field $c_{\Delta,t,h}$, the diffusive flux $J_{\Delta,t,h}$ and the mechanical stress $\sigma_{\Delta,t,h}$ resulting from the numerical simulation are shown in fig.6.20(a)-(d). In the beginning we see a typical shear stress profile with a banded structure all over the domain having stress singularities in the lower left and right corners.

The spinodal decomposition is extremely dominated by the shear stress. Almost everywhere in the domain the small Pb-particles shrink. The small Pb-particles diffuse to the lower left and right corner of the domain, where stress singularities appear. Due to this fact, in both corners large Pb-rich phases develop and we observe again the phenomena that the soft material, in this example Pb, reduces the stress singularities essentially. If we compare the microstructure in fig.6.20(a)-(d) with the microstructures of all previous examples, then we conclude that shear stress has the most significant influence on the development of the microstructure.

Finally, we observe the energy, which is plotted over time in fig.6.19(a). Since the microstructure coarsens, the interfacial energy is reduced and additionally the
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mechanical energy is decreased by the development of Pb-rich phases in points of stress singularities. This leads to a decreasing energy as it is shown in fig. 6.19(a), which again demonstrates the Lyapunov property.

The dissipation of the system is plotted in fig. 6.19(b) and we observe qualitatively a similar behaviour of the dissipation as in the example with pure pressure load, see fig. 6.16(b). Clearly, the development of the microstructure in fig. 6.20(a)-(d) shows that in the beginning of the coarsening process a lot of small Pb-particles with a large interfacial energy vanish and therefore a lot of energy is dissipated. This fact causes an increasing dissipation in the beginning of the process and the dissipation decreases when only large particles occur.

6.4.4 Heating of a L-shape with changing boundary conditions

In the last example we investigate the influence of a reentrant corner on the spinodal decomposition.

Setting

In this example we observe a L-shape domain Ω, which is hard clamped at the right top boundary as demonstrated in fig. 6.21. On the remaining boundary parts we require for the displacement $u_{\Delta t, h}$ homogeneous Neumann boundary conditions. The whole body is heated about $\Delta \theta = 50^\circ K$. Since the reference temperature has a value of $\theta_{ref} = 20^\circ C$, the simulation is performed at an actual temperature of $\theta = 70^\circ C$. All material parameters are interpolated to this temperature value. This loading
(a) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 0.0s$

(b) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 136s$

(c) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 272s$

(d) Concentration $c_h$, diffusive flux $J_h$ and stress $\sigma_h$ at $t = 408s$

Fig. 6.20: Shear loading of a RVE with $g = 2MPa$
leads to a strong stress singularity at the reentrant corner, since in this point the boundary condition additionally changes.

The concentration field \( c_{\Delta t,h} \) and the chemical potential \( \mu_{\Delta t,h} \) have to satisfy homogeneous Neumann data on the whole boundary. Due to this fact, no material flux across the boundary occurs and the boundary does not affect the spinodal decomposition.

Finally, the initial data \( c_0 \) consists of nearly 450 Pb-particles with a diameter 0.015\( \mu m \), which are randomly distributed in the Sn-matrix. The initial state is shown in fig. 6.24(a) and it is organised in such a way that at the reentrant corner the hard material Sn is located.

Results

The evolution of the spinodal decomposition is demonstrated in fig. 6.24(a)-(d). We see at the beginning a clear stress singularity at the reentrant corner, which is large compared with the previous examples, where only the changing boundary conditions cause the stress singularity. The stress singularity in fig. 6.24(a)-(d) locally induces a large diffusive flux at the reentrant corner, which influences the development of the microstructure essentially.

We see in fig. 6.24(a)-(d) that at the reentrant corner a soft Pb-rich phase develops very fast. This phenomena is observed in all previous examples at points, where stress singularities occur. Clearly, the Pb-rich phase at the reentrant corner reduces the mechanical stress singularity essentially, because Pb is softer than Sn. It is of great interest to compare this numerical simulation with experimental investigations. In fig. 6.22 we compare the evolution of the microstructure in a crack tip of a solder joint with the numerical simulation of spinodal decomposition in the L-shape. Obviously, in the crack tip a soft Pb-rich phase develops, similar to the reentrant corner of the L-shape as demonstrated in fig. 6.24(a)-(d). This shows again that the Cahn-Larché system with concentration depending elasticity tensor fits at least qualitatively well to the experimental investigations.
Finally, in fig. 6.23(a) the development of the energy over time is plotted. The energy is decreasing as expected, since the Cahn-Larché system satisfies the Lyapunov property. The dissipation of the configuration decreases, which shows that the diffusion slows down more and more.

![Energy and dissipation graphs](image)

Fig. 6.23: Energy and dissipation
Fig. 6.24: Heating of a L-shape about $\Delta \theta = 50^\circ K$
6 Numerical simulations and results
Chapter 7

Conclusions and open problems

At the end of this thesis we summarise the important results from the previous chapters and specify open problems and questions.

Conclusions

A rigorous mathematical derivation of the Cahn-Larché equations is given in chapter 1, which represents a completion of the classical works [62, 68, 84]. We remark that the influence of external mechanical loadings as well as of viscosity on the spinodal decomposition of an alloy is added to the model. An important aspect of the modelling is the examination of the general entropy principle by Lagrangian multipliers. This method was developed by Liu in [71] and here we apply it to the thermodynamics of phase separation. The thermodynamic Lagrangian multipliers are an alternative to the concept of configurational forces developed by Fried and Gurtin in [46, 47], which is also used for the exploitation of the entropy principle in phase transitions, see [56].

The existence of a weak solution of the viscous Cahn-Larché system with concentration depending mobility and external mechanical forces is proved in chapter 2. In order to prove this, we extend the method derived by Garcke in [48, 49] consisting of a time discretisation, minimising the Helmholtz free energy and maximising the dissipation. We emphasise that the a-priori estimates do not depend on the friction coefficient and for this reason the existence of a weak solution is proved simultaneously for the viscous and non-viscous system. The significant difference between a weak solution of the viscous and non-viscous Cahn-Larché system is that the weak solution of the viscous system is smoother with respect to time.

Numerical approximation methods for the viscous and non-viscous Cahn-Larché system are developed in chapter 4 and 5. We focus on the development of stable methods. In this context, stable means that no overshoots and undershoots occur.
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within a diffusive interface especially for small surface stress tensors, which appear in practical applications.

In chapter 4 a finite element discretisation is derived for the viscous Cahn-Larché equations, which is based on the time discretisation of chapter 2. The fact that the a-priori estimates does not depend on the friction coefficient is used in order to develop a stable method for the non-viscous system. Here the dynamic friction plays the role of a stabilisation term, whereas the friction coefficient $\gamma$ is used as a stabilisation parameter and it is $\gamma \approx \sqrt{h}$.

A further stable method is observed, where friction is formulated in terms of driving forces and it is used for stabilisation too. We prove that both viscous methods are equivalent taking into account the flow gradient structure of the system. Both methods are new approximation techniques for the simulation of spinodal decomposition.

An operator-splitting method for the non-viscous Cahn-Larché system is considered in chapter 5. Here the Gibbs free energy density is decomposed into a convex and a concave part, where the convex term is discretised implicitly in contrast to the the concave term, which is treated explicitly. This method is an extension of the technique developed by Rumpf and Grün in [54] for the thin film equation. The result of our investigation is that the operator-splitting method is stable in the above mentioned sense, but the time discretisation must be chosen very small and therefore it is not efficient compared to the viscous methods.

Finally, in chapter 6, various numerical simulations are performed especially using the viscous method stabilised by driving forces. The Cahn-Larché system only models the spinodal decomposition of the alloy immediately after manufacturing the solder joint. The important result of this chapter is the fact that the Cahn-Larché system with concentration dependent elasticity tensor fits qualitatively very well to the experiment. The more simpler model with a constant elasticity tensor, for which the numerical simulation can be performed easier, is unqualified for the simulation of the spinodal decomposition in solder.

Mechanical stress singularities due to changing boundary conditions affect the development of the microstructure essentially. In a local surrounding of a point with a stress singularity a phase with softer material develops in order to reduce the stress. Similar results are observed at reentrant corners, a phenomena, which is also confirmed by the experiment.

Open problems

Using the Cahn-Larché model we simulate the spinodal decomposition in an alloy in a very short time range. This process happens immediately after producing a
solder joint. The simulation results and data can be used in the following in order to compute the long time behaviour of the microstructure in a solder joint. However for the computation of the long time behaviour other models must be derived. One possibility may be the Mullins-Sekerka model, which has in contrast to the Cahn-Larché model a sharp interface. Here only the sharp interface must be discretised and the evolution of the interface can be computed by applying BEM.

Basically, macroscopic material models for solder are of great interest. The macroscopic material behaviour of solder shows visco-plastic effects and creep phenomena. The macroscopic visco-plastic behaviour is mainly influenced by diffusion processes on the micro scale. The numerical results of this thesis could be used on the one hand to derive creep curves and on the other hand they could contribute to a multi scale model.

Furthermore, damage criterias for solder are also an important tool for industrial applications. In contrast to damage criterias for elastic bodies, a damage criteria for solder should also consider the thickness of the diffusive phase interfaces, because extreme thin interfaces make the material fragile. This is demonstrated by the computations in section 6.4. Diffusive interfaces are described by large gradients of the concentration, therefore a damage criteria of solder should take care of both mechanical stress and gradients of the concentrations.
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Zusammenfassung


Aufgrund dieser Entwicklung gewinnt die Zuverlässigkeit und Lebensdauer einer Lotstelle immer mehr an Bedeutung für die Elektronik- und Automobilbranche. Die unterschiedlichen Materialien mit ihren verschiedenen Eigenschaften, die in ein mikroelektronisches Komposit eingehen, stellen in Verbindung mit hohen thermischen und mechanischen Belastungen den Schlüssel für Zuverlässigkeitssassagen einer Lotstelle dar. Lot ist im Allgemeinen eine Legierung bestehend aus zwei oder mehreren Bestandteilen. Als Komponenten des Lotes kommen dabei üblicherweise Zinn (Sn), Blei (Pb), Silber (Ag) oder Kupfer (Cu) zum Einsatz.


All diese Beobachtungen führen zu der Vermutung, dass die Geometrie der Lotstelle, sowie die Art der Belastung den Separationsvorgang stark beeinflussen. Eine genaue Kenntnis der Entwicklung der Mikrostruktur des Lotes ist insbesondere wichtig, da sich Risse und Schäden des Materials besonders entlang Regionen mit feiner und grober Mikrostruktur entwickeln. All diese Phänomene zusammen
werden im Allgemeinen als Zerrützung des Lotes bezeichnet.


Die Evolution der Mikrostruktur in einer Legierung wird durch einen diffusiven Vorgang beschrieben, dabei ist zwischen einem frühen und einem späten Stadium der Entwicklung zu unterscheiden:

Bei einer Temperatur größer als ein kritischer Wert $\theta_c$ besteht die Mischung aus einer homogenen Phase, die sich in einem energetisch stabilen Zustand befindet. Nach Abkühlung unterhalb der kritischen Temperatur $\theta_c$ entwickeln sich zwei oder mehr Phasen. Das gesamte System befindet sich dann erneut in einem stabilen Zustand, wobei es seine innere Energie verringert hat. Dieser Vorgang läuft auf einer sehr kleinen Zeitskala ab und wird spinodale Dekomposition oder Phasenseparation genannt.


Eine Lotlegierung besteht aus vielen verschiedenen Materialien, die sich in ihren elastischen Materialeigenschaften und in ihrer Gitterstruktur unterscheiden. Diese Tatsache hat großen Einfluss auf die Phasenseparation, sowie auf die Gefügevergrößerung und die Gestalt der Partikel. Spannungssingularitäten, die aus Kerben, einspringenden Ecken oder wechselnden Randbedingungen resultieren, liefern hierzu einen weiteren Beitrag.

Zur Simulation dieser Phänomene sind mindestens drei verschiedene Modelle bekannt. Ein detaillierter Überblick hierzu befindet sich in [44]:

- Atomistische Modelle
- Konzentrationsbasierte Modelle mit diffusivem Interface
- Konzentrationsbasierte Modelle mit scharfem Interface


Die Modellbildung in dieser Arbeit ist motiviert durch die obigen Beobachtungen, so dass folgende neue Aspekte in das Phasenseparationsmodell eingearbeitet wurden:


- Die Auswertung des allgemeinen Entropie-Prinzips für die Phasenseparation erfolgt mit Hilfe Lagranges Multiplikatoren.


- Gezeigt wird die Existenz einer schwachen Lösung der viskosen Cahn-Larché Gleichungen unter Einbeziehung eines konzentrationsabhängigen Mobilitästensors und externer mechanischer Kräfte.


Bei der numerischen Simulation der Phasenseparation ohne Viskosität und mit extrem kleinen Oberflächenabmessungen, wie sie bei praktischen Anwendungen vorkommen, beobachtet man das Gibbs Phänomen. Dies bedeutet, dass starke Oszillationen innerhalb eines diffusiven Interfaces auftreten, wodurch die numerischen Simulationsergebnisse unbrauchbar werden.

Diese Effekte motivieren die Entwicklung stabiler numerischer Verfahren zur Approximation der Lösung des Cahn-Larché Systems, wobei stabil in diesem Zusammenhang bedeutet, dass die numerische Lösung keine Oszillationen aufweist. Dieses Ziel wird mit Hilfe folgender Methoden erreicht:


- Ein zweites Approximationsverfahren wird untersucht, bei welchem die Reibung in Form von treibenden Kräften formuliert wird. Hervorzuheben ist, dass die Äquivalenz beider Methoden unter Verwendung der Fluss-Gradientenstruktur des Modells gezeigt wird.

Beide Methoden stellen ein stabiles Verfahren zur Simulation der spinodalen Dekomposition einer Legierung dar. Dennoch ist es wünschenswert, ein stabiles Verfahren direkt für die nicht-viskosen Gleichungen herzuleiten. Dies erfolgt durch folgendes Vorgehen:

- Für das Cahn-Larché System wird eine Operator-Splitting Methode entwickelt, bei der die Gibbs freie Energie in einen konvexen und in einen konkaven Anteil aufgespalten wird.

Diese Methode ergibt sich als Erweiterung der Techniken, die von Barrett und Blowey in [9, 10] für die Cahn-Hilliard Gleichung entwickelt wurden. Die Untersuchungen in dieser Arbeit zeigen, dass die Operator-Splitting Methode zwar stabil, aber im Vergleich mit den viskosen Methode nicht so effizient ist, da eine sehr kleine Zeitschrittweite gewählt werden muss.

Die zahlreichen numerischen Simulationen, die in dieser Arbeit hauptsächlich mittels der viskosen Methode stabilisiert durch treibende Kräfte durchgeführt werden, zeigen folgende Ergebnisse:

- Das Cahn-Larché Modell mit konzentrationsabhängigen Elastizitätstensor stimmt qualitativ besser mit dem Experiment überein als das einfachere Modell mit konstantem Elastizitätstensor.
• Mechanische Spannungssingularitäten, die aus wechselnden Randbedingungen resultieren, beeinflussen die Entwicklung der Mikrostruktur wesentlich.

• Ein entsprechendes Resultat ergibt sich für einspringende Ecken und Kerben. In beiden Fällen entwickelt sich in der Umgebung der Spannungssingularität eine Phase bestehend aus dem weicheren Material.
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<td>12</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Material entropy flux</td>
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