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2D: two dimensions, two-dimensional

3D: three dimensions, three-dimensional
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1D: one dimension, one-dimensional

Nd: Neodym
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CCD: charge-coupled device
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Zusammenfassung

Als kolloidale Suspensionen werden Flüssigkeiten bezeichnet, in denen Teilchen mit

einer Größe zwischen 10nm und 10µm dispergiert sind. Neben ihrer technischen Re-

levanz für Dispersionsfarben, Gele, Öle oder Dämpfungsflüssigkeiten eignen sich kol-

loidale Systeme hervorragend als Modellsysteme für Vorgänge in Festkörpern bzw.

Flüssigkeiten oder allgemein im Bereich der statistischen Physik. Das liegt daran,

dass kolloidale und atomare Systeme – letztere bei hinreichend hohen Temperaturen

– der Boltzmannstatistik gehorchen und daher vergleichbares Phasenverhalten zeigen.

Aufgrund der mesoskopischen Teilchengröße können kolloidale Systeme mit optischen

Videomikroskopen untersucht werden. Dadurch ist es möglich, das Verhalten einzel-

ner Teilchen sichtbar zu machen. Bei Experimenten auf atomarer Skala ist dies nicht

möglich, weil mit den hier angewendeten Streumethoden nur über alle Teilchen gemit-

telte Größen bestimmt werden können. Rasterkraft- und Rastertunnelmikroskopie

können zwar einzelne Atome auflösen, aber diese Verfahren sind invasiv, d.h. üben

Kräfte auf die untersuchten Systeme aus.

Neben der direkten Untersuchung einzelner Teilchen erlauben kolloidale Systeme,

dynamische Vorgänge wie die Kristallisationskinetik zeitlich aufzulösen. Dies ist in ato-

maren Systemen in der Regel so nicht möglich. Des Weiteren kann in kolloidalen Syste-

men die Paarwechselwirkung maßgeschneidert werden. Je nach Beschaffenheit können

kolloidale Teilchen zum Beispiel über Harte-Kugel-, magnetische Dipol-Dipol- oder –

wie in unseren Experimenten – abgeschirmte Coulombpotenziale wechselwirken. Die

Stärke der beiden letztgenannten Potenziale lässt sich dabei kontrolliert und kontinuier-

lich variieren. Zusätzlich zur Paarwechselwirkung kann auch die Substrat-Teilchen-

Wechselwirkung maßgeschneidert werden. In diesem Zusammenhang haben sich opti-

sche Pinzetten als sehr nützlich erwiesen. Optische Pinzetten erzeugen mit Hilfe von

Laserlicht sehr große elektrische Feldgradienten, die dielektrische kolloidale Teilchen in

Bereiche maximaler Feldstärke treiben und dort fangen. Ausgedehnte lichtinduzierte

Substratpotenziale lassen sich – wie in unseren Experimenten – mit überlappenden und

aufgeweiteten Laserstrahlen realisieren.

Wir haben in diesem Rahmen die Struktur und die Dynamik kondensierter Materie

in vier unabhängigen, theoretischen und experimentellen Studien untersucht, die im

Folgenden zusammengefasst werden. In den Experimenten werden grundsätzlich mit

einem Video- oder einem konfokalen Mikroskop Teilchentrajektorien aufgenommen und

7
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daraus die interessierenden physikalischen Grö-ßen wie Korrelationsfunktionen, Wech-

selwirkungen oder mittlere Verschiebungsquadrate bestimmt.

1. Phononen-Dispersionsrelation von zweidimensionalen Kristallen auf Substratpoten-

zialen. Es ist allgemein bekannt, das Schwingungen von Kristallgittern durch die

harmonische Näherung beschrieben werden können. Die Paarwechselwirkung wird

im Rahmen dieser Näherung durch Federn modelliert, und die kollektiven Gitter-

schwingungen separieren dadurch in unabhängige harmonischen Oszillatoren, die

Phononen genannt werden. Die Wellenvektoren der Phononen und die Fourier-

Amplituden der Federkonstanten werden durch die phononische Bandstruktur zuei-

nander in Beziehung gesetzt. Die phononische Bandstruktur hat maßgeblich Ein-

fluss auf Schallausbreitung und thermische Eigenschaften wie spezifische Wärme

oder Wärmeleitfähigkeit. Um herauszufinden, ob phononische Bandstrukturen durch

externe Potenziale gezielt modifiziert werden können, haben wir die harmonische

Näherung auf einen zweidimensionalen hexagonalen Kristall angewendet, der sich

auf einem periodischen Substratpotenzial befindet. Wir beschränkten uns auf kom-

mensurable Substrate, bei denen sich jedes Kristallteilchen in einem Minimum des

Substrats befindet. Unsere Ergebnisse zeigen, dass sich Bänder gezielt verschieben

und deformieren lassen. Es ist damit tatsächlich möglich, Schallausbreitung und

thermische Eigenschaften mit einem Substrat zu beeinflussen. Darüber hinaus kann

eine Bandlücke erzeugt werden. Das bedeutet, dass es Frequenzbereiche gibt, in

denen Schall nicht in den Kristall eindringen kann, sondern reflektiert wird. Um un-

sere theoretischen Ergebnisse experimentell zu verifizieren, haben wir einen Kolloid-

kristall präpariert und verschiedene lichtinduzierte Substrate durch interferierende

Laserstrahlen realisiert. Die phononische Bandstruktur erhielten wir durch eine

Fourier-Analyse der mit Videomikroskopie aufgenommenen Trajektorien. Die ex-

perimentellen Ergebnisse bestätigen die theoretischen Resultate.

2. Struktureller Übergang in binären Mischungen von harten Kugeln. Wir haben mit

konfokaler Mikroskopie die strukturellen Eigenschaften einer binären Mischung aus

Kolloidteilchen untersucht. Die Kolloidteilchen wechselwirken über ein Harte-Kugel-

Potenzial und haben ein Größenverhältnis von 0.61. Wir haben, ausgehend von einem

System aus ausschließlich großen Teilchen, bei konstanter totaler Packungsdichte

sukzessive den Anteil an kleinen Teilchen erhöht und jeweils die radiale Paarkorre-

lationsfunktion bestimmt. Es ist bei asymmetrischen Mischungen, in denen entwe-

der die große oder die kleine Partikelsorte dominiert, intuitiv klar, dass die radi-

ale Paarkorrelationsfunktion ungefähr auf dem großen bzw. dem kleinen Teilchen-

durchmesser, d.h. der dominierenden Längenskala oszilliert. Die gemessenen Paar-

korrelationsfunktionen zeigen, dass dies erstaunlicherweise für alle realisierten Mi-

schungsverhältnisse von großen und kleinen Teilchen gilt, und wir beobachten für

wachsenden Anteil an kleinen Teilchen einen scharfen Übergang von der großen zur
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kleinen Längenskala. Dieses Verhalten bezeichnet man als strukturellen Übergang

und wurde von theoretischen Arbeiten vorhergesagt. Wir haben zusätzlich unter-

sucht, wie sich der strukturelle Übergang auf die Konfiguration von großen und

kleinen Partikeln auswirkt. Dazu haben wir mit einer Triangulation Bindungen

zwischen nächsten Nachbarteilchen der gleichen Sorte bestimmt. Als Ergebnis sehen

wir für die asymmetrischen Mischungen Netzwerke aus ausschließlich großen bzw.

kleinen Partikeln, die bis zum strukturellen Übergang hin über das ganze System

ausgedehnt sind und dort abrupt aufgebrochen werden. Dies haben wir auch in

Monte-Carlo-Simulationen beobachtet, die für verschiedene Größenverhältnisse und

totale Packungsdichten der Teilchen durchgeführt wurden. Mit diesen Ergebnissen

hoffen wir, zum Verständnis des komplexen Verhaltens von realer Materie beizutra-

gen, die sich meist aus Bausteinen unterschiedlicher Größe zusammensetzt.

3. Subdiffusive Brownsche Bewegung von kolloidalen Teilchen auf quasikristallinen Sub-

stratpotenzialen. Wir haben die diffusive Bewegung von Kolloiden auf lichtinduzier-

ten, quasikristallinen Substratpotenzialen mit fünf-zähliger Symmetrie untersucht.

Das Substratpotenzial wurde mit fünf schräg einfallenden und dann überlappenden

Laserstrahlen erzeugt. Benachbarte Strahlen hatten dabei einen Winkel von 72◦ zu-

einander. Um die Diffusion zu analysieren, haben wir das mittlere Verschiebungsqua-

drat aus den für verschiedene Laserintensitäten und mit Videomikroskopie gemesse-

nen Trajektorien bestimmt. Als Ergebnis beobachten wir einen Bereich, in dem

das mittlere Verschiebungsquadrat in der Zeit mit einer Potenz kleiner als eins, also

langsamer als im Fall von normaler Diffusion, ansteigt. Dieses Verhalten wird als sub-

diffusiv bezeichnet. Das subdiffusive Verhalten kann als Thermalisierungsprozess auf

dem quasikristallinen Substrat aufgefasst werden. Dieses hat nämlich eine charak-

teristische Verteilung der Tiefen der Potenzialtöpfe, und ein Teilchen muss diese

Verteilung durch Diffusion erkunden, um zu thermalisieren. Das erklärt auch unsere

Beobachtung, dass der subdiffusive Bereich mit wachsender Substratstärke länger

anhält; das diffundierende Teilchen wird länger in den Töpfen gefangen und braucht

daher länger, um zu thermalisieren. In Übereinstimmung mit dieser Interpretation

wachsen die gemessenen mittleren Verschiebungsquadrate wieder normal, d.h. linear

in der Zeit, wenn der Thermalisierungsprozess beendet ist. Unsere Ergebnisse stim-

men qualitativ gut mit theoretischen Resultaten überein, die durch Simulationen und

Lösen von Ratengleichungen erhalten wurden. Subdiffusion spielt eine wichtige Rolle

in Gläsern und organischen Zellen. Unser Teilchen-Substrat-Modellsystem erlaubt,

Subdiffusion in Abhängigkeit von einer kontinuierlich variierbaren Wechselwirkung

zu untersuchen.

4. Neue Erkenntnisse über die Ursache der Attraktion zwischen gleichnamigen Ladun-

gen in eingeschränkten Geometrien. Die Paarwechselwirkung in ladungsstabilisierten
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kolloidalen Suspension ist, abgesehen von einer sehr kurzreichweitigen van-der-Waals-

Wechselwirkung, rein repulsiv. Mehrere Gruppen haben allerdings unabhängig von-

einander eine langreichweitige Anziehung zwischen kolloidalen Teilchen beobachtet,

wenn sich die Teilchen zwischen zwei Glasplatten (Abstand etwas größer als der

Teilchendurchmesser) befanden. Dieses Phänomen konnte nicht erklärt werden.

In unserer experimentellen Untersuchung haben wir zwei Teilchen in einem leicht

defokussierten Laserstrahl gefangen, die Verteilung der Teilchenabstände gemessen

und daraus die Paarwechselwirkung bestimmt. Unsere Ergebnisse zeigen, dass die

ungewöhnliche attraktive Wechselwirkung von einem optischen Artefakt herrührt,

der systematische Fehler in den mit Videomikroskopie gemessenen Abständen verur-

sacht. Wir konnten diesen systematischen Fehler ausmessen und die Paarpotenziale

korrigieren. Als Ergebnis erhielten wir eine rein repulsive Paarwechselwirkung, die

perfekt mit der in ladungsstabilisierten Suspensionen erwarteten, Yukawa-artigen

Wechselwirkung übereinstimmt. Der optische Artefakt rührt von überlappenden

Teilchenbildern her, die ungefähr doppelt so groß wie die Teilchen selbst sind. Wir

können außerdem erklären, warum die scheinbare attraktive Wechselwirkung nur in

sehr dünnen Messzellen beobachtet wurde. Die repulsive Yukawa-artige Wechsel-

wirkung wird in dünnen Zellen sehr stark abgeschirmt, weil durch das kleine Zellen-

volumen die Konzentration an Salzionen sehr hoch ist. Dadurch kommt es dann zum

überlapp der Teilchenbilder. Wir haben die scheinbare Attraktion folgerichtig auch

in dicken Zellen bei hinreichender Zugabe von Salz beobachtet.



1
Abstract and general introduction

Colloidal physics is an interdisciplinary field of research which has attracted consider-

able and persistently increasing interest during the last three decades. Colloids consist

of particles which have a typical size between 10nm and 10µm and which are dis-

persed in a liquid. Besides the technological relevance for dispersion paints, oils, gels

and damping fluids, colloids serve as model systems for complex atomic systems due

the thermodynamic affinity. Physical processes are governed by Boltzmann statistics

on both the colloidal and – at sufficiently high temperatures – the atomic scale; col-

loidal and atomic systems therefore e.g. exhibit comparable phase behavior. The major

benefit of colloidal systems arises from the mesoscopic particle size which allows conve-

nient and non-invasive particle imaging with optical microscopes. One is therefore not

restricted to the analysis of averaged physical quantities as typically obtained in scat-

tering experiments on atomic matter. Moreover, particle-particle and particle-substrate

interactions in colloidal systems can be both realized in a large variety and modified

continuously. In particular, optical tweezers provide a powerful tool to induce particle-

substrate interactions through the use of modern laser technology.

A multitude of both theoretical and experimental studies focused on two-dimensional

(2D) colloidal systems. The most prominent example is the famous Kosterlitz-Thouless-

Halperin-Nelson-Young (KTHNY) theory [1–3] which, to date, has been verified through

several experiments using two-dimensional (2D) colloidal systems [4, 5]. The KTHNY

theory is a general theory of ordering, metastability and phase transitions in 2D systems

and is therefore relevant for atomic systems including electrons on liquid helium and

adsorbates on solid substrates such as films. In addition, colloidal systems allowed

observation of an intriguing effect termed light-induced freezing [6–11] where a light-

induced substrate induces freezing of a liquid adsorbate.

11



12 1. Abstract and general introduction

Since 15 years, 2D experiments in colloidal physics are paralleled by three-dimensional

(3D) experimental studies employing confocal microscopy which allows 3D imaging [12].

To date, a large variety of experiments has been performed including investigation of

glasses and glass transitions [13–16], template directed crystallization [17], systems

with tunable interactions [18] and hard-sphere systems [19]. The major challenge is

the fabrication of so-called photonic crystals [20] which exhibit a photonic band gap.

Photonic crystals therefore allow directed photon emission.

In this work, we both experimentally and theoretically studied structural and dy-

namical properties of condensed matter employing colloidal particles as model systems.

The studies are presented and discussed in independent chapters. These are outlined in

the following after having briefly summarized two introductory chapters which describe

the basic physics, methods and techniques applied in our experiments.

Chapter 2 contains an introduction to charged colloidal suspensions which were used

in our experiments. In particular, both the particle pair interaction and the basics

of optical tweezers, i.e. the interaction of dielectric particles with strong light fields,

are presented. With this, we describe in Chapter 3 how to create extended substrate

potentials through the use of the optical-tweezer technique. In addition, we outline

video microscopy which allows particle imaging and detection and we show how to

achieve precise control of both the particle density and the pair interaction strength.

We both theoretically and experimentally explore in Chapter 4 how phonon band

structures of 2D crystals are modified through substrate potentials. The theoretical

model is based on the so-called harmonic approximation which models both the particle

pair interaction and the particle-substrate interaction through springs. As a result, we

observe the occurrence of band gaps and both shifting and deformation of bands. This is

verified through our experiments using charged colloidal suspensions and light-induced

substrates. Our results may help to gain insight on how to customize thermal properties

of solid matter such as specific heat or heat conductivity both crucially depending on

the phonon band structure. In addition, our results may bring forward a young field of

research concerned about so-called phononic crystals. These exhibit a phononic band

gap and consequently reflect sound with a frequency within the band gap. Phononic

crystals are therefore also termed deaf materials.

In Chapter 5, we experimentally investigate the structural properties of a binary

hard-sphere mixture of big and small colloidal particles using confocal microscopy. We

first prepared a sample consisting of only big particles and then subsequently increased

the fraction of small particles. For each mixture, we determined the radial pair cor-

relation function. As a result, we observe a marked change of the oscillation in the

pair correlation function (from a wavelength slightly larger than the big particle dia-

meter to a wavelength slightly larger than the small particle diameter). This behavior

is termed structural crossover and has been recently predicted by theoretical studies.
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Moreover, we show that structural crossover is related to the size of networks consis-

ting of only equally sized particles connected through nearest-neighbor bonds. This is

supported by Monte-Carlo simulations performed at different ratios of the particle sizes

and packing fractions. With our results, we intend to help understanding the complex

behavior of systems in nature and technology which are mostly mixtures of differently

sized particles.

Chapter 6 presents our experimental studies on single-particle diffusion in the pre-

sence of a quasicrystalline light-induced substrate. As a result, we find subdiffusive

behavior characterized by an increase of the mean-square displacement in time accord-

ing to a power law with, in contrast to normal free diffusion, the power smaller than

unity. Our results suggest that subdiffusion is associated with a thermalization process;

quasicrystalline substrates are non periodic and exhibit a characteristic distribution of

potential well depths which a diffusing particle must explore to thermalize. In addition,

we find that normal diffusion is recovered at large times when the particle has therma-

lized. Together with the numerical studies discussed in Chapter 6 as well, we intend to

understand subdiffusion more deeply since it plays an important role in both physics

(diffusion in glasses and narrow pores) and biology (diffusion in cells).

In Chapter 7, we investigate the pair interaction in colloidal suspensions confined be-

tween two glass plates. Although a purely repulsive pair interaction is expected, several

groups have independently reported an anomalous so-called like-charge attraction. Our

results demonstrate that like-charge attraction arises from overlapping particle images

which cause erroneous distance measurements. In addition, we explain the role of con-

finement; under confined conditions, the repulsive pair interaction is highly screened

which leads to overlapping particle images. We also discuss how to avoid or, at least,

to correct for optical artifacts; one can use specific particles whose images do not over-

lap or employ a new particle-detection method which accounts for erroneous distance

measurements.

Parts of this work have been published elsewhere:

1. J. Baumgartl. Lichtinduzierte Phasenübergänge in kolloidalen Suspensionen. Di-

ploma thesis, Universität Konstanz, 2003.

2. J. Baumgartl and C. Bechinger. On the limits of digital video microscopy. Europhys.

Lett., 71:487, 2005.

3. J. Baumgartl, J. L. Arauz-Lara, and C. Bechinger. Like-charge attraction in con-

finement: myth or truth?. Soft Matter, 2:631, 2006.

4. H. H. von Grünberg and J. Baumgartl. Lattice dynamics of two-dimensional colloidal

crystals subject to external light potentials. Phys. Rev. E, 75(5):051406, 2007.

5. J. Baumgartl, R. P. A. Dullens, M. Dijkstra, R. Roth, and C. Bechinger. Experimen-

tal observation of structural crossover in binary mixtures of colloidal hard spheres.

Phys. Rev. Lett., 98(19):198303, 2007.
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2
Colloids as model systems

Abstract
This chapter first provides the definition of colloids. Then, colloids are moti-
vated as model systems and colloidal physics is characterized. Finally, a more
detailed discussion is given on both the pair interaction between colloidal par-
ticles and on the interaction of colloidal particles with external light fields.
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16 2. Colloids as model systems

2.1. Definition of colloids

Colloids refer to small particles which have typical sizes between 10nm and 10µm

and which are dispersed in another material. The dispersed particles are large enough

to describe the solvent as a continuous and homogeneous background yet they are small

enough to display Brownian motion.

The definition of colloids does not depend on the state of aggregation of either the

dispersed particles or the solvent. Both, colloidal emulsions (droplets in a liquid) and

suspensions (solid particles in a liquid) constitute a colloid. Milk and gloss paint are

typical examples for colloids, the former an emulsion and the latter a suspension.

The colloidal suspensions used in this thesis are composed of synthetic particles dis-

persed in water. The particles have an electrical charge leading to an electrostatic pair

interaction between the particles. Besides charged particles, neutral and paramagnetic

particles are also commonly used. These interact via hard-core and magnetic dipole-

dipole interaction, respectively.

It is typical in colloidal physics to use imprecise terminology, referring to the dispersed

particles themselves as colloids. In the following we will follow this convention.

2.2. Colloids as model systems for atomic systems

Brownian motion arises from collisions between particles and solvent. As a result,

the kinetic energy Ekin of the colloids is closely tied to the kinetic energy of the solvent

particles, i.e., the kinetic energy of the colloids obeys the Boltzmann distribution,

p(Ekin) ∝ exp

(
− Ekin

kBT

)
(2.1)

with kB = 1.38 · 10−23J/K the Boltzmann constant and T the temperature in units

of K. If the colloids are subjected to an external potential, the potential energy also

conforms to the Boltzmann distribution according to the Virial theorem,

p(Epot) ∝ exp

(
− Epot

kBT

)
or p(r) ∝ exp

(
− Epot(r)

kBT

)
. (2.2)

The second equation points out that the distribution of the potential energy yields the

distribution of the colloid’s position r.

The kinetic and the potential energy of atomic particles are distributed according to

(2.1) and (2.2) provided that quantum fluctuations can be neglected, a valid assumption

if the temperature is sufficiently large and thermal fluctuations outweigh the quantum

fluctuations. Due to the thermodynamic analogy, it is then possible to perform studies

related to atomic systems through the use of colloidal systems. For instance, colloidal

systems provide insight on topics related to the phase behavior of atoms in a monolayer

or electrons on helium. Of course, it is also possible to directly investigate atoms

e.g. by means of atomic force or scanning tunneling microscopy. However, colloidal
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systems are non-invasive, simpler and more flexible. They can be investigated through

a larger variety of experiments and allow resolution of particle dynamics. In addition,

colloidal pair interactions and the interaction of colloids with external potentials can be

customized allowing one to address a large variety of basic physical questions related

to statistical mechanics.

2.3. Characterization of colloidal physics

This section provides an overall motivation for colloidal physics. Subsequently, the

pair interaction of colloidal particles and the interaction of colloidal particles with ex-

ternal light-fields will be discussed in more detail.

First of all, colloidal particles can be observed under an optical microscope due to

their mesoscopic size. It is even possible to investigate the dynamics of colloids by means

of a microscope. This can be demonstrated by considering the so-called self-diffusion

time τs derived from the mean-square displacement

〈r2(τ)〉 = 6Dτ (2.3)

by inserting the particle diameter σ squared for the mean-square displacement,

τs =
σ2

6D
. (2.4)

D is the diffusion constant given by the Stokes-Einstein relation

D =
kBT

6πησ
. (2.5)

η denotes the viscosity of the solvent, in which the colloids are dispersed. To provide

an estimate for τs, the parameters are set to σ ≈ 1µm, T ≈ 300K and η = 0.8mPa · s
(viscosity of water) which yields τs ≈ 1s. As a consequence, the dynamics of a colloidal

system can be time resolved through means of video microscopy, a technique using a

microscope, a charge-coupled device camera and particle detection software to record

particle trajectories. Due to the relatively large self-diffusion time, it is even possible

to investigate the kinetics of crystallization. In contrast, atomic systems do not allow

for such studies because their self-diffusion time τ ≈ 1ps is too short for time-resolved

experiments with atomic resolution.

A major advantage of colloidal physics are customizable pair interactions; there are

plenty of interaction types and the interaction strength can be mostly varied continu-

ously. For instance, colloids can interact via a screened Coulomb potential, a dipole-

dipole potential or a hard-core potential. In the case of the electrostatic interaction, the
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strength can be varied with the salt concentration. Magnetic interactions can be mo-

dified with an external magnetic field which induces magnetic dipoles within the para-

magnetic colloids, with a strength proportional to the external magnetic field. Both in-

teractions are short-ranged. The electrostatic interaction is Yukawa-like, ∝ exp(−r/r0)

(r0=screening length), while the magnetic interaction decays algebraically, ∝ r−3.

Adjustment of interactions is not restricted to pair interactions; it also applies to the

interaction of colloids with external potentials. Colloids can be externally influenced

by a large variety of potentials including electric or magnetic fields provided that the

colloids are electrically charged or magnetic, respectively. Next, colloids can be subject

to external potentials created by topographic patterns [17]. Finally, dielectric colloids

can interact with strong external light fields. These can be generated by a single laser

beam or by extended light intensity patterns, the latter created via static or dynamic

methods. In general, it is possible to realize a huge variety of potential shapes such as

one-dimensional periodic potentials induced by means of topographic patterns or laser

light [8, 9].

2.4. Pair interaction in colloidal systems

Before we discuss the electrostatic interaction, it must be mentioned that colloids in

general interact via attractive van-der-Waals forces because colloidal particles consist

of dielectric and therefore polarizable materials. In the case of two spherical particles

an analytical expression can be given for the van-der-Waals potential [21],

VvdW (r) = −A

6

[
2a2

r2 − 4a2
+

2a2

r2
+ ln

(
1 +

4a2

r2

)]
(2.6)

with a = σ/2 the radius and r the center-to-center distance of the particles. For in-

stance, the Hamaker constant is A = 1.4 · 10−20J for polystyrene in water [22]. The

van-der-Waals interaction is strongly attractive and therefore causes the colloidal par-

ticles to irreversibly stick together which is termed coagulation. In our experiments we

typically use colloids of radius a ≈ 1µm. These colloids coagulate if they come closer

than approximately 100nm. As a consequence, it is necessary to stabilize colloidal sus-

pensions by means of a repulsive interaction. We now describe how the repulsive pair

interaction arises in charged colloidal suspensions.

The surface of colloids is covered by sulfate molecules which are electrically neutral.

When a colloid is dispersed in water, the positively charged counter ions of the sulfate

ions are dissolved because the gain of energy is approximately 100kBT per ion due to

water molecule polarization. As a consequence, the surface of the colloids is negatively

charged. The entropy tends to spread the ions homogeneously over the entire available

phase space volume. Despite the electric attraction, the ions do therefore not condense

back onto the surface. At equilibrium, the interplay between energy and entropy creates
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Figure 2.1. A) Non-scaled illustration of the electric double layer. It consists
of the negative surface charge of the colloid and the positively charged ionic
cloud around the colloid. Z denotes the surface charge in units of the elemen-
tary charge e = 1.6 · 10−19C. B) Schematic of the repulsive pair interaction
which results from the overlap of the charge clouds. The blue spots in the
outer range of the charge clouds represent negatively charged salt ions diluted
in the water. Those ions screen the ion clouds around the colloids and thus
lower the interaction strength.

the so-called electric double layer consisting of the negatively charged surface of the

colloids and the positively charged spherical cloud of counter ions around the colloids.

Figure 2.1A illustrates such a double layer.

The Poisson-Boltzmann equation describes the electric potential around a colloidal

particle,

ε0εW ∆Φ = −e
∑

i

zici0 exp

(
− zieΦ

kBT

)
(2.7)

with ε0 = 8.85 · 10−12As/V m the vacuum permittivity, εW = 81 the permittivity of

water, e = 1.6 · 10−19C the elementary charge, zi the valency of the ion type i and

ci0 the bulk concentration of the ion type i. The negative surface charge is taken

into account through boundary conditions. It will be discussed later why not only the

counter ions but several ion types appear in (2.7). The Poisson-Boltzmann equation can

be viewed as the well-known Poisson equation with the charge density ρ proportional

to the Boltzmann distribution of ions in a potential Φ. Linearization of the Poisson-

Boltzmann equation yields an approximate solution which is valid for small potentials,

i.e. eΦ � kBT ,

Φ(r) =
Ze

4πε0εW

exp(κσ/2)

1 + κσ/2

exp(−κr)

r
(2.8)

with r the distance from the center of the colloidal particle. The potential (2.8) con-

stitutes the well known Debye-Hückel potential. Note that the finite geometry of the

colloid is taken into account by the second factor which matches unity for point-like
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particles (a = 0). The inverse screening length κ is

κ =

√
ε0εW kBT∑

i(ez
2
i )ci0

. (2.9)

The pair interaction between colloids is obtained by linearly superimposing (2.8) yield-

ing

u(r) =
(Ze)2

4πε0εW

(
exp(kσ/2)

1 + κσ/2

)2
exp(−κr)

r
(2.10)

with r now the center-to-center distance between colloidal particles. The pair interac-

tion is proportional to the number of surface charges Z squared and is decreased by

a factor of ε−1
W due to the polarization of the water molecules. The last factor reflects

the fast decay of the pair interaction with respect to the distance r originating from

screening effects as follows: according to (2.9), the screening length is diminished by all

ions present in the solvent. It is already known that the cloud of positive counter ions

screens the negative surface charge of the colloids which will be screened even stronger

in the presence of further positively charged ions. Also, if the solvent contains negative

ions the clouds of counter ions will be themselves screened as sketched in Figure 2.1B.

The pair interaction u(r) is not directly accessible in experiments but can be ex-

tracted from the directly accessible pair distribution function g(r). In general, the pair

distribution function is defined as

g(r1, r2) =
ρ(2)(r1, r2)

ρ(1)(r1)ρ(1)(r2)
(2.11)

with ρ(n)(r1, . . . , rn) the n-particle density. Moreover, g(r1, r2) is related to the pair

correlation function h(r1, r2) via

h(r1, r2) = g(r1, r2)− 1. (2.12)

h(r1, r2) can be interpreted as the probability of finding a pair of colloids at the positions

r1 and r2. In the case of homogeneous and isotropic systems, the pair distribution

function and the pair correlation function simplify to the radial distribution and the

radial correlation function,

h(r) = g(r)− 1, r = |r1 − r2|. (2.13)

The pair interaction is obtained by inverting the Ornstein-Zernike equation,

h(r1, r2) = c(r1, r2) +
∫

dr3ρ(r3)c(r1, r3)h(r3, r2) (2.14)

with c(r1, r2) the direct correlation function. Intuitively, the Ornstein-Zernike equation

can be interpreted as follows: the correlation between two particles arises from a direct

contribution and the correlations mediated by all possible third particles at positions
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r3. In the case of homogeneous and isotropic systems, the Ornstein-Zernike equation

is written as

h(r) = c(r) + ρ
∫

dr′c(|r − r′|)h(r′). (2.15)

If c(r) is known, (2.15) constitutes a closed integral equation for h(r). c(r) is, however,

not known in general, and an additional closure relation is therefore required to solve

(2.15). Such a closure relation can be constructed on the basis of the limiting cases

which are known,

lim
ρ→0

c(r) = exp

(
− u(r)

kBT

)
and lim

r→∞
c(r) = −u(r)

kBT
. (2.16)

Two closure relations have turned out to be particulary suitable for describing the

structure of systems with short- and long-range interactions, namely the Percus-Yevick

(PY) and the hypernetted chain (HNC) equations,

c(r) = g(r)

[
1− exp

(
u(r)

kBT

)]
(PY) (2.17)

c(r) = g(r)− 1− u(r)

kBT
− ln g(r) (HNC). (2.18)

For a more detailed description, see [23] and [24] and the references therein1.

2.5. Interaction of colloidal particles with strong exter-

nal light-fields

In the following, we provide an introduction to the basic interactions between colloidal

particles and external substrate potentials generated by laser light [25–28]. First, we

explain the origin of the gradient force and then turn to the radiation pressure. The

two forces are illustrated in Figure 2.2.

An intuitive explanation of the gradient force can be summarized as follows: colloidal

particles are dielectric and therefore experience a force in an inhomogeneous light field

towards the maximum intensity value. However, this requires that

εK(λ) > εW (λ) (2.19)

with εK(λ) and εW (λ) the dielectric constants of the colloidal particles and water,

respectively, and λ the wavelength of the light. To prove (2.19), let EK and EW denote

the electric field strengths which are induced by a light beam in a colloidal particle and

water. According to [29], those two field strengths are related to each other via

EK =
3εW (λ)

εK(λ) + 2εW (λ)
EW . (2.20)

1The brief summary that has been given here is based on sections 2.3.1 and 2.3.2 in [23].
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Figure 2.2. A) Gaussian-shaped intensity profile in x-y-plane created by a
laser beam which propagates in the z-direction. As indicated by the red arrows,
the intensity gradient radially points to the center of the beam where the
intensity is the greatest. B) Cross section of the intensity profile. The colloidal
particle is sketched as a grey sphere. The two forces acting on the particle are
indicated by the blue (light pressure) and the red arrows (gradient force).

If εK(λ) 6= εW (λ), the colloidal particle appears as a dipole,

d =
(
εK(λ)− εW (λ)

)
VKEK (2.21)

with VK = 4/3πr3
K the volume and rK the radius of the colloidal particle. Since the

dipole moment interacts with the light electric field, the interaction energy becomes

Ugrad = −1

2
d · EK = −2πεW εKr3

K

(
εK(λ)− εW (λ)

εK(λ) + 2εW (λ)

)
E2

W . (2.22)

To trap the colloidal particle in the center of a laser beam, Ugrad < 0 is required, a

condition fulfilled if (2.19) is valid.

The polystyrene and silica particles used in our experiments satisfy the condition

(2.19) for a wide range of wavelengths λ, in particular for the laser wavelengths λ =

488nm, λ = 514nm and λ = 532nm which we performed our studies with.

The light pressure of a laser beam exerts a second force on a colloidal particle; because

of scattering, momentum is transferred from the laser beam to the particle. According

to [30], the momentum density of an electromagnetic wave is given by

g =
S

c2
= ε0(E ×B) (2.23)

with S the Poynting vector and B the magnetic field. The momentum transferred to

the colloidal particle points in the direction of g provided that the laser beam acts on the

particle symmetrically. The light pressure is then given by the momentum transferred

per unit area and time,

p = c|g| = cε0εW (λ)E0B0 =
εW (λ)

c
Iscat. (2.24)
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Here, E0 and B0 denote the amplitudes of the electric and the magnetic field and Iscat

refers to the intensity scattered at the surface of the colloidal particle. In the case of a

small sphere in an oscillating electromagnetic field, the scattering is mostly caused by

dipole scattering. According to Rayleigh, an analytical expression can be derived [31],

Iscat =
8π

3

σ6

λ4

(
εK(λ)− εW (λ)

εK(λ) + 2εW (λ)

)
ILaser (2.25)

with σ the diameter of the sphere and ILaser the intensity of the incident laser beam.

The light pressure is then obtained by dividing the scattered intensity by the speed of

light in water c/εW (λ),

pscat =
8π

3c

σ6

λ4
εW (λ)

(
εK(λ)− εW (λ)

εK(λ) + 2εW (λ)

)
ILaser. (2.26)

In our experiments, we make use of light pressure to push colloidal particles towards

a glass plate and thus to prepare colloidal systems confined to 2D.
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3
Experimental setup

Abstract
In this chapter, we provide a general description and discussion of the ex-
perimental setup used in our studies. First, it is shown how to generate
a one-dimensional (1D) periodic substrate potential through the use of two
overlapping laser beams. In addition, the realization of more complex poten-
tial patterns is discussed briefly. Second, we focus on the video microscopical
setup and particle detection. The third part of this chapter is dedicated to the
preparation of colloidal systems confined to 2D and on the technique allowing
adjustment of the particle density. We finally show how the strength of the
colloidal pair interaction can be manipulated.

25
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3.1. Creation of 1D periodic potentials

3.1.1. Basics

A 1D periodic light potential is created through the use of two overlapping expanded

laser beams having the same intensity (see Figure 3.1A). Figure 3.1B shows an intensity

cross section along the x-axis to visualize the intensity distribution in the x-y-plane.

The wave vectors K1 and K2 have the same modulus, i.e. |K1| = |K2| = 2π/λ,

and the same angle ϕ in the x-direction with respect to the x-y-plane. λ denotes the

wavelength of the laser light. The wave vectors projected to the x-y-plane are

K1,x = |K1| cos ϕ =
2π

λ
sin

(
θ

2

)
,

K2,x = −K1,x = −2π

λ
sin

(
θ

2

)
. (3.1)

Describing the two laser beams as planar waves in the x-direction, i.e. E1(x) =

A exp(iK1,xx) and E2(x) = A exp(iK2,xx), the total amplitude can be written as

E(x) = E1(x) + E2(x) = 2A cos(K1,xx). (3.2)

According to (2.22), the gradient potential Ugrad is proportional to E2 and the 1D

periodic potential Uel therefore becomes

Uel = −U0

[
1 + cos(2K1,xx)

]
= −U0

[
1 + cos

(
2π

d
x

)]
(3.3)

with d the period of the potential,

d =
π

K1,x

=
λ

2 cos ϕ
=

λ

2 sin(θ/2)
. (3.4)

Figure 3.1. 1D periodic light potential created with two interfering laser
beams. A) three-dimensional illustration. B) Cross section along the x-axis.
Kα and Kα,x (α = 1, 2) are the laser beam wave vectors and the projections
into the x-y-plane, respectively. ϕ denotes the incidental angle and θ the angle
between the two beams.
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Figure 3.2. Potential strength U0 versus laser power P [10,33]. The symbols
represent experimental data obtained as described in section 3.1.3. The solid
line is a linear fit to the data.

θ denotes the angle between the two laser beams. Loudiyi et al. [32] have evaluated the

potential strength U0 through integration over the spherical particle volume,

U0 = 2εW (λ)σ3

(
εK(λ)− εW (λ)

εK(λ) + 2εW (λ)

)
︸ ︷︷ ︸

=:A

4P

cr2
0︸︷︷︸

=:B

j1(πσ/d)

2πσ/d︸ ︷︷ ︸
=:C

. (3.5)

The factor A is known form the gradient potential (2.22). The factor B depends on

the laser power P and on the beam radius r0 in the x-y-plane. c = 3 · 108m/s denotes

the speed of light. The factor C incorporates the finite particle size with j1 the first

order spherical Bessel function. Since C → 0 for σ → ∞, large colloids less feel light

potentials than small ones. The linear dependence of U0 on the laser power P has been

verified experimentally in [10,33] (see Figure 3.2).

The angle θ can be varied with a lens and depends on the distance s between the two

beams in front of the lens (see Figure 3.3). An exact relation between θ and s can be

Figure 3.3. Variation of the angle θ between the two green laser beams. In
front of the gray lens, the distance s between the two beams can be increased
(decreased) leading to an increase (decrease) of θ.
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provided,

tan

(
θ

2

)
=

s

2f
(3.6)

with f the focal length of the lens. In our setup, the parameters are typically chosen

as f = 10cm and s ≈ 1cm and the angle accordingly is θ ≈ 5◦. Hence, we can set

tan(θ/2) ≈ sin(θ/2) and (3.6) simplifies to

d ≈ λ
f

s
. (3.7)

Both this expression and U0 ∝ P demonstrate the flexibility of 1D periodic light poten-

tials because the periodicity (via s) and the potential strength (via P ) can be varied

continuously over a wide range. Our setup allows variation of periodicity between 2µm

and 6µm and of potential strength between 0 and 20kBT (see Section 3.1.3).

3.1.2. Optical setup

In our experiments, we use a Nd:YVO4-solid state laser (Coherent Verdi V5) emitting

monochromatic light with a wavelength of λ = 532nm and a power between 0 and

5.5W . The optical setup generating the light potential is shown in Figure 3.4. First,

the beam expander consisting of lens 1 and lens 2 expands the laser beam by a factor

of two. A 50:50-beam splitter then splits the beam into two beams having the same

intensity. The prisms 1 and 2 and mirror 1 finally deflect the two beams and make

them propagating parallel to the x-axis. The prisms are mounted on translation stages

and can be therefore displaced continuously in the y-direction. This allows variation of

the distance s between the two beams. Figure 3.5 shows the part of the setup which

is located in the red cube in Figure 3.4. The two beams are superimposed by lens

3 and deflected towards the sample cell by mirror 2. Note that the sum of the two

Figure 3.4. Optical setup creating a 1D periodic light potential. The setup
within the red cube is shown in Figure 3.5. The red arrows indicate that the
prisms can be displaced continuously in the y-direction.



3.1. Creation of 1D periodic potentials 29

Figure 3.5. Creation of an expanded light potential in the sample cell. The
two laser beams are superimposed by lens 3 and deflected towards the sample
cell by mirror 2. The sum of the two distances r1 and r2 equals the focal
length of lens 3. A) The two laser beams are collimated light bundles and are
therefore focussed into the sample plane. In this, the lateral extension of the
created light potential is limited to about 4µm. B) The two laser beams are
divergent light bundles and the beams are therefore focussed below the sample.
Here, the light potential laterally extends up to 400µm.

distances r1 (between lens 3 and mirror 2) and r2 (between mirror 2 and the sample

cell) equals the focal length of lens 3 (see Figure 3.5A). Accordingly, the two laser beams

are focussed into the sample cell if collimated in front of lens 3; for this, the distance

between lens 1 and lens 2 (see Figure 3.4) must match the sum of the respective focal

lengths. The foci have a typical size of approximately 4µm and therefore, no laterally

extended light potential can be created. However, the small foci can be observed online

with video microscopy and can be therefore overlapped with a high spatial accuracy. To

increase the lateral extension, the distance between lens 1 and lens 2 is increased by a

few millimeters. The two beams then still propagate parallel to the x-direction but are

not collimated anymore; the beams are convergent behind lens 2, focussed close to the

prisms and are finally divergent light bundles focussed below the sample cell (see Figure

3.5B). Since the beams are still overlapping in the sample plane, the lateral extension

of the light potential is increased up to 400µm depending on the distance between lens

1 and lens 2.

3.1.3. Calibration of the substrate potential

In principle, the potential strength U0 can be calculated according to (3.5). The laser

power P is rather easily and accurately accessible using a power meter (Coherent field

master, for instance), and the lateral extension r0 of the laser beams can be estimated

from intensity cross-sections measured with video microscopy. However, an accurate

determination of U0 requires the calibration measurement described in the following.
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Figure 3.6. Calibration of a 1D periodic light potential. A) Residence his-
togram of a dilute system of colloids perpendicular to the potential troughs.
B) Residence probability with respect to a single trough w(x) determined from
the histogram shown in Figure A. C) Potential U(x) determined by inverting
the Boltzmann factor. The black triangles represent the experimental data
and the blue line corresponds to a fit according to (3.3).

First, we measure the residence histogram of a dilute colloidal system perpendicularly

to the potential troughs, i.e. in the x-direction. Figure 3.6A shows such a measured

histogram. The histogram is then cut into sections corresponding to single potential

troughs. The sections are summed up yielding the periodicity d and the residence

probability w(x) with respect to a single potential trough (see Figure 3.6B). Next, we

plot two troughs next to each other as shown in Figure 3.6C and invert the Boltzmann

factor

w(x) ∝ exp

(
− U(x)

kBT

)
=⇒ U(x)

kBT
∝ − ln[w(x)]. (3.8)

The resulting potential U(x) is shown in Figure 3.6C. We finally determine the strength

U0 by fitting a curve to the experimental data according to (3.3).
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3.1.4. Creation of more complex substrate potentials

To describe the creation of light potentials analytically, we introduce a coordinate

system in the symmetry plane of lens 3 (see Figure 3.5) with the origin located at the

center of lens 3. The basic vectors are denoted as ê1 and ê2 (see Figure 3.7A). Using

this coordinate system, the two laser beams creating the 1D periodic light potential

according to (3.3) are arranged at the positions

X1 = −s

2
ê1 and X2 =

s

2
ê2. (3.9)

In the following, we will use this formalism to describe the creation of more complex

substrate potentials.

Figure 3.7. A) lens 3 (indicated by the filled gray circle) in the y-z-plane (see
Figure 3.4 and 3.5). A new coordinate system with the origin at the center of
lens 3 is introduced to describe the laser beam arrangement analytically. The
basic vectors are denoted by ê1 and ê2. B) Two-laser-beam arrangement to
create a 1D periodic potential. C) Five-laser-beam arrangement to create a
pentagonal quasicrystalline potential.

3.2. Digital video microscopy

We now turn to the second important component of our experimental setup. First,

we discuss the video microscopical setup and then focus on particle detection.

3.2.1. Video microscopical setup

To demonstrate the location of the video microscopical components in the total ex-

perimental setup, Figure 3.8 also shows the optical setup creating the 1D periodic light

potential (see Figure 3.5). The two laser beams are indicated by the large green arrow.

Colloids in the sample cell are illuminated with a cold light lamp and imaged onto the

chip of a charge-coupled device (CCD) camera using an objective, a mirror and a tubus

lens. In the case of high resolution measurements of pair interactions (see Chapter 7),

we typically used objectives of magnification 63× or 100× and of numerical aperture

0.75 or 1.25, respectively. A large field of view is required for studies on many particle

systems (Chapter 4); we therefore use objectives of magnification 20× and numerical

aperture 0.4. The green filter absorbs the laser light and therefore protects the CCD
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Figure 3.8. Video microscopical setup. To indicate the location of the video
microscopical components in the total setup, the components displayed in Fig-
ure 3.5 are shown as well.

camera. To observe colloidal systems online, the CCD camera is connected to a mo-

nitor. Figure 3.9A and B display typical snapshots of a 2D system of approximately

1500 colloidal particles and of a 1D periodic light potential, respectively. Note that

the green filter must be removed to observe light potentials. The red circle in Figure

3.9A indicates an additional 1D potential employed to prepare 2D colloidal systems of

defined densities. This is discussed later in Section 3.4.

Figure 3.9. A) Typical snapshots of a system consisting of approximately
1500 colloidal particles. The red circle indicates a 1D potential which allows
preparation of defined boundary conditions (see Section 3.4). B) Snapshot of
a 1D periodic light potential created by means of two interfering laser beams.
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The CCD camera is connected to a computer via a frame grabber card. We use

an image processing software (Visiometrics IPS) detecting particle coordinates and

saving them in a file. From the saved coordinates, we can evaluate a huge variety of

physical quantities including particle densities, residence histograms, 2D or radial pair

distribution functions, structure functions and mean square displacements.

3.2.2. Particle detection

We used a particle-detection algorithm developed by Neser and Bubeck [34]. To

provide a brief description, we consider a typical recorded video image as shown in

Figure 3.10. If associated with particles, pixels are referred to as foreground pixels and

as background pixels otherwise. Pixel intensities are considered to distinguish between

foreground and background pixels. The intensity values are ideally spread over the

whole available range (0− 255) as demonstrated through the pixel intensity histogram

shown in Figure 3.10B. The low values are associated with dark particles and the

high values refer to the bright background. We set a threshold (vertical balck line in

Figure 3.10B) and therefore assign the low and high intensity values to foreground and

background pixels, respectively. Figure 3.10C displays an intensity cross section of a

two-particle image; it is clearly visible how the intensity drops in regions where particles

are present. In addition, we can optionally select a so-called range of interest (see Figure

3.10D). Then, particles are only detected within the selected range of interest.

Figure 3.10. Essential steps of particle detection. A) Intrinsic video image.
B) Histogram of intensity values which occur in the image and fixing of the
threshold value (vertical solid line). C) Cross section of two particles’ images.
D) Selection of a range of interest (ROI = range of interest).
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Figure 3.11. Measurement of particle coordinates. Pixels are colored in gray
if associated with the particle image. The center of mass of the gray area yields
the particle coordinate. Note that with this technique allows determination of
particle coordinates with subpixel resolution.

Figure 3.11 provides a more detailed demonstration of particle detection. Pixels as-

sociated with particles, i.e. the foreground pixels, are colored in gray and the particle

coordinate is determined by calculating the gray area’s center of mass termed the in-

tensity weighted centroid. The accuracy of this method depends on the number of

foreground pixels associated with single-particle images. Since a single-particle image

is typically covered by several tenths of foreground pixels, particle coordinates can be

measured with subpixel resolution. Depending on the objective and the tubus lens, one

pixel corresponds to a length between 50 and 400nm and the respective resolution is

between 15 and 50nm.

To evaluate dynamical quantities such as diffusion constants, detailed information

about the time evolution of particle motion is required [35]. Particle trajectories can

be determined from particle coordinates if the time step dt between two subsequently

recorded images is small compared to the average diffusive particle motion (see Section

2.3 and table I in [11]). Figure 3.12A shows the situation where dt is small enough to

uniquely assign trajectories to coordinates. In contrast, dt is too large in Figure 3.12B

and trajectories cannot be determined.

Figure 3.12. Temporal assignment of particle coordinates to particle trajec-
tories. The open circles indicate particle positions at time t. One time step
later (t + dt) the coordinates are represented by filled circles. A) Coordinates
can be assigned to trajectories. B) Here, an unique assignment is impossible.
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3.3. Preparation of two-dimensional systems

We now focus on the boundary conditions of our measurements. It is shown how we

confine colloidal systems to 2D and how we control the density.

In the absence of light potentials, two forces are exerted on colloidal particles in the

sample cell. The particles sediment to the bottom plate of the cell due to gravity and

are repealed by the bottom plate. The gravitational force is given by

FG =
4

3
πσ3g(ρK − ρW ) (3.10)

with ρK and ρW the respective densities of the colloids and water. For instance, the

polystyrene colloids used in our experiments (ρK = 1.05g/cm3, σ = 2.4µm) experience

a force of approximately FG ≈ 5fN . The repulsive electrostatic particle-wall interaction

arises from overlapping double layers as in the case of two colloidal particles (see Section

2.4). The Poisson-Boltzmann equation (2.7) for a particle in front of an infinitely

extended wall can be solved approximatively in the framework of the Gouy-Chapman

theory [36] yielding the analytical expression

Φ(z) = 4 ln

(
1 + tanh(Φ(0)/4) exp(−κz)

1− tanh(Φ(0)/4) exp(−κz)

)
, sinh

(
Φ(0)

2

)
=

σS

2κε0εW kBT
(3.11)

with σS the surface charge density of the bottom plate. Similar to the colloidal pair

interaction (2.10) the inverse screening length κ grows with the concentration of salt

and counter ions.

Figure 3.13. Potential of a colloidal particle perpendicular to the bottom
plate of the sample cell. The red potential arises from the repulsive particle-
wall interaction. The black potential additionally accounts for gravity which
is represented by the blue curve. If the particle is pushed towards the wall by
means of a laser beam the resulting potential is given by the green curve.
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According to [37,38] the average distance of colloidal particles from the bottom plate

approximately is 2µm for a typical value of κ ≈ 2µm−1. The particles fluctuate around

this average distance with an amplitude of approximately ±1.5µm [38]. Colloidal sys-

tems are therefore not confined to 2D by gravity. To visualize this, we plotted the

gravitational potential FGz and the electrostatic potential (3.11) as blue and red curves

in Figure 3.13, respectively. The black curve represents the sum of the two potentials.

For distances smaller than 1.5µm the electrostatic interaction dominates. In contrast,

the gravitational potential exceeds the electrostatic interaction for distances larger than

2.5µm.

The light pressure (2.26) exerted on a colloidal particle by a laser beam exceeds the

graviational force by a factor of approximately 15000. As a consequence, the particle

fluctuations perpendicular to the bottom plate are tremendously reduced to a range of

approximately 100nm This corresponds to approximately 3% of the particle diameter

σ. The tremendous reduction of the fluctuations is reflected in the green potential (see

Figure 3.13) which is the superposition of the repulsive electrostatic potential and the

potentials arising from gravitation and light pressure. It is therefore possible to prepare

2D colloidal systems through the use of a laser beam pushing the colloidal particles

towards the bottom plate of the sample cell.

Two-dimensional confinement of colloidal systems can also be achieved geometrically;

for this, one uses two glass plates which have a distance slightly larger than the particle

diameter σ [39–41]. As discussed below, this approach is suitable for colloidal systems

where high densities or strong pair interactions are not required.

3.4. Adjusting the density of colloidal systems

In numerical calculations, infinite systems can be studied using finite systems and

periodic boundary conditions. In contrast, experimental systems are inevitably finite-

sized. In principle, our sample cells allow preparation of large systems with a lateral

extension of approximately 2cm2; however, the video microscopical setup and the avail-

able lateral extensions of light potentials restrict the system size to approximately

300× 200µm2.

To establish well-defined boundary conditions in our measurements we must isolate

the colloidal system within the field of view; colloids must neither leave the system nor

enter it from outside due to diffusive motion. We achieve this using a 1D boundary

potential indicated in Figure 3.9 as red solid line.

We create 1D boundary potentials as follows: the light source is an argon-ion laser

(Coherent Innova) operating in single-line mode (λ = 488nm). The emitted power can

be varied continuously between 0 and 2.5W . Figure 3.14 shows the optical setup which

allows creation of 1D boundary potentials. To integrate this setup into the complete

experimental setup, we also show the optical components creating the 1D periodic light
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potential (see Figure 3.4). First, we clean the laser mode with a spatial filter consisting

of lens 5, lens 6 and a pinhole in the focal plane. Next, the laser beam is deflected by

two galavanostatically driven mirrors. A driving software allows creation of linearly,

rectangularly or circularly shaped patterns with a scanning frequency of approximately

200Hz. Colloidal particles experience such scanned patterns as quasistatic light po-

tentials due to the self diffusion time of approximately 1s. The lenses 7 and 9, the

20×-objective 2 and a dichroitic mirror finally image the created light pattern into the

sample plane (see Figure 3.15). The setup to create boundary potentials is termed

scanned optical tweezers.

In addition, we incorporated a single focused laser beam into the scanned-tweezers

setup. The single beam allows us to precisely address single colloidal particles. This

is of particular advantage because colloidal suspensions are always contaminated with

coagulated particles due to the attractive van-der-Waals interaction (2.6). The beam is

coupled out with a microscope slide (see Figure 3.14) and is then transmitted through

prism 3, mirror 5, mirror 6, lens 8 and the beam splitter into objective 2 (Figure 3.15).

Similar to the scanned beam, objective 2 focuses and the dichroitic mirror deflects

the single static beam into the sample plane. The setscrews of mirror 5 allow precise

positioning of the single optical tweezers in the whole field of view.

The driving software of the galvanostatically driven mirrors provides a special fea-

ture which allows continuous variation of the boundary potential’s size. Since colloids

inside the boundary are confined by colloids trapped on the boundary potential, we

can precisely adjust the density by varying the boundary potential’s extension. If the

extension grows the density becomes smaller and vice versa.

Figure 3.14. Scanned optical tweezers. To integrate the scanned optical
tweezers into the complete setup the optical components which generate the
interference pattern (see Figure 3.4) are shown as well.



38 3. Experimental setup

Figure 3.15. Experimental setup around the sample cell. In comparison to
Figure 3.7, the 20× objective 2 and the dichroitic mirror are shown additionally.
Those to optical components focus and deflect the scanned argon-ion beam
(large blue arrow) into the sample plane.

3.5. Sample cells

We use thick sample cells to prepare highly deionized dense colloidal systems. The

cells are commercially available (Hellma) and have a spacing of 200µm between bottom

and top glass plate. The flow resistance is therefore low, and the samples can be

connected to deionization circuits (see Section 3.6). In the following, we refer to this

sample as sample type I. Figure 3.15 displays an illustration of sample type I.

The studies presented in Chapter 7 required thin sample cells with the spacing be-

tween the bottom and top plate slightly larger than the particle diameter. The narrow

spacing is achieved through the use of spacer particles, and the sample preparation

goes as follows [41]: first, a suspension of small particles is mixed with a suspension

of slightly larger particles, the latter serving as spacers. We used spheres of diameters

σ = 1.5µm and σ = 1.96µm, respectively. Next, the mixture is centrifuged. The water

above the sedimented particles is removed and replaced by highly deionized water. This

procedure is repeated several times in order to desalt the suspension at the best. A

small amount of suspension (typically 10µl) is then confined between a microscope slide

and a cover slip which are uniformly pressed against each other until the distance be-

tween the plates is determined by the larger particles. In contrast to the larger particles

the small ones remain mobile. The system is finally sealed with epoxy resin yielding
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stable conditions for several weeks. In the following, we refer to this sample cell as

sample type II.

So far, we did not manage to prepare highly deionized dense colloidal systems in

samples of type II; because of the small sample volume, the confined colloidal suspen-

sion is governed by the counter ions released from the confining glass plates. As a

consequence, the pair interaction is almost hard core like. In addition, sample type II

is incompatible with deionization circuits (see Section 3.6); the cross sectional area is

small which causes a high hydrodynamic resistance.

3.6. Adjusting the pair interaction of colloidal systems

We now address the question how the electrostatic pair interaction in colloidal sus-

pensions can be manipulated experimentally.

According to (3.9) the screening length κ−1 inversely depends on the concentration

ci0 of ion type i. The colloidal suspension must be therefore deionized if strong pair

interaction is required. The dominant ionic contamination in experiments arises from

CO−
2 -ions diffusing from the atmosphere into the sample cell. It must be mentioned

that it is impossible to completely deionize colloidal suspensions due to aqueous self

dissociation,

2H2O � H3O
+ + OH−, c(H3O

+) = c(OH−) = 10−7mol

l
. (3.12)

This concentration of ions is inevitably present in aqueous colloidal suspensions. The

electrical conductivity σ which serves us as a measure for ionic concentrations therefore

has a lower limit,

σ ≥ σH2O = 0.55
µS

cm
. (3.13)

To prepare strongly interacting colloidal systems, we apply a two-step deionization

method. The deionization of colloidal suspensions has been described above and the

additional step refers to the sample cell (type I). We do not inject colloids directly into

the sample cell but instead via a continuous deionization circuit as shown in Figure

3.16. The circuit consists of a peristaltic pump and plexiglass vessels connected via

tygon and teflon hoses. If necessary, we refill water via the reservoir vessel before each

measurement. To deionize the circuit, the water is pumped through the vessel filled with

ion-exchange resin for approximately 15min. A conductivity meter allows control of the

deionization process. We typically achieve values of approximately σ = 0.07µS/cm. It

is not possible to reach the lower limit (3.13) due to atmospheric CO−
2 -ions diffusing

into the circuit via the reservoir vessel. Colloids are injected into the circuit via the

reservoir vessel and then pumped into the sample. The sample cell is finally sealed with

clamps. With this, we efficiently avoid liquid flow and contamination of the sample cell

with CO−
2 -ions from the reservoir vessel. The change in the screening length κ−1 is less
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Figure 3.16. Continuous deionization circuit. To deionize the circuit the wa-
ter is pumped through a vessel filled with ion-exchange resin. The conductivity
σ can be checked by a conductivity meter which allows to control the status
of deionization.

than 3% per hour. After a measurement colloids are pumped out of the sample cell and

adsorbed by the filter.

To measure the screening length κ−1, we determine the pair distribution function

g(r) of a dilute colloidal system and evaluate the pair interaction u(r) using a closure

relation [42] (see Section 2.4). However, the procedure has turned out to very sensitively

depend on density inhomogeneities. We therefore developed a new density independent

method evaluating pair interactions directly from two-particle distance distributions

(see Chapter 7). In addition, we have recently found that pair interactions can be

determined from the phononic band structure of a 2D crystal. A detailed discussion of

this idea is provided in [43].

The experimental setup presented in this chapter has not been used in the expe-

rimental studies on structural crossover in binary mixtures (see Chapter 5). Both a

commercial confocal microscope and a different sample type were employed. This is

discussed separately in Chapter 5 to avoid confusion.



4
Phonon-dispersion-relation of

two-dimensional crystals on substrate

potentials

Abstract
By exposing 2D colloidal crystals to tunable substrate potentials one can se-
lectively manipulate the corresponding phonon band-structure. We explore
this idea theoretically and experimentally by studying the lattice dynamics
of 2D colloidal crystals in the presence of 1D and 2D periodic substrate po-
tentials created by interfering laser beams. The phonon spectrum is obtained
experimentally from particle dynamics observed with video microscopy and
the theoretical analysis is based on calculations of 2D crystal elastic energies
using the harmonic approximation. Depending on the substrate geometry and
strength, the phonon spectra can be substantially changed which is in agree-
ment with our theoretical calculations.

41
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4.1. Introduction

It is common knowledge that crystal lattice vibrations are well described in the frame-

work of the so-called harmonic approximation [44]; here, springs serve as an approxi-

mate model for the pair interaction between crystal atoms. As a result, the collective

lattice vibrations separate into a set of independent harmonic oscillators referred to as

phonons with the phonon dispersion relation assigning phonon frequencies to phonon

wave vectors. The phonon dispersion relation is an important feature of condensed

matter; besides sound properties, the phonon dispersion relation governs the thermal

properties of isolators such as specific heat, heat conductivity or thermal expansion [45].

The harmonic approximation allows determination of phonon-dispersion relations in

one, two and three dimensions. However, the study of 1D and 2D systems is somewhat

artificial since such systems are rare in nature. Specifically, 2D systems are more likely

to occur in the presence of a substrate. A good example for such combined systems

are monolayers of particles adsorbed onto substrates such as films [46,47]. The phonon

dispersion relation of noble-gas adsorbates on metal surfaces has already been inves-

tigated both theoretically and experimentally [48–52]; however, it has not yet been

studied whether phonon dispersion relations can be systematically modified through

continuously variable substrate-adsorbate interactions. If yes, a substrate would allow

systematic modification of the adsorbed monolayer’s sound and thermal properties.

To explore the idea of systematic modification, we extended the theoretical framework

of 2D lattice dynamics to systems where a 2D hexagonal crystal is subjected to a

commensurate 1D periodic substrate potential. Similar to the pair interaction, the

substrate is approximated by a set of springs, each pinning a particle to its lattice site.

We computed phonon dispersion relations for various combinations and strengths of

commensurate 1D periodic substrates.

To date, phonons in colloidal systems have been studied in several experiments em-

ploying Brillouin light scattering [53–57] or dynamic light scattering [58, 59]. In a

recent publication by Keim et al., it has been demonstrated that phonon-dispersion

relations of free 2D crystals are also directly accessible in experiments through particle

trajectories recorded with video microscopy [60]. As a result, both the calculated and

measured phonon dispersion relations showed excellent agreement. To verify our theo-

retical results, we measured, similar to Keim et al., the phonon-dispersion relation of a

2D colloidal crystal in the presence of commensurate 1D periodic light potentials (see

Section 3.1).

The modification of phonon-dispersion relations through the use of external poten-

tials is also relevant for three-dimensional (3D) solids; here, an additional anisotropic

pair interaction might be the counterpart of a substrate in 2D. Besides manipulation of
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sound and thermal properties, the systematic modification of phonon dispersion rela-

tions might allow creation of so-called phononic crystals which possess a phononic band

gap [61–63]. Phononic crystals are also termed deaf materials because sound with a

frequency within the band gap is reflected. Similar to photonic crystals which are blind

materials [20], there is an ongoing competition to discover materials exhibiting large

phononic band gaps. In this context, systematic modification of phononic dispersion

relations has been recently reported [64,65].

This chapter is organized as follows: we first summarize the essentials of the theory

of lattice dynamics and briefly describe the experimental approach of Keim et al. [60]

in Section 4.2. Next, we discuss our theoretical and experimental approach in Section

4.3 and Section 4.4, respectively. Section 4.5 then provides the presentation of our the-

oretical and experimental results whose relevance for condensed matter is discussed in

Section 4.6. We finally conclude this chapter in Section 4.7. In addition, the Appendices

4.8 and 4.9 provide detailed information on phonon dynamics and on measurement of

lattice sites with video microscopy.

4.2. Basic formalism and state of the art

To provide an introduction to our studies on phonon-dispersion relations we start by

briefly recapitulating the essentials of the classical theory of lattice dynamics [44]. We

consider a 2D triangular crystal of N Brownian particles as illustrated in Figure 4.1A.

Let r = (rx, ry) and Φ(r, r′) denote the particle positions and the pair interaction,

respectively. The basic lattice vectors are

b̂1 = aêy, (4.1)

b̂2 =

√
3a

2
êx −

a

2
êy (4.2)

with êx = (1, 0) and êy = (0, 1) the cartesian basis vectors and a the mean particle

distance. As a consequence, the positions of the particles r can be written as

rn = Rn + un, (4.3)

where the

Rn = n1b̂1 + n2b̂2, n = (n1, n2), (4.4)

denote the lattice sites. un refers to the displacement from the site Rn and n1, n2

are integer numbers. To treat a infinitely large system discretely, we consider a finite
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system of hexagonal symmetry, i.e.,

n = (i, 0), (i, 1), . . . , (i, i− 1),

(i, i), (i− 1, i), . . . , (1, i),

(0, i), (−1, i− 1), . . . , (−i + 1, 1),

(−i, 0), (−i, 1), . . . , (−i,−i + 1),

(−i,−i), (−i + 1,−i), . . . , (−1,−i),

(0,−i), (1,−i + 1), . . . , (i− 1,−1),

for i = 0, . . . , N ′, (4.5)

with N ′ a positive even integer. This scheme is interpreted as follows: we obtain the

central particle n = (0, 0) for i = 0 and then construct the hexagonal crystal through

the use of hexagonal shells with the corners located at a distance i · a from the central

particle; for instance, the first shell i = 1 consists of the nearest neighbors n = (1, 0),

(1, 1), (0, 1), (−1, 0), (−1,−1), (0,−1) and the second shell i = 2 contains the twelve

particles n = (2, 0), (2, 1), (2, 2), (1, 2), (0, 2), (−1, 1), (−2, 0), (−2,−1), (−2,−2),

(−1,−2), (0,−2), (1,−1). The total number of particles equals

N = 1 +
N ′∑
i=1

6i. (4.6)

If we apply periodic boundary conditions, the finite system (4.5) represents the infinite

one.

Figure 4.1. A) Sketch of a 2D triangular crystal. The central particle n =
(0, 0) and its nearest neighbors n = (1, 0), (1, 1), (0, 1), (−1, 0), (−1,−1),
(0,−1) are shown as black spots and a denotes the mean particle distance.
B) Inverse lattice. The grey solid line indicates the first Brillouin zone and
the black solid line its irreducible part. Γ, M and K represent points of high
symmetry according to the terminology of group-theory.
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Summing up all the particle pair interactions yields the total energy

V =
∑
n,n′

n6=n′

Φ(rn, rn′). (4.7)

We perform a Taylor-series in un−un′ around the equilibrium configuration rn = Rn

leading to the harmonic approximation provided that |un| � a,

V = V0 +
1

2

∑
n,n′,α,β

n6=n′

unαΦnn′αβun′β, (4.8)

where

Φnn′αβ =
∂2Φ(r, r′)

∂rα∂rβ

∣∣∣∣
r=Rn,r′=R′

n

(4.9)

is the second derivative of the pair-interaction and α, β = x, y. V0 is a constant term

which is unimportant for the following considerations therefore set to zero. The linear

term in the Taylor-expansion vanishes because V is minimized for the equilibrium con-

figuration. In the harmonic approximation, the 2D crystal is described as a system of

N particles that are connected via springs. The spring constant associated with two

particles at positions rn and rn′ is given by Φnn′αβ. We introduce the dynamical matrix

Dn−n′,αβ = δnn′
∑
n′′

Φnn′′αβ − Φnn′αβ (4.10)

to write (4.8) as

V =
1

2

∑
n,n′,α,β

unαDn−n′,αβun′β. (4.11)

The dynamical matrix depends on Rn − Rn′ because the crystal is invariant when

subjected to a rigid body translation.

Before we apply a Fourier-transformation to (4.11) we must discuss the allowed q-

vectors of phonons. The basic vectors of the inverse lattice of (4.1) and (4.2) are (see

Figure 4.1B)

Ĝ1 =
2π√
3a

êx +
2π

a
êy, (4.12)

Ĝ2 =
4π√
3a

êx. (4.13)

Hence, the first Brillouin zone (BZ) is spanned by the following basic vectors,

B̂1 =
4π

3aN ′ êy, (4.14)

B̂2 =
2π√
3aN ′

êx −
2π

3aN ′ êy, (4.15)

and the set of allowed q-vectors reads

qm = m1B̂1 + m2B̂2, (4.16)
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with m an element of the set (4.5). With this, we are now able to formulate the

Fourier-transforms of the displacements,

ũmα =
1√
N

∑
n

unα exp(−iqmRn), (4.17)

unα =
1√
N

∑
m

ũmα exp(iqmRn), (4.18)

and of the dynamical matrices,

D̃mαβ =
1

N

∑
n,n′

Dn−n′,αβ exp
(
− i(qmRn + qm′Rn′)

)
=

∑
n

Dnαβ exp(−iqmRn). (4.19)

The latter follows from the invariance under rigid-body translations where we have used

1 = exp(i(qmRn′ − qmRn′)) and the first of the two equalities

δmm′ =
1

N

∑
n

exp
(
− i(qm − qm′)Rn

)
, (4.20)

δnn′ =
1

N

∑
m

exp
(
− iqm(Rn −Rn′)

)
. (4.21)

Employing (4.20) and (4.21) again yields the expression for the potential energy V in

Fourier-space,

V =
1

2

∑
m,α,β

ũ∗mαD̃mαβũmβ. (4.22)

Finally, the dynamical matrix can be diagonalized by solving the eigenvalue equation∑
β

D̃mαβemjβ = λmjemjα (4.23)

with λmj and emj the jth eigenvalue and eigenvector, respectively. We can now switch

to symmetry-adapted coordinates,

Qmj =
(
e∗mjũm

)
emj, (4.24)

which finally allows us to write (4.22) as

V =
1

2

∑
m,j

λmj|Qmj|2 =
M

2

∑
m,j

ω2
mj|Qmj|2, (4.25)

with M the mass of a particle and ωmj the phonon-dispersion relation

ωmj =

√
λmj

M
. (4.26)

Thus, the lattice-vibrations of a crystal consisting of N particles is described by a set of

N non-interacting harmonic oscillators called phonons. These are characterized by the

direction, polarization, amplitude, and frequency of their oscillation given by qm, Qmj,

|Qmj| and ωmj, respectively. In general, the polarizations Qmj are neither parallel
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nor perpendicular to qm; however, at least in directions of high symmetry (Γ → M

or Γ → K, see Figure 4.1B), this is the case and ωmj is termed the longitudinal and

transversal branch of the phonon-dispersion relation for Qmj ‖ qm and Qmj ⊥ qm,

respectively.

Atomic and colloidal crystals

To avoid confusion, we must provide a brief discussion on similarities and differences

of atomic and colloidal crystals. The phonon band structure λmj only depends on

the crystal structure and the spring constant; if we restrict ourselves to phonon band

structures, our results are therefore valid for both atomic and colloidal crystals.

However, great care has to be taken when the phonon dispersion relation ωmj =√
λmj/M is considered. It is not defined in the case of colloidal crystals due to the

overdamped particle dynamics [66]. As a consequence, phonons do not propagate in

colloidal crystals but are exponentially damped; here, the phonon dispersion relation

correlates wave vectors qm with decay times Tmj, Tmj = γ/λmj with γ the coefficient

of friction; a detailed discussion is provided in Section 4.8.

In the following, we will sketch how to evaluate the phonon band structure λmj both

analytically and experimentally. The theoretical approach first evaluates (4.9) for a

known pair-interaction. In the case of central forces, (4.9) takes the form (equation

29.3 in [44]),

Φn0αβ =

[
− p1(|R|)δαβ − p2(|R|)

RαRβ

|R|2

]
R=Rn

, (4.27)

with

p1(r) =
1

r

dΦ(r)

dr
, p2(r) =

d2Φ(r)

dr2
− 1

r

dΦ(r)

dr
. (4.28)

Evaluating (4.10) and (4.19) yields the dynamical matrix

D̃mαβ = −
∑
n>0

Φn0αβcnm

= p1(|Rn|)δαβ

∑
n>0

cnm + p2(|Rn|)
∑
n>0

RnαRnβ

|Rn|2
cnm, (4.29)

where we used Φn0αβ = Φ−n0αβ and the abbreviation

cnm = 2
(
1− cos(qmRn)

)
. (4.30)

Depending on the range of the pair interaction Φ(r), (4.29) is evaluated for a sufficient

number of nearest-neighbor-shells. It is common use to plot λmj or ωmj along a path

around the irreducible part of the first BZ (see black solid lines in Figure 4.1B). The

irreducible part contains all the information about λmj or ωmj and is repeated in the
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rest of the first BZ. In [60], (4.29) has been evaluated for 17 shells for the case of a

magnetic dipole-dipole-interaction

Φ(r) =
Γ

(
√

πρr)3
, (4.31)

with Γ the plasma parameter representing the interaction strength and ρ the particle

density. The result is shown in Figure 4.2 as a black solid line.

Figure 4.2. Band structure λs (corresponding to λmj used in the text) of a
2D triangular crystal plotted along the irreducible path of the first BZ (see
Figure 4.1B). The solid line represents the band structure evaluated according
to (4.29). 17 nearest-neighbor shells were taken into account. The symbols cor-
respond to experimental data evaluated according to (4.32) (Γ = 75, 175, 250
for circles, rectangles, triangles).

The experimental approach is based on the potential energy (4.22). In thermal equi-

librium, the equipartition theorem demands that every term in the sum of (4.22) has

an average energy of kBT/2 with kB Boltzmann’s constant and T the temperature,

D̃mαβ =
kBT

〈ũ∗mα(t)ũmβ(t)〉t
. (4.32)

〈. . . 〉t refers to the temporal average which is equal to the configurational average. The

Fourier transforms ũmα(t) are evaluated from the trajectories r(t) recorded by means of

video microscopy. The procedure will be discussed in detail in the experimental Section

4.4. Diagonalizing the dynamical matrix D̃mαβ finally yields the eigenvalues λmj. On

top of the theoretical evaluation, the λmj were also determined experimentally in [60].

The authors used paramagnetic particles interacting via the dipole-dipole-interaction

(4.31). In Figure 4.2, the experimental data λmj are depicted as symbols for different

strengths Γ of the pair-interaction. As can be seen, the experimental data agree very

well with the calculated curve.
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4.3. Theoretical approach

In our studies, we consider 1D periodic substrate potentials of the form

U(r) = U0

(
1− cos(Kr)

)
. (4.33)

Here, we concentrate on commensurate substrates, where the wave vector K equals a

reciprocal lattice vector Gl = l1Ĝ1 + l2Ĝ2 with Ĝ1, Ĝ2 from (4.12) and (4.13) and with

integers l1, l2. In this case, every particle of the crystal is located in a trough of the 1D

periodic substrate; however, not every trough is necessarily occupied by particles. In

the following, we use the following K-vectors,

KA = 0 (U0 = 0),

KB = Ĝ2 =
4π√
3a

êx,

KC = Ĝ1 + Ĝ2 =
2
√

3π

a
êx +

2π

a
êy,

KD = Ĝ1 =
2π√
3a

êx +
2π

a
êy,

KE = 2Ĝ1 − Ĝ2 =
4π

a
êy (4.34)

and study the corresponding substrates for six combinations of K1 = |K1|K̂1 and

K2 = |K2|K̂2,

case a: K1 = KB and K2 = KA,

case b: K1 = KA and K2 = KC ,

case c: K1 = KB and K2 = KC ,

case d: K1 = KB and K2 = KD,

case e: K1 = KB and K2 = KE,

case f: K1 = KC and K2 = KE. (4.35)

Note that only a single 1D substrate is present for the cases a and b while two 1D

substrates are superimposed in the cases c to f (see illustration in Figure 4.3). The six

cases considered here comprise all possibilities if one concentrates on modulations in

one or two directions and first and second order Bragg peaks only.

To implement the substrates into the formalism of harmonic lattice dynamics, we

expand (4.33) in a Taylor-series around the lattice sites Rn,

U(u) =
U0|K|2

2
(K̂u)2 + O

(
(K̂u)3

)
. (4.36)
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Figure 4.3. Reciprocal lattice (black spots) and first BZ (gray solid line) of
a 2D hexagonal crystal (see Figure 4.1B). The crystal is subjected to commen-
surate periodic substrate potentials with modulations in different directions
(dashed lines). The path enclosing the irreducible section of the first BZ is
plotted as black solid line. The numbers label the sections of this path along
which the band structure is determined.

For small displacements |u| � a, we can neglect the terms of order higher than two.

Hence, the substrate potentials for the six cases (4.35) become

Vext =
1

2

∑
n

(
U1

0 |K1|2(K̂1un)2 + U2
0 |K2|2(K̂2un)2

)
=

1

2

∑
n,n′,α,β

unαδnn′

(
U1

0 |K1|2K̂1αK̂1β + U2
0 |K2|2K̂2αK̂2β

)
un′β. (4.37)

Use of (4.21) allows expression of Vext in Fourier-space,

Vext =
1

2

∑
m,α,β

ũmαD̃
(ext)
mαβũmβ, (4.38)

with the dynamical matrix

D̃
(ext)
mαβ = U1

0 |K1|2K̂1αK̂1β + U2
0 |K2|2K̂2αK̂2β. (4.39)

In conclusion, the substrate leads to an additional dynamical matrix which is added to

the dynamical matrix D̃mαβ of the free crystal (4.29). The total dynamical matrix of
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the system can now be written as

D̃
(tot)
mαβ = D̃mαβ + D̃

(ext)
mαβ (4.40)

and the eigenvalues λmj of D̃mj yield the phonon band structure.

In our studies, we considered charge-stabilized colloidal particles interacting via a

Yukawa-like pair potential (2.10). Here, the parameters (4.28) take the form

p1(r) = −Φ(r)

r2
(κr + 1),

p2(r) =
Φ(r)

r2

(
(κr)2 + 3κr + 3

)
. (4.41)

Since κa ≈ 15 typically, we can neglect p1 compared to p2. In addition, it is sufficient

to sum over the first nearest-neighbor shell because of the short-ranged nature of Φ(r),

i.e., Φ(r) ≈ 0 for r > a. Hence, the total dynamical matrix simplifies to

D̃
(tot)
mαβ

k0

= 2
3∑

ν=1

êναêνβ

(
1− cos(aqmêν)

)
+

k1

k0

K1αK1β +
k2

k0

K2αK2β, (4.42)

where we have introduced the spring constants

k0 = p2(a), k1 = U1
0 |K1|2, k2 = U2

0 |K2|2, (4.43)

and the three vectors

ê1 = êy, ê2 =

√
3

2
êx +

1

2
êy, ê3 =

√
3

2
êx −

1

2
êy. (4.44)

4.4. Experimental approach

We experimentally generated our substrate potentials by interfering laser beams ac-

cording to the basic techniques outlined in Section 3.1. Four laser beams were arranged

at positions (see (3.9) and Figure 3.7),

X1 =
s1

2
ê2, X2 = −s1

2
ê2,

X3 =
s2

2
ê1, X4 = −s2

2
ê1. (4.45)

The corresponding wave vectors in the sample plane are

K ′
1 =

πs1

λf
êx, K ′

2 = −πs1

λf
êx

K ′
3 =

πs2

λf
êy, K ′

4 = −πs2

λf
êy. (4.46)

With this, we created light-induced substrates of the form (4.33) and realized case e in

(4.35),

U1(r) = U1
0

(
1− cos(K1r)

)
, K1 = 2K ′

1, (4.47)

U2(r) = U2
0

(
1− cos(K2r)

)
, K2 = 2K ′

3. (4.48)
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By now inserting K1 and K2 from (4.35) (case e) it follows that

U1(x) = U1
0

(
1− cos

(
2π

d1

x
))

, d1 =
2π

|K1|
=

√
3

2
a, (4.49)

U2(y) = U2
0

(
1− cos

(
2π

d2

y
))

, d2 =
2π

|K4|
=

a

2
, (4.50)

with d1 and d2 the corresponding periodicity. Figure 4.4A and B illustrate U1(x) (case

a) and both U1(x) and U2(y) (case e). Because K1 = 2K ′
1 and K2 = 2K ′

3 we are able

to determine the required distances between the laser beams,

s1 =
λf

d1

=
2λf√

3a
, s2 =

λf

d2

=
2λf

a
. (4.51)

To avoid interference between the two light-induced substrates, we generate them by

means of two YV4O-lasers (λ = 532nm). The lasers creating U1(r) and U2(r) emitted

powers up to 5.5W and 2.2W , respectively.

Figure 4.4. Sketch of the substrates used in the experimental studies. The
colloidal crystal is indicated by red spots. A) Substrate corresponding to case
a in Figure 4.3 and (4.35). B) Substrate corresponding to case e in Figure 4.3
and (4.35).

Our colloidal suspension consisted of polystyrene spheres of diameter σ = 2.4µm

suspended in water. The particles were injected into the sample (type I, see Section

3.5) via a deionization circuit (see Section 3.6) and we prepared a spontaneous crystal

by means of the scanned optical tweezers (see Section 3.4). We then determined the

mean particle distance a and adjusted the distance between the laser beams s1 and s2

according to (4.51). Typically, a ≈ 5µm and hence, s1 ≈ 1.2cm and s2 ≈ 2cm.

For a single set of parameters (k0, k1/k0, k2/k0) we recorded up to 5.000 images at

a frequency of 2Hz. From these, we took a section of hexagonal shape according to

(4.5) and obtained a set of N trajectories rn(t) and their corresponding displacements

un(t) = rn(t)−Rn. Finally, we evaluate the dynamical matrix according to (4.32) and

calculate its eigenvalues λmj. It must be mentioned that an accurate determination of

the lattice cites Rn is non trivial due to fundamental physical and technical reasons,

covered in detail in Section 4.9. Here, we discuss the current state of the art which is to

determine Rn by means of temporal averaging. Let T and ∆t < T be the total period
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of a single measurement and a time-window, respectively. We then define Rn(t) as

Rn(t) :=
1

∆t

∫ t+∆t/2

t−∆t/2
dt′rn(t′), (4.52)

and hence,

un(t) = rn(t)−Rn(t) for t ∈ [∆t/2, T −∆t/2]. (4.53)

(4.52) is equivalent to a smoothing of the trajectories rn(t); typically, we used 60

frames, i.e., ∆t = 30s. To determine ∆t we checked if the displacements un(t) are

distributed symmetrically around the lattice sites and ∆t is increased if the distribution

is asymmetric. With this, we intent to account for asymmetric temporal drifts and, at

the same time, not to cut phonon frequencies as accurately as possible.

4.5. Theoretical and experimental results

First, we chose an arbitrary set of parameters (k1/k0 = k2/k0 = 4) and determined

the eigenvalues of the dynamical matrix by evaluating (4.42) for all the six cases in

(4.35). For simplicity, we will not explicitly refer to the allowed phonon modes by the

index m in the following. We just use q, Q and λ where the latter will be termed the

bands. The results of our calculations are shown in Figure 4.5 where λ is plotted along

the path around the irreducible section of the first BZ. Those paths are displayed for

each case in Figure 4.3 which also provides the numbering of the path sections. First

of all, at least one of the two bands is considerably shifted upwards for all the six cases

a-f. To highlight this, we also plotted the bands of the free crystal as gray dashed lines.

The shift of the bands is expected because bands which have a polarization vector Q

not perpendicular to K1 or K2 are affected by the corresponding substrate U1(r) or

U2(r). As an intuitive picture, one can think about the crystal particles moving parallel

or perpendicular to the potential troughs. Of course, the motion is not affected in the

former case and becomes smaller in the latter. This also explains why the asymmetry

in the shift of the two bands decreases from case c to e since the angle between K1

and K2 becomes larger. The asymmetry is the same for case d and f because the angle

between K1 and K2 is identical. In addition to vertical shifts, the substrate potentials

also alter the shape of the bands along certain sections of the irreducible paths. For

instance, there are several sections where one of the bands is completely truncated

(section 7 in case a and c, sections 2 and 6 in case f). The modification of the band

shape cannot be explained intuitively. From a theoretical point of view, band-shape

modification occurs if the band polarizations Q do not point parallel or perpendicular

to K1 and K2. Consequently, at least one of the substrate potentials manipulates both

bands simultaneously. The symmetry of the band-structure in case c with respect to

the path sections 4− 1 and 5− 8 arises because k1 = k2. It vanishes if k1 6= k2. In this
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respect, case e is particulary interesting. Here, the 6-fold symmetry of the free crystal

is broken down to a 2-fold one if k1 6= k2 6= 0, but it can be restored if k1 = k2.

Figure 4.5. Band structure (black solid lines) along the the paths around
the irreducible sections for the cases a-f. The paths and the numbering of
their sections are provided by Figure 4.3. To stress the influence of substrate
potentials on the band structure, the band structure of a free crystal is also
provided as gray dashed lines. The spring constants of the substrate potentials
were chosen as k1/k0 = k2/k0 = 4.

To verify the theoretical results we now focus on the cases a and e which were studied

experimentally and, to discuss the behavior of the band structure, introduce the phonon-

spectrum defined as

G(λ) =
1

2N

∑
m,j

δ(λ− λmj), (4.54)

where ∫ ∞

0
dλG(λ) = 1. (4.55)

According to (4.55), G(λ) can be interpreted as the fraction of eigenvalues of the dy-

namical matrix to be found in the interval [λ, λ + dλ]. In Figure 4.6A, the phonon

band structure and the phonon spectrum of a free crystal are shown. We observe two
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Figure 4.6. Case a A)-C) and case e A)-F). Band structures (left graph)
and band spectrum (right graph) for different combinations (k1/k0, k2/k0). A)
(0, 0), B) (2, 0), C) (4, 0), D) (4, 2), E) (4, 4) and F) (4, 6). The path around
the irreducible section of the first BZ is indicated by the vertical gray lines
and the numbers (see Figure 4.3). In A) and C), the singularities are indicated
by the arrows and the symbols S and J refer to singularities associated with
saddle-points (S), minima (J) and maxima (J).

singularities that can be fitted to a logarithmic expression ln |λ−λc|. These logarithmic

singularities correspond to the saddle-points of the band-structure λ and are denoted

by S1 and Su. In addition, the spectrum exhibits two jump-singularities (J0 and J2)

which arise from the minima and maxima of the band structure. Upon increasing k1

(Figure 4.6B and C), we observe one band to be shifted and to flatten as shown in

Figure 4.5. Here, we also find a strong modification of the phonon spectrum. The

logarithmic singularity S1 splits into two singularities S1
1 and S2

1 (Figure 4.6C); the

separation between them increases with k1. In addition, the spectrum exhibits a new

jump-singularity J1. In Figure 4.6D and E, k2 increases in two steps matching finally k1

in Figure 4.6E. Here, we observe the free crystal’s bands and spectrum to be restored.
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The bands and spectrums shown in Figure 4.6D and E are identical with those depicted

in Figure B and A, respectively and are just shifted by a constant value with respect

to each other. In Figure 4.6F, k2 is finally larger than k1. Here, the bands and the

spectrum are considerably deformed again. The modification greatly differs from the

case where k1 > k2.

In our experimental studies, we first focused on case a and created a system according

to Figure 4.4A and (4.49). The band structures λ evaluated from the recorded trajec-

tories r(t) are shown as symbols in Figure 4.7 for the free crystal (Figure A) and two

different laser powers P = 1.2W (Figure B) and P = 2.75W (Figure C) correspond-

ing to the spring constants k1 = k0 and k1 = 2.5k0, respectively. Note that the spring

constant k1 is proportional to P (see Figure 3.2 and Section 3.1.1). The graphs also con-

tain bands which were calculated numerically; we performed cross-checks of the fitted

parameters k0 and k1 with the values calculated on the basis of the calibration measure-

ments described in Section 3.1.3 and we observed deviations of approximately 10% [43].

Hence, our experimental results confirm our theoretical observations which means that

we can access the entire spectrum of theoretical scenarios in experiments. In principle,

P can be further increased through the use of a high-power laser; for instance, there

are Nd:YVO4-lasers available which allow light emission with P = 18W . As a second

step, we experimentally realized case e (see Figure 4.4B, (4.49) and (4.50)). The meas-

ured band structures and spectra are depicted in Figure 4.8A-D for (k1, k2) = (0, 0),

(1.4k0, 0.2k0), (1.5k0, 1.5k0) and (0.5k0, 1.5k0), respectively. Again, we find the expe-

rimental data to agree well with theoretical predictions. Unfortunately, the measured

spectra suffer from large statistical noise. Nevertheless, they qualitatively follow the

theoretical curves though there is still room for improvement when developing further

the determination of the lattice sites (4.52). We will discuss this in Section 4.8. To

Figure 4.7. Case a: band-structure determined experimentally (symbols).
For comparison, theoretical curves are displayed as well. The vertical gray
lines and the numbers represent the irreducible path (see Figure 4.3). A) Laser
power, corresponding spring constant: P = 0W , k1/k1 = 0 (free crystal), B)
P = 1.2W , k1/k0 = 1 and C) P = 2.75W , k1/k0 = 2.5.
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Figure 4.8. Case e: band-structure λ (left column) and spectrum G(λ) (right
column) determined experimentally for different laser powers (symbols). A)
(P1, P2) = (0W, 0W ), B) (3W, 0.5W ), C) (2W, 1.5W ) and D) (0.5W, 1.5W ).
The corresponding spring constants are A) (k1/k0, k2/k0) = (0, 0), B) (1.4, 0.2),
C) (1.5, 1.5) and D) (0.5, 1.5). The spring constants are represented by numer-
ical curves plotted as black solid lines.

highlight the symmetry-breaking caused by the substrate, we plotted 2D contour graphs

of the band-structure for case e (see Figure 4.9). The upper row depicts the lower (left
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Figure 4.9. Case e: Contour plots of the 2D band-structure in the first BZ.
In Figure A-D, the left (right) column refers to the lower (upper) band, and
the upper (lower) row corresponds to measured (calculated) data. The color
code contains 8 steps from zero to the maximum value of λ: dark blue, blue,
light-blue, light-green, green, yellow, orange, red. The parameters are A)
(k1/k0, k2/k0) = (0, 0), B) (1.4, 0.2), C) (1.5, 1.5) and D) (0.5, 1.5) (see Figure
4.8). In Figure A and B, the logarithmic and jump singularities are indicated
(see Figure 4.6).

plot) and upper band (right plot) determined experimentally and the lower row shows

the corresponding theoretical bands. This visualization clearly reveals the reduction of

the 6-fold symmetry of the free crystal (Figure A) to a 2-fold one in Figure B where
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k1 > k2. In Figure C where k1 = k2 the intrinsic 6-fold symmetry is restored and finally

broken again in Figure D (k1 < k2).

4.6. Relevance of the results for atomic crystals

We now discuss the repercussions of our results on atomic crystals. Recall that

phonons propagate and oscillate in atomic crystals (see box on page 47); we can there-

fore discuss in terms of the phonon-dispersion relation ωmj =
√

λmj/M . In the follow-

ing, we write ωmj as ωj(q) and, for a single j, ωj(q) will be referred to as a branch of

the phonon-dispersion relation.

First, we focus on the shift of branches caused by a substrate potential. The shift

gives rise to ωj(q) > 0 for q = 0. According to the terminology of solid state physics, a

substrate can therefore transfer an acoustical branch into an optical one; here all parti-

cles are oscillating similarly for q = 0. This collective oscillation leads to a macroscopic

oscillating dipole moment provided that the interaction between the crystal and the sub-

strate leads to an electrical polarization of the particles. Consequently, the intrinsically

free crystal is enabled by the substrate to absorb electromagnetic radiation.

In addition to a shift of branches, we also verified that branches can be deformed by

the substrate. This is reflected in a change of the gradient ∇qωj(q) which is the group

velocity vj(q) of phonons with wave vectors in a range [q, q + dq],

vj(q) = ∇q′ω(q′)
∣∣∣
q′=q

. (4.56)

In other words, the group velocity can be tuned by the substrate – in flat branch sec-

tions the group velocity even vanishes, vj(q) = 0. As we have demonstrated, this can

be achieved by substrate potentials of certain geometry and orientation (for instance,

section 7 (2) of the irreducible path for the cases a and e (f), see Figure 4.5). The possi-

bility of tuning the phonon group velocity influences an important thermal property of

condensed matter, namely the heat conductivity. The density of heat flux Q is defined

as

Q = −λ∇rT (4.57)

with λ the coefficient of heat conductivity. For small temperature gradients ∇rT , the

phononic contribution to (4.57) becomes

Q =
1

V

∑
q,j

kBT

2
vj(q) (4.58)

with V the volume of the solid and kBT/2 the energy that is transported by a single

phonon in the classical regime. Of course, there is no heat transport in thermal equi-

librium because of vj(q) = −vj(−q); however, in the presence of small temperature

gradients, the heat kBT/2 transported by a single phonon is slightly smaller in the di-

rection of the gradient than in the opposite direction. In conclusion, the heat transport
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of a solid can be raised or lowered if the group velocity is increased or decreased by

means of a substrate potential.

The heat conductivity Q is a non-equilibrium quantity. In the following, we explore

the idea if equilibrium properties, such as the specific heat, can be influenced by a

substrate as well. It is well known that the specific heat CV (T ) is the first derivative

of the internal energy U(T ) with respect to the temperature,

CV =
∂

∂T
U(T ) (4.59)

with

U(T ) =
∫ ∞

0
dωZ(ω)ε(ω, T )dω. (4.60)

Z(ω) denotes the phonon spectrum in terms of ω and is defined analogously to G(λ)

(4.54),

Z(ω) :=
∑
q,j

δ
(
ω − ω(q)

)
,

∫ ∞

0
dωZ(ω) = 2N. (4.61)

ε(ω, T ) is the energy of a phonon with frequency ω. In the classical regime, each phonon

mode has an average thermal energy ε(ω, T ) = kBT/2 according to the equipartition

theorem. Hence,

U(T ) =
∫ ∞

0
dωZ(ω)

kBT

2
=⇒ CV =

f

2
NkB, (4.62)

whereas f = 2 refers to the number of degrees of freedom. Clearly, we obtain a result

well known for the ideal gas and which depends only on the number of particles times

f . Therefore, we cannot vary the specific heat by means of a substrate. Intuitively,

we can interpret this result as follows: the oscillation amplitude u of the particles is

decreased by a substrate which leads to an increase of the oscillation frequency ω; the

energy Mω2u2/2 is therefore kept constant at kBT/2. As a consequence, the internal

energy is not changed.

Of course, the classical description of solids is an approximate one and an accu-

rate discussion can only be given with quantum mechanics. As can be shown, the

phonon-dispersion relation ωj(q) is not changed when going from the classical to the

quantum mechanical regime by means of second quantization [67]. However, phonons

are no longer classical harmonic oscillators with each having the average energy kBT/2;

instead, phonons now represent non-interacting quantum-mechanical oscillators which

have quantized energies ~ω. In thermal equilibrium, the number of phonons n with an

energy ~ω is governed by Bose statistics

n =
1

exp
(

~ω
kBT

)
− 1

. (4.63)
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Consequently, the energy ε(ω, T ) of a mode ω is now given by

ε(ω, T ) = ~ω

1

2
+

1

exp
(

~ω
kBT

)
− 1

, (4.64)

where we have added the vacuum energy ~ω/2 of the harmonic oscillator. Concerning

the internal energy and the specific heat (4.60), the situation becomes significantly

different compared to the classical regime. ε(ω, T ) now depends on ω and thus, the

specific heat can be modified by substrates. In general, a completely new aspect is

uncovered in the quantum mechanical regime. A substrate potential allows one to

freeze out phonon modes ω because the number of phonons occupying the modes ω can

be varied according to (4.63).

As a final remark, we mention that there are additional interesting properties of solids

to discuss here, including thermal expansion and elasticity. In both cases the lattice

sites are displaced themselves which leads to a mismatch between the crystal and the

underlying substrate of fixed geometry; the discussion of thermal expansion or elasticity

would therefore go beyond the scope of our studies presented here.

4.7. Summary and conclusions

We numerically and experimentally studied the influence of commensurate substrates

on the phonon-band structure of 2D crystals. The numerical studies were based on the

harmonic approximation of the total energy from which we determined the phonon-

band structure. We considered different substrates with modulations in one and two

directions. In our experimental approach, we prepared a 2D crystal which consisted of

charge-stabilized colloidal particles subjected to a light-induced substrate potential cre-

ated by interfering laser-beams. From the recorded particle trajectories we determined

the phonon-band structure.

Our theoretical results clearly reveal that, depending on the substrate, at least one

branch of the band structure could be shifted and deformed. In addition, the calculated

2D band structures demonstrate how the intrinsic six-fold symmetry of the free crystal

dispersion relation is reduced to the two-fold symmetry of the substrate. The measured

band structures clearly verify the theoretical results. This shows that phonon-band

structures (and thus phonon-dispersion relations) can indeed be tuned by substrate

potentials.

In addition, we have discussed the repercussions of our results on atomic crystals.

First, the shift of bands transfers acoustical into optical modes; solids are therefore

enabled to absorb electromagnetic radiation depending on the nature of the particle-

substrate interaction. Second, the deformation of bands leads to a change of the group

velocity which affects the heat conductivity. In contrast, the specific heat cannot be
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influenced by a substrate classically but instead can be tuned in the quantum mechanical

regime.

Future research will focus on 3D calculations to explore whether incorporation of

additional springs into bulk solids allows creation of phononic band gaps, i.e. phononic

crystals [62]. The experimental challenge is to discover or to design solid materials where

an anisotropic particle interaction allows realization of the model substrates considered

in our theoretical studies.

A topic left unstudied relates to phonon dynamics, i.e. the temporal evolution of

phonons. So far, we have performed theoretical work which is presented and discussed

separately in the Appendix 4.8. Our experimental work focuses on an improved deter-

mination of lattice sites. This is necessary for the investigation of phonon dynamics

and is discussed in the Appendix 4.9.

4.8. Appendix: phonon dynamics

Our studies on phonon-dynamics are based on the Langevin equation

M
∂2

∂t2
unα(t) = −γ

∂

∂t
unα(t)− ∂

∂unα(t)
V (u(t)) + fnα(t), (4.65)

with M the mass of a particle, γ the coefficient of friction, n = (n1, n2) according to

(4.5) and α ∈ {x, y}1. The fnα(t) are white noise,

〈fnα(t)〉 = 0, 〈fnα(t)fn′α′(t + τ)〉 = εδnn′δαα′δ(τ), (4.66)

where ε denotes a constant determined later and 〈. . . 〉 refers to the ensemble average.

In the following, we consider colloidal particles whose motion is overdamped [66]; the

inertia term on the left hand side of (4.66) can therefore be neglected. Using (4.8) it

follows that

γ
∂

∂t
unα(t)− fnα(t) +

∑
n′,β

Φnn′αβun′β(t), (4.67)

To evaluate the Fourier transform of (4.67), we introduce the counterpart of unα(t) (see

(4.18) and (4.24)),

fnα(t) =
1√
N

∑
m,j

Fmj(t)emjα exp(iqmRn). (4.68)

Using the fundamental properties of eigenvectors,∑
α

e∗mjαemj′α = δjj′ ,
∑
j

e∗mjαemjα′ = δαα′ , (4.69)

and (4.21), it can be shown that

〈Fmj(t)〉 = 0, 〈Fmj(t)Fm′j′(t + τ)〉 = εδ(τ)δmm′δjj′ . (4.70)

1A more simplified dynamical description of colloidal crystals is given in [68].
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We can now determine the Fourier transform of (4.67),

∑
m,j

{γ
∂

∂t
Qmj(t)− Fmj(t)

}
emjα exp(iqmRn)

+Qmj(t)
∑
β

emjβ

∑
n′

Φnn′αβ exp(iqmRn′)

 = 0. (4.71)

Inserting the eigenvalue equation (4.23) and 1 = exp(iqmRn) exp(−iqmRn) we find

∑
m,j

{
γ

∂

∂t
Qmj(t)− Fmj(t) + λmjQmj(t)

}
emjα exp(iqmRn) = 0. (4.72)

From this relation we conclude that

γ
∂

∂t
Qmj(t)− Fmj(t) + λmjQmj(t) = 0 (4.73)

because the emj and exp(iqmRn) form a complete set of basic vectors and functions.

The Langevin equation in the (mj)-representation (4.73) has the formal solution,

Qmj(t) = Q
(0)
mj exp

(
− λmj

γ
t

)

+
1

γ
exp

(
− λmj

γ
t

)∫ t

0
dt′ exp

(
λmj

γ
t′
)
Fmj(t

′). (4.74)

Using this solution and (4.70) we can calculate the phonon autocorrelation function,

〈Qmj(t + τ)Q∗
mj(t)〉 =

〈{
|Q(0)

mj|2 −
ε

2λmjγ

}
exp

(
− λmj

γ
(2t + τ)

)

+
ε

2λmjγ
exp

(
− λmj

γ
τ

)〉
. (4.75)

Applying the equipartition theorem for τ = 0 and t →∞ allows evaluation of ε,

ε = 2γkBT. (4.76)

In thermal equilibrium, the ergodic hypothesis states that the ensemble average equals

the temporal one, 〈. . . 〉 ↔ limT→∞ T−1
∫ T
0 dt. Hence, it follows that

〈Qmj(t + τ)Q∗
mj(t)〉 =

kBT

λmj

exp

(
− τ

Tmj

)
(4.77)

with Tmj the decay time of the phonon Qmj(t),

Tmj =
γ

λmj

. (4.78)

Accordingly, the phonons Qmj(t) decay with a characteristic time Tmj inversely propor-

tional to the corresponding eigenvalues λmj. Equation (4.78) constitutes the phonon-

dispersion relation in the overdamped limit [68] relating decay times to wave vectors.
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In the overdamped limit, the particles do not oscillate and hence, the frequencies ωmj

are not defined.

The phonon autocorrelation functions (4.77) can be related to the mean-square dis-

placement (MSD),

δMSD(τ) =
1

N

∑
n

〈|rn(t + τ)− rn(t)|2〉

=
1

N

∑
n

〈|un(t + τ)− un(t)|2〉

= 2(c(0)− c(τ)) (4.79)

with

c(τ) :=
1

N

∑
n,α

〈unα(t + τ)unα(t)〉

=
1

N

∑
m,j

〈Qmj(t + τ)Qmj(t)〉. (4.80)

Using the result (4.77) and the phonon spectrum (4.54) it follows that

c(τ) =
1

N

∑
m,j

kBT

λmj

exp

(
− λmj

γ
τ

)

= 2
∫

dλ
1

2N

∑
mj

δ(λ− λmj)
kBT

λ
exp

(
− λ

γ
τ

)

= 2
∫

dλkBT
G(λ)

λ
exp

(
− λ

γ
τ

)
. (4.81)

Consequently, c(τ) can be understood as the Laplace transform of G(λ)/λ. Expressing

(4.81) in reduced quantities, τ ′ = τk0/γ and λ′ = λ/k0, yields

k0c(τ
′)

kBT
= 2

∫
dλ′

G(λ′)

λ′
exp(−λ′τ ′). (4.82)

We evaluated the mean-square displacement δMSD(τ) according to (4.82) for case

e (see Figure 4.3). The parameters of the substrate potential (k1/k0, k2/k0) were

chosen the same as in Figure 4.6. As shown in Figure 4.10A the MSD increases

slower, the stronger the substrate. In addition, we observe a logarithmic divergence

for case a to c where only one substrate (k1) is present; in contrast, the MSD satu-

rates if a 2D substrate is present (case d-f). The spectra shown in Figure 4.6 reveal

that limλ′→0 G(λ′) > 0 in the last and limλ′→0 G(λ′) = 0 in the first three cases.

According to (4.82) the latter must lead to a logarithmic divergence of the MSD,

δMSD(∞) := limτ ′→∞ δ(τ ′) = limτ ′→0 c(τ ′) → ∞. In addition, we have studied the

dependence of δMSD(∞) on the strength k1 (k2 = 4k0 fixed) of the substrate potential

for the six cases defined in Figure 4.3. The results are presented in Figure 4.10B. Clearly,
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Figure 4.10. A) Mean-square displacement (MSD) δMSD(τ) for the six cases
considered in Figure 4.6A-F. B) Limit of the MSD δMSD(τ) for τ →∞ versus
strength k1 of the substrate potential. Here, the six cases are specified in
Figure 4.3A-F. In the cases c-f, k2 is set to 4k0. Figure C shows for case a and
e in Figure 4.3 the dependence of δMSD(∞) on the bin size dλ of the phonon
spectrum G(λ). Four bin sizes were considered for each case (see plot legend

for details).

δMSD(∞) decreases with increasing strength k1. This simply reflects that particle diffu-

sion is increasingly hindered by the substrate; therefore, δMSD(∞) drops considerably if

the second potential is present. For k1/k0 → 0, δMSD(∞) again diverges if only a single
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substrate k1 is present. A second substrate k2 is required to shift the jump singularity

of G(λ′) away from λ′ = 0.

The logarithmic divergence of δMSD(τ) arises from the well-known effect [69–71] that

long-wavelength fluctuations in 2D crystals lead to instability. As a consequence of

this, 2D crystals exhibit no true long-range order, but rather a quasi-long range order

characterized by an algebraic decay of the translational correlation function [72]. As

has already been mentioned, Figure 4.10, in essence, demonstrates that a substrate

with modulations in two directions is required to cure the instability because, in this

case, only the substrate can shift the jump-singularity of G(λ′) away from λ′ = 0. It is

also important to mention that k1 and k2 are not required to exceed a threshold value

to achieve limλ′→0 G(λ′) = 0. It is sufficient to demand k1 > 0 and k2 > 0 to keep

δMSD(∞) on a finite value.

We close this discussion on phonon dynamics with a remark about the dimensionality.

In contrast to their 2D counterpart, 3D crystals do not suffer from instabilities. Our

studies are not restricted to 2D and can be extended to 3D straightforwardly. Therefore,

it does not become immediately clear where the difference between 2D and 3D arises.

We recall the expression (4.81) and take the limit N → ∞, N−1∑
m → V/(2π)d

∫
dqd

with V the volume of the elementary cell of the crystal (for instance, V =
√

(3)/2a2 in

the case of a 2D hexagonal crystal) and d the dimensionality,

c(τ) =
V

(2π)d

∑
j

∫
1.BZ

dq3 kBT

λj(q)
exp

(
− λj(q)

γ
τ

)
. (4.83)

It can be shown that in 2D and 3D λ(q) ∝ |q|2 for q → 0. In 3D the volume of the

reciprocal space, or the number of states q, grows with q2 while in 2D the volume only

increases linearly with q. Hence, the singularity limq→0(λ(q))−1 → ∞ is integrable in

3D while this is not true in 2D. Intuitively, one might therefore think the singularity

at q = 0 to be less pronounced because the central point q = 0 is surrounded by a

significantly higher number of finite states in 3D than in 2D. We can translate this idea

to configurational space where the lattice sites are not stable in 2D because there is a

lack of stabilizing neighboring sites.

4.9. Appendix: Measurement of lattice sites

So far, we have not been able to study phonon dynamics in experiments because

of the determination of the lattice sites Rn which is currently performed by temporal

averaging according to (4.52). This temporal averaging is required due to the instability

of 2D crystals (see Figure 4.10, logarithmic divergence of δMSD(τ)). In addition, an

inhomogeneous temporal motion of the lattice sites is inevitably present in experiments,

arising from drift of the translation stages and optical mounts used in the experimental

setup. Hence, the measured lattice sites are time-dependent. We can correct for the
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drift with a set of sites fluctuating around a constant value, Rn(t) = Rn + ∆R(t). As

such, ∆R(t) depends on the time window ∆t chosen to perform temporal averaging.

∆R(t) is identical for all sites because the drift of the experimental setup similarly

affects all the particles. As a consequence, the Fourier transform of the displacement

(4.17) exhibits a time dependence in the exponential,

ũmα(t) =
1√
N

exp
(
iqm∆R(t)

)∑
n

(
unα(t)−∆Rα(t)

)
exp

(
− iqmRn

)
(4.84)

with unα(t) the true value of the displacement. Hence, the dynamical matrix determined

according to (4.32) becomes

D̃mαβ = 〈ũ∗mα(t)ũmβ(t)〉t
−δm0

{
〈∆Rα(t)ũmβ(t) + ũ∗mα(t)∆Rβ(t) + N∆Rα(t)∆Rβ(t)〉t

}
, (4.85)

where we used (4.20). Of course, (4.85) is an approximation because the number of

lattice sites N considered in the experiments is finite. However, we see that only in the

case of q = 0 is the dynamical matrix considerably affected by the drift ∆R(t). Indeed,

the dynamical matrices we evaluated from measured trajectories were not sensitive to

the choice of the time window ∆t and hence ∆R(t).

Unfortunately, the studies on phonon dynamics do not behave insensitively. The

reason is that the phase factor exp(iqm∆R(t)) does not cancel when calculating the

phonon autocorrelation function (4.77),

〈Qmj(t + τ)Q∗
mj(t)〉

≈
〈

exp
(
iqm[∆R(t)−∆R(t + τ)]

)
e∗j ũm(t + τ)ũ∗m(t)ej

〉
t
. (4.86)

As a result, we must improve the determination of the lattice sites. To do so, we have

written a computer program which fits polynomials to the trajectories,

P n(t) =
p∑

i=0

ait
i. (4.87)

This approach does not depend on a time window ∆t. In terms of P n(t), we define the

constant lattice site and the displacement as

Rn := Pn(0) and un(t) := rn(t)− Pn(t), (4.88)

respectively. The degree of the polynomial p is increased until the histogram of the

displacements Hα(uα) (α = x, y) becomes symmetric around the lattice sites. We check

for the symmetry of Hα by fitting Gaussians,

Hα(uα) = A exp

(
− u2

α

w2

)
, A, w = const. (4.89)

Using this procedure, we intent to account for asymmetric, inhomogeneous drifts as

accurately as possible and, at the same time, to lose less information about lattice
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vibrations. For very asymmetric and inhomogeneous drifts we intend to apply the

fitting procedure piecewise, and we cut the trajectories into temporal sections.



5
Structural crossover in binary hard sphere

mixtures

Abstract
Using confocal microscopy we investigate the structure of binary mixtures of
colloidal hard spheres with size ratio q = 0.61. As a function of the packing
fraction of the two particle species, we observe a marked change of the domi-
nant wavelength in the pair correlation function. This behavior is in excellent
agreement with a recently predicted structural crossover in such mixtures. In
addition, the repercussions of structural crossover on the real-space structure
of a binary fluid are analyzed. We suggest a relation between crossover and
the lateral extension of networks containing only equally-sized particles that
are connected by nearest neighbor bonds. This is supported by Monte-Carlo
simulations which are performed at different packing fractions and size ratios.

69
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5.1. Introduction

Most systems in nature and technology are mixtures of differently-sized particles.

Each distinct particle size introduces another length scale giving rise to an exceedingly

rich phenomenology in comparison with single-component systems. Even the simplest

conceivable multi-component system, a binary mixture of hard spheres, exhibits inter-

esting and complex behavior. Just a few examples include entropy-driven formation of

binary crystals [73–75], frustrated crystal growth [19], the Brazil nut effect [76], glass-

formation [77, 78] and entropic selectivity in external fields [79]. Although interaction

potentials in atomic systems are more complex than those of hard spheres, the princi-

ple of volume exclusion is ubiquitous and thus always dominates the short-range order

in liquids [80]. Accordingly, hard spheres form one of the most important and suc-

cessful model systems in describing fundamental properties of fluids and solids. It has

been demonstrated that many of their features can be directly transferred to atomic

systems where fundamental mechanisms are often obstructed by additional material

specific effects [81]. Binary hard sphere systems are fully characterized by their size

ratio q = σs/σb with σi the diameters of the small (s) and big (b) spheres and the small

and big sphere particle number Ns, Nb, respectively.

A central measure of structure in fluids are the pair correlation functions hij(r),

which describes the probability of finding a particle of size i at a distance r from an-

other particle of size j. It is has been shown that all pair-correlation functions in any

fluid mixture with short-ranged interactions (not just hard spheres) exhibit the same

type of asymptotic decay, which can be either a purely (monotonic) exponential or

an exponentially-damped oscillatory - see [82] and references therein. This prediction,

which is valid in all dimensions, suggests that all pair-correlation functions decay with a

common wavelength and decay length in the asymptotic limit. For binary hard-sphere

mixtures where Nb � Ns or Nb � Ns, this is rather obvious since the system is domi-

nated by either big or small particles. The pair-correlation functions will asymptotically

oscillate with a wavelength determined either by σb (Nb � Ns) or σs (Nb � Ns). Rather

surprising is that the above statement is also valid for all other combinations of Ns and

Nb where the system is not dominated by particles of a single size [82,83]. Accordingly,

in the asymptotic limit, the (Ns, Nb)-phase diagram is divided by a sharp crossover line

where the decay lengths of the contributions to hij(r) with the two wavelengths become

identical. Below and above this line, however, the pair-correlation function is either

determined by the diameter of the small spheres or that of the big spheres1.

1For very asymmetric size ratios, i.e., q < 0.3, there can be additional regions in which oscillations at
intermediate wavelength can be observed.
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Despite the generic character of structural crossover and the close relationship be-

tween structural and mechanical properties, this effect has not been observed in exper-

iments as the asymptotic limit is difficult to reach in scattering experiments on atomic

and molecular liquids. Recent calculations however suggest that structural crossover

is already detectable at relatively small distances [83]. Because colloidal particles are

directly accessible in real space, such systems provide an opportunity to explore the

structure of binary fluids and to investigate structural crossover experimentally.

This chapter is organized as follows: After briefly summarizing the methods and

results of theoretical research on structural crossover in Section 5.2 we present our

experimental approach, data analysis and results in Section 5.3 and Section 5.4. Sub-

sequently, we introduce a connectivity analysis in Section 5.5 to find out what are the

repercussions of structural crossover on the real-space structure of a binary mixture. In

Section 5.6 we finally apply the connectivity analysis for different q and total packing

fractions η using Monte-Carlo simulation configurational data. Section 5.7 provides the

conclusions and an outlook. The Appendix 5.8 is concerned about the limitations of

our experimental method.

5.2. Theoretical approach

This section provides a brief overview on the theoretical work of Grodon et al. [23,

82,83] who determined the pair correlation functions of binary hard-sphere mixtures by

means of density functional theory (DFT), the Ornstein-Zernike equation and leading-

order asymptotics. A detailed description of DFT for a one-component fluid is given

in [84]. The extension to a mixture is straightforward and the basic idea is as follows: A

classical system of N particles in the grand canonical ensemble is characterized by the

temperature T , the chemical potential µ and the volume V . The classical Hamiltonian

is

HN =
N∑

i=1

p2
i

2m
+ U(r1, . . . , r2) +

N∑
i=1

Vext(ri), (5.1)

where ri and pi are the position and the momentum of particle i, respectively. U is the

potential energy of the interactions between the particles and Vext denotes an external

potential. For this system the density functional

Ω[ρ(r)] = F[ρ(r)] +
∫

drρ(r)
(
Vext(r)− µ

)
(5.2)

can be introduced [84, 85] where F[ρ(r)] denotes the intrinsic Helmholtz free energy

which can be split into a part Fid[ρ(r)] describing the ideal gas and a part Fex[ρ(r)]

including particle interactions. The equilibrium density ρ0(r) minimizes Ω[ρ(r)] which

then equals the system’s grand potential Ω. The subtlety of DFT is that Fex[ρ(r)] is not

known in advance and has to be constructed. An example is the Rosenfeld functional

for the exact one-dimensional functional of hard-rod mixtures [86,87]. Finally, the pair
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correlation function h(r1, r2) is determined by solving the Ornstein-Zernike equation

(2.14) with the pair direct correlation function c(r1, r2) derived from Fex[ρ(r)] [84]:

c(r1, r2) = −β
δ2Fex[ρ(r)]

δρ(r2)δρ(r1)
(5.3)

In the case of a homogeneous and isotropic binary mixture of big and small particles

with respective diameters σb and σs, the Ornstein-Zernike equation (2.15) generalizes

to

hij(r12) = cij(r12) +
∑

λ=B,S

ρλ

∫
dr3ciλ(r13)hλj(r32) (5.4)

with rij = |ri − rj| and ρλ being the density of particle species λ. The first of two im-

portant statements on the hij(r) is part of the general theory of asymptotic decay [88]:

in the asymptotic limit, r → ∞, the pair correlation functions are completely deter-

mined once the pole structure of their Fourier transforms is known. Second, the Fourier

transforms h̃ij(k) of all hij(r) share the same denominator D(k); consequently, all hij(r)

exhibit the same pole structure (D(k) = 0) and thus have a common asymptotic decay.

The Fourier transforms h̃ij(k) can be evaluated via the residue theorem yielding

rhij(r) =
1

2π

∑
n

R
(n)
ij exp

(
ia

(n)
1 r

)
exp

(
− a

(n)
0 r

)
(5.5)

with p(n) = a
(n)
1 + ia

(n)
0 being the coordinates of the poles (D(p(n)) = 0) and R

(n)
ij =

Res(kh̃ij(k))|k=p(n) being the residues. From (5.5) it becomes clear that the pole with

the smallest imaginary part a
(n)
0 determines the behavior of the hij(r) for r → ∞ as

has been stated above. This pole is termed the leading-order pole. In the following the

poles will be denoted as πn.

In addition to DFT calculations, Grodon et al. have determined the hij(r) of a

3D binary hard-sphere mixture with q = 0.5 by solving the Ornstein-Zernike equation

using the Percus-Yevick closure relation (2.17). Instead of the particle number Ni they

used the packing fraction ηi = Niπσ2
i /(4S) with S the system volume to characterize

the mixtures. The packing fraction of the big particles was fixed at ηB = 0.1 and the

packing fraction of the small particles was increased starting at ηs = 0.01. The resulting

pole trajectories in the (a0, a1)-plane are plotted in Figure 5.1A. For the starting value

ηs = 0.01 the imaginary part a
(1)
0 of pole π1 is the smallest and thus, π1 is the leading-

order pole with its real part a
(1)
1 determining the wavelength on which the hij(r)’s

oscillate for r →∞. Upon increasing ηs the trajectories of π1 and π2 move in opposite

directions. Consequently there is a transition (at ηs = 0.126) where the imaginary part

a
(2)
0 becomes smallest and thus π2 becomes the leading-order pole. This is accompanied

by a strong increase of the real part a1 by a factor of approximately q−1 indicated by the

arrow in Figure 5.1A. The consequences of the change of the leading-order pole for the

hij(r) are shown in Figure 5.1B where ln |hbb(r)| is plotted. Note that the wavelength of

hbb(r) is doubled in this representation. Below the transition from π1 to π2 (hbb 1) the
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hbb(r) oscillates on a wavelength slightly larger than the diameter σb of the big particles.

In contrast, the hbb(r)’s wavelength slightly exceeds the small diameter σs above the

transition from π1 to π2 (hbb 3). At the transition (hbb 2), clear interference effects

are visible because in this case both wavelengths contribute equally to the asymptotic

behavior of the hij(r). This sharp change in the leader-order pole and in the asymptotic

oscillatory behavior of the pair correlation function is termed structural crossover. Note

that the crossover behavior is observed for all combinations (i, j) = (b, b), (b, s), (s, b)

and (s, s) since the hij(r) all share the same decay length as mentioned above.

Figure 5.1. A) Imaginary (a0) vs real (a1) part of the poles π1, π2, . . . for a
binary hard-sphere mixture with size ratio q = 0.5 obtained from Percus-Yevick
theory. Rb,s denotes the radius of the big and small particles, respectively.
The packing fraction of the big particles is kept constant at ηb = 0.1 while the
packing fraction of the small particles is raised (open squares) starting from
the value ηs = 0.01 (crosses). The arrow indicates the crossover π1 → π2 at
ηs = 0.126. B) Plots of ln |hbb(r)| for the size ratio q = 0.3 and fixed ηb = 0.15.
Solid lines: DFT calculation based on the Rosenfeld functional. Dashed lines:
Leading-order asymptotics. 1) ηs = 0.15, 2) ηs = 0.2028 (crossover value), 3)
ηs = 0.25. The curves are shifted vertically for clarity. Plots copied from [82].

To find out whether structural crossover can be observed experimentally, Grodon

et al. compared the Ornstein-Zernike results with calculations based on leading-order

asymptotics (5.5). Figure 5.1B depicts the corresponding hbb(r) in logarithmic represen-

tation as solid and dashed lines, respectively. As can be seen the two approaches agree

well for distances down to a couple of particle diameters. Additionally, Monte-Carlo

(MC) simulations were performed which displayed structural crossover at intermediate

distance as well [82, 83]. Structural crossover should be therefore accessible in experi-

ments.
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Figure 5.2. Image of a colloidal hard-sphere mixture recorded with confocal
microscopy in reflection mode. The large (small) green spots correspond to
the big (small) particles. The field of view is 187µm× 187µm.

5.3. Experimental method and data analysis

We use an aqueous binary colloidal mixture of large (σb = 5.2µm) polystyrene and

small (σs = 2.7µm) melamin particles. It must be mentioned that we verified the

Figure 5.3. A) (ηs, ηb)-phase diagram determined from the confocal images.
Experimental data are represented by the open symbols. The solid line is a fit
to the data and corresponds to a total packing fraction of η = 0.735. B) Data
shown in A) sorted into 10 equidistant bins (open symbols) along the linear
fit. The error bars illustrate a bin size of ∆n = 0.04. For convenience bins are
labeled with sample numbers increasing in the direction indicated by the arrow.
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Figure 5.4. Snapshot for each sample number (see Figure 5.3B). The big and
small particles are depicted as large black and small red spots, respectively.

particle diameters and observed deviations from the values provided by the supplying

companies. For our check we prepared a dilute 2D sample of type II (see Section 3.5)

for both the big and the small particles. We then confined two big or two small particles

in a slightly defocused laser beam and determined the smallest distance between them.

Finally we took into account the optical artifact described in Section 7.4 and obtained

σb = 4.8µm and σs = 2.9µm. The size ratio of our binary mixture thus is q = 0.61.

As in the experiments presented in the previous chapters the particles interact via the

screened Coulomb potential (2.10). To achieve an effective hard-sphere interaction we

did not apply the deionization techniques presented in Section 3.5.

The sample cell consisted of a 2ml glass bottle from which the bottom plate was

cut and subsequently glued onto a microscope slide. The latter allowed for optical

imaging with an inverted confocal microscope (Leica TCS SP2, wavelength of laser:

488nm) in reflection mode. Due to strong layering at the bottom wall we restrict

ourselves to image only the first 2D bottom layer of the three-dimensional system. A

typical snapshot is shown in Figure 5.2 where the field of view is square shaped and

has a length of L = 187µm. To realize binary mixtures for different combinations of
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packing fractions ηb, ηs we started with a sample consisting of big particles only and

subsequently added small amounts of the small particle suspension. As a result, we

obtain a homogeneous system in the 2D bottom layer where the total packing fraction

η = ηb + ηs remains constant. For each sample, we typically recorded 10-15 snapshots

of the bottom layer at different lateral positions.

Figure 5.5. A) Number of particles Nb (black line and symbols), Nb (red), N

(blue) and B) corresponding packing fractions ηb, ηs, η vs. number of snapshot.
The single snapshots are representing the corresponding sample numbers.

To characterize the binary mixtures recorded on the images, we identified the num-

ber Nb (Ns) of big (small) particles and their coordinates (xµ, yµ) (µ = 1 . . . N where

N = Nb + Ns). We were able to access these parameters using a standard 2D particle-

detection algorithm [89] which determines the size (→ Ns, Nb) and the intensity-weighted

centroid (→ (xµ, yµ)) of each single particle. From Nb and Ns we calculated the respec-

tive packing fractions ηb = Nbπσ2
b/(4L

2) and ηs = Nsπσ2
s/(4L

2) of big and small par-

ticles. The corresponding state points are shown in the (ηs, ηb)-phase diagram (Figure

5.3A). The solid line is a linear fit to the data points corresponding to a total packing

fraction of η = 0.735. Our data scatter at approximately ±5% around this value. To

improve statistics for the calculation of the pair correlation functions hij(r) we sorted

the data points into 10 equidistant bins along the linear fit (Figure 5.3B). The first

bin (indicated by the 1) corresponds to the set (ηb, ηs) = (0.66, 0.075) and then ηb (ηs)

decreases (increases) in steps of ∆n = 0.04 for each bin (indicated by the arrow). Each

bin contains between 5 and 10 of the original recorded images. In the following we

refer to the bins as sample numbers. Figure 5.4 depicts single snapshots representing

the sample numbers. In Figure 5.5A the numbers Nb, Ns and N are plotted versus

the snapshot number. As can be seen from Figure 5.5A sample No.5 corresponds to a

symmetric binary mixture where Nb ≈ Ns. Consequently, we expect to observe struc-

tural crossover in the vicinity of this sample. The corresponding packing fractions ηb,

ηs and η are shown in Figure 5.5B. It is clearly visible that we indeed follow a linear

path through the pase diagram with η = const.



5.4. Experimental results 77

5.4. Experimental results

According to the theoretical results described above, all pair correlation functions

hbb(r), hss(r), hbs(r), and hsb(r) exhibit similar structural crossover behavior. Since

hbs(r) and hsb(r) are difficult to determine experimentally, we focused on hss(r). The

reason is that it benefits from better statistics compared to hbb(r) because for the

samples altogether, there are more small particles available than big ones. The evaluated

hss(r) are shown in Figure 5.6A. For each sample hss(r) displays a peak which is located

at a distance r slightly larger than σs (indicated by the left gray line) and therefore

corresponds to two neighboring small particles. Then hss(r) for sample No.1 has a

second peak located at r = σb+σs (right gray line) which can be interpreted as two small

particles with a big one in between. It is clear that this is a rather likely configuration in

a binary mixture of many big and few small particles appearing as a peak in hss(r). Of

course, the configuration gets less likely the more small particles are added. Accordingly,

the peak gradually disappears with increasing sample number. At the same time, the

configuration of two small particles with another small one in between gets more likely

and thus a peak at r = 2σs gradually appears (intermediate gray line). In addition

to the near field structure, the hss(r) of samples No.1,2 and 8-10 display a structure

of higher-order peaks separated from each other either by σb or σs, respectively. In

contrast, no structure of higher-order peaks can be observed for samples 3-7.

In conclusion, we observe a near field structure of hss(r) which can be explained

well for all samples; we are however not able to resolve the structure of hss(r) at

intermediate distances for a rather large number of five samples corresponding to a

range of ∆ηb = ∆ηs = 0.2. The logarithmic representation ln |hss(r)| plotted in Figure

5.6B does not allow for an identification of crossover behavior as well. We therefore

additionally analyzed the Fourier spectrum h̃ss(k) of hss(r) with k the wave vector2.

The asymptotic behavior of hss(r) should be of the form

hss(r) ∝ exp(−r/ri) cos(kir + φ) (5.6)

with ri being the decay length and ki = 2π/σi. i = b, s, depending on (ηs, ηb) of the

sample3. The Fourier transform of (5.13) is a Lorentzian,

h̃ss(k) ∝ 1/ri

1/r2
i + (k − ki)2

; (5.7)

we therefore expect that the Fourier spectrum displays a peak of the form (5.7) located

at ki provided that hss(r) is actually governed by a single mode of the form (5.6). The

peak will sharpen and its height increase if the decay length ri increases. Indeed, the

2In two dimensions for radial symmetric functions the Fourier transform becomes a Bessel transform.
However, for the identification of the dominant wavelength the usual Fourier transform, which is
numerically easier to handle, predicts equivalent results.
3φ denotes a phase factor which is unimportant in the following.
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Figure 5.6. A) Small-small pair correlation function hss(r) determined from
the experimental data. B) Logarithmic representation ln |hss(r)| and C)
Fourier transform h̃ss(k). The curves correspond to the sample numbers intro-
duced in Figure 5.3B starting with sample No.1 at the bottom (indicated by
the numbers 1-10 in Figure C). In Figure A the vertical gray lines correspond
(beginning from the left) to the distances r = σs, r = 2σs and r = σs +σb. The
horizontal gray bars in Figure B represent the radii σb/2 (lower bar) and σs/2
(upper bar). The left (right) vertical gray lines in Figure C indicate the big
(small) wave numbers k = 2π/σb (k = 2π/σs). Curves are shifted vertically
for clarity and y-labels are displayed in the upper right corner of the graphs.

Fourier spectra determined from the experimental data (see Figure 5.6C) clearly reveal

a leading peak. The one corresponding to sample No.1-5 is located at kb. It decreases

and broadens with increasing sample number and finally disappears for sample No.5.

For sample No.6, we again observe a leading peak, now located at ks. It increases

and sharpens from sample No.6 to 10. Hence, this provides experimental evidence of

structural crossover in binary hard-sphere mixtures. Additionally, we can derive from

the varying shape of the leading peak that highly asymmetric binary mixtures (sample
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No.1, Nb � Ns and No.10, Nb � Ns) exhibit a structure of higher-order peaks which

gradually weakens for the symmetric mixtures (No.4-6, Nb ≈ Ns).

The analysis of hss(r) in Fourier space clearly bears evidence of structural crossover

although we do not observe a sharp crossover transition but rather a crossover range.

We must restrict our identification of leading peaks to samples where the leading peak is

clearly silhouetted against the background. In that sense we confine the crossover range

to sample No.4-6. In terms of packing fractions this corresponds to ηb = 0.49 ± 0.06

and ηs = 0.23±0.06 compared to the DFT value ηs = 0.3. As shown in Section 5.8, the

measured ηs is somewhat smaller due to a particle detection artifact and is therefore

considered to agree well with the calculated ηs.

To improve the quality of our results we now turn to the total correlation function

htot(r) which does not suffer from incorrect particle detection. Furthermore it benefits

from the full statistics available because the complete set of particle coordinates (xµ, yµ)

can be used for evaluation. htot(r) is expected to display crossover behavior because it

is a linear superposition of the hij(r) which are all governed by the same asymptotic

decay,

htot(r) =
∑

i,j=b,s

xixjhij(r), (5.8)

with the mole fraction of component i,

xi =
ρi∑
i ρi

. (5.9)

ρi denotes the density of particle species i. The htot(r) evaluated from our data are

shown in Figure 5.7A. As expected the statistical noise is considerably reduced. The

first peak is split into three subpeaks located at r = σs, r = (σs + σb)/2 and r = σb

(vertical gray lines). The first (latter) peak corresponds to two neighboring small (big)

particles and is growing (shrinking) from sample No.1 to 10 just reflecting the increasing

(decreasing) number of small (big) particles. The intermediate peak corresponds to a

small particle neighboring a big one. This configuration is most likely for symmetric

mixtures (Nb ≈ Ns) and unlikely for highly asymmetric ones (Nb � Ns or Nb �
Ns). Therefore, the height of this peak is increasing from sample No.1 to 5 and then

decreasing again. As in the case of hss(r), the htot(r) corresponding to asymmetric

mixtures (No.1,10) exhibit a higher-order peak structure which gradually disappears in

symmetric mixtures (No.5,6). In contrast to the hss(r), however, the crossover behavior

is already visible in the higher-order peak structure of the htot(r) and their logarithmic

representations in Figure 5.7B. The htot(r) corresponding to sample No.1-4 and 7-10

clearly oscillate on σb and σs, repectively (indicated by the lower and upper horizontal

bar in Figure 5.7B). This is supported by the Fourier spectra h̃tot(k) depicted in Figure

5.7C where the wave numbers ki corresponding to σi are marked by vertical gray lines;

here, sample No.5 and 6 can be even assigned to the large and small wavelength σb
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Figure 5.7. A) Total pair correlation function htot(r) determined from the
experimental data. B) Logarithmic representation ln |htot(r)| and C) Fourier
transform h̃tot(k). The curves correspond to the sample numbers introduced in
Figure 5.3B starting with sample No.1 at the bottom (indicated by the numbers
1-10 in Figure C). In Figure A the left (right) gray solid line corresponds to the
distance between two neighboring small (big) particles, r = σs (r = σb). The
line in-between represents neighboring small and big particles, r = (σb +σs)/2.
The horizontal gray bars in Figure B correspond to σb/2 (bottom bar) and σs/2
(top bar). The left (right) gray line in Figure C belongs to the big (small) wave
number, k = 2π/σb (k = 2π/σs). Curves are shifted vertically for clarity and
y-labels are displayed in the upper right corner of the graphs.

and σs, respectively. We can therefore center the range of structural crossover around

ηb = 0.47 and ηs = 0.265, in good agreement with the calculated value ηs = 0.3, again

mentioning that the measured ηs is expected to be too small due to particle detection

limitations (see Section 5.8).

In conclusion, we provide strong experimental evidence for structural crossover in

binary hard-sphere mixtures. In addition, we observe good quantitative agreement

between experiment and DFT calculations.
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Figure 5.8. 2D-bond analysis of sample No.1-10 based on Delaunay trian-
gulation. The bonds between two big (small) particles are colored in black
(red). Yellow bonds correspond to a big particle connected to a small one.
Sample No.5 and 6 correspond to the range where structural crossover occurs
according to the asymptotic behavior of hss(r) and htot(r).

5.5. Connectivity analysis

So far we discussed structural crossover in terms of pair correlation functions which

are spatially averaged quantities. Since our recorded images naturally provide detailed

structural information, we investigate in the following what are the repercussions of the

structural crossover to the real-space structure.

The basic idea of the real space structural analysis presented in the following is that

two particles of species i are correlated if they are connected by a chain of particles

of the same species. Note that particles do not necessarily have to be in physical con-

tact to form a chain; they must, however, be connected via a nearest-neighbor bond

which, in the case of one-component systems, can be determined by a well known pro-

cedure: the first minimum of the pair correlation function h(r) which approximately

constitutes 1.3 times the mean particle distance a is defined as a cutoff-length. Then,

the nearest neighbors of a reference particle are those which are closer to it than the
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Figure 5.9. Number of bonds Mij normalized to the total number of bonds
M versus sample number. i = j = b (black symbols and line), i = j = s (red),
i = b and j = s (yellow). The gray square represents the range of crossover
determined from the evaluation of hss(r) and htot(r) and the dashed line the
crossover value ηs = 0.3 evaluated from DFT calculations.

cutoff-length. Unfortunately, this straight-forward procedure is not applicable to bi-

nary mixtures considered here because there is no suitable single length scale, such

as a mean particle distance, available. Therefore, we instead applied a method called

Delaunay triangulation which constructs a network of non-overlapping triangles each

connecting three nearest-neighbor particles 4. Finally, we obtained the bonds between

the nearest-neighbor particles and stored them in the 2D plots shown in Figure 5.8 for

sample No.1-10. To distinguish between the particle species connected to each other

we colored bonds between two big and small particles in black and red, respectively.

Additionally, we used yellow color for mixed bonds between big and small particles. As

can be seen the number of small-small bonds increases with increasing sample num-

ber, leading to fragmentation of the system-spanning big-big network (No.1-4) into

smaller, randomly distributed patches (No.5). Beginning with sample No.6, the role

of big and small particles is inverted and small-small bonds form a network spanning

the entire area (No.10). Figure 5.9 supports this qualitative interpretation depicting

the numbers Mbb of big-big (black symbols and line), Mss of small-small (red) and Mbs

of big-small (yellow) bonds normalized to the total number M of bonds. Clearly the

big-big (small-small) bonds are dominating for the asymmetric samples No.1-4 (7-10)

while the symmetric samples No.5 and 6 are governed by the mixed bonds. Recall

that according to the evaluation of hss(r) and htot(r) these samples belong to the range

where structural crossover is observed.

Clearly, the bond analysis already bears qualitative evidence for the relationship

between structural crossover and the size of networks consisting of particle species

i. In addition, the radius of gyration Rg allows for a quantitative measure of the

4For instance, see http://en.wikipedia.org/wiki/Delaunay triangulation
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network size. For instance, Rg is well known as an estimate for the size of molecules or

polymers [90, 91]. It is defined as

R(i)
g =

√√√√√ 1

n(i)

n(i)∑
k=1

(
x

(i)
k −R

(i)
0

)2
, (5.10)

where we have already distinguished between the two particle species indicated by the

superscript i. R
(i)
0 is the centroid position of the network and n(i) denotes the number

of particles of size i located in the network at positions x
(i)
k (k = 1 . . . n(i)). Computing

this quantity for all, say N
(i)
C , networks formed by connected particles of size i finally

yields a weighted-averaged radius of gyration

〈
R(i)

g

〉
=

1

N (i)

N
(i)
C∑

m=1

n(i)(m)R(i)
g (m) (5.11)

where N (i) denotes the total number of particles i. We calculated 〈R(i)
g 〉 for networks

consisting of connected big or small particles and plotted these for our experimental

data in Figure 5.10 as a function of sample number. At small and high sample numbers

the values saturate while a relatively sharp transition with an intersection point occurs

between sample No.6 and 7. On the one hand this intersection point lies outside the

range of crossover determined from the pair correlation functions (indicated by the gray

square), but on the other hand coincides with the crossover transition evaluated from

DFT calculations. This agreement is a consequence of the particle-detection limitations

(see Section 5.8) shifting true intersection point between R(b)
g and R(s)

g to higher sample

numbers; however, our results clearly suggest that the structural crossover corresponds

Figure 5.10. Averaged radii of gyration 〈R(i)
g 〉 (normalized to L/2 with L2

the size of the field of view) of networks formed by large (black symbols)
and small particles (gray symbols) as a function of the sample number. The
corresponding packing fraction of small particles ηs is indicated as well. The
gray area and the dashed line respectively indicate the crossover as determined
from the correlation functions and from DFT.
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Figure 5.11. Different paths with constant total packing fraction η in the
(ηs, ηb)-phase diagram. MC simulations (closed circles: η = 0.575, q = 0.5)
and (closed triangles: η = 0.625, q = 0.4). For comparison, the experimental
data set is also depicted (see Figure 5.3B). The MC state points are labeled
with sample numbers increasing in the direction indicated by the arrows.

to a competition between the sizes of networks consisting of connected big or small

particles, respectively.

5.6. MC-simulations: structural crossover at different q

and η

So far we discussed the connectivity analysis on the basis of our experimental data.

To check the connectivity analysis for different size ratios and packing fractions as well,

we used Monte-Carlo (MC) simulations.

We have performed MC simulations at size ratios q = 0.5 and q = 0.4. The corre-

sponding paths through the phase diagram (see the closed symbols in Figure 5.11) were

obtained from 2D simulations with a fixed number of particles of 0 < N < 3000 for

both species and box areas of approximately 1500σ2
b employing periodic boundary con-

ditions. From the configurational snapshots we first determined the range of crossover

by analyzing hbb(r), available statistically here because each particle has been sampled

using 104 MC cycles. We then performed the above mentioned connectivity analysis5.

The result for the q = 0.4 data set is shown in the 2D plots of Figure 5.12 using black,

red and yellow color code for big-big, small-small and big-small bonds. As for the

experimental data the transition from a system-spanning network of big particles to a

system-spanning network of small particles can be located qualitatively (around sample

No.2). Subsequently we calculated 〈R(i)
g 〉 for networks of connected big or small parti-

cles. The corresponding radii of gyration are plotted in Figure 5.13 and show a similar

5We performed the bond analysis not only for single snapshots but for the whole set of configurational
data. The results differed marginally from the single snapshot ones.
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Figure 5.12. 2D-bond analysis for MC simulation (q = 0.4) based on Delau-
nay triangulation. The bonds between two big (small) particles are colored in
black (red). Yellow bonds correspond to a big particle connected to a small

one.

behavior as in the experiment. Again, the intersection points are consistent with the

crossover region as determined from the correlation functions and DFT calculations.

However, for both MC simulations the intersection points are shifted to larger ηb and

smaller ηs with respect to the crossover region determined from correlation functions

and DFT calculations. To explore the origin of this systematic deviation, we first

consider the probability pi of finding a particle of size i in a binary mixture. Due to the

finite particle size, pi is given by the packing fraction ηi and not by the relative number

of particles Ni/N as one might think initially. Since the pair correlation function

h(r) requires pi = ηi, we cannot expect 〈R(i)
g 〉 to allow for an analogous description

of structural crossover as it does not account for particle size. Big- and small-particle

networks of same size are treated equally by 〈R(i)
g 〉. To restore the analogy between h(r)

and 〈R(i)
g 〉 the latter has to be weighted by the probability pi. The result is shown in

Figure 5.13C and D for the MC simulations with q = 0.5 and q = 0.4, respectively. Now,

the intersection points are in excellent agreement even with the crossover transition

inferred from DFT. This demonstrates that structural crossover is accompanied by a

competition between big and small particles governed by the probabilities of finding a

particle of species i and a network of size 〈R(i)
g 〉. Consequently, the change

ηb

〈
R(b)

g

〉
> ηs

〈
R(s)

g

〉
↔ ηs

〈
R(s)

g

〉
> ηb

〈
R(b)

g

〉
(5.12)
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Figure 5.13. Averaged radii of gyration 〈R(i)
g 〉 (normalized to L/2) of net-

works formed by large (black symbols) and small particles (gray symbols) as a
function of the sample number for MC simulations A) at η = 0.575 and q = 0.5
and B) at η = 0.625 and q = 0.4. The corresponding packing fraction of small
particles ηs is indicated as well. The gray area and the dashed line indicate
the crossover as determined from correlation functions and from DFT. C)+D)
Corresponding 〈R(i)

g 〉 weighted with ηi.

provides a simple real-space argument why the oscillation wavelength of the hij(r) in

the asymptotic limit is either set by σb or σs
6.

5.7. Conclusions and outlook

We have experimentally demonstrated the structural crossover in a binary colloidal

hard-sphere system. Furthermore, we show that structural crossover is strongly coupled

to the size of networks containing connected equally-sized particles only. Going across

the structural crossover, the size ratio of such networks comprised by either connected

big or small particles is reversed. We believe this real-space configurational picture of

structural crossover is not just applicable to binary hard spheres, as structural crossover

is a generic feature of mixtures with competing length scales. Moreover, it shows

interesting similarities with force chains in granular matter [92] and glassy systems

6Interestingly, the relation (5.12) has a near-field counterpart which is obtained when
〈
R

(i)
g 〉 is replaced

by the number of nearest neighbors i−i. But, the near-field relation is only connected to the asymptotic
behavior of the hij(r) implicitly and therefore is not discussed here in detail.
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Figure 5.14. Surface representation of the bond analysis for the experimental
samples No.1-10. The bonds determined by means of Delaunay triangulation
are colored in brown irrespective of the particle species they connect. If a
triangle refers to three big (small) particles its surface is colored in black (red).
Otherwise the color is yellow.

[77, 78, 93] of dissimilar sized particles. Therefore, our finding may help to gain more

insight into structure-related properties in binary systems at a universal level.

A remaining question concerning structural crossover is the basic mechanism behind

it. Does it depend on the competition between homogeneously mixing and segregation

into regions consisting of one particle species i only? Or does structural crossover also

occur in a binary mixture where the particles are just distributed randomly? We will

investigate the latter in cooperation with Grodon et al. applying both the pole and

the connectivity analysis. As far as the first question is concerned we evaluated the

bond analysis in a different manner. Instead of applying a color code on the bonds as

in Figure 5.8 we colored the triangles depending on which particle species i, j and l

they connect. If i = j = l = b (= s) we used black (red) color and yellow otherwise.

If the binary system tends to mix (segregate) we expect black or red (yellow) as the

dominating color. The experimental results are shown as 2D plots in Figure 5.14. As

can be seen, yellow is the dominating color except for samples No.1 and 10. In Figure
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Figure 5.15. Degree of surface covering Sijl/S versus sample number: A)
Experiment, B) MC simulation for q = 0.5 and C) for q = 0.4. S = L2 is the
area of the field of view and Sijl is the part of S covered by triangles connecting
three particles of sizes i, j and l. If i = j = l = b (= s) the color of the line and
symbols is black (red) and yellow otherwise. The grey area and the dashed
line indicate the crossover as determined from the correlation functions and
from DFT. The packing fraction of the small particles ηs corresponding to the
sample numbers is plotted as well.

5.15A we plotted the surface Sijl of the triangles i − j − l normalized to the field of

view S = L2. In Figure 5.15B and C this is shown for the MC simulation data as well.

In all three cases, the triangles connecting particles of different size clearly dominate.

Homogenously mixing therefore seems to be the dominating mechanism.

Another open question is related to the connectivity analysis. Can it be applied to

mixtures of dimensionality different than 2? In the case of three-dimensional mixtures,

it is intuitively clear that the formalism should work well. However, in one dimension

the connectivity analysis fails. Of course, there will never be a system-spanning network

of particles of one species which turned out to be crucial for our real-space interpretation

of structural crossover in 2D.

5.8. Appendix: limitations of the experimental method

In the following, we point out the limits of our experiment. First of all, we return

to the snapshots shown in Figure 5.4 and, upon closer inspection, observe some voids.

These are caused by the disordered structure of binary mixtures which does not allow

for well-defined particle layers as in ordered one-component systems. Furthermore, the

confocal microscope which scans lateral planes will not detect particles that are out of

plane larger than approximately 600nm. However, these voids have not a significant

impact on data evaluation because the number of undetected particles is estimated to

be less than 3%. Of course, the out-of-plane displacement of particles also leads to
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incorrect determination of particle distances due to the projection onto a 2D image.

This induces a small effective polydispersity which turned out not to be a problem

because Grodon et al. still observed all the features of structural crossover for binary

mixtures with polydispersities up to 5%.

While the issues mentioned so far can be neglected the following problem, concerned

with the detection of the particle size i = b, s, cannot be ruled out as readily. Specif-

ically, the size distributions Pb and Ps of the big- and small-particle images overlap.

This is caused by the previously mentioned out-of-plane displacement of particles and

by inhomogeneities in the optical imaging (dust, dirt). Unfortunately, one has to set a

threshold in between the maxima of Pb and Ps which leads to a number Nb→s (Ns→b)

of big (small) particles that are detected as small (big) ones. If N
(t)
b and N (t)

s denote

the true values and ∆N = Nb→s −Ns→b, the measured values are

Nb = N
(t)
b −Nb→s + Ns→b = N

(t)
b −∆N (5.13)

Ns = N (t)
s −Ns→b + Nb→s = N (t)

s + ∆N. (5.14)

At first glance the discussion provided here seems unnecessary because the measured

values only differ from the true ones if ∆N is non-zero. However for almost all samples

Nb is larger than Ns (samples No.1-4) or vice versa (No.6-10). For this reason we expect

for sample No.1-4 (6-10) more small (big) particles to be detected as big (small) ones

than vice versa, ∆N < 0 (∆N > 0). Consequently the measured ηb (ηs) will be too

small (large) for samples No.1-4 and vice versa for No.6-10. Unfortunately we cannot

provide an estimate for ∆N , but, as an example, a ∆N = 0.03N in sample No.10

already induces a shift in the packing fractions of approximately 0.02 which is half

the bin size ∆η. Consequently we must expect that the measured ηb and ηs at the

crossover will differ quantitatively from the calculated values. The procedure of sorting

the confocal images into bins, however, remains valid, because every image with true

particle numbers N
(t)
b and N (t)

s suffers from the same approximate ∆N and is therefore

sorted into the same bin.

To conclude, our experimental results deviate from the theoretical ones quantitatively.

Specifically, the intersection point in Figure 5.10 is shifted to higher packing fractions

ηs.
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6
Subdiffusive Brownian motion of colloidal

particles on quasicrystalline substrates

Abstract
We experimentally investigate the diffusive motion of Brownian particles on
quasicrystalline pentagonal substrates by means of optical tweezers and video
microscopy. With increasing substrate strength the measured mean-square dis-
placements 〈r2(t)〉 exhibit a subdiffusive range where 〈r2(t)〉 ∝ tν with ν < 1.
For large time scales, t →∞, normal diffusion where ν = 1 is recovered. In ad-
dition, we experimentally studied particle diffusion on periodic triangular sub-
strates. Similar to the quasicrystalline substrate we observe a transition from
short-time to slower long-time diffusion. However, we do not find subdiffusive
particle motion. We compared our experimental data to results obtained in
recent numerical and analytical studies and find good qualitative agreement.

91
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6.1. Introduction

Diffusion processes are well known to be described by the famous Einstein relation [94]

signifying that the mean-square displacement increases linearly with time, 〈r2〉 ∝ tν

with ν = 1. During the last ten years an anomalous diffusion has been reported in

several experiments and numerical simulations investigating supercooled liquids and

glass formation where ν < 1 [14–16, 78, 95, 96]. This so-called subdiffusion is caused

by a nearest-neighbor particle cage which suppresses caged-particle motion. The cage

effect is also seen in granular matter under shear [97]. In addition, subdiffusion plays

an important role in the kinetics of diffusion-mediated reactions in human cells and

has been studied for a huge variety of lipids and proteins in the plasma membranes

of cells [98–106]. A further important subdiffusive phenomenon is termed single-file

diffusion which plays an important role in biophysics as well. Single-file diffusion is a

many-particle effect occuring in narrow channels where the mutual passage of particles

is excluded [107–114].

Colloids were used as a model system to perform systematic investigations on single-

file diffusion. The channels were modeled by topographical patterns [115] or by scanned

laser beams [116] (see Section 3.4). In a recent publication, a model system has been

proposed for a more general investigation of subdiffusion [117]; colloids were subjected

to a random substrate potential [118, 119] and the particle diffusion was simulated

through Langevin dynamics. This model system can be realized experimentally through

the use of optical tweezers (see Section 2.5). Possible approaches include the use of

speckle-patterns [120] or fast-scanning intensity-controlled laser beams [121]; however,

the former requires very high laser power and the latter suffers from the limited lateral

expansion of the created pattern. To address this, Schmiedeberg and Stark developed

a method going beyond randomly structured potentials and modeled a quasicrystalline

pentagonal potential in their simulations. In this case, the substrate potential can

be realized experimentally through a static five-beam interference pattern (see Section

3.1); the required laser powers are now available and the lateral extension is sufficiently

large.

Most of the theoretical work devoted to subdiffusion to date is rather complex and

based on Lévi walks or flights [122, 123]. These do not bear a direct relation to realis-

tic systems because they do not depend on realistic physical parameters which could

be varied systematically. The model system based on particle diffusion on random or

quasicrystalline substrates is therefore of particular importance; one can investigate

quantitatively how subdiffusive motion depends on physical parameters including sub-

strate strength, substrate shape and coefficient of friction.

This chapter is organized as follows. In Section 6.2 we discuss the experimental

realization of a quasicrystalline pentagonal potential. Next, the experimental results
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are presented in Section 6.3. To provide a detailed discussion of the experimental

results, we describe the theoretical studies of Schmiedeberg and Stark in Section 6.4.

Finally, Section 6.5 contains conclusions and outlook.

6.2. Experimental method

Figure 6.1. Snapshot of a quasicrystalline, pentagonal intensity pattern cre-
ated by five interfering laser beams. The snapshot was recorded by means of
videomicroscopy. The size is approximately 150µm× 100µm.

We created the quasicrystalline interference pattern by applying the basic methods

and techniques described in Section 3.1. Five beams were arranged at positions (see

(3.9) and Figure 3.7)

X(5)
n =

s

2

[
cos(18◦ + (n− 1) · 72◦)ê1 + sin(18◦ + (n− 1) · 72◦)ê2

]
, (6.1)

where n = 1, . . . , 5. Consequently, the wave vectors in the sample plane are

K(5)
n =

π

λ

s

f

[
cos(36◦ + (n− 1) · 72◦)êx + sin(36◦ + (n− 1) · 72◦)êy

]
. (6.2)

The electric fields of the laser beams can be written as

En(r, t) = (Eêx + ∆Eêy) cos(K(5)
n r + ωt + φn), (6.3)

where the beams are polarized in the x-direction. ∆E � E accounts for small deviations

in the polarization which are unavoidably present mostly due to reflection and scattering

within the sample cell. ω = 2πc/λ with c = 3 · 108m/s and λ = 532nm the wavelength
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of the laser light (Nd:YVO4-laser, Coherent Verdi V5). The φn denote the laser beam

phases. With (6.3), we obtain the pentagonal light potential,

V (r) ∝
〈[

5∑
n=1

(Eêx + ∆Eêy) cos(K(5)
n r + ωt + φn)

]2〉
t

. (6.4)

The temporal average reflects that colloids experience a quasi-static potential due to the

self diffusion time of τs ≈ 1s � λ/c (see Section 2.3). A snapshot of the experimentally

realized intensity pattern is shown in Figure 6.1.

In the following, we address a subtlety of quasicrystalline light potentials. In general,

substrate potentials are characterized by a length scale l and the potential well depth V0.

For a periodic potential, the length scale is given by the period d and V0 is identical for

each well. Therefore, both d and V0 can be measured for a periodic light-induced sub-

strate by applying the calibration procedure described in Section 3.1.3. In contrast, this

procedure cannot be applied to quasicrystalline substrates due to the non-periodicity.

Here, l and V0 have to be defined and determined as follows: from (6.2) we see that the

characteristic length scale of the experimental potential is given by

l =
2λf

s
. (6.5)

Inserting λ = 0.532µm, f = 10cm and s = 0.8cm we obtain l = 13.3µm. Unfortu-

nately, l has no clear physical meaning. It can however be related to a length scale

l′ allowing for an ostensive interpretation developed in the following. In each of the

five lattice directions Kn there are two pairs of lattice vectors, each interfering to a

one-dimensional periodic modulation of wavelengths λ1 and λ2 (for instance, in the

y-direction: {K1, K5} and {K2, K4}). If one moves along the direction of an ar-

bitrarily chosen Kn, the potential minima are located at distances λ1 and λ2 from

each other. λ1 and λ2 are related to an intermediate length scale l′ via λ1 = l′ϕ and

λ2 = l′/ϕ with ϕ the Golden ratio ϕ = (1 +
√

5)/2. Expressing l′ in terms of l yields

l′ = l/(2ϕ sin(36◦)) = 7µm which we substitute for l as the characteristic length scale1.

We now turn the second characteristic parameter V0 which is identified with the depth

of the deepest well in case of quasicrystalline substrates. Since we lack information

about the laser beam phases φn we cannot locate the deepest well and therefore must

estimate V0. For this, we blocked three of the five laser beams. The resulting 1D

periodic potential was calibrated as described in Section 3.1.3. We then obtained the

intensity of a single laser beam with respect to the measured potential strength. Finally,

V0 was calculated using the calibrated intensity for all five overlapping laser beams.

To compare results obtained for periodic and non periodic substrates, we also gener-

ated a periodic light-induced potential of triangular shape. For this, three beams were

1In [124, 125], the mean particle distance a of a colloidal adsorbat is tuned to a = l in order to
check whether a 1D substrate induces a stable quasicrystalline adsorbat of pentagonal symmetry. The
substrate is a superposition of two 1D periodic potentials (3.3) with periods d = λ1 and d = λ2.
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arranged at positions (see (3.9) and Figure 3.7)

X(3)
n =

s

2

[
cos(30◦ + (n− 1) · 120◦)ê1 + sin(30◦ + (n− 1) · 120◦)ê2

]
(6.6)

where n = 1, 2, 3. Accordingly, the wave vectors in the sample plane are

K(3)
n =

π

λ

s

f

[
cos(60◦ + (n− 1) · 120◦)êx + sin(60◦ + (n− 1) · 120◦)êy

]
(6.7)

and the light potential becomes

V (r ∝
〈[

3∑
n=1

(Eêx + ∆Eêy) cos(K(3)
n r + ωt + φn)

]2〉
t

. (6.8)

Figure 6.2. Preparation of different initial conditions. The quasicrystalline
pattern is divided into small regions of approximately 7µm × 7µm. For each
measurement 9− 18 particles were subjected to the substrate using a pattern
of initial positions indicated by the red and blue squares (see text for a detailed

explanation).

In our experiments, we used a dilute suspension of σ = 1.8µm polystyrene spheres

sealed in a sample cell of type II (see Section 3.5). Since we are interested in single-

particle diffusion, we do not require a strong pair interaction (2.10). Therefore, no

deionization procedure was applied. For different laser powers, i.e. potential strengths,

we recorded 30.000 − 100.000 images with a frequency of 10Hz by means of video

microscopy. From the images we extracted the particle trajectories r(t) = (rx(t), ry(t))

and evaluated the mean-square displacements defined as

〈r(t)2〉 = 〈[rx(t
′ + t)− rx(t

′)]2〉N,t′ + 〈[ry(t
′ + t)− ry(t

′)]2〉N,t′ , (6.9)
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with N the number of particles recorded. To average over different initial conditions,

the field of view (≈ 150µm× 100µm) is split into 7µm× 7µm patches (see Figure 6.2).

By means of a single focused laser beam (see Section 3.4), we arranged the particles

according to a configuration shown in Figure 6.2 as red or blue squares. In this case,

the initial distances between the particles are large enough for the particles not to meet

during the measuring period. For each laser power, N ≈ 100 different initial conditions

were realized.

6.3. Experimental results and discussion

Figure 6.3A shows the trajectories of 72 particles recorded by means of video mi-

croscopy. The initial conditions were prepared according to the procedure described

in Figure 6.2. It is clearly visible that the particles are trapped in potential wells of

different depths. Some of the particles stay in the same well over the entire measuring

period while others explore up to six wells. The mean-square displacements 〈r2(t)〉 eval-

uated from the measured trajectories are provided in Figure 6.3B for different values of

V0/kBT between 0 and 20. Both 〈r2(t)〉 and t are plotted logarithmically,

log10(〈r2(t)〉) = log10(4D(V0/kBT )) + ν log10(t). (6.10)

This representation is suitable for studying diffusive motion because diffusion (subdiffu-

sion) manifests as a linear increase of log10(〈r2(t)〉) with a slope equal to unity (smaller

than unity). The cyan curve shown in Figure 6.3B corresponds to the case where no sub-

strate is present, i.e. V0/kBT = 0. In this regime the diffusion is normal, i.e. ν = 1. We

denote the corresponding diffusion constant as D0. Upon increasing V0/kBT a tran-

sition from normal short-time diffusion (diffusion constant DS) to normal long-time

diffusion (diffusion constant DL < DS) appears. The short-time diffusion only depends

on the hydrodynamics of the solvent (DS = D0) and the long-time diffusion accounts

for the substrate which impedes particle diffusion. Interestingly, DS becomes smaller

upon increasing V0/kBT . This is caused by the light pressure (2.26) which pushes

particles towards the bottom plate of the sample cell. It is a well known effect that

diffusion becomes smaller when the distance to the bottom plate is decreased [126,127].

As does DS, DL decreases with increasing V0/kBT . The particles more greatly feel the

substrate and thus diffuse slower. For values larger than V0/kBT = 7.7 (green curve

in Figure 6.3B), the transition DS → DL is more precisely governed by an intersect-

ing subdiffusive regime which finally spreads over an order of magnitude in time for

V0/kBT = 20 (black curve in Figure 6.3B). Hence, our results clearly demonstrate that

particle diffusion exhibits subdiffusive behavior in the presence of a quasicrystalline

pentagonal substrate. In addition, the results suggest the following interpretation. The

diffusive motion of particles on a quasicrystalline pentagonal potential can be explained

as a relaxation process into thermal equilibrium; to thermalize, particles must scan the
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Figure 6.3. A) Trajectories r(t) recorded by means of video microscopy for
V0/kBT = 14.4 and four sets of initial conditions prepared according to Fig-
ure 6.2 (distinguished by black, red, green, and blue color). B) Mean-square
displacement 〈r2(t)〉 versus time t determined from r(t). The depth of the
deepest well was chosen as V0/kBT = 0, 5.5, 7.7, 14.4, 20 represented by cyan,
blue, green, red, and black color, respectively. The solid lines emphasize the
subdiffusive and the t → ∞ diffusive part of 〈r2(t)〉 and were obtained by
analyzing the first derivative d〈r2(t)〉/dt (see text for details). The different
colors of the lines (black and red) were chosen to improve contrast.

entire distribution of potential well depth. We denote the equilibration time as teq and

define it as the intersecting point of the subdiffusive and the long-time diffusive regime.

For this, we numerically evaluated the first derivative of the mean-square displacement.

This allowed determination of the point of inflection in the subdiffusive regime and

the slope ν associated with the point of inflection. The long-time diffusion regime was

identified for large times where ν becomes unity. Figure 6.3B shows the evaluated ν as
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solid lines. As a result, we found that teq becomes larger upon increasing V0/kBT . This

can be easily understood since particles occupy potential wells for longer time periods

and accordingly, the equilibration process is prolonged.

Figure 6.4. Mean-square displacement 〈r2(t)〉 versus time for particles on a
triangular lattice created by three interfering laser beams. A) Logarithmic
representation for different potential strengths V0: the black, red, green, blue,
cyan, magenta, yellow line correspond to V0 = 0, 0.5, 1, 1.5, 1.75, 2, 2.5 · const ·
kBT with const ≈ 5 (estimate, not measured). B) Mean-square displacement
measured for highest potential strength versus time (symbols) and fit according
to (6.11) (line).
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To compare diffusion on non periodic substrates with diffusion on periodic substrates

we now discuss mean-square displacements measured for colloidal particles on a trian-

gular light potential at different V0/kBT . The mean-square displacements are shown

in Figure 6.4A in double logarithmic representation. The black symbols represent free

diffusion (V0/kBT = 0) serving as a reference. Similar to diffusion on quasicrystalline

substrates, we find that short-time diffusion (DS) transients into long-time diffusion

(DL < DS) and that DL becomes smaller upon increasing V0/kBT . However, we do

not observe an intersecting subdiffusive regime. This can be understood in terms of the

thermalization process discussed above; to thermalize on periodic substrates, particles

have to explore only a single well and therefore display normal diffusive behavior.

There is an intriguing analogy between particle diffusion on triangular substrates and

particle diffusion in spontaneous triangular crystals. In the latter case, an analytical

expression for the mean-square displacement can be derived in the framework of the

so-called single-exponential theory [128–130],

〈r2(t)〉 = 4DLt + 4(DS −DL)

[
1− exp

(
− t

tc

)]
. (6.11)

For t � tc the mean-square displacement is described by the short-time diffusion,

t � tc : 〈r2(t)〉 = 4DSt, (6.12)

and for t � tc by the long-time diffusion,

t � tc : 〈r2(t)〉 = 4(DS −DL)︸ ︷︷ ︸
=const

+4DLt. (6.13)

To demonstrate the analogy, we fitted the measured mean-square displacements as-

sociated with particle diffusion on triangular substrates to the analytical expression

(6.11). Figure 6.4 exemplarily shows the fit and the corresponding measured data for

V0/kBT = 12.5. At first glance, the excellent agreement appears to be coincidental, but

an intuitive explanation can be provided; the transition from short-time to long-time

diffusion arises from impeded particle diffusion and it is irrelevant if the impediment

is caused by a triangular substrate or by nearest-neighbor particles in a free triangu-

lar crystal. The question arising here is whether such an analogy also exists between

quasicrystalline substrates and many-particle systems exhibiting subdiffusive behavior

such as glasses. Since an analytical expression corresponding to (6.11) has not yet been

derived for such many-particle systems, systematic investigations of particle diffusion on

quasicrystalline substrates might help to gain new insights. In addition, an analytical

expression could serve for detailed quantitative studies on subdiffusion.

So far, our measurements do not allow for quantitative studies. Figure 6.5 exemplar-

ily shows the long-time diffusion constant DL versus the deepest potential well depth

V0/kBT . As expected, DL becomes smaller upon increasing V0/kBT . However, the

measured data points clearly fail to uncover a functional dependence of DL on V0/kBT .
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Figure 6.5. Long-time diffusion coefficient DL versus depth V0 of the deepest
potential well evaluated from the measured mean-square displacements. In
the theoretical work of Schmiedeberg and Stark, the temperature was varied
and DL was therefore plotted versus kBT/V0. To compare our data with the
theoretical results, we have also chosen this representation.

The basic problem with quantitative investigations is that the substrate considered here

is non periodic. Consequently, the number of possible initial conditions increases or-

ders of magnitude compared to a periodic potential, and we therefore only scan a small

range of possible initial conditions not representative of the whole set. As a result, the

experimental data very sensitively depend on the initial conditions. Our experiments

were therefore paralleled by numerical studies performed by Schmiedeberg and Stark.

The dependence on initial conditions was investigated employing Brownian dynamics

simulations and an analytical rate model, the latter yielding a functional dependence of

DL on V0/kBT . In addition to quasicrystalline pentagonal substrates, particle diffusion

on random substrates was studied. In the following, we present the methods and results

of this theoretical study.

6.4. Theoretical methods and results

The theoretical work of Schmiedeberg and Stark is motivated by the studies on

diffusive particle motion in a random potential performed by Lacasta et al. [117] and

based on the Langevin equation

mẍ = − ∂

∂x
V

(
x

l
,
y

l

)
− γẋ + ξx(t),

mÿ = − ∂

∂y
V

(
x

l
,
y

l

)
− γẏ + ξy(t), (6.14)

The Langevin equation describes the motion of a particle (mass m) in a solvent (co-

efficient of friction γ). V (x, y) denotes the external random potential of characteristic
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length scale l. The ξi(t) are white noise obeying the fluctuation-dissipation relation

〈ξi(t)ξj(t
′)〉 = 2γkBTδijδ(t− t′) (6.15)

with kB the Boltzmann constant and T the temperature. In the case of colloidal par-

ticles the diffusive motion is overdamped [66] and the inertial terms on the left-hand

side of (6.14) can be neglected. Typically, the Langevin equation is solved through the

use of numerical simulations with the white noise modeled by random kicks exerted on

the particle. This method is known as Brownian dynamics simulation. The resulting

trajectory r(t) = (rx(t), ry(t)) allows evaluation of the mean-square displacement at

time t according to (6.9).

Figure 6.6. 3D visualization of a random potential V (x, y) generated from a
given spatial short-ranged correlation (6.17) (see text for details, plot copied
from [117]).

We now focus on the potentials V (r) used in [117] and employed by Schmiedeberg

and Stark. In the first case, an algorithm was used to generated a random potential

from a given spatial correlation [131,132],

〈V (r)V (r′)〉 =
ε

2πl2
exp

(
− |r − r′|2

2l2

)
(6.16)

with ε the intensity parameter. An illustration of the created potential landscape V (r)

is provided in Figure 6.6. Subdiffusive motion was observed to arise at finite times t

and remained over the entire simulation time corresponding to a time-range of several

orders of magnitude. Indeed, subdiffusion persists for t → ∞ in the case of (6.16)

because the deepest well V0 is singular; particles therefore thermalize on this substrate

for t → ∞ according to the interpretation of subdiffusion provided above and the

subdiffusive regime does not transient into long-time normal diffusion at finite times

teq < ∞.

Schmiedeberg and Stark considered a potential of finite depth, V0 < ∞. While

the potential minima were arranged regularly on a square lattice at multiples of the



102 6. Subdiffusive Brownian motion of colloidal particles on quasicrystalline substrates

Figure 6.7. 3D visualization of A) a random and B) a quasicrystalline, pen-
tagonal potential V (x, y). A) The minima of the potential are located at a
characteristic distance l from each other on a regular square grid. The depth
Vm of the minima is generated randomly. B) The potential is created according
to equation (6.17).

characteristic length scale l, the depths of the minima Vm were chosen randomly be-

tween 0 < Vm < V0 (see Figure 6.7A). In addition, simulations were performed for

a quasicrystalline pentagonal potential (see Figure 6.7B) similar to the light-induced

substrate employed in our experiments,

V (r) = −V0

5

[
5∑

n=1

cos(Gn · r)

]2

. (6.17)

The lattice vectors Gn match the wave vectors Kn (6.2). With (6.17), the distribution

p(Vm) of the potential minima Vm was determined (see Figure 6.8).

Figure 6.8. Distribution p(Vm) of potential minima depths Vm for the qua-
sicrystalline, pentagonal potential (6.17). V0 denotes the largest minimum

depth.
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Figure 6.9. Mean-square displacement 〈r2(t)〉 versus time t determined
from the numerical solution r(t) of the Langevin equation (6.14). A) for
the random potential and B) for the quasicrystalline potential (see Figure
6.7). l = characteristic length scale, V0 = deepest well of the potential and
γ = coefficient of friction. The ratio V0/kBT was altered by varying the tem-
perature T (see legends). Note that both 〈r2(t)〉 and t are plotted logarithmi-

cally.

Figure 6.9A and B show the mean-square displacements obtained from Brownian

dynamics simulations in the case of random square and quasicrystalline pentagonal

substrates, respectively. The red curves correspond to the case where V0 = 0.5kBT .

In this regime the diffusion is normal; particles do not feel the potential and therefore

diffuse freely. Similar to our experimental results, a transition from normal short-time

diffusion to long-time diffusion and an intersecting subdiffusive regime is observed upon

increasing V0/kBT (the temperature T was varied in the simulations). At first glance,
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the theoretical results seem to confirm the experimental observation that short-time

diffusion becomes smaller when V0/kBT is increased; however, the mechanism is not

the same. As has been mentioned above, the diffusion is lowered in the simulations by

decreasing temperature.

In conclusion, the numerical results are in excellent qualitative agreement with the

experimental results, but there is poor quantitative agreement. In particular, both the

onset of subdiffusion and the transition from subdiffusion to long-time diffusion deviate

in experiments and simulations. As mentioned above, this is caused by the large number

of initial conditions due to the non-periodicity of the substrates considered here. In

addition, non-periodicity might also avoid experimental observation of superdiffusion

(ν > 1). This is e.g. found numerically in the case of random square substrates for

kBT/V0 < 0.1 (see Figure 6.9A). Superdiffusion arises from initial conditions because

particles diffuse faster than normal if located close to a potential maximum at the initial

time.

Figure 6.10. Averaged potential energy 〈V 〉 of a particle subjected to a qua-
sicrystalline pentagonal potential versus time in dimensionless units for differ-
ent depths V0 of the deepest well (see legend). 〈V 〉 first decreases and then
saturates reflecting the relaxation process and thermal equilibrium, respec-

tively.

In addition to mean-square displacements, the Brownian dynamics simulations pro-

vide a nice illustration of the thermalization process associated with subdiffusion. In

Figure 6.10 the average potential energy 〈V 〉 of particles on random square substrates

is plotted versus time. While particles thermalize on the substrate, 〈V 〉 decreases con-

tinuously and finally saturates after the equilibrium state has been reached. As can be

seen, the thermalization time clearly becomes larger upon increasing V0/kBT .



6.4. Theoretical methods and results 105

In addition to numerical simulations, Schmiedeberg and Stark attempted to approach

the diffusive motion of particles on random and quasicrystalline substrates by means of

the rate equation

d

dt
P (Vm, t) = −zΓ(Vm)P (Vm, t) +

z

V0

∫ V0

0
dV ′

mΓ(V ′
m)P (V ′

m, t)p(V ′
m)︸ ︷︷ ︸

= 4
l2

D(V0,t)

. (6.18)

P (Vm, t) denotes the probability for a particle to occupy a minimum with a depth

between Vm and Vm + dVm at time t. z is the average number of nearest neighbor wells

and Γ(Vm) describes the rate with which the particle escapes from a well of depth Vm.

Here, the famous Kramers rate was used [133],

Γ(Vm) =
πVm

γl2
exp

(
− Vm

kBT

)
. (6.19)

Note that (6.19) is a simplified version because it does not take into account the well

the particle jumps to. The rate equation (6.18) therefore is an approximate description

which can be interpreted as follows. P (Vm, t) is diminished by particles escaping from

wells with a depth Vm (first term on the right hand side of (6.18)). In contrast, P (Vm, t)

increases due to the particles jumping from all p(V ′
m) (see Figure 6.8) wells with a depth

V ′
m into the wells with a depth Vm (second term in (6.18)). The correlation of this second

contribution to the diffusion constant D and the characteristic length scale l can be

derived from the real-space representation of the rate equation (6.19) (see [134,135] for

a detailed discussion). It is intuitively clear, however, that P (Vm, t) increases with D

(particles diffuse faster) and decreases with l (larger distance between the minima). An

interesting prediction is obtained in the limit t →∞ where a stationary distribution of

the particles, d
dt

P (Vm) → 0 is assumed. In this case it follows that

D∞(V0) = lim
t→∞

D(V0, t) =
zl2

4

(∫ V0

0

dV ′
m

Γ(V ′
m)

)−1

=⇒ D∞(V0) ∝ exp

(
− V0

kBT

)
(6.20)

Consequently, the diffusion constant is expected to decay exponentially with the depth

V0 of the deepest well at large times. As a final remark it should be mentioned that

the average numbers of nearest neighbors z is known in the case of quasicrystalline

pentagonal substrates (z = 6) yet the number of nearest neighbors is not identical

for each minimum. This therefore emphasizes the approximative nature of the rate

equation.

Figure 6.11 shows D∞ versus V0. The analytical expression (6.20) is represented by

the red and blue lines in the case of random square and quasicrystalline pentagonal

substrates, respectively. To check the analytical expression (6.20), D∞ was determined

from Brownian dynamics simulations as well (red and blue symbols). As can be seen,

the analytical model based on the rate equation (6.18) is confirmed excellently by the
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Figure 6.11. Long-time diffusion coefficient DL versus the depth V0 of the
deepest potential well in the case of random (blue) and quasicrystalline pen-
tagonal substrates (red). The symbols represent the results obtained from
Brownian dynamics simulations and the solid lines correspond to the approxi-
mative analytical expression (6.20) derived from the rate-equation (6.18).

numerical results. Accordingly, rate equations provide a promising method to ana-

lytically describe subdiffusive motion. In addition, the theoretical results show good

qualitative agreement with the experimental data (see Figure 6.5).

6.5. Conclusions and outlook

We have performed experimental studies on single-particle diffusion in the presence

of a quasicrystalline pentagonal light potential. The measured mean-square displace-

ments exhibit an intermediate range of subdiffusive behavior which grows with increas-

ing depth V0 of the deepest well. Our results demonstrate that subdiffusion is associated

with a thermalization process; a particle must explore the whole range of potential well

depth to reach thermal equilibrium. In addition, we investigated particle diffusion on

periodic triangular substrates. As a result, we do not observe subdiffusive motion due

to periodicity, i.e. V0 = const. Moreover, particle diffusion on triangular substrates ex-

hibits an intriguing analogy to particle diffusion in free triangular crystals. With this,

we intend to discover an analogy between particle diffusion on quasicrystalline sub-

strates and particle diffusion in many-particle systems exhibiting subdiffusive behavior

such as glasses.

We compared our experimental data with results based on both Brownian dynamics

simulations and analytical rate equations and we observe good qualitative agreement.

However, experimental and theoretical results show quantitative deviations caused by

the non-periodicity of the substrates considered here; the number of initial conditions

increases orders of magnitude compared to periodic substrates and it is therefore not

possible to measure a representative set of initial conditions.

There is another very interesting feature of quasicrystals left to explore. In addition

to phononic excitations, quasicrystals exhibit so-called phasons as well [136]; in brief, a
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phase factor depending on the position r is added to the potential (6.17),

V (r) =
V0

5

[
5∑

n=1

cos(Gn · r + φn(r))

]2

, (6.21)

with

φn(r) = Gn · u(r) + aG3n mod 5 ·w(r). (6.22)

The first term represents the phonons (u(r) = displacement field) and the second

one the phasons. Intuitively, the phason degree of freedom arises because a change

of the phases φn(r) also leads to a modification of the potential shape in the case of

quasicrystalline substrates. As a result, we expect the diffusive behavior to be different

if phasonic excitations are present. Experimentally, phasons will be generated by a

set of piezo-driven mirrors which will allow control of the φn(r) and creation of single

phasons w(r) [137].
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7
New insight on the nature of

confinement-induced like-charge attraction

Abstract
It is well known that liked-charged colloidal particles repeal each other. How-
ever, since 1994, several groups independently found an unusual long-ranged
attractive component in the pair interaction if colloidal suspensions are con-
fined in thin sample cells. Despite of considerable theoretical and experimental
effort, this so-called like-charge attraction (LCA) has not yet been explained.
Here, we reinvestigate the pair potential of like-charged colloidal particles with
video microscopy and demonstrate that LCA arises from an optical artifact
leading to erroneous distance measurements. We also provide methods and
techniques which allow to avoid or at least to correct for optical artifacts. In
addition, we address a light-induced effect termed optical binding and causing
attractive contributions to colloidal pair interactions. Similar to LCA, optical
binding has been subject to controversial discussions; we, however, demon-
strate that optical binding indeed exists.
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7.1. Introduction

The pair interaction in bulk charge-stabilized colloidal suspensions is known to be

well described by the Derjaguin Landau Verwey Overbeek (DLVO) theory [138, 139].

Within this theory, the pair interaction arises from a hard core contribution for particle

distances smaller than the particle diameter, the short-ranged van-der-Waals interaction

(2.6) for distances typically smaller than 100nm and the repulsive Yukawa potential

(2.10). The DLVO theory has been verified experimentally by dynamical [140] and

equilibrium measurements [40,141,142].

Doubts arose in 1994 when Ito et al. [143] observed void formation in intrinsically ho-

mogenous latex polymer dispersions. In addition, Kepler et al. simultaneously reported

an anomalous long ranged attraction in colloidal dispersions under confined conditions

– i.e., the spacing between the sample’s top and bottom wall is slightly larger than the

particle diameter [39]. The existence of this so-called confinement-induced like-charge

attraction (LCA) was manifested two years later when Larsen et al. found metastable

crystallites [144, 145]. Note that confinement-induced LCA is observed in the case of

monovalent ions and only in the presence of two confining glass plates.

Systematic studies on confinement-induced LCA were started in 1996 when Crocker

et al. extracted pair interactions from the dynamics of two colloidal particles under

confined conditions [146]. Squires et al. thereupon demonstrated in their calculations

that the attraction arises from a non-equilibrium hydrodynamical effect [147]. However,

this mechanism cannot explain the observation of confinement-induced LCA in equi-

librium; several groups independently measured the pair distribution function g(r) of a

dilute equilibrated colloidal system and then extracted the pair interaction through the

use of closure relations (see Section 2.4) [39, 41, 148–151]. To manifest the existence of

confinement-induced LCA, elaborate numerical cross-checks were performed [149] em-

ploying computer simulations and approximate liquid state theories [128, 152–154]. In

addition, it has been repeatedly investigated how confinement-induced LCA depends

on parameters as type, charge or size of colloidal particles. As a result, no systematic

dependence has been discovered.

The experimental evidence of confinement-induced LCA motivated plenty of theo-

retical studies. In the meanwhile, the existence of attractive pair interactions within

mean-field theories is categorically ruled out by rigorous mathematical proofs [155–159].

The studies beyond mean-field theories mostly focused on ion correlations [158,160–166],

i.e. the mechanism inducing LCA in polyelectrolytes [167]. Although an attraction has

been found, none of the theoretical approaches reproduces the long-ranged nature of

confinement-induced LCA. Recently, it has been proposed that confinement-induced

LCA might be caused through violations in ionic charge neutrality [24, 168]. However,
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this explanation is speculative and confinement-induced LCA therefore still constitutes

a mystery in colloidal science.

This chapter is organized as follows: to provide a more detailed introduction to

confinement-induced LCA, we summarize the latest experimental publication on this

topic [24] in Section 7.2. We then describe our experimental method to measure pair

interactions and optical artifacts in Section 7.3. Next, Section 7.4 contains the descrip-

tion and discussion of our results. In Section 7.5, we discuss methods and techniques

which allow to avoid optical artifacts. Section 7.6 addresses an effect termed optical

binding which has to be ruled out to occur in our experiments. We finally conclude the

chapter in Section 7.7.

7.2. Experimental evidence of confinement-induced LCA

In the following, we exclusively focus on confinement-induced LCA and therefore

omit “confinement-induced”. We now provide a summary of Grier’s and Han’s experi-

mental study [24] on LCA. A dilute system of colloidal particles suspended in water was

confined between two glass plates and particle trajectories were recorded with video mi-

croscopy (see Figure 7.1A). From the trajectories, the radial distribution function g(r)

was evaluated and the pair-interaction was determined employing both the hypernet-

ted chain (2.17) and the Percus-Yevick equations (2.18) to obtain reliable results. To

explore the role of confinement more systematically, Grier and Han varied the spacing

H between the two confining glass plates of their sample. This was achieved through

application of gas pressure. The evaluated pair potentials are shown in Figure 7.1B.

For the largest spacing, H ≈ 123σ (σ = 1.58µm), the pair potential is purely repulsive

and in perfect agreement with Poisson-Boltzmann theory (see Section 2.4); the pair

potential, however, displays the onset of an attraction at H ≈ 12σ. Decreasing the

spacing further to H ≈ 2σ, the minimum is finally shifted to a smaller distance of ap-

proximately 1.3σ and the depth is increased to approximately 0.3kBT . In addition, the

repulsive core of the measured pair potential shifts to smaller distances. Grier and Han

assumed that the shift is associated with the decrease of the screening length arising

from the enlarged concentration of counter ions caused by the reduced sample volume;

however, the change in the slope of the repulsive core is highly non-systematic and Grier

and Han therefore canceled the idea that LCA might be related to the counter ion con-

centration mediated by the spacing of the confining glass plates. The interpretation

of the results was then based on studies performed in the framework of Debye-Hückel

theory revealing that correlations between macroions and simple ions can generate lo-

cal violations of electroneutrality, therefore leading to an attractive contribution to the

pair potential [165, 166]. The theoretical and experimental findings, however, display

poor quantitative agreement. As a consequence, Grier and Han finally speculated that

the counterion distribution’s electroneutrality might be violated in such a manner that
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Figure 7.1. A) Experimental setup used by Grier and Han [24]. The plot
on the right hand side depicts a typical trajectory of a single colloidal particle
recorded by means of videomicroscopy. B) Measured pair potentials for differ-
ent sample heights H (symbols). The solid lines are fits according to the space
charge model sketched in the upper right corner. Plots taken from [24].

a space charge is induced right in between two macrions (see illustration in the up-

per right corner of Figure 7.1B). The attraction was assumed to be of the form (2.10)

where one macroion is replaced by the point-like space charge. The corresponding fits

are shown in Figure 7.1B as solid lines and yielded a space charge of approximately 10

elementary charges.

In conclusion, confinement-induced LCA still constitutes a mysterious effect although

Grier and Han spent quite some effort on improving the resolution. It finally dropped

down to 1/20kBT as the thermodynamic self-consistency was checked (see Section 5 in

[24] and references therein). Accordingly, the experimental results bear strong evidence

for like-charge attraction to exist.

7.3. Experimental method and data analysis

Motivated by the still hidden nature of LCA, we have performed studies on the subject

as well. Our experimental method and data analysis are described in the following.

We used samples of type I and II (see Section 3.5) to measure colloidal pair in-

teractions under unconfined and confined conditions, respectively. To compare our

results with those obtained by other groups, we have chosen the same batch of colloidal

particles which had been also used in [41] (highly charged silica spheres of diameter

σ = 1.5 ± 0.08µm). As a major difference, we did not apply the standard inversion

procedures which determine the pair interaction u(r) by inverting the pair distribu-

tion function g(r) of semi-dilute suspensions (see Section 2.4). Since it has been shown

that inversion procedures do not always produce reliable results [169,170], we evaluated
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the pair interaction directly by measuring the distance probability distribution of two

colloidal particles as described in the following.

We subjected two colloidal particles to a well-defined radially symmetric light po-

tential uext(x). In terms of the formalism introduced in Section 3.1, the potential was

created with a single, slightly defocussed laser beam aligned to X = 0 (see Section

3.1.4). From the particle trajectories as measured by digital video microscopy (see

Section 3.2), we obtained the distribution function P (x1, x2) with xi the position of

particle i = 1, 2. In the central region of the light trap uext(x) is approximated very

well by a parabolic potential,

uext(x) = aext|x|2 (7.1)

and the total potential energy of the two particles therefore becomes

Vtot = aext|x1|2 + aext|x2|2 + u(r), (7.2)

where r = |x1 − x2|. We introduce center of mass coordinates,

R =
1

2
(x1 + x2), r = x1 − x2, (7.3)

which allows to write the total potential energy as

Vtot = V (R) + V (r) (7.4)

with V (R) and V (r) defined as

V (R) = 2aextR
2, V (r) = u(r) +

aext

2
r2. (7.5)

Since the center of mass motion decouples from the relative particle motion, aext and

u(r) can be obtained simultaneously by inverting the corresponding Boltzmann factor,

aextR
2

kBT
= − ln P (R),

u(r)

kBT
= − ln P (r)− aext

2
r2 (7.6)

where P (R) and P (r) denote the probability distributions of the center of mass and

the relative coordinate, respectively (otherwise the external potential first must be

determined by the probability distribution of a single colloidal particle inside the laser

trap [142]).

The data analysis is performed as follows: first, the trajectories x1(t) and x2(t) are

transformed to center of mass coordinates R(t) and r(t) according to (7.2). Both, the

center of mass coordinate R(t) = (Rx(t), Ry(t)) and the relative coordinate r(t) =

(rx(t), ry(t)) are then transformed to polar coordinates (R(t), θR(t)) and (r(t), θr(t)),

respectively,

Rx(t) = R(t) cos θR(t), Ry(t) = R(t) sin θR(t), (7.7)

rx(t) = r(t) cos θr(t), ry(t) = r(t) sin θr(t). (7.8)
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Figure 7.2. A) Light potential uext determined from the measured center of
mass distribution (symbols). The solid line is a parabolic fit. B) Distribution
P (θR) of the angular coordinate θR associated with the center of mass R =
R(cos θR, sin θR). With this, one can check if the light potential is radially

symmetric.

With this, we determine the probability distribution functions Pm(R), Pm(r), Pm(θR),

and Pm(θr) (m=measured), the two latter allowing one to check if the light potential

is radially symmetric (Pm(θR) = const and Pm(θr) = const). Because of

Pm(x1, x2)dx1dx2 =
(
Pm(R)2πRdR

)
Pm(θR)dθR

(
Pm(r)2πrdr

)
Pm(θr)dθr, (7.9)

Pm(R) and Pm(r) have to be normalized by the respective factors 2πR and 2πr. The

pair interaction is finally obtained as

u(r)

kBT
= − ln

(
Pm(r)

2πr

)
− aext

2
r2,

aext = −kBT

2R2
ln

(
Pm(R)

2πR

)
. (7.10)

Figure 7.2A demonstrates the parabolic shape of the measured light potential. In

Figure 7.2B, the angular coordinate distribution P (θR) is plotted; the distribution is

approximately constant and therefore verifies the radial symmetry of the light potential.

To rule out possible light-induced effects such as optical binding we repeated the

pioneering experiment of Burns et al. [171]. We demonstrate in Section 7.6 that at

least laser powers of 0.5W are required to induce optical binding; the laser powers

however were less than 50mW in our experiments on LCA.

It is well known and confirmed by numerical calculations [172] that images of colloidal

particles are typically much larger than their geometrical size and it has already been

noticed by other groups that the overlap of particle images leads to wrong distance

measurements at short distances [173]; however, this has not yet been investigated

systematically and the impact on measured pair interactions is therefore unclear. We
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provide a quantitative measurement of the deviation between the measured and the

true distance denoted by rm(t) and r(t), respectively. The measurement is performed

as follows: as an immobile reference position we selected an isolated particle which

was irreversibly stuck (due to van der Waals forces) to the substrate an determined

its probability distribution. Due to the finite experimental resolution, the theoretically

expected delta-like probability distribution is broadened by approximately 20nm and

the maximum is identified as the true particle position (xref , yref ). Next, we approached

a mobile particle with a laser trap and determined for each video frame the momentary

position of the immobile reference particle (xref (t), yref (t)). Note, that in contrast to

(xref , yref ) the position (xref (t), yref (t)) is obtained in the presence of another particle.

With this, we first calculated the momentary, i.e. the measured distance

rm(t) =
√

(xref (t)− x(t))2 + (yref (t)− y(t))2. (7.11)

As a quantitative measure of how overlapping particle images modify their measured

distance we introduce

∆r(t) := rm(t)−
√

(x(t)− xref )2 + (y(t)− yref )
2. (7.12)

It is immediately obvious that the temporal average of this expression is zero if the

position of the isolated particle is not modified by the presence of another close particle,

i.e.

(xref , yref ) = 〈(xref (t), yref (t))〉 =⇒ 〈∆r(t)〉 = 0 (7.13)

where the outer bracket corresponds to time averaging. Since both particles are affected

symmetrically by the image distortion, the true particle distance r(t) is obtained by

r(t) = rm(t)− 2∆r(t). (7.14)

We corrected the raw data {r(t)} according to (7.14) and then determined the pair

interaction from the true distance probability distribution P (r) according to (7.10).

Note that the image distortion has no impact on the center of mass coordinate because

due to symmetry reasons the positions of the two particles are shifted in opposite

direction along their distance vector r.

7.4. Results and discussion

The open symbols in Figure 7.3 represent the measured pair potential under confined

conditions (sample type II). In addition to the strong repulsion close to contact, we

find a shallow minimum with a depth of approximately 0.2kBT at rm ≈ 1.3σ which

is in excellent agreement with the characteristic features of LCA (see Figure 7.1). In

the following, we will present our measurements of ∆r(t) which demonstrate that the

occurrence of such a minimum must not be interpreted as an attractive component in

the pair interaction, but instead is the result of errors in distance measurements.



116 7. New insight on the nature of confinement-induced like-charge attraction

In Figure 7.4A and C, we plotted the measured ∆r(t) versus time t. The particles were

far apart from each other (≈ 10σ) in Figure A so that particle images did not overlap. As

expected, ∆r(t) scatters within our resolution around zero and thus demonstrates that

video microscopy yields accurate positional information. In contrast, the fluctuations

are doubled when the two particles are close to contact (Figure C). Here, the overlapping

particle images obviously affect the determination of particle distances. To demonstrate

that distance measurements suffer from systematic distortions, we plotted ∆r vs. the

measured distance rm as shown in Figure 7.5. As can be seen, ∆r is negative for

distances between rm ≈ 1.2σ and rm ≈ 1.8σ. Here, the measured distance rm is smaller

than the true distance r according to the definition (7.14). In contrast, the measured

distance is too large for distances smaller than rm ≈ 1.2σ. We smoothed the measured

∆r(rm) and corrected our raw data according to (7.14). The pair potential evaluated

from the corrected data set is plotted in Figure 7.3 as closed symbols. Indeed, the

apparent attractive component has disappeared and the measured pair interaction can

be even fitted to the Yukawa potential (2.10) with Z ≈ 8000±4000 and κ−1 ≈ 10±5nm.

The effect of optical distortions on measured pair potentials is evident; it is, however,

intriguing that deviations of approximately 0.01σ in distance measurements lead to

apparent attractions of approximately 0.1kBT . To understand this we consider the

relation between the measured Pm(rm) and the true distance probability distribution

Figure 7.3. Measured pair potentials vs. the measured (open symbols) and
the corrected (closed symbols) particle distance. The data are shifted in verti-
cal direction for clarity. The solid line corresponds to a least-mean-square fit
to the screened Coulomb potential (2.10) with fit parameters Z ≈ 8000± 4000
and κ−1 ≈ 10± 5nm.
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Figure 7.4. ∆r(t) between a fixed and a free fluctuating particle under con-
fined conditions determined by video microscopy A) for large and C) for small
particle distances. B), D) Corresponding histograms of the measured distance
fluctuations.

P (r),

Pmdrm = P (r)dr (7.15)

with drm and dr the bin sizes associated with Pm(rm) and P (r), respectively. With

this, it follows that

P (r) = Pm(r − 2∆r(r))

[
1 + 2

d

dr
∆r(r)

]
, (7.16)

Pm(rm) = P (rm + 2∆r(rm))

[
1− 2

d

drm

∆r(rm)

]
. (7.17)

Figure 7.5. ∆r vs. rm determined numerically (black solid line) and exper-
imentally (gray solid line). The error bars indicate the change of ∆r upon
variation of the applied intensity threshold for particle detection by ±10%.
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Hence, the optical distortions do not only cause a shift of the distance probability

distribution but also affect bin sizes which finally causes the crucial modification of

measured pair interactions.

To explore the origin of optical distortions we performed numerical calculations mim-

icking the particle detection used in our experiments and based on a typical snapshot

of a transparent colloidal particle under bright field illuminating conditions (see inset

of Figure 7.6). The bright central spot and the darker ring around the particles are

typical for images of transparent colloids and are in good agreement with the results of

other authors [150, 174, 175]. From the digitized intensity distribution we calculated a

cross section of the intensity distribution (symbols in Figure 7.6). The solid line is an

(arbitrary) analytical expression I(x) which was chosen to yield best agreement with

our experimental data. As can be seen the intensity has a maximum at the particle

center and rapidly decays in radial direction. It is important to realize that before the

intensity reaches a constant background level it falls below this value around x ≈ 0.5σ.

When comparing the spatial extension of the intensity distribution with the geometri-

cal size of the particle, it is also obvious that the particle image is blurred over almost

twice the sphere diameter σ. Due to the radial symmetry of the problem, from I(x) one

easily obtains the corresponding 2D one-particle intensity distribution I1P (x, y). Both,

the undershooting of the intensity below the background and the (compared to σ) en-

larged optical image of the particles are in qualitative agreement with calculations of

Ovryn who made a complete numerical analysis of the imaging of transparent colloidal

spheres. By means of Mie theory calculations he computed the electromagnetic field

Figure 7.6. Cross section of the intensity distribution of a transparent col-
loidal particle derived from the image in the inset. Experimental data (sym-
bols) and arbitrary analytical fit function (solid line). Inset: typical snapshot
of a colloidal particle observed by video microscopy.
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Figure 7.7. Intensity cross sections of two particle images for different meas-
ured distances rm: A) rm = 2.58σ, B) rm = 1.93σ, rm = 1.67σ and D)
rm = 1.25σ. The symbols represent experimental data and the solid lines refer
to numerical calculations. Insets: corresponding video snapshots.

scattered under plane wave illumination conditions by a spherical particle and how it

is transmitted through a high numerical aperture microscope to a detector [172, 176].

The open symbols in Figure 7.7 correspond to the intensity cross-section taken from a

snapshot (inset of Figure 7.7) of two silica particles close to contact. In contrast to Fig-

ure 7.6, in the presence of a second colloidal sphere the intensity distribution becomes

slightly asymmetric around the particle centers. This is different compared to Figure

7.6. Assuming that the optical image of a particle pair follows from a linear superpo-

sition of single-particle images (incoherent image formation) the intensity distribution

of two colloids with center-to-center distance r is given by

I2P (x, y; r) = I1P (x− r/2, y) + I1P (x + r/2, y)− I0, (7.18)

where I0 accounts for the background intensity. The solid lines in Figure 7.7 correspond

to the cross-sections I2P (x, y = 0; r). The excellent agreement with the experimental

data clearly demonstrates that under our illumination conditions a linear superposition

yields accurate results. Having obtained an analytical expression for I2P we now can

calculate optical images for different particle distances r. From these images we obtain

the optically determined particle center distances rm through mimicking the image

processing algorithm used in our experiments. After subtraction of a uniform threshold

T we calculate the intensity weighted centroids of the two particles within the areas

defined by I2P (x, y; r) ≥ T [89]. From this we obtain the difference between the (via

digital video microscopy) measured and the true particle distance according to (7.14).

The results are plotted in Figure 7.5 as solid line versus rm. As can be seen the

calculated distortion is in excellent agreement with the measured data. The error bars
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Figure 7.8. A) Uncorrected pair potentials measured under unconfined con-
ditions (sample type I, see Section 3.3) for ionic conductivity of 4µS/cm (dia-
monds) and 0.8µS/cm (open circles). After correcting the data (open circles)
for imaging artifacts (∆r vs. rm shown in Figure B) we obtain the lower po-
tential (closed circles). The solid lines are fits to the Yukawa potential (2.10),
the dashed line is a guide to the eye. The solid line in Figure B is a polynomial

fit.

in Figure 7.5 denote the change of ∆r upon variation of the applied intensity threshold

T by ±10% and indicate that the threshold value has (within certain limits) only a

small influence on ∆r. Interestingly, such calculations have already been performed

earlier [173]. However, the particle images were modeled by parabolic cabs which then

resulted in a monotonic behavior of ∆r(rm). Our results thus clearly demonstrate that

the change in sign of ∆r(rm) is crucial to induce an apparent attractive part in the pair

interaction. At this point, it is important to mention that the calculation of correction

curves by superimposing one-particle images incoherently does not work in general. For

instance, we have failed to correct pair potentials obtained from measurements under

fluorescent conditions; however, the measurement of the correction curve by means of

a stuck and a mobile particle is applicable in general.

So far, we have demonstrated that overlapping particle images lead to an apparent

attractive component in the pair interaction. However, an essential aspect is still missing

in order to explain all features of LCA; why has LCA been observed exceptionally

under confined conditions if it is really caused by an optical artifact? This can be

easily explained by recalling (2.9). The screening length κ−1 inversely depends on the
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concentrations ci0 of salt ions and counter ions. If the spacing between the confining

plates of the sample cell is decreased the concentrations ci0 grow and κ−1 is therefore

getting smaller. The particle image thus overlap under confined conditions due to the

reduced strength of the pair interaction compared to unconfined conditions. As a result,

LCA should also be observable in unconfined samples at high salt concentrations. To

explore this idea, we measured the pair interaction at different salt concentrations in

thick sample cells (sample type I, see Section 3.5). Figure 7.8 (diamonds) shows the

pair interaction u(r) obtained under rather deionized conditions (ionic conductivity

0.8µS/cm). Particle distances below 2σ are hardly sampled and as expected the data

agree well with a screened Coulomb potential. From a fit we obtain Z ≈ 15900 ±
1200 and κ−1 ≈ 190 ± 5nm. Increasing the salt concentration (corresponding to an

ionic conductivity of 4µS/cm) leads to a shift of the potential to smaller distances

(open circles). In addition, however, the uncorrected potential exhibits a pronounced

minimum. Again, the depth and position of this minimum is in excellent agreement with

the characteristics of LCA but is here observed in the absence of confinement. Applying

the correction procedure as described above, eventually leads to perfect agreement with

a screened Coulomb potential with Z ≈ 18700 ± 1500 and κ−1 ≈ 55 ± 5nm (closed

circles). Finally we calculated the bare charge Zbare obtained from Z and κ−1 using

an analytical expression based on the Poissson-Boltzmann mean-field theory [177] and

obtain Zbare = 19210 and 19275 for the low and high ionic concentrations, respectively.

The almost perfect agreement is an independent consistency check for the corrected u(r)

and demonstrates that the obtained parameters are correct. Besides, our explanation

is also consistent with an observation made in the first paper on LCA where it was

reported that even under confinement, a minimum is only observed for sufficiently high

ionic concentrations [39].

7.5. Methods to avoid optical distortions

In the following, we explore possible strategies which allow to avoid imaging artifacts

instead of correcting them. This is of particular importance for dense colloidal systems

where more than two particle images overlap. In this case, both the measurement and

the calculation of the correction curve are rather elaborate.

To measure true particle distances, one must avoid the overlap of particle images

which are the source of erroneous distance measurements. One approach is to use core-

shell particles where e.g. the core is labeled with a fluorescent dye or where the shell is

matched exactly to the solvent [13]. For sufficiently large shell thicknesses, in both cases

the particle image can be smaller than its geometrical size. This would avoid artefacts

even when the particles are in physical contact. The insets of Figure 7.9 shows a highly

diluted system of silica spheres with a fluorescent (fluorescein isothiocyanate, FITC))

core. The core diameter was 400nm and the total radius 1.4µm. In the fluorescence
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Figure 7.9. ∆r vs. rm for core-shell particles with a fluorescent core: A)
fluorescent illumination (the data are shifted in vertical direction by 0.075σ)
and B) bright-field illumination. The insets display typical snapshots.

image (upper inset) the particle appear even smaller than their geometrical size. As

expected, in this case the ∆r vs. rm curve (Figure 7.9A) scatters symmetrically around

zero and shows no particular structure (note that the increased noise is due to the

smaller particle image [89]). In contrast, white light illumination again leads to images

which are blurred over almost twice the particle diameter, and we again observe the

characteristic shape of ∆r(rm) (Figure 7.9B).

The second approach does not avoid the overlap of particle images, but rather pro-

vides a new bright-field particle detection algorithm which intrinsically accounts for

optical distortions. The idea is the following: let xi denote the true position of the i-th

particle of a N -particle system. A typical video image can then be described as

I(x) =
N∑

i=1

I1P (|x− xi|) + INoise(x) (7.19)

with I1P the one-particle intensity determined from the particle image cross section

(Figure 7.6). INoise accounts for noise which is mostly caused by the electronic noise of
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the CCD camera chip. The expression (7.19) can be written as

I(x) =
N∑

i=1

δ(x′ − (x− xi))I1P (|x′|) + INoise(x)

=
N∑

i=1

ρ(x− x′)I1P (x′) + INoise(x), (7.20)

with ρ(x) the true particle density,

ρ(x) =
N∑

i=1

δ(x− xi). (7.21)

We apply the convolution theorem to (7.20) and obtain

Ĩ(q) = ρ̃(q)Ĩ1P (q) + ĨNoise(q) (7.22)

where the tilde refers to the Fourier amplitudes and q denotes the wave vector. With

this, it follows that

ρ̃(q) =
Ĩ(q)− ĨNoise(q)

Ĩ1P (q)
. (7.23)

Since the right-hand side of this expression can be determined from video images, the

true particle positions can be obtained by deconvolution.

7.6. Optical binding

In the following we focus on an effect termed optical binding (OB) which as LCA has

been discussed controversially during the last 20 years. Here, a strong light field induces

alternating attractive and repulsive components in the colloidal pair interaction. We

therefore had to check whether OB plays a role in our experiments.

OB can be understood as follows: we consider a single dielectric particle in a strong

electrical field E and denote the wave vector as k. The electric field induces an oscil-

lating dipole moment p in the particle which gives rise to scattering (Mie scattering

in the case of colloidal particles [172, 176, 178]). In the presence of a second particle,

the dipole induced in the first sphere interacts with the gradient of the electrical field

scattered by the second sphere and vice versa. Solving the Maxwell equations yields an

approximate analytical expression for the interaction energy depending on the electri-

cal field polarization [171]. If the polarization is perpendicular to the particle distance

vector r, the analytical expression explicitly becomes

W = −1

2
α2E2k2 cos(k · r)

r
(7.24)

with α the polarizability and r = |r|. Accordingly, the two dielectric particles experience

an alternating attractive and repulsive force depending on the distance r; note that the

oscillation period equals the electric field wavelength λ = 2π/|k|.
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Figure 7.10. Pair interaction u(r) in the presence of a strong light-field versus
distance r measured with video microscopy (the solid lines are a guide to
the eye); the light-field is a line shaped focus created through the use of two
cylindrical lenses [171]. A) The laser beam polarization is perpendicular to the
line shaped focus and the laser powers are P = 0.2W (squares), P = 0.4W

(circles), and P = 0.8W (diamonds). B) The laser beam polarization is parallel
to the line shaped focus and the laser powers are P = 0.4W (circles) and
P = 0.8W (diamonds).

In their pioneering work, Burns et al. performed experimental studies on OB and

subjected two polystyrene spheres (σ = 1.43µm) to a line shaped light potential created

through the use of two cylindrical lenses (see [171] for details). As a result, the particle

distance histogram evaluated along the line potential clearly revealed the oscillatory

structure as expected from (7.24). The existence of OB has therefore been proved

experimentally, but no effort has been employed to investigate OB systematically. In

particular, the electrical field strength required to induce OB has not yet been measured.

We repeated the experiment of Burns et al. and evaluated the pair interaction accord-

ing to the procedure described in Section 7.3; the extension to line shaped light poten-

tials is straightforward where (7.1) must be substituted by uext(x) = aext,xx
2 + aext,yy

2

with x = (x, y). Our results are shown in Figure 7.10A and the laser powers from top

to bottom are P = 0.2W , P = 0.4W , and P = 0.8W . As can be seen, the pair poten-

tials clearly confirm the existence of OB and show that OB occurs at powers between

P = 0.2W and P = 0.4W . Concerning our studies on LCA where P = 0.05W , we

must recall that the laser beam creating the light potential was defocused in contrast
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to the experiments on OB; we can therefore conclude that the potential strength in

LCA measurements has considerably been too small (leastwise an order of magnitude)

to induce OB effects.

The pair potentials shown in Figure 7.10B are obtained if the electrical field polari-

zation is parallel to the line trap. Here, the OB effect is reduced tremendously since

the oscillating dipole moments scatter the least in the oscillation direction.

In addition, our studies on OB are of general relevance for experiments employing

strong laser fields to create extended light potentials [8–11,179,180]. For instance, it has

not been definitely proven to date that OB does not affect the results of experimental

studies on light-induced freezing and melting [8–11]; our studies on OB now demonstrate

that the strengths of extended light potentials are by far to weak to induce OB.

7.7. Conclusions

We have experimentally determined colloidal pair interactions by confining two col-

loidal particles in a circular light trap and inverting the measured distance distribution.

As a result, we observed LCA similarly to previous studies done on the subject; however,

we could demonstrate that LCA is caused by an optical artifact arising from overlap-

ping particle images and causing erroneous distance measurements. We have also shown

that LCA is not a confinement effect; the observation of LCA only requires sufficiently

high screening of the repulsive Yukawa interaction to allow overlap of particle images.

Accordingly, we also found LCA in the case of unconfined samples at sufficiently high

salt concentrations. In addition, we provided a couple of strategies to account for op-

tical artifacts; first, optical distortions can be measured to correct measured distances

and can be calculated in the case of bright-field microscopy, and second, optical disto-

tions are intrinsically avoided through fluorescent imaging of core-shell particles with a

fluorescent core and through a new deconvolution method for particle detection under

bright-field conditions.

In the meanwhile, two groups reported further mechanisms that might be responsible

for LCA; first, Monte-Carlo studies have uncovered attractive contributions to colloidal

pair interactions arising from polydispersity [170] and second, it has been shown in [181]

that inversion procedures based on closure relations (see Section 2.4) can produce ap-

parent attractive interactions. Moreover, the pair correlation function of a confined

dilute colloidal system has been recently measured using core-shell particles [182]. As

a result, a purely short-ranged repulsive behavior was observed in the case of fluores-

cent illumination. In contrast, the pair correlation function exhibited deviations under

bright-field conditions pretending apparent attractive interactions.
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8
Summary

We used colloids as model systems for condensed matter employing charged-stabilized

colloidal suspensions, optical tweezers and video microscopy. In charged colloidal sus-

pensions, particles interact via a repulsive screened Coulomb potential with the screen-

ing length determined through the concentration of salt ions. Optical tweezers refer

to strong laser-intensity fields which allow trapping of dielectric colloids in regions of

maximum intensity. We used optical tweezers to induce extended 2D substrates by

means of overlapping expanded laser beams. In addition, we controlled the particle

density with a scanned focused laser beam creating 1D boundary potentials. Particle

trajectories were measured with video microscopy and we determined pair interactions,

pair correlation functions, mean-square displacements and nearest-neighbor bonds from

the trajectories.

In this thesis, we have presented the following theoretical and experimental studies:

we first determined the phonon band structure of 2D triangular colloidal crystals in

the presence of commensurate 1D and 2D periodic substrates. The numerical studies

were based on the harmonic approximation where springs describe both the particle

pair interaction and the particle-substrate interaction. Our results demonstrate that a

substrate can both shift and deform phonon-band structures and, in addition, can even

induce band gaps. As a consequence, a substrate can modify sound and thermal prop-

erties which both crucially depend on the phonon-band structure. In the experiments,

we prepared a 2D triangular crystal under highly deionized conditions and created 1D

and 2D periodic substrates by means of two overlapping expanded laser beams. The

phonon-band structure was determined from the measured particle trajectories and our

experimental results confirm the theoretical findings. Moreover, we theoretically inves-

tigated phonon dynamics. As a result, we found that a Laplace transformation relates

127
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the mean-square displacement to the phonon spectrum. The experimental verification

of this relation is subject of future research.

We then investigated the structural properties of a binary colloidal hard-sphere mix-

ture using confocal microscopy. Our results confirm the existence of structural crossover,

an effect predicted by theoretical studies employing density-functional theory and the

Ornstein-Zernike formalism. Structural crossover refers to a marked change in the

wavelength of damped oscillatory pair correlation functions; depending on the packing

fraction of the two particle species, the wavelength is slightly larger than the diameter

of either the big or the small particles. Furthermore, we found that structural crossover

is related to the size of networks consisting of only equally sized particles connected

through nearest-neighbor bonds. This is supported by Monte-Carlo simulations which

were performed at different ratios of the particle sizes and total packing fractions.

Next, we studied single-particle diffusion on a quasicrystalline light-induced sub-

strate. As a result, we observed subdiffusive behavior characterized through an in-

crease of the mean-square displacement in time according to a power law with the

power smaller than unity. We interpreted the subdiffusive particle motion as a ther-

malization process; to thermalize, the particle must explore the entire distribution of

potential well depth which is characteristic for non-periodic quasicrystalline substrates.

In addition, we found normal diffusion at large times when the particle has thermalized.

Our experiments were paralleled by theoretical studies employing Brownian dynamics

simulations and rate equations. The numerical results agree qualitatively with the

experimental findings.

We finally focused on confinement-induced like-charge attraction, a mysterious phe-

nomenon since an anomalous long-ranged attractive pair interaction is observed in con-

fined charged colloidal suspensions. Two particles were subjected to a radially sym-

metric light-induced trap and the measured particle-distance distribution yielded the

pair interaction. As a result, we found that like-charge attraction is caused by an opti-

cal artifact arising from overlapping particle images and leading to erroneous distance

measurements. The corrected pair potentials show excellent agreement with mean-field

theories. This clearly manifests that the pair interaction in charged colloidal suspen-

sions is indeed purely repulsive. Moreover, we demonstrated that the role of confine-

ment is simply associated with a strong screening of the repulsive interaction which

leads to overlapping images. We finally demonstrated that one can avoid optical arti-

facts through the use of core-shell particles or a particle-detection algorithm based on

particle-image deconvolution.
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[38] D. Rudhardt, C. Bechinger, and P. Leiderer. Direct measurement of depletion potentials in

mixtures of colloids and nonionic polymers. Phys. Rev. Lett., 81(6):1330, 1998.
[39] G. M. Kepler and S. Fraden. Attractive potential between confined colloids at low ionic strength.

Phys. Rev. Lett., 73(2):356, 1994.
[40] S. H. Behrens and D. G. Grier. Pair interaction of charged colloidal spheres near a charged wall.

Phys. Rev. E, 64(5):050401, 2001.
[41] A. Ramirez-Saito, M. Chavez-Paez, J. Santana-Solano, and J. L. Arauz-Lara. Effective pair

potential between confined charged colloidal particles. Phys. Rev. E, 67(5):050403, 2003.
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