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Introduction

The use of quantum systems for information processing purposes promises higher computational power for certain problems compared to classical computers. This is a main result of quantum information theory, which has been developed in the last 30 years [1]. During this time, experimentalists have tried to physically implement quantum computers. As our entire world is quantum mechanical it is not clear which system is more suited than others. The building blocks of quantum computation are quantum mechanical two-level systems and thus many different systems are possible e.g. the polarization state of single photons, the nuclear spin of single ions, anharmonic electric circuits and many other [2, 3, 4]. All of these approaches have their advantages, which has been shown in many important proof-of-principle experiments. However, quantum information is extremely fragile and thus the physical realization of an useful quantum computer is still an outstanding problem in physics.

This thesis investigates diamond-based quantum computation. The qubit system is the Nitrogen-Vacancy color center (NV center). This defect in the diamond lattice behaves similar to a single trapped molecule but it can be investigated with much less experimental effort compared to e.g. single ion experiments. The diamond acts as a natural trap, which fixes the NV center. Since it is known that the electron spin associated with the NV center can be polarized and readout by optical means it is considered as possible hardware for a quantum computer, especially as long coherence times allow to perform spin experiments at room temperature. Several requirements for quantum computation have been demonstrated, e.g. single electron spin rotations and the coherent control of nearby nuclear spins [5, 6], which has allowed to show entangled states of three spins [7].

In this thesis, the coupling of a single NV electron spin to other single spins is investigated in the context of the optical qubit readout process and the scalability of an NV-based quantum computer.

In the first chapter, the NV center is introduced and its most important properties are discussed. In addition, the experimental setup and the most basic spin manipulation techniques are presented.

In the second chapter, the coupling of the NV center to its intrinsic nitrogen nuclear spin is investigated in great detail. A method is presented which allows for reduction of the required spin measurement time by a factor 3. Furthermore, quantum jumps of the nitrogen nuclear spin are demonstrated.

In the third chapter, a quantum register consisting of two single NV centers shows the principal scalability of an NV-based quantum computer. The NV pair has been created by ion implantation and the distance between the centers can be determined by the
magnetic dipole interaction to be about 10 nm.
Chapter 1
The Nitrogen-Vacancy center in diamond

Diamond has some extreme properties, e.g. its famous hardness, and it is one of the most desirable gemstones. But due to the steady improvements in fabrication of synthetic diamonds over the last two decades it became more and more interesting for research and industry. The field of possible future applications has grown very rapidly, e.g. biosensing or high energy particle/radiation detectors [8, 9]. Similar to silicon crystals in the 1950s, the availability of high purity crystals also opened a new research field, focused on (single) defects and doping. One among the over 500 known defects in diamond, the Nitrogen-Vacancy color center (NV center), has attracted a lot of attention since Gruber et al. observed single spin magnetic resonance in 1997 [10]. The possibilities of optical read out and polarization of the spin as well as extremely long coherence times make the system very attractive for quantum computation purposes at room temperature. In this first chapter, the Nitrogen-Vacancy center, its exceptional properties and the experimental methods to investigate its spin physics are introduced.

1.1 The structure and photophysics

Diamond is a crystal and consists of sp³ hybridized carbon atoms, each bound covalently to four neighboring atoms. This leads to a tetrahedral lattice structure, which can be described as face-centered cubic with a two-atomic basis. The carbon atoms are small and allow short bond length (1.54 Å). The strong overlap of neighboring atomic orbitals results in a 5.45 eV bandgap and makes diamond a band insulator at room temperature. The even more important consequence of the large bandgap is the possibility of fluorescent defect centers in the diamond, because both its electronic ground and excited state can lie between valence and conduction band (figure 1.1).

This thesis is focused on the Nitrogen-Vacancy center, which consists of a substitutional nitrogen atom and an adjacent unoccupied lattice site. The NV center forms a stable molecular system in the diamond lattice which behaves similar to a single atom in a trap. It can occur naturally or can be created by irradiation. As nitrogen is the dominant impurity in diamond, NV centers can be found in naturally grown, in HPHT (high pressure
high temperature) and even in pure CVD (chemical vapor deposition) diamonds. However, there are basically two ways of creating NV centers artificially. If many NV centers are desired and spatial resolution is not important, the best solution is a crystal, which already contains a lot of nitrogen impurities, and only the second part, the vacancy, has to be produced. Carbon atoms can be removed from their lattice site by irradiation of diamond with electrons or ions (e.g. carbon ions). After irradiation the sample is annealed at temperatures of about 700 °C. At these temperatures the vacancies start moving through the crystal and can be trapped by nitrogen impurities, forming the stable NV center. If spatial resolution is important or very long spin dephasing times are desired, ultrapure (with respect to paramagnetic impurities and the \(^{13}\text{C}\) isotope) diamonds can be used. These diamonds have a very low initial nitrogen concentration, thus implantation of nitrogen atoms or molecules provides both necessary ingredients, as the vacancies are produced during the propagation of the ion beam through the crystal \[11\]. Subsequent annealing creates the additional NV center.

Many fundamental properties of the NV center like symmetry, spin or energetically position of ground and excited state were determined already in the 1970s. The electronic ground state is connected to the excited state via a strong optical transition, with a zero-phonon line (ZPL) at 637 nm (1.945 eV). Due to the tetrahedral bond structure and the distinguished axis, which connects the nitrogen atom and vacancy site, the symmetry of the NV is \(c_3\nu\). Experimentally this was figured out by measurements of the splitting and polarization of the ZPL under uniaxial stress \[12\]. Electron spin resonance (ESR) \[13\].

Figure 1.1: a) The large bandgap of diamond allows for optical fluorescent defect centers b) Physical structure of the Nitrogen-Vacancy center
and holeburning \[14\] experiments showed, that both ground and excited state are spin triplets. The optical transition was determined to be \(3^\text{A} - 3^\text{E}\), which makes the ground state an orbital singlet and the excited state an orbital douplet. However, the orbital doublet character can be neglected at room temperature, because very recently it was shown, that due to an averaging effect, which occurs at temperatures higher than 70 K, the excited state behaves like an effective orbital singlet \[15, 16\].

The current state of theory assumes that there are six electrons contributing to the energetic structure of the NV center \[17\]. Three electrons are provided by the carbon dangling bonds at the vacancy site, two electrons by the nitrogen atom and one electron is additionally caught, making the NV center negatively charged. There also exists a neutrally charged version of the NV center, the NV\(^0\) center, which has completely different properties and is not subject of this thesis \[18\].

Using off-resonant green (523 nm) laser light the system can be pumped into the excited state phonon sideband. Subsequent fast phonon relaxation brings the system to the lowest excited state. Spontaneous emission into the broad phonon band of the ground state leads to redshifted fluorescence (highest intensity between 650-800 nm). The high quantum fluorescence yield of this transition along with high photo stability allow single NV detection by standard confocal microscopy techniques. Actually, its extreme photo stability lead to the first commercially available single photon source\(^1\).

However, the full richness of the photophysics is only discovered by taking into account the triplet character of ground and excited state and the existence of a third electronic state (figure 1.2). Due to spin-spin-dipole interaction of the unpaired electron spins the \(m_s = 0\) spin state is split from the \(m_s = \pm 1\) states by 2.87 GHz in the electronic ground state. This interaction results in a strong quantization axis (the NV axis) for the electron spin. The optical transition \(3^\text{A} - 3^\text{E}\) is spin conserving, because the quantization axis for the electron spin is the same in ground and excited state, the spin-orbit coupling in the excited state is very low at room temperature and the optical dipole operator does not mix spin states. The third electronic state is a metastable singlet lying energetically between ground and excited state. If the system is in the \(m_s = \pm 1\) states of the excited state, it has a high probability (about 50\%) to relax radiationless into the \(A^1\) metastable singlet state instead into the ground state. Axial spin-orbit coupling permits this intersystem-crossing (ISC). Due to symmetry caused selection rules the transition of \(m_s = 0\) states from the excited state into the metastable state is forbidden, making the fluorescent transition the only decay channel for the \(m_s = 0\) state. Small non-axial spin-orbit coupling relaxes this prohibition, thus the ISC rate for the \(m_s = 0\) has a non-zero value, but nevertheless it is very small.

Once the system has reached the longliving metastable state it is trapped there for 250 ns \[19\]. During this time, the system cannot be excited and cannot emit photons, therefore the average fluorescence intensity drops. Because mainly the \(m_s = \pm 1\) states relax into the metastable state, the average fluorescence contains information about the spin

\(^1\)Quantum Communications Victoria
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Figure 1.2: NV center energy level scheme at room temperature. The optical transitions are spin conserving. The alternative decay channel permits spin flips mainly from \( m_s = \pm 1 \) into the \( m_s = 0 \) state. This intersystem crossing leads to spin state dependent fluorescence and optical polarization into the \( m_s = 0 \) state.

state. Thus, the \( m_s = 0 \) state can be considered as bright state and the \( m_s = \pm 1 \) as dark states.

The decay rates from the metastable state back in the groundstate are determined by symmetry and lead predominantly to population of the \( m_s = 0 \) state. Thus, the second decay channel ends mainly in the \( m_s = 0 \) state. Every optical run increases the probability of finding the system in the \( m_s = 0 \) state, creating a non-Boltzmann and strongly polarized distribution of the spin states. Recent publications indicate that the alternative decay channel does not consist of one but two single metastable states \[20\]. However, for the purposes of this thesis it is totally sufficient to think of one metastable singlet state with a lifetime of about 250 ns.

In summary, the electron spin state can be read out by recording the average fluorescence intensity and continuous laser excitation leads to spin polarization into the \( m_s = 0 \) state. These two exceptional properties of the NV center, caused by symmetry and advantageous order of the energylevels, are the main reasons for the huge interest in this system and why it is considered as a promising candidate for solid state quantum computing at room temperature.

1.2 Experimental setup

To detect single quantum emitters optically, two important requirements have to be fulfilled. First, the emitters have to show strong fluorescence and second, the density
of the emitters must be low enough. Both needs are easily met by diamonds with a NV density below 0.5 ppb. The experimental setup for single defect spectroscopy is basically a high resolution confocal microscope (figure 1.3), which operates at room temperature. A 532 nm cw laser (frequency-doubled Nd:YAG) is focused by an objective

![Diagram of Experimental Setup](image_url)

**Figure 1.3:** Scheme of the experimental setup.

and excites a small diffraction limited volume (below 1 \( \mu m^3 \)) in the diamond, wherefrom the fluorescence is collected. For pulsed experiments, the laser passes an acousto optical modulator (AOM). By applying RF at the AOM crystal a standing wave is formed and the laser light is diffracted by the resulting optical grating. Only the first diffraction order can pass the rest of the beam path, the others are blocked. Switching on and off the RF creates laser pulses with a rise time of about 10 ns. Passing the beam through a photonic fiber increases the quality of the light mode. The laser beam is guided into the objective by a glass wedge, which reflects about 5-10 %. The objective is mounted on a piezo scanner (range: 100 \( \mu m \times 100 \mu m \times 20 \mu m \)). If the objective is moved by the piezo, the focus in the diamond moves as well.

The fluorescence is collected by the same objective to ensure a good overlap of excitation and detection volume. In order to increase the number of collected photons, an oil immersion objective is used (NA= 1.3). The high difference of the refractive indices of diamond (\( n_{\text{dia}} = 2.4 \)) and air (\( n_{\text{air}} = 1 \)) causes a small total internal reflection angle at the border. By using immersion oil (\( n_{\text{oil}} = 1.5 \)) between diamond and objective, the angle is increased and more photons can leave the diamond. A lens focuses the fluorescence
onto a small pinhole (50 µm diameter) to increase the signal to background ratio by blocking the light from other planes than the focal plane. Behind the pinhole, a 647 nm longpass cuts away reflected laser light and only fluorescence photons enter the last part of the detection channel, the Hanbury Brown and Twiss setup. This setup consists of a beamsplitter and two avalanche photo detectors (APD). By measuring the temporal correlation between two photon arrivals, one at each APD, the number of single quantum emitters can be determined. This measurement relies on the fact, that a single emitter cannot emit two photons at the same time. During its radiative relaxation from the excited to the ground state it cannot be reexcited, but the reexcitation is necessary for a second photon. Thus, the probability for one photon at each APD at the same time is zero for a single quantum emitter. This correlation function is called the second order correlation of the light field \( g^{(2)}(\tau) \) and the verification of a single emitter is valid for \( g^{(2)}(0) < 0.5 \) (figure 1.4). The NV fluorescence saturates at about 350 µW excitation laser power and yields up to 250 kc/s at the detectors. This corresponds to an overall photon detection efficiency of 2% (radiative lifetime = 12 ns).

Spin transitions can be tuned by applying a static magnetic field. For this purpose, an electro magnet, which can create fields up to 0.4 T, is placed behind the sampleholder on a moveable stage. The magnet can be shifted in 3 dimensions and rotated around 360°, thus it is possible to apply a static magnetic fields along arbitrary directions. A thin copper wire (20 µm diameter) spanned over the diamond permits the application of microwave (mw) and radiofrequency (rf) radiation for resonant electron and nuclear spin manipulations. The wire is soldered to the sampleholder, which is connected to various mw and rf sources and amplifiers. Pulse experiments with a sequence of laser, mw

---

**Figure 1.4:** a) Measurement of the second order correlation function \( g^{(2)}(\tau) \) to verify single quantum emitters. b) 25 µm x 25 µm confocal scan. The bright spots are mainly single NV centers
and rf pulses are performed with a pulsegenerator, which gives TTL pulses to switches, which control the rf for the AOM and the mw and rf sources for spin manipulation.

1.3 Spin Hamiltonian

Since this thesis is dedicated to spin physics, the NV ground state spin Hamiltonian is briefly introduced before the basic electron spin resonance experiments are discussed. The whole spin Hamiltonian can be expressed by electron and nuclear spin operators and numerical parameters only. There is no need for operators acting e.g. on the spatial coordinate of the electron. The spatial wavefunction is averaged and hidden in the different parameters of the Hamiltonian. These parameters can be determined by magnetic resonance techniques. In the electronic ground state the spin Hamiltonian can be divided into the following contributions (energetically ordered):

\[ H = H_{ZF} + H_{EZ} + H_{HF} + H_{NQ} + H_{NZ} \] (1.1)

The largest energy scale is given by the dipole-dipole-interaction of the unpaired electrons. The degeneracy of the \( m_s = 0 \) and \( m_s = \pm 1 \) spin levels is lifted by 2.87 GHz zero-field splitting, with the corresponding Hamiltonian

\[ H_{ZF} = \vec{S} \cdot \vec{D} \cdot \vec{S} \] (1.2)

\( \vec{S} \) is the electron spin vector operator and \( \vec{D} \) is the zero-field splitting tensor, which can be expressed by two independent parameters \( D \) and \( E \).

\[ H_{ZF} = D \cdot S_z^2 + E \cdot (S_x^2 - S_y^2) \] (1.3)

\( D \) is 2.87 GHz in the ground state. \( E \) describes the deviation from axial \( C_3 \nu \) symmetry. \( E = 0 \) means perfect symmetry, whereas a non-zero value can be caused by strain in the crystal or by an electric field. In CVD bulk diamonds \( E \) is usually negligible.

The second largest contribution is the electron Zeeman term, which lifts the degeneracy of the \( m_s = \pm 1 \) states. The static magnetic field is aligned along the z-axis (NV-axis) in most of the experiments reported in this thesis

\[ H_{EZ} = g_e \mu_B B_z S_z \cdot \] (1.4)

\( \mu_B \) is the Bohr magneton and the electron g-factor \( g_e \) is equal to the free electron case (\( g_e = 2.0023 \)). The magnetic dipole moment of the NV can also interact with nearby nuclear spins. This hyperfine interaction has an isotropic Fermi contact and an anisotropic dipole-dipole contribution.

\[ H_{HF} = \sum_i (a_{iso,i} \cdot \vec{S} \vec{I}_i + \vec{S} \vec{T} \vec{I}_i) \] (1.5)
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The isotropic parameter $a_{iso,i}$ is proportional to the probability density of the electron spin at the nucleus $i$. This is a purely quantum mechanical effect, which arises from symmetry constraints to the complete wavefunction (spatial and spin part). The anisotropic interaction is characterized by the symmetric and traceless tensor $T$. Its origin is the classically understandable interaction of two magnetic dipoles. $T$ can be in principle calculated by averaging the full magnetic dipole-dipole Hamiltonian $H_{DD}$ over the spatial coordinates,

$$H_{DD} = \sum_i \frac{\mu_0 \mu_B \mu_n g_{n,i}}{4\pi r_i^3} \left( \vec{S} \cdot \vec{I}_i - 3 \left( \vec{S} \cdot \vec{r}_i \right) \left( \vec{I}_i \cdot \vec{r}_i \right) \right),$$  \hspace{1cm} (1.6)

where $\mu_0$ is the vacuum permeability, $\mu_n$ is the nuclear magneton and $g_{n,i}$ the $g$-factor of nucleus $i$. The vector $r_i$ links the electron with the proper nuclear dipole. Because of the strongly localized electron wavefunction the dipole-dipole contribution dominates the interaction with nuclear spins which are more than three bond lengths separated from the NV center.

The first nuclear spin, which comes into mind for hyperfine interaction, is the nitrogen nucleus as a component of the NV center. It exists in two isotopes, $^{14}\text{N}$ ($I=1$) and $^{15}\text{N}$ ($I=1/2$), whereas $^{15}\text{N}$ has a very low natural abundance (= 0.1 %). For the case of $^{14}\text{N}$ ($I=1$) there is an additional term in the spin Hamiltonian, the quadrupole coupling.

$$H_{QN} = P \left( I_{2z,N}^2 - \frac{1}{3} I_N^2 \right),$$  \hspace{1cm} (1.7)

It leads to a zero-field splitting $P$ of the nuclear spin levels similar to the electron spin, but a factor 600 lower. However, there is also another species of nuclear spins in the diamond, the $^{13}\text{C}$ isotope ($I=1/2$), which has a natural abundance of 1.1 %. Because of the strong distance dependence of both Fermi contact and dipole-dipole coupling, one might expect the hyperfine coupling to the nitrogen nuclear spin to be much larger than to the $^{13}\text{C}$ nucleus, but this is not necessarily the case. It turns out that the electron spin density at the nitrogen atom is pretty low in the groundstate and that the electron is mostly at the vacancy site. This leads to very strong hyperfine interaction (up to 130 MHz) of the NV electron spin with $^{13}\text{C}$ atoms close to the vacancy site. The interaction with the nitrogen nucleus is discussed in more detail in chapter 2.

The static magnetic field couples also to nuclear spins, which gives the last term considered, the nuclear Zeeman energy

$$H_{NZ} = g_e \mu_n B_z I_z.$$

The nuclear Zeeman splitting is on the order of 0-400 kHz for the presented experiments. Writing down a Hamiltonian means drawing a line between the system and the environment and neglecting terms in a solid state system is unavoidable. In this case inter nuclear coupling is neglected, which leads e.g. to dephasing of the NV electron spin and can be described by phenomenological decoherence times.
1.4 Optically detected magnetic resonance (ODMR)

As the ground state of the NV center is a spin triplet it can be investigated by means of magnetic resonance. Electron spin resonance (ESR) measures the magnetization, i.e. the population difference of spin levels. Usually, in order to achieve detectable population differences high magnetic fields or very low temperatures are necessary, because in thermal equilibrium the spin state populations are determined by the Boltzmann distribution and unequal populations need $\mu_B g B > kT$. However, this is not the case for the NV center. Continuous laser excitation leads to strong polarization into the $m_s = 0$ spin state. Due to very long longitudinal relaxation times even at room temperature (5 - 10 ms), there is plenty of time to perform magnetic resonance experiments before the Boltzmann distribution is recovered. Because of the strong spin state dependence of the fluorescence intensity it is possible to perform optically detected magnetic resonance (ODMR). Due to single defect laser excitation and fluorescence detection with a confocal microscope, ODMR at the single level is possible.

![ODMR Spectrum](image)

**Figure 1.5:** a) Optically detected magnetic resonance of the NV center at zero magnetic field. At the frequency of the zero-field splitting of 2870 MHz, population is transferred from the bright into the dark state. This causes a drop in the fluorescence. b) A static magnetic field parallel to the NV axis lifts the degeneracy of the $m_s = \pm 1$ states.

Continuous laser excitation (532 nm) polarizes the electron into its bright state. By applying simultaneously mw radiation, the ESR signal can be detected as a dip in the fluorescence. Hence, the fluorescence intensity over the applied microwave frequency is observed. If the mw is in resonance with the spin transition, population is transferred from the bright state to the dark state. In figure 1.5 a), a NV ODMR spectrum is shown. At the frequency of the zero-field-splitting a dip in the fluorescence is observed. In a static magnetic field, these lines are split by the Zeeman energy (figure 1.5 b). If the
field is aligned along the NV axis the splitting is increasing linearly with the magnetic field amplitude.

\[ |2870 \text{ MHz} - \nu_{0,\pm1}| = 2.8 \text{ MHz/Gauss} \cdot B \quad (1.9) \]

The two spectra are both laser and mw power broadened. By reducing the power, the hyperfine structure becomes visible. Figure 1.6 shows the spectra of two NVs. In both cases a magnetic field along the NV axis is applied and only the electron spin \( m_s = 0 - m_s = -1 \) transition is shown. The two NVs have different nitrogen isotopes, one consists of a \(^{14}\text{N}\), the other of a \(^{15}\text{N}\). The \(^{14}\text{N}\) is a nuclear spin \( I = 1 \) system and the spectrum shows three lines equally separated by 2.15 MHz. These three lines correspond to three nuclear spin quantum numbers \((m_I = -1, 0, +1)\), which are conserved by the mw transition. The \(^{14}\text{N}\) nuclear spin is topic of a more detailed investigation in chapter 2. The \(^{15}\text{N}\) has a nuclear spin \( I = 1/2 \). Thus, there are two allowed mw transitions (split by 3 MHz) for the two possible components of the nuclear spin along the NV axis \((m_I = -1/2, +1/2)\). The splittings are due to hyperfine interaction in the \( m_s = -1 \) state. In \( m_s = 0 \) the electron spin does not couple to the dipole field from the nuclear spin and the nuclear spin states are only split by the nuclear Zeeman energy, which is negligible for low magnetic fields. Continuous wave ODMR spectroscopy provides some information about the difference of energy levels of the NV electron spin but to observe coherent spin dynamics pulse experiments are necessary.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.6.png}
\caption{Hyperfine resolved ODMR spectra of two NVs with different nitrogen isotopes. Only the electron spin \( m_s = 0 - m_s = -1 \) transition is shown. a) \(^{14}\text{N}\), I= 1. b) \(^{15}\text{N}\), I= 1/2}
\end{figure}
1.5 Determination of the spin state

The three parts of a spin pulse experiment are: initialization, manipulation and read out. The initialization is done by a short green laser pulse. Before showing particular spin experiments, the readout process is discussed. As mentioned in section 1.1, the fluorescence depends strongly on the electron spin state, i.e. the shape of a fluorescence pulse depends on the spin state as well. In figure 1.7 two NV fluorescence pulses are shown. In figure 1.7 a) the initial spin state is $m_s = 0$ and b) $m_s = -1$. The initial decay is determined by the ISC rate for the $m_s = -1$ state, whereas the recovery rate represents the lifetime of the metastable state.

![Figure 1.7: NV fluorescence during a 3 µs excitation laser pulse (532 nm). The time binning is 1 ns and to get the average fluorescence the measurement is repeated 280,000 times, i.e. every bin is measured 280 µs. The red line is calculated with classical rate equations for a five level modell (figure 1.8). The rates are fitted to the data. a) Initial spin state $m_s = 0$. Starting polarized in the bright state, the fluorescence drops, because a small steady-state population is build up in the meta stable state b) Initial spin state $m_s = -1$. The high ISC for the $m_s = -1$ state brings the system into the longliving metastable state and during its lifetime the system does not emit photons. The initial decay is determined by the ISC rate for the $m_s = -1$ state, whereas the recovery rate represents the lifetime of the metastable state.]

thus the fluorescence intensity is high at the beginning, because the system undergoes many optical cycles. In the steady state the fluorescence is a little bit lower, because the metastable state gets slightly populated. This is caused by the small but non-zero ISC rate for the $m_s = 0$ in the excited state. In figure 1.7 b), the dark $m_s = -1$ state is populated initially and the fluorescence drops at the beginning, because of the radiationless ISC from $m_s = -1$ in the excited state. This leads to lower fluorescence. Whereas the ISC rate into the metastable state is responsible for the initial fluorescence lowering (in both cases), the ISC rate into the ground state determines the time needed to polarize the spin into its bright state. The characteristics of these pulses are well reproduced by a
simple five level picture (figure 1.8 a)). For simplicity, only one dark state in ground and excited state is considered. Assuming that the optical coherences decay very fast, it is easy to set up a classical rate equation system for the five populations (similar to \([17]\)). The rates are fitted to experimental data and the good agreement in both cases indicates that the polarization mechanism via the metastable state is well understood.

![Diagram](image)

**Figure 1.8:** a) The five level model used to reproduce the spin depending fluorescence. The arrows show which rates are taken into account and the thickness indicates the strength of the rate (the thicker the larger). b) Signal to noise as a function of \(t_p\) calculated for the two pulses in figure 1.7

The fluorescence pulses in figure 1.7 differ only during the first 500 ns. Afterwards there is no difference in the fluorescence left. Thus, by comparing the number of photons at the beginning of these two pulses, the spin state can be distinguished. To do this more quantitatively the spin state signal \(f_p/f_{ref}\) is introduced. \(f_p\) is the number of photons up to a time \(t_p\), whereas \(f_{ref}\) is the number of photons at the end of the pulse.

\[
    f_p(t_p) = \sum_{0}^{t_p} \text{# of photons}(t) \quad f_{ref}(t_{ref}) = \sum_{\text{end of pulse} - t_{ref}}^{\text{end}} \text{# of photons}(t) \quad (1.10)
\]

The division by \(f_{ref}\) is not essential but it normalizes the signal and also cancels fluctuations in the laser intensity. The \(t_{ref}\) time is not crucial for the signal to noise ratio, because at the end of the pulse the spin is polarized and the steady state is reached. \(t_{ref}\) is usually chosen to be 1 \(\mu s\).

In contrast, the choice of \(t_p\) is more crucial for the signal to noise ratio. Extending \(t_p\) by \(\Delta t_p\) increases the number of photons, which contain spin state information by \(\Delta n_{\text{signal}}\), but also the number of photons without information by \(\Delta n_{\text{noise}}\). Whereas the \(\Delta n_{\text{signal}}\)
1.6 Spin Dynamics

Coherence properties of spins can be observed by pulsed ESR experiments. They provide information about the coupling of the electron spin to its environment. Performing pulsed ODMR on the NV center is straightforward. The experiment starts always with short green laser pulse (= 3 µs) to initialize the electron spin in the \( m_s = 0 \) state. Depending on the particular situation, a certain sequence of mw/rf pulses and free evolution time is applied for the desired spin manipulation. At the end a short laser pulse reads out the spin state and reinitializes it for the next run. The spin polarization is determined by comparing the average fluorescence at the beginning (first 350 ns) and the end of this final laser pulse, as described in section 1.5. As the averaged fluorescence is needed the whole sequence is repeated many times, e.g. 100,000 times.

The fundamental ESR experiments are spin 1/2 i.e. two level dynamics. Applying a small magnetic field splits the \( m_s = -1 \) state from the \( m_s = +1 \) state, making e.g. the \( m_s = 0 - m_s = -1 \) transition an effective two level system. To get a more intuitive understanding of the dynamics it may be helpful to point out that in quantum mechanics the state of a two level system can be visualized on the Bloch sphere. Any point on the sphere represents a particular state of the system. The north pole corresponds to the bright \( m_s = 0 \) state, the south to the dark \( m_s = -1 \) and every other point to a particular superposition state.

The most basic experiment to observe coherent spin dynamics is the Rabi oscillation (figure 1.9) \[21\]. After the initialization laser pulse a resonant mw pulse drives the spin transition, e.g. the population is transferred coherently. On the Bloch sphere this means rotation around an axis in the x-y-plane. In order to record the Rabi oscillations the
spin state after the mw pulse is read out and the duration $\tau$ of the mw pulse is steadily increased. After a certain $\tau$ the electron spin is brought into a superposition state with identical amplitudes ($|m_s\rangle$): $|0\rangle + |−1\rangle$ (reaching the equator on the Bloch sphere). The corresponding mw pulse is called ‘$\pi/2$ pulse’. After twice this time (‘$\pi$ pulse’) the population is fully transferred in the $m_s = -1$ state, thus the fluorescence is the lowest. The oscillation frequency $\Omega$ depends linearly on the amplitude of the driving field ($\Omega \propto B_1$). At the setup introduced in section 1.2, Rabi frequencies up to 100 MHz are possible.

![Bloch sphere](image)

**Figure 1.9:** a) The state of a quantum mechanical two level system can be represented on a sphere (Bloch sphere). The dashed line shows the path, which takes the state vector during a half Rabi oscillation around the x-axis. b) Electron spin Rabi oscillation. The spin starts in the bright $m_s = 0$ state and is transferred coherently into the dark $m_s = -1$ state and back.

To probe the coherence properties of the NV electron spin, sequences with a free evolution part are necessary. A requirement for long coherence times is a small lateral relaxation rate of the spin. In a solid phonons can interact with the spin system by spin-orbit coupling. For the NV center this coupling is very weak and additionally the density of phonons in diamond even at room temperature is very low. This permits very long spin relaxation time ($\approx 10$ ms).

A sensitive way to probe the magnetic environment of the electron spin is the free induction decay (FID). The electron spin is polarized and a subsequent $\pi/2$ pulse creates a superposition spin state. After a free evolution time $\tau$ the superposition state is transformed back into a population difference by a second $\pi/2$ pulse. The FID is recorded by extending the free evolution time $\tau$. If the first $\pi/2$ pulse is not in resonance with the mw transition but slightly detuned, the phase of the superposition state oscillates during the free evolution. The oscillation frequency is equal to the detuning ($\omega_{mw} - \omega_{esr}$).
the second $\pi/2$ pulse maps coherence into population, an oscillation in the phase leads
to oscillation in the population (also called Ramsey-fringes). The signal decays with
increasing free evolution time $\tau$. This FID decay time is called $T^*_2$ and the origin of this
loss of coherence are changes in the magnetic environment of the electron spin. Nuclear
and electron spins far away from the NV center act as a spin bath, thus the magnetic
field at the NV center varies in time. The pulse sequence is repeated 100,000 times and
in every run the nuclear spin configuration is slightly different. As the superposition
state acts as a sensitive magnetometer, it picks up a different phase during the free evo-
lution in every run. This causes the decay of the oscillation. The line width in the FFT
of the FID corresponds to the inhomogeneously broadened ESR transition. Recently it
was shown, that the main decoherence source in pure type IIa diamonds is the spin bath
formed by $^{13}\text{C}$ atoms [22]. In bulk diamonds with a natural abundance of $^{13}\text{C}$, $T^*_2$ is of
the order 5-10 $\mu$s. However, in $^{13}\text{C}$ purified diamonds (99.998 % $^{12}\text{C}$) $T^*_2$ times around
60 $\mu$s (figure 1.10) are measured. The corresponding line width is 6 kHz.

Figure 1.10: Coherence measurements of the NV electron spin in an ultra pure diamond
(99.998% $^{12}\text{C}$). a) Free induction decay, $T^*_2 \approx 60 \mu$s. b) Spin Echo, $T_2 \approx 2.6$ ms

A single spin, which experiences a slightly different magnetic field from shot to shot, is
similar to a spin ensemble, where every spin has its own magnetic environment. This
makes the well known ensemble ESR/NMR toolbox available, e.g. spin echoes. The
basic spin echo was already invented in 1950 by Otto Hahn and was a milestone in the
development of NMR [23]. The pulse sequence is $\pi/2 - \tau - \pi - \tau - \pi/2$. In the first free
evolution time the spin picks up a certain phase $\phi$. The $\pi$ pulse in the middle of the
sequence induces a phase change $\phi \mapsto -\phi$. In the second free evolution time the same
phase $\phi$ is picked up again and the opposite phases cancel each other. This Hahn echo refocuses slow varying magnetic fields compared to $2\tau$. The decay time of the Hahn echo is called $T_2$ or just decoherence time. In the above mentioned ultrapure crystal the NV electron spin reaches $T_2$ times up to 2.6 ms (figure 1.10 b)).

1.7 Basic aspects of quantum information processing (QIP) with the NV center

In the 1980’s the idea came up to use the laws of quantum mechanics for information processing purposes. Based on pioneering considerations of R. Feynman and D. Deutsch [24, 25, 26], P. Shor showed one decade later in 1992, that a device, which uses quantum mechanical properties like superposition, can factorize large numbers exponentially faster than a classical computer [27]. In the following years more and more examples for outperforming quantum algorithms were found, e.g. Grover’s algorithm for searching an unsorted database [28].

To get the basic idea and advantage of quantum computing (QC), one should remind classical computing. A classical memory consists of a certain number of bits. One bit is either in the 0 ($=|0\rangle$) or the 1 ($=|1\rangle$) state at the beginning. Performing an algorithm changes the values of the bits in some desired way and the state of the memory at the end is the result. At every moment of the calculation the bits have one of the two possible values.

If instead the bits obey the laws of quantum mechanics, superpositions of these values would be allowed. Additionally to 1 and 0 states, the quantum bit (qubit) can be in any superposition state $\alpha|0\rangle + \beta|1\rangle$ ($\alpha, \beta$ complex numbers with $|\alpha|^2 + |\beta|^2=1$) during the computational phase. Both values, connected by a certain phase, can run through the algorithm simultaneously. This phenomenon is called ‘quantum parallelism’ and is the origin of the outperforming computational power of the quantum algorithms.

Several different computation models for QIP have been developed in the last 20 years [29, 1, 30]. In the quantum circuit model quantum algorithms consist of a series of unitary operations (called gates) on a prior initialized set of qubits. Like in the classical case the result is the output state. It has been shown, that a universal quantum computer, which can perform any quantum algorithm, needs only to be able to perform two kinds of gates [1]. The first gate is the one-qubit-rotation (referred to as local operation) i.e. any superposition $\alpha|0\rangle + \beta|1\rangle$ can be transferred into an arbitrary $\delta|0\rangle + \gamma|1\rangle$ state ($\delta, \gamma$ complex numbers, with $|\delta|^2 + |\gamma|^2=1$). In the picture of the Bloch sphere this means that every point of the sphere has to be reachable.

The second important gate is the CNOT. This two qubit gate flips the target qubit depending on the state of the control qubit. The CNOT can be represented in the product
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basis of two qubits \( |00\rangle, |01\rangle, |10\rangle, |11\rangle \) by the matrix

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\]

(1.12)

The importance of the CNOT is caused by its entangling action on two appropriately prepared qubits, e.g. two qubits, initially prepared in the productstate \( ((|0\rangle + |1\rangle) \otimes |0\rangle) \) (the first/second qubit is the control/target qubit), get entangled by applying the CNOT \( \rightarrow |00\rangle + |11\rangle \). An entangled state cannot be expressed as a product of the two single qubit states \([31, 32]\). The correlation of entangled qubits are non-classical and thus entanglement is also an origin of the power of QC. Actually two other gates can be chosen as universal gates, but at least one two qubit gate is necessary.

In 2000 D. DiVincenzo summarized the five most fundamental requirements on a physical implementations of a quantum computer \([33]\):

- A scalable physical system with well characterized qubits
- The ability to initialize the state of the qubits
- Long relevant decoherence times
- A universal set of quantum gates
- A qubit-specific measurement capability

Until today the physical implementation of a powerful quantum computer is an unsolved problem, but there has been a lot of progress and proof-of-principle experiments in the last 15 years (e.g. \([2, 3, 4, 34, 35, 36, 37, 38]\)). As a qubit is simply a two dimensional quantum mechanical system, there is no clear best hardware for QC. Indeed, the two universal gates were realized with a number of different types of qubits like spin-qubit, photonic-qubit or superconducting-qubit.

Among these different systems is the NV center in diamond. The qubit can be a single electron spin transition in the groundstate, e.g. \( m_s = 0 \leftrightarrow m_s = -1 \). If the system provides three states, like the NV electron spin, it is referred to as qutrit. The initialization is done very efficiently and fast by a short laser pulse. The single qubit rotations correspond basically to Rabi oscillations and the realization of a CNOT-gate with a \(^{13}\)C nuclear spin as second qubit was already shown in 2004 \([5]\). The readout process is performed by measuring the average fluorescence intensity. This is only sensitive to the electron spin state, but nevertheless by mapping the nuclear spin onto the electron spin the nuclear spin state can be readout. Due to the fact, that \(^{12}\)C has no nuclear spin diamond provides a almost spin free environment and is the perfect host for a spin qubits associated with impurities, as it permits very long coherence times. The scalability of a NV center based
quantum computer is addressed in section 3.1. Because the NV center is a solid state system and the spin experiments are performed at room temperature, it is deemed to be a promising candidate for a realistic QC.

1.8 Conclusion

In this chapter, the NV center in diamond has been introduced. This defect center is an electron spin triplet system in the ground state, which spin state can be readout and initialized by optical means. The experimental setup is basically a homebuilt confocal microscope, which allows single center detection and thus optically detected magnetic resonance at the single spin level is possible. Static magnetic fields are used to shift the ESR frequencies and spin manipulations by microwave radiation, e.g. Rabi oscillations, demonstrate a high degree of control over the electron spin. The coherence times of the NV electron spin, investigated by free induction decay and Hahn spin echo, are the longest for an electron spin in a solid state system at room temperature. Summarizing, the NV electron spin fulfills the DiVincenzo criteria on a physical realisation of a qubit, which can be used for quantum computation purposes [33].

Up to now NV quantum registers have been extended by hyperfine coupling to nearby $^{13}$C nuclear spins [7]. In the chapter 2, the coupling of the NV electron spin to the $^{14}$N nuclear spin is exploited for obtaining an additional nuclear spin qutrit and for enhanced optical spin readout. In chapter 3, the scalability is discussed and the coupling of two nearby NV centers, artificially engineered by ion implantation, demonstrates that the number of NV qubits is in principle not limited.
Chapter 2

Coherent coupling to the $^{14}\text{N}$ nuclear spin

As nitrogen is an essential part of the NV center, the NV electron spin experiences always the presence of a second spin: the nitrogen nuclear spin. This chapter is dedicated to the coupling of these two spins.

The investigations are motivated by several reasons. First of all, the general understanding and characterization of the NV center can be improved as the coupling is an intrinsic part of the NV. A second motivation is the aim to increase the number of controllable qubits. In the first chapter it is shown that the NV electron spin can be used as qutrit and previous publications demonstrated the coherent control over nearby $^{13}\text{C}$ nuclear spins [5, 7], whereas the applicability of the nitrogen nuclear spin for quantum computation purposes has not yet been investigated. Nuclear spin qubits have the advantage of very long coherence times due to their weak interaction with the environment. Another reason for the interest in the $^{14}\text{N}$ nuclear spin is the possibility of using it for enhancing the optical electron spin readout fidelity. Actually, the major result of this chapter is the possibility of spin state determination by a single run of the readout sequence.

2.1 Spectroscopy

The hyperfine interaction of the NV electron spin with the nitrogen nucleus is investigated. In order to get a precise description of the coupling the energy level structure is revealed in detail by different spectroscopy techniques. As mentioned in section 1.3, the nitrogen nuclear spin is a spin triplet like the NV electron spin. Quadrupole interaction lifts the degeneracy of the nuclear spin levels $m_I = 0$ and $m_I = \pm 1$. If the electron spin is in the $m_s = \pm 1$ states, its dipole field results in a hyperfine interaction between electron and nuclear spin. The underlying Hamiltonian is given by:

$$H_N = P \left( I_{z,N}^2 - \frac{1}{3} I_N^2 \right) + A_\parallel S_z I_{z,N} + A_\perp (S_x I_x,N + S_y I_y,N) + g_N \mu_N B_z I_z$$  (2.1)
where P describes the quadrupole interaction. Its literature value of \( \approx 5 \text{ MHz} \) has been determined by ensemble measurements \[39, 40\]. The hyperfine interaction in the \( m_s = \pm 1 \) states shifts the \( m_I = \pm 1 \) states by \( \pm A_{\parallel} \). Because of the large zero-field splitting of the electron spin, the hyperfine interaction perpendicular to the NV axis can be neglected when considering the energy level structure (secular approximation). The last term of the Hamiltonian is the nuclear Zeeman energy which is on the order of a few hundreds kHz in the presented experiments. The resulting level structure is depicted in figure 2.1 a).

The parallel hyperfine parameter \( A_{\parallel} \) can be obtained directly from the ESR spectrum. Figure 2.1 b) shows a spectrum of one NV electron transition (\( |0\rangle \leftrightarrow |-1\rangle \)), where the three lines correspond to the three nuclear spin states. The ESR transitions are nuclear spin state conserving as the quantization axis of the nuclear spin is not depending on the electron spin state. Its quantization axis is given by the quadrupole tensor and neither the used static magnetic fields nor the dipole field of the NV electron spin have a component perpendicular to this axis, which is on the same order of magnitude. According to Hamiltonian \( H_N \) the ESR lines are shifted by \( m_I \cdot A_{\parallel} \). From spectrum 2.1 b) a value of \( \approx 2.2 \text{ MHz} \) can be obtained. The width of the lines in the ESR spectrum are given by the \( T_2^* \) coherence time of the electron spin and this limits the accuracy of the determination of \( A_{\parallel} \) to the order of 100 kHz. As the quadrupole interaction P does not depend on the electron spin state, it does not influence the ESR transitions and thus P cannot be obtained from the ESR spectrum.

In order to show a coherent control over the nitrogen nuclear spin and its usability as qutrit, it is necessary to determine the parameters P and \( A_{\parallel} \) more precisely. As the actual width of the nuclear transition is given by the long \( T_{2,N}^* \) coherence time of the nuclear spin, the parameters should be determinable at least one order of magnitude more precisely.

Nuclear magnetic resonance on a single nucleus can be performed by using the NV electron spin as readout device. In general, techniques, which measure nuclear spin transitions by probing electron spin transitions are called Electron Nuclear Double Resonance (ENDOR). In ensemble magnetic resonance experiments, ENDOR is usually used to take advantage of the higher polarization and energy regime of the electron spins and this results in enhanced sensitivity \[41\]. ENDOR experiments on the NV center have been shown for \(^{13}\text{C} \) nuclear spins \[5, 7\]. A typical pulse sequence for measurement of a nuclear spin spectrum by ENDOR is illustrated in figure 2.2 a). The electron spin is polarized by a short laser pulse. Thus, the electron spin state is \( m_s = 0 \), whereas the nuclear spin is in an incoherent mixture. A nuclear spin state selective mw \( \pi \) pulse populates one nuclear spin sublevel in \( m_s = -1 \) e.g. the \( m_I = +1 \) state (see blue arrow in 2.1 a)). This selectivity is achieved by driving the transitions at Rabi frequencies, which are low compared to the detuning to next ESR transition e.g. Rabi frequencies of 500 kHz if the detuning is 2 MHz. A subsequent rf pulse is applied to drive the nuclear spin transition (\( |m_s, m_I; -1, +1 \rangle \leftrightarrow | -1, 0 \rangle \)). To measure the effect of the rf pulse, the nuclear spin state (in \( m_s = -1 \)) is mapped back onto the electron spin by a second
Figure 2.1: a) Energy level scheme: The nitrogen nuclear spin couples to the NV electron spin. Colored arrows represent the ESR lines of the spectrum on the right. Nuclear Zeeman splitting is neglected. b) Hyperfine resolved ESR spectrum (closeup of $m_s = 0 \leftrightarrow m_{s-} = -1$ transition)
nuclear spin selective mw $\pi$ pulse. If the rf pulse transfers some population from the $m_I = +1$ state into the $m_I = 0$ state, the subsequent mw pulse brings back less population into the $m_s = 0$ state, which is readout by a final readout laser pulse. The spectrum is obtained by repeating this sequence while sweeping the rf frequency. The resonance of the rf with the nuclear spin transition, results in a dip in the fluorescence (figure 2.2 b)). The resolution is improved when using weaker rf pulses, as the nuclear Rabi frequency is reduced and hence small detunings have more impact.

Figure 2.2: a) ENDOR pulse sequence: The mw pulse is nuclear spin state selective and creates a nuclear spin polarization inside a certain electron spin subspace. After the rf pulse a subsequent mw pulses maps the effect of the rf pulse on the electron spin. An ENDOR spectrum is recorded by repeating the sequence while sweeping the frequency of the rf pulse. b) Measured ENDOR spectrum at low magnetic field. The detected transition is $|−1, +1\rangle \leftrightarrow |−1, 0\rangle$

With the same pulse sequence it is also possible to detect nuclear transitions within the $m_s = 0$ state, e.g. the spectrum shown in figure 2.3. This spectrum is recorded at a magnetic field of 500 Gauss, which splits the $m_I = \pm 1$ levels by about 360 kHz. Note that this splitting is large compared to the nuclear rabi frequencies (of the order of 50 kHz) used here, hence the $m_I = 0 \leftrightarrow m_I = \pm 1$ transitions are distinguishable.

By taking ENDOR spectra of the different transitions and at different magnetic field amplitudes, the parameters of the Hamiltonian $H_N$, $P$ and $A_\parallel$ can be obtained. These measurements have been performed for 3 NV centers in two different crystals$^1$.

$$P = 4.945 \pm 0.01 \text{ MHz} \quad (2.2)$$
$$A_\parallel = 2.166 \pm 0.01 \text{ MHz} \quad (2.3)$$

$^1$The experiments have been carried out in a $^{12}$C-enriched (99.7 %) type IIa high-pressure high temperature diamond and in type IIa CVD diamond sample with natural abundance of $^{12}$C.
2.2 Nuclear spin polarization due to spin dynamics in the excited state

The $^{14}$N nuclear spin is polarized by optical excitation, when a magnetic field of about 500 Gauss is applied parallel to the NV axis. The polarization is observable in the ESR spectrum (figure 2.4). Instead of three lines split by 2.15 MHz, only one line is visible. The underlying mechanism is the same as recently reported for the $^{15}$N nuclear spin [42]. It is based on spin dynamics in the excited state.

As already mentioned in section 1.1, at room temperature the excited state can be considered as a spin triplett with a zero-field splitting of 1.4 GHz [43]. The orientation of the zero-field tensor as well as the electron spin $g$ factor are the same as in the ground state. The corresponding spin Hamiltonian is:

\[ H_{ex} = D_{ex} \cdot S_z^2 + E_{ex} \cdot (S_x^2 - S_y^2) + g_e \mu_B B_z S_z + P_{ex} \left( I_{z,N}^2 - \frac{1}{3} I_N^2 \right) + \vec{S} \cdot \vec{A}_{ex} \cdot \vec{I} \quad (2.4) \]

At a magnetic field amplitude of 500 Gauss (field is applied parallel to the NV axis), the Zeeman energy is as large as the zero field splitting and the $m_s = -1$ state and the $m_s = 0$ state cross each other (figure 2.5). Without hyperfine interaction the six states $|{-1, -1}>, |{-1, 0}>, |{-1, +1}>, |{0, -1}>, |{0, 0}>, |{0, +1}>$ are degenerate. Therefore, small perturbations of the symmetry, e.g. contributions to the Hamiltonian $\propto S_z I_x$ determine
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![Figure 2.4: ESR spectrum of the $m_s=-1$ transition at 500 Gauss. Due to nuclear spin polarization only one hyperfine line ($m_I=+1$) remains visible.](image)

The eigenstates, which results in a level anticrossing (LAC). Such a perturbation is perpendicular hyperfine interaction. The hyperfine splitting of $^{14}$N in the excited state is known to be about 45 MHz, thus 20 times larger than in the groundstate \[44\]. This is due to a shift of the electron wavefunction towards the nitrogen nucleus in the excited state \[45\]. Assuming the interaction to be isotropic, the hyperfine part of the Hamiltonian is simplified.

\[
\vec{S} A \cdot \vec{I} = A \vec{S} \cdot \vec{I} \quad (2.5)
\]

The effect of the perpendicular component of the hyperfine interaction can be understood easily by rewriting this part:

\[
A \left( S_x I_x + S_y I_y \right) = \frac{1}{2} A \left( S_+ I_- + S_- I_+ \right) \quad (2.6)
\]

where $S_\pm, I_\pm$ are the usual ladder spin operators. Hence, the hyperfine interaction induces flip-flop processes between the electron and the nitrogen nuclear spin. An impression of the characteristics of the flip-flop processes can be obtained by a closer look on the eigenstates of excited state spin Hamiltonian $H_{ex}$. The perpendicular hyperfine interaction leads to new eigenstates, which can be expressed as superpositions of the high field states $|-1,-1\rangle, |-1,0\rangle, |0,0\rangle, |0,-1\rangle$ (the states corresponding to $m_s=+1$ are omitted for simplicity):

\[
|+\rangle_1 = \alpha |0,-1\rangle + \beta |-1,0\rangle \quad (2.7)
\]

\[
|+\rangle_2 = \gamma |0,0\rangle + \delta |-1,+1\rangle \quad (2.9)
\]

\[
|+\rangle_2 = \delta |0,0\rangle - \gamma |-1,+1\rangle \quad (2.10)
\]
where $\alpha$, $\beta$, $\gamma$, $\delta$ are complex numbers with $|\alpha|^2 + |\beta|^2 = 1$ and $|\gamma|^2 + |\delta|^2 = 1$. The $|{-1}, {-1}\rangle$ and the $|0}, +1\rangle$ state are not affected by perpendicular hyperfine interaction and remain eigenstates, as no flip-flop process are possible (see inset in figure 2.5). The coefficients $\alpha, \beta, \gamma, \delta$ depend on the magnetic field. In the high field limit $\alpha, \gamma \to 1$ and $\beta, \delta \to 0$, whereas at the LAC all coefficients are $1/\sqrt{2}$. If the system is pumped to the excited state from spin state $|0}, -1\rangle$, it is not in an eigenstate but in a superposition of the new eigenstates. The phase of this superposition precesses and after a whole oscillation the probability of finding the system in $|{-1}, 0\rangle$ is $4|\alpha|^2|\beta|^2$. This corresponds to a flip-flop process. As the precession frequency is at least the perpendicular hyperfine interaction ($\approx 45$ MHz) and thus on the same order as the excited state decay rate, the coherent evolution in the excited state can be approximated by a classical flip-flop rate. It is valid to assume that the probability for a flip-flop process per cycle through the excited state is half the amplitude for the flipped state $(4|\alpha|^2|\beta|^2 / 2 = 2|\alpha|^2|\beta|^2)$. Thus, the rates changes as a function of the magnetic field proportional to $|\alpha|^2|\beta|^2$. Figure 2.6 shows the $|\alpha|^2|\beta|^2$ (red curve) and $|\gamma|^2|\delta|^2$ (black curve) as a function of the magnetic field. The two Lorentzians have maxima around 500 Gauss and are slightly shifted against each other.

**Figure 2.5:** Ground and excited state energy level structure of the NV electron spin depending on the amplitude of a static magnetic field applied parallel to the NV axis. Around 500 Gauss a level anticrossing (LAC) occurs in the excited state. The closeup shows the hyperfine levels near the LAC. Two eigenstates are unaffected by the LAC (black curves, $|{-1}, {-1}\rangle$ and $|0}, +1\rangle$), whereas the other levels are mixed.

Hence, in addition to the fluorescent decay and the ISC, two different flip-flop processes
are possible in the excited state:

\[ |{-1, 0} \rangle \leftrightarrow |0, -1 \rangle \]  
\[ |{-1, +1} \rangle \leftrightarrow |0, 0 \rangle \]  

This additional spin dynamic has a strong impact on the steady state nuclear spin distribution under continuous optical excitation. The electron spin is polarized by the optical excitation and thus the system enters the excited state always in the \( m_s = 0 \) state. In the excited state, the system either relaxes fluorescently, which is a nuclear spin conserving process, or a flip-flop process occurs. In the case of spin conserving fluorescent decay, the system is reexcited and reaches the excited state in the same configuration as in the cycle before. However, at some point, a flip-flop process occurs, but the only possible flip-flop process flips the electron spin state down in the \( m_s = -1 \) state. Thus, the nuclear spin is flipped up in this process. This means, that there is a probability in every optical cycle to flip the nuclear spin up. The flipped electron spin is repolarized to \( m_s = 0 \) via ISC and after some optical cycles the nuclear spin is almost completely polarized in the \( m_I = +1 \) state. Note that this polarization can only be build up because other depolarization mechanisms are slow compared to the polarization rate.

\[ \text{Figure 2.6: } |\alpha|^2, |\beta|^2 \text{ (red curve) and } |\gamma|^2, |\delta|^2 \text{ (black curve) for } A_{iso} = 45 \text{ MHz (normalized). The fast decrease apart from the LAC at 500 Gauss limits the application range of the enhanced readout method presented in section 2.4.} \]

### 2.3 Coherent control and coherence properties

The coherent manipulation of qubits is a fundamental requirement of quantum computing. In order to observe Rabi oscillations of the \( ^{14}\text{N} \) nuclear spin and characterize its coherence properties, the advantage of the nuclear spin polarization at 500 Gauss
is taken (see previous section). A polarized nuclear spin is preferable, as the contrast and sensitivity is enhanced. The second advantage of working at 500 Gauss is the very efficient repolarization of the nuclear spin by optical excitation.

The pulse sequence for a nuclear Rabi oscillation is equal to the ENDOR sequence (2.1 a), but the length of rf pulse is varied while its frequency is fixed. In figure 2.7 a nitrogen nuclear Rabi oscillation is shown. The experimental setup, i.e. the maximum rf power, constrains the maximally achievable Rabi frequency to about 80 kHz. This is the first time that driven spin dynamics of a single NV nitrogen nuclear spin are observed. The Rabi oscillation shows the full electron spin contrast, which demonstrates coherent control and good initialization of the nitrogen spin qutrit.

![Figure 2.7: Measured nitrogen nuclear spin Rabi \((\vert -1, +1 \rangle \leftrightarrow \vert -1, 0 \rangle)\): The oscillation shows no decay on a time scale of 100 \(\mu s\).](image)

The coherence properties are investigated for a more precise characterisation of the nuclear qutrit. In the same manner as for the electron spin, the changes in the magnetic environment of the nuclear spin can be measured by free induction decay. After the FID sequence the nuclear spin is mapped on the electron spin by a selective mw pulse. In order to observe Ramsey fringes the rf is slightly detuned. The FID in figure 2.8 a) shows almost no decay of the oscillation. A enlarged FID uncovers the decay time to be on the millisecond timescale. But even this decay is most probably not the intrinsic nuclear decoherence time but is due to longitudinal electron spin relaxation. For this particular NV center the \(T_1\) time has been determined to be 3 ms, which is in good agreement with the decay of the nuclear FID. After electron spin relaxation, the nuclear spin cannot be detected any more as the electron spin is used as readout device. The long coherence time demonstrates the good isolation of the nuclear spin from its environment. The influence of optical excitation on the nuclear spin coherence is discussed in section 2.9.
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As the $^{14}N$ is the most abundant (99.97 %) isotope of nitrogen, we conclude that the NV center consists naturally of two fully controllable and coupled qutrits (electron plus nuclear spin).

Figure 2.8: Nuclear spin FID ($|0, +1\rangle \leftrightarrow |0, 0\rangle$). a) The oscillation (5 kHz detuning) shows almost no decay even at one millisecond free evolution time. b) As the electron spin is used for the read out process, the observed nuclear spin FID (1 kHz detuning) decays with the longitudinal relaxation time $T_1$ of the electron spin (a few milliseconds).

2.4 Signal-to-noise enhancement method

Many of the promising applications of the NV center are based on the spin state depending fluorescence as spin state readout process. Thus, the overall readout fidelity of these applications is limited by the signal-to-noise ratio of the optical readout process of the NV center. The combination of excited state spin dynamics and the possibility of controlling the nitrogen nuclear spin leads to a new method to increase the readout fidelity of NV electron spin drastically.

Before the details of the method are explained, the conventional readout process is briefly reviewed. As mentioned in section 1.5, the spin states $m_s=0$ and $m_s=\pm 1$ can be discriminated, because from the $m_s=\pm 1$ states the system has to undergo the intersystem crossing (ISC) to reach the polarized steady state $m_s=0$ (figure 2.9). After polarization, all information about the initial state is destroyed. Hence, the signal-to-noise ratio is limited by the optical polarization rate of the electron spin, or more precisely by the lifetime of the metastable state ($\tau \approx 250$ ns [19]). As this time is too short to distinguish the bright from the dark state with a single shot, up to now readout has to be performed
by a repetitive accumulation of fluorescence signal accompanied by an increase in measurement time.

Figure 2.9: Illustration of the conventional readout: Bright and dark state are distinguished by a single run through the metastable state (grey arrow with dot).

With the method, presented in the following, the measurement time can be reduced by a factor of three, as a consequence of an enhancement of the signal-to-noise ratio by a factor of $\sqrt{3}$. The fundamental idea is to force the system, if it is in the dark state, to undergo the ISC not only a single time but several times and hence to increase the effective dark period. This can be achieved by taking the nuclear spin state into account. In contrast to the usual readout method, which discriminates between the electron spin states $m_s = 0$ and $m_s = \pm 1$ while ignoring the nuclear spin state, an improved readout can be achieved at 500 Gauss by mapping the final state on the spin states $|0, +1\rangle$ and $|-1, -1\rangle$. This can be easily understood by the excited state spin dynamics considered in previous section.

The bright $|0, +1\rangle$ state is not influenced by the level anticrossing with the $m_s = -1$ states in the excited state. Thus, if initially being in this state, the system will undergo mainly optical cycles. However, if the system enters the excited state being in the dark $|-1, -1\rangle$ spin level, it can decay radiationless via the metastable state. This process conserves the nuclear spin state and the system reaches the $|0, -1\rangle$ state in ground state. Reexcited, the system can undergo an optical cycle or a flip-flop process ($|0, -1\rangle \leftrightarrow |-1, 0\rangle$). As optical cycles do not change the nuclear spin state, the same situation occurs after a further excitation. If the system performs a flip-flop process, the new state is $|-1, 0\rangle$. This means that the system will decay a second time via the metastable state. Now the spin state is $|0, 0\rangle$ and after reexcitation, a second flip-flop process will happen, which leads to the $|-1, +1\rangle$ state. This state will again decay via ISC, i.e. there is a third dark period. After this final decay, the system has arrived in the bright steady state $|0, +1\rangle$ and all information about the initial spin state is gone.

In total, if prepared in the dark state $|-1, -1\rangle$, the system passes through the metastable state three times in a cascade-like process before reaching the steady state $|-1, +1\rangle$ instead of once (figure 2.10). Each passage through the metastable state yields the same amount of signal as obtained by conventional readout and thus the number of detected
Figure 2.10: In the enhanced readout scheme, the population in the dark state is transferred to the $|-1, -1\rangle$ state by two additional rf pulses. Subsequently, the dark state decays three times via the metastable state (grey arrows with dots) until the steady state $|0, +1\rangle$ is reached. This extends the dark period by a factor of three.
photons which contain spin information is increased by the factor 3. As the time required to collect these photons is roughly three times larger than for the usual readout, the signal-to-noise ratio is improved by a factor of $\sqrt{3}$.

The experimental results of the conventional and the new readout method are compared in figure 2.11. The fluorescence pulses corresponding to the bright and dark state are used to demonstrate the effect of the threefold decay through the metastable state. In both cases the bright pulses belong to the $|0, +1\rangle$ state. The dark pulse is produced in the conventional case by a mw $\pi$ pulse. Application of additional rf pulses transfers the system into the $|-1, -1\rangle$ state, which is the dark state of the new method. The difference between the bright and the dark pulse are the signal photons, which are plotted in figure 2.11 c). The total number of signal photons is indeed roughly three times enhanced by the two additional rf pulses. On the other hand, it is clearly visible that these signal photons are distributed over a longer time. Therefore, the time interval $t_p$ used to determine the spin state is extended, which results in additional noise, as the number of collected photons without spin information is also increased.

For the accuracy of the spin state readout process only the signal-to-noise ratio is important. In the same manner as in section 1.5, the signal-to-noise ratio as a function of the time interval $t_p$ can be determined by the pulses in figure 2.11 for the two readout methods (figure 2.12). The maximum signal-to-noise ratio for the enhanced method is $1.73 \approx \sqrt{3}$ times higher than for the conventional. As expected, the optimal evaluation time $t_{enh\ opt}$ is about three times longer.

A further demonstration of the enhanced signal is given in figure 2.13, where a Rabi oscillation is recorded with conventional (black curve) and enhanced (red curve) readout process. The graph displays the total number of signal photons, which is the amplitude of the oscillation. The amplitude for enhanced readout is three times the amplitude for conventional readout.

In practice, enhanced readout is implemented as follows: After execution of a desired pulse sequence on the working transition ($|0, +1\rangle \leftrightarrow |-1, +1\rangle$, see blue arrow in figure 2.10), two consecutive resonant radiofrequency $\pi$ pulses on the nuclear spin transitions $|−1, +1\rangle \leftrightarrow |−1, 0\rangle$ and $|−1, 0\rangle \leftrightarrow |−1, −1\rangle$ (see orange arrows in figure 2.10) are applied right before application of the readout laserpulse. Nuclear spin transitions can be driven selectively up to Rabi frequencies on the order of 1 MHz. Thus, the time required to trigger enhanced readout is on the order of 1 $\mu$s. The optimum evaluation time of the enhanced fluorescence response is extended by about 500 ns. Hence, the enhanced readout method already pays if the complete pulse sequence takes more than a few microseconds, which is fulfilled in most cases.

Before the practical and theoretical application ranges and limits are discussed, it is worth to consider the reason, why the method works at 500 Gauss. For enhanced readout, the system performs three passages through the metastable state. During this process, the nuclear spin state is only allowed to be changed by the discussed flip-flop processes in the excited state. Every other nuclear spin depolarization mechanism would appear as leak rate, which decreases the efficiency of the readout method. Such a depo-
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Figure 2.11: Comparison of the conventional and the enhanced readout pulses at 500 Gauss. For each method the spin-up and the spin-down fluorescence pulse are shown. 

a) In the conventional method the spin-down pulse is obtained by a mw $\pi$ pulse. 

b) In the new method the system is brought into the $|{-1}, {-1}\rangle$ state for the spin-down pulse. 

c) The number of signal photons (area under the curves) is roughly three times higher with the new readout method (blue curve).
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![Graph showing signal-to-noise ratio as a function of t_p.](image1)

**Figure 2.12:** Experimentally determined signal-to-noise ratio as a function of $t_p$.

![Graph showing Rabi oscillation recorded with conventional and enhanced readout.](image2)

**Figure 2.13:** Rabi oscillation recorded with conventional and enhanced readout. The enhanced method (red curve) shows three times more signal photons compared to the conventional (black curve).
larization mechanism could be a change of the quantization axis of the nuclear spin. The three involved electronic states of the NV center (ground, excited and metastable state) correspond to different distributions of the electron wavefunction and it is not a priori clear that the quantization axis of the nuclear spin does not change during transitions between these states. In fact, this is considered to be the main depolarization mechanism for the nuclear spins coupled to an NV center \[46\]. However, as the signal-to-noise enhancement is $\sqrt{3}$ and fits very well to our model, no such leak rate seems to be high enough to depolarize the nuclear spin faster than the LAC-induced flip-flop processes. The nuclear spin depolarization is discussed in more detail in the next section.

The second requirement of enhanced readout is a high probability for the flip-flop process in the excited state. With a low flip-flop rate many optical cycles are necessary to complete the desired additional decays via the metastable state. Hence, the signal photons are distributed over a longer time interval, which gives rise to more noise. If the threefold amount of signal is associated with a ninefold increase in the total number of collected photons, there is no gain over the conventional readout. Apparently, the flip-flop rates at 500 Gauss are high enough to obtain a gain, but how does this change if the magnetic field is in- or decreased?

As described in section 2.2 the dependence of the flip-flop as a function of the magnetic field has Lorentzian shape with its maximum at 500 Gauss (figure 2.6). The fast decrease of the rates limits the application range of the enhanced readout. 50 Gauss apart from the LAC, they are already at half maximum. To get an estimation of the application range of the enhanced readout, the spin dynamics can be simulated by classical rate equations. A straightforward extension of the five level system from section 1.5 to fifteen levels (every electron spin state gets three hyperfine sublevels) can be used for this purpose. The levels and the rates are illustrated in figure 2.14. The rates are determined by fitting the measured fluorescence pulses. The results (figure 2.15) are in good agreement with the experimental data and the rate system can be used to estimate the enhancement of the signal-to-noise ratio as a function of the magnetic field.

The maximal signal-to-noise ratio for both readout methods is calculated for a magnetic field range by weighting the $|−1, 0⟩$ ↔ $|0, −1⟩$ and the $|−1, +1⟩$ ↔ $|0, 0⟩$ flip-flop rate with $2 |\alpha|^2 |\beta|^2$ and $2 |\gamma|^2 |\delta|^2$ respectively, while leaving the other rates untouched. The result (figure 2.16 a)) predicts a decrease of the signal-to-noise gain down to 10% at 400 Gauss, which is in good agreement to the measured value of about 15%. The small deviation of the simulation is probably due to the sensitivity of the $2 |\alpha|^2 |\beta|^2$ and $2 |\gamma|^2 |\delta|^2$ in respect of the exact value of the perpendicular hyperfine interaction.

As mentioned above, at the LAC the enhanced readout pays for pulse sequences longer than a few microseconds. As the gain in signal-to-noise decreases with distance from the LAC this minimum sequence length increases. Assuming nuclear Rabi frequencies of one MHz the enhanced readout pays if the pulse sequence exceeds ten microseconds for the case of 400 Gauss. This is fulfilled for many applications like FID or spin echo. A critical parameter of enhanced readout is the angle between magnetic field and the NV axis. In \[42\] it is shown that the polarization of the $^{15}$N nuclear spin is sensitive to the
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Figure 2.14: A classical fifteen levels system is used to simulate the spin dynamics under optical excitation. Besides the flip-flop rates in the excited state (ES) all transitions are assumed to be nuclear spin state conserving.

Figure 2.15: The results of the simulation of the fluorescence pulses from figure 2.11 using the fifteen level scheme from figure 2.14.
Figure 2.16: Simulations results of the gain of the enhanced readout over the conventional as a function of the amplitude (a)) and the angle (b)) of the magnetic field. The enhancement drops to half maximum at about 50 Gauss from the LAC or an angle of 0.8°.

orientation of the field. As the enhanced readout is based on an analogous mechanism, it probably shows a similar behaviour. The simulation of a misaligned magnetic field indicates a decrease of the signal-to-noise gain down to 50% at an angle of 0.8° between magnetic field and the NV axis (figure 2.16 b)).

Summarizing, a new method to enhance the signal-to-noise ration of the optical readout of the NV electron spin has been demonstrated. This allows for faster access to quantum information stored in the individual spin system. At the ideal magnetic field (500 Gauss) the measurement time is reduced by a factor of three. In addition, the new method surpasses the conventional readout in a magnetic field range of 400 - 600 Gauss, if the whole pulse sequence exceeds 10 microseconds.

2.5 Direct optical observation of nuclear magnetic resonance

As described in the previous sections, the excited state LAC leads to nuclear spin polarization and the possibility of enhanced readout. However, there is an additional side effect, which allows for the direct observation of nuclear magnetic resonance. In order to observe nuclear spin resonances optically via the NV center the nuclear spin state is usually mapped on the NV electron spin, which can be measured. At 500 Gauss, this mapping process is not necessary.

Due to the efficient flip-flop processes in the excited state, the three nuclear spin states within a particular electron spin state do not give the same fluorescence response. The $m_I = 0$ state needs one flip-flop process to get into the steady state $m_I = +1$, the $m_I =$
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-1 even two. As every flip-flop process is related to one decay via the metastable state, i.e. one dark period, the \( m_I = -1 \) state is darker than the \( m_I = 0 \) state, which is darker than the \( m_I = +1 \) state. This is valid for all electron spin states.

Figure 2.17 a) shows a nuclear Rabi oscillation between the \( m_I = +1 \leftrightarrow m_I = 0 \) states \( (m_s = 0) \), which is taken without mapping the nuclear spin state on the electron spin. The signal-to-noise ratio is a little bit lower than for usual electron spin, because the flip-flop process does not occur in every optical run. The nuclear resonance spectrum in figure 2.17 b) demonstrates the different degrees of brightness. The sequence has been set up in a way that the resonance line at 4.78 MHz corresponds to population transfer in the darkest nuclear spin state \( m_I = -1 \), whereas the line at 5.10 MHz belongs to the less dark \( m_I = 0 \) state and offresonant rf leaves the nuclear spin state in the bright \( m_I = +1 \).

![Figure 2.17](image)

**Figure 2.17**: Nuclear spin resonance without mapping on the electron spin \( (B= 500 \text{ Gauss}) \). a) Nuclear Rabi between the \( m_I = +1 \leftrightarrow m_I = 0 \) states. The electron spin is in the \( m_s = 0 \) state during the whole sequence. b) Nuclear resonance spectrum shows that the nuclear spin state \( m_I = -1 \) (4.78 MHz) is darker than the \( m_I = 0 \) state (5.10 MHz). The \( m_I = -1 \) state needs one flip-flop process more to reach the \( m_I = +1 \) state.

2.6 Nuclear spin relaxation

In the previous sections, it has been shown that the nitrogen nuclear spin dynamics under illumination are governed by the excited LAC around 500 Gauss. In this section, the longitudinal nuclear spin relaxation over a wide range of magnetic fields is investigated. The relaxation of nuclear spins, while the system undergoes optical cycles is of particular interest, as correlating the nuclear spin and the electron spin allows repetitive readout of the nuclear qubit. This results in enhanced signal-to-noise ratio and single shot readout (see next section).
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Hyperfine resolved ESR spectra are recorded over a large range of magnetic field strengths (field is aligned parallel to the NV axis) in order to determine the steady state distribution of the nitrogen nuclear spin under optical excitation. The area under each ESR line is proportional to the population of corresponding nuclear spin state. In figure 2.18 some of the recorded spectra are shown. At low magnetic fields the nitrogen spin is unpolarized. All three lines have the same size. At 500 Gauss the excited state LAC leads to efficient nuclear spin polarization in the $m_I = +1$ state. The ESR spectra beyond 500 Gauss contain information about the coupling of the nitrogen nuclear spin to its environment. At 1500 Gauss the nuclear spin is partially polarized in the $m_I = +1$ state. The same situation occurs at 1900 Gauss and even around 2500 Gauss is the $m_I = +1$ state more populated than the $m_I = -1$ state. These experimental data contradicts the naive idea, that the nitrogen nuclear spin should be unpolarized beyond 1000 Gauss, as it is unpolarized at 0 Gauss, which is also 500 Gauss apart from the excited state LAC. Note that steady state polarization can build up only if the polarization rate is higher than the sum of all depolarization rates.

In figure 2.6 the run of the flip-flop rate as a function of the magnetic field shows that it decreases quickly apart from the LAC. However, for every magnetic field there is a finite flip-flop probability due to the LAC, i.e. due to the perpendicular hyperfine interaction the eigenstates are always slightly mixed, even if the degree of mixing is very low. This means that in the absence of any other depolarization mechanism the steady state of the nuclear spin under illumination should be polarized. As complete polarization is measured only around the LAC, at other magnetic fields a depolarization mechanism must be present. At zero field this depolarization mechanism has to be at least as strong as the polarization mechanism, as here the nuclear spin is unpolarized. At magnetic field above 500 Gauss the depolarization is weaker than the polarization, as a partly polarization is measured. For stronger field the polarization decreases, which means that the depolarization and polarization rate approach each other.

In order to obtain a more qualitative description of the polarization behaviour, the nitrogen nuclear spin polarization is defined as:

$$P = \frac{p_{+1} - (p_0 + p_{-1})/2}{p_{+1} + (p_0 + p_{-1})/2}$$

(2.13)

where $p_{0,\pm1}$ is the area under the corresponding ESR line. The polarization is defined in a way that the unpolarized case gives $P=0$, whereas complete polarization in $m_I = +1$ corresponds to $P=1$. Eq. 2.13 is the appropriate definition for a spin triplet, as polarization occurs only in the $m_I = +1$ state. Figure 2.19 shows the experimentally determined polarization degree for nine different magnetic field strengths. The polarization $P$ starts from zero, reaches almost 100 % at 500 Gauss and decays very slowly. At 2450 Gauss $P$ is around 40 %.

The magnetic field dependence of the nitrogen nuclear spin polarization can be understood by considering that the perpendicular hyperfine interaction does not only mix the
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Figure 2.18: Hyperfine resolved ESR spectra at different magnetic fields. Starting with the unpolarized case at small magnetic fields, the nuclear spin gets polarized at 500 Gauss. Remarkably even at 2500 Gauss some nuclear polarization is left.
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Figure 2.19: The nitrogen nuclear spin polarization as a function of the magnetic field. The polarization degree is obtained by hyperfine resolved ESR spectra. The blue line is the result of a simulation, which takes into account not only the LAC between the $m_s = 0$ and $m_s = -1$ states but also between the $m_s = 0$ and $m_s = +1$ states. The mixing with the $m_s = +1$ state leads to additional flip-flop processes in the excited state:

\begin{align*}
|+1, 0\rangle &\leftrightarrow |0, +1\rangle \\
|+1, -1\rangle &\leftrightarrow |0, 0\rangle
\end{align*}  \hspace{1cm} (2.14)

The effect of these flip-flop processes is nuclear spin polarization in the $m_I = -1$ state, i.e. this polarization rate acts in the opposite direction compared to the flip-flop processes due to the $m_s = 0$ and $m_s = -1$ mixing. Which of these two polarization mechanisms are dominant is determined by the ratio of the flip-flop rates, which depends on the strength of the mixing and thus on the magnetic field. The ratio of the strength of the mixings can be approximated by the ratio of the squares of the corresponding electron spin transitions ($\nu_{0,-1}/\nu_{0,+1}$)$^2$. Thus, for this approximation the nuclear polarization is given by:

\begin{equation}
P = 1 - \left(\frac{\nu_{0,-1}}{\nu_{0,+1}}\right)^2 = 1 - \left(\frac{500 - B}{500 + B}\right)^2 \hspace{1cm} (2.16)
\end{equation}

where $B$ is the magnetic field amplitude in Gauss. Eq. 2.16 reproduces the characteristics of the polarization behaviour (red curve in figure 2.19). However, the polarization can also be simulated by taking into account the three nuclear spin levels and the Lorentzian run of the flip-flop processes (blue curve in figure 2.19). Simulation and experimental results are in good agreement.
At zero magnetic field both states ($m_s = \pm 1$) are separated by 500 Gauss from the $m_s = 0$ state, hence both lead to the same magnitude of mixing. Despite the moderate strength of the polarization rates, no net polarization is build up, as the opposite polarization mechanisms have the same strength. For a finite magnetic field the mixing between the $m_s = 0$ state and the $m_s = -1$ state is always stronger than the mixing with the $m_s = +1$ state. At 500 Gauss the polarization rate towards $m_I = +1$ is huge, whereas its counterpart is small. After the maximum of the mixing ratio at 500 Gauss the ratio goes for one in the limit of high magnetic fields. Thus, both polarization rates become small and the polarization decreases with the magnetic field like indicated by the ESR measurements.

The observation of the nuclear polarization gives a new insight in the coupling of the nuclear spin to its environment. As described in section 2.4, the dependence of the flip-flop rates over the magnetic field has Lorentzian shape. At 2500 Gauss the polarization rates which drive the system towards $m_I = +1$ are decreased down to 0.006 % of its maximum value. Nevertheless, the fact that the ESR spectrum shows nuclear polarization means that there is still no other depolarization mechanism which is fast enough to build up the Boltzmann distribution.

The nuclear spin relaxation time $T_1$ can be simulated by the model used for the magnetic field dependence of the nuclear spin polarization. $T_1$ is calculated as the time after which only $1/e$ of the initially prepared nuclear spin remains. This is done by neglecting dynamics which drive the system back to its initial state. Figure 2.20 shows the $T_1$ times for the three different nuclear spin states. All three curves increases with magnetic field, i.e. the stronger the magnetic field the more robust is the nuclear spin against optical excitation cycles of the electron spin. Direct measurements of the $T_1$ in the relevant magnetic field range have not yet been performed.

Summarizing, the nitrogen nuclear spin dynamics are governed by the excited state LAC over a wide range of magnetic fields. The ESR spectra and simulation indicate that the nuclear depolarization rate under optical excitation can be engineered by the magnetic field strength. The higher the field the longer $T_1$. There is no experimental hint when other depolarization mechanisms become dominant. This is topic of current research. A important application of long nuclear $T_1$ times is the observation of quantum jumps which is presented in the next section.

### 2.7 Quantum jumps & single shot readout

The high resistance of the nitrogen nuclear spin against laser excitation induced spin flips can be used to observe quantum jumps. The basic requirement for such an experiment is the possibility to readout the spin state in a single readout sequence (referred to as single shot readout).

A quantum system which is initially prepared in an eigenstate and subsequently experiences a coupling has a time dependent evolution. Consider e.g. Rabi oscillations where
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**Figure 2.20:** Simulation of the nitrogen nuclear $T_1$ time under optical excitation. $T_1$ means the time in the excited state after which only $1/e$ remains in its initial state.

A spin, initially in its spin down state, is coherently rotated by mw radiation. During the coherent evolution no jumps occur. The current state is described by a superposition $\alpha |\uparrow\rangle + \beta |\downarrow\rangle$, where the complex coefficients $\alpha$ and $\beta$ are continuously changed in time. But besides the unitary evolution quantum mechanics allows a second kind of time dependent evolution in a closed quantum system. Discontinuity (called quantum jumps) is caused by the measurement process and thus lies in the heart of quantum mechanics. A fundamental conclusion of quantum mechanics is that the probability for ‘spin-up’ as outcome of a spin state measurement (in the $|\uparrow\rangle$, $|\downarrow\rangle$ basis) is $|\alpha|^2$ (for ‘spin-down’ $|\beta|^2$ respectively). The new state of the system after the measurement is the eigenstate of the measurement operator which fits to the measured eigenvalue e.g. after measuring ‘spin-up’ is the system in the state $|\uparrow\rangle$, regardless of the initial state. The measurement is a non unitary, projective process. This behaviour is referred as collapse of the wavefunction in the Copenhagen interpretation of quantum mechanics. The first observation of quantum jumps was realized with single trapped ions [48]. However, here quantum jumps of a nitrogen nuclear spin are observed in a solid state system at room temperature.

The quantum jumps and single shot readout experiments presented in the following, are based on the idea of repeated correlating of the nuclear and the electron spin state and readout of the electron spin [47]. The pulse sequence is depicted in figure 2.21. A nuclear spin state selective mw $\pi$ on e.g. the $|0, -1\rangle \leftrightarrow |1, -1\rangle$ transition maps the nuclear spin state on the electron spin and a short laserpulse is subsequently applied.

48
for electron readout and reinitialization. As the nitrogen spin is a triplet, but there are only two different electron states in terms of fluorescence intensity (bright: \( m_s = 0 \), dark: \( m_s = \pm 1 \)), the quantum jumps are observed between \( m_I = -1 \) and \( m_I = 0, +1 \). In the ideal case, the result of the pulse sequence is a telegraph signal in fluorescence time trace (figure 2.21 c)).

**Figure 2.21:** Observation of nuclear spin jumps: a) The pulse sequence is a alternating application of a short laser pulse (300 ns) and nuclear spin state selective mw \( \pi \) pulse. One run takes about 2 \( \mu \)s. b) The red arrow represents the transition on which the mw \( \pi \) is applied. c) In the ideal case the time trace of the fluorescence shows a telegraph signal. A random nuclear spin flip is observable in the fluorescence, e.g. \( m_I = -1 \) to \( m_I = 0 \) correspond to a jump of the fluorescence.

Experimental results are shown in figure 2.22 a). The time trace is recorded at a field strength of 2450 Gauss and shows a telegraph-like signal. The histogram of the time trace in figure 2.22 b) shows the distributions of the detected photons (3 ms binning), which can be reproduced by two Poissonian distribution (solid curves). This demonstrates the presence of two emitting states. The dark state emits on average 69.2 ± 0.2 photons per 3 ms readout sequence and the bright state 94.9 ± 0.1. The Poissonian of the dark state has a smaller magnitude as it corresponds to the \( m_I = -1 \) state which is less often realized in the steady state at 2450 Gauss (see previous section). The data from the histogram can be used to calculate the single shot readout fidelity, which is the probability to determine the right state if the number of detected photons exceeds or undershoots a certain threshold value. A possible threshold is an integer number around the average value between 69.2 and 94.9, the centers of two Poissonian distributions. If the readout sequence is applied over 3 ms and the number of detected photons is measured to be lower than 81, the dark state (in this case \( m_I = -1 \)) was populated at the beginning of the readout sequence with a probability of 83.7 ± 0.7 %. If more than 81
photons are measured. The bright (in this case \( m_I = 0, +1 \)) was populated with a fidelity of 85.4 ± 0.7 %. One fidelity can be increased at the expense of the other, e.g. a threshold of 69 photons during 3 ms readout sequence ensures the dark state with a fidelity of 99 ± 0.5 % in the case of shortfall, while a exceeding lost almost its complete significance.

**Figure 2.22:** Quantum jumps experiments at 2450 Gauss. The mw pulse is applied on the \( |0, -1 \rangle \leftrightarrow | -1, -1 \rangle \) transition. 

(a) The fluorescence time trace shows telegraph signal characteristics (binning 1 ms, 1 min total recording time).

(b) The histogram of the time trace shows two emitting states (binning 3 ms).

Figure 2.23 shows the results of the same experiment at 3170 Gauss. The mw π pulse is applied on the \( m_I = +1 \) state. As the nuclear spin is partially polarized in the \( m_I = +1 \) state, the two Possionian distributions have nearly the same magnitude. A threshold value of 110 photons (in 3 ms readout sequence) results in a single shot readout fidelity of 76.3 ± 0.3 % for the dark (\( m_I = +1 \)) and 80.7 ± 0.3 % for the bright state (\( m_I = 0, -1 \)), respectively. The higher fluorescence countrate is due to the diamond sample which is used in the second experiment. The sample has a surface which is perpendicular to crystallographic \( \langle 111 \rangle \) axis. This allows more fluorescence from appropriate NV centers to leave the diamond. The slight decrease in the readout fidelity despite higher magnetic field might be caused by misalignment of the magnetic field. A permanent magnet instead of an electro magnet has been used in the second experiment. For technical reasons the permanent magnet cannot be aligned with the same accuracy as the electro magnet at our setup. A perpendicular component of the magnetic field causes additional mixing in the excited state, which results in a higher nuclear spin depolarization rate. Further experiments and analysis (e.g. of the durations of bright and dark intervals) are necessary to determine the nuclear spin flip rate and to unravel the spin and photophysics in detail.

However, the histograms in figure 2.22 and 2.23 are the first demonstrations of spin state
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Figure 2.23: Quantum jumps experiments at 3170 Gauss. The mw pulse is applied on the $|0, +1\rangle \leftrightarrow |−1, +1\rangle$ transition. a) The fluorescence time trace shows telegraph signal characteristics (binning 3ms, 10 min total recording time). b) The histogram of the time trace shows two emitting states (binning 3 ms).

single shot readout in a solid state system at room temperature. These preliminary results show an average readout fidelity above 80 %. Further investigations of the spin dynamics may lead to optimization of the experimental parameters e.g. magnetic field or duration of the laser readout pulse. This proof-of-principle experiment does not only provide an important ingredient for quantum computation and quantum error correction but it may also open the door for new experiments on the NV center addressing the quantum mechanical measurement process like the quantum-zeno effect [49].

2.8 Error correction for suppression of nuclear spin relaxation

In this section, a protocol is proposed, which allows for extension of the effective nuclear relaxation rate $T_1$ under laser excitation. With an extended $T_1$ time, the nuclear spin can be readout much more often and different spin states should be distinguishable via photon statistics with a much higher fidelity than reported in the previous section.

The basic idea of the scheme is error correction. Active correction of spin flip errors allows for fighting against $T_1$ processes. However, there are some requirements for successful error correction and one of them is illustrated in figure 2.24. In case a), two spin states (up and down) are used to store information. In case of an spin flip error one state transforms into the other. Thus, after an error, it is not possible to correct it, because the final state could result from an different initial state, which has not suffered from an error. Hence, some sort of security backup of the initial state is necessary. In figure
b) the stored information is distributed over three spins and the two distinguished states are $\uparrow\uparrow\uparrow$ and $\downarrow\downarrow\downarrow$. In this situation, the probability of an spin flip error is of course three times higher (assuming the spins decay independently). However, in this case error correction is possible, as a single spin flip does not destroy all information. By counting the number of spins in the up state, after a time when the probability that two spin flips have occurred is still very low, the initial state can be identified and the corresponding correction can be performed.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{error_correction.png}
\caption{The fundamental idea of the error correction. a) Two states are not enough to correct an error, because a flipped state could also be caused by a different initial state. b) Three spins allow error correction: By increasing the number of required spin flips to obtain the opposite state, the error can be detected and corrected.}
\end{figure}

At first view, one might doubt that this principle can be implemented in the NV center system, because it seems that error detection is a crucial part and for the NV center it is mainly the readout process, which causes the nuclear spin flips. Fortunately, this is not true. The actual key point is that the two states are still distinguishable after a single error happened. The question is, how many spin levels are needed for the particular case of the NV center and how to get them?

As demonstrated in the previous section, the $^{14}$N nuclear spin has the very pleasant property that the spin dynamics are governed by the excited state LAC for a long range of magnetic field amplitudes (at least up to 2500 Gauss). The results showed that the $T_1$ time is enhanced by working at high magnetic fields. However, the three $^{14}$N ($I=1$) spin levels are not enough for error correction, i.e. a second nuclear spin is necessary. This second spin could be a $^{13}$C nuclear spin. There are many different lattice sites near the NV center where the $^{13}$C atom can be and which can be distinguished by the hyperfine coupling strength. The nuclear relaxation time under laser excitation can be different for different lattice sites. Jiang et al. recently reported about $^{13}$C nuclear spins $T_1$ times of 13 $\mu$s and 53 $\mu$s for two $^{13}$C nuclear spins at different lattice sites \cite{jiang}. It turns out that a system, consisting of an NV electron spin, the $^{14}$N nuclear spin and a $^{13}$C nuclear spin provides enough spin levels to perform error correction. The resulting level structure is shown in figure 2.25.
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Figure 2.25: Energy level scheme of an NV electron spin coupled to the $^{14}$N ($I=1$) nuclear spin and a nearby $^{13}$C ($I=1/2$) nuclear spin. There is no hyperfine interaction in the $m_s=0$ state. In the $m_s=\pm1$ states the hyperfine coupling of the $^{13}$C is in most cases higher than the 2.15 MHz of the $^{14}$N. The degeneracy of the $m^N_I=\pm1$ states in the $m_s=0$ state is lifted in a static magnetic field. The two dots show the levels which are distinguished ($|0,-1/2,-1\rangle$ and $|0,+1/2,+1\rangle$). The total nuclear spin readout and correction sequence consists of short laser pulses and a combination of eight mw and rf pulses, which temporal order is indicated by numbers. The green arrows indicate the pulses, which belong to the carbon spin flip correction and the purple ones correct the nitrogen spin flip. The blue arrow is the actual readout mw pulse. The laser pulse is applied before and after the mw/rf sequence.
This error correction scheme is based on the assumption that both nuclear spins decay independently and that the nitrogen nuclear spin has a higher probability for $\Delta m_I = \pm 1$ than for $\Delta m_I = \pm 2$ decays. The principal pulse sequence is the same as in the previous section. After initialization of the electron and nuclear spins, a nuclear spin state selective $\pi$ pulse populates the $m_s = -1$ state. After a short readout laser pulse the sequence is repeated. Whereas in the previous section the nuclear spin depolarizes after a certain time, in this scheme a sequence of mw and rf pulses is applied after every laser pulse to correct possible single spin flip errors. The most opposite nuclear spin states $|m_{C,\text{max}}, m_{N,\text{max}}\rangle \leftrightarrow |m_{C,\text{min}}, m_{N,\text{min}}\rangle$ ($|+1/2, +1\rangle \leftrightarrow |-1/2, -1\rangle$) are chosen to be the pair in which the information is stored.

To get an impression how the correction works, a particular error is considered. The notation of the spin states is in the following: $|m_s, m_{C,I}, m_{N,I}\rangle$. Assumed that the system is initially in $|0, +1/2, +1\rangle$ and the carbon nuclear spin is flipped during the next laser pulse. Thus, the flipped state is $|0, -1/2, +1\rangle$ and the correction is done by a spin state selective mw $\pi$ pulse on the $|0, -1/2, +1\rangle \leftrightarrow |+1, -1/2, +1\rangle$ transition and a subsequent rf $\pi$ pulse on the $|+1, -1/2, +1\rangle \leftrightarrow |+1, +1/2, +1\rangle$ transition. The next laser pulse polarizes the electron spin and brings the system in the corrected $|0, +1/2, +1\rangle$ state.

The last step of the correction uses the laser pulse, i.e. for one readout laser pulse the system is in the wrong state and gives the wrong fluorescence response. But this can be negligible if the general probability for an error is sufficiently low. If on average in one of 100 pulses a spin flip occurs, then from 100 fluorescence responses one wrong is obtained. This lowers the measurable contrast between the two distinguished states, but the effect is small compared to the advantage of a corrected state. Note that the correction pulse sequence does not interfere with the actual readout mw pulse on $|0, -1/2, -1\rangle \leftrightarrow |-1, -1/2, -1\rangle$. The presented correction sequence only helps for the carbon nuclear spin flip and corrects only the $|0, +1/2, +1\rangle$ state. However, in a similar way the other three single spin-flips can be corrected. In figure 2.25 the pulses and the temporal order are illustrated.

As during the entire sequence no coherences are involved, the system can be simulated classically. The results for reasonable nuclear $T_1$ times of $T_{1,N} = 500 \mu s$ and $T_{1,C} = 40 \mu s$ are shown in figure 2.26. The simulation takes non-ideal electron polarization and non-ideal mw and rf pulses into account. The system is initially prepared in $|0, -1/2, -1\rangle$ or $|0, +1/2, +1\rangle$ and after every 400 ns laser pulse (enough for readout and repolarization of the electron spin) the correction sequence of figure 2.25 is applied. In figure 2.26 a), the electron polarization is assumed to be 100 % after each laser pulse and the fidelity of the correction sequence 95 %. The population of the dark $m_s = \pm 1$ states is shown and the decay is much slower ($T_1 \approx 20 ms$) compared to original relaxation times of 500 $\mu s$ for nitrogen nuclear spin.

Note that using error correction with a fidelity of e.g. 95 % does not mean a simple reduction of the relaxation rate by 95 %. Such a situation would result in a biexponential decay with extended $T_1$ times. The origin of the strong $T_1$ enhancement can be illustrated on a simpler system, which consists of three states. In the initially prepared...
2.8 Error correction for suppression of nuclear spin relaxation

Figure 2.26: Simulation of the proposed protocol. The population of the dark $m_s = \pm 1$ states is plotted over the total laser duration. 400 ns laser pulses and the correction sequence are alternating applied. Used parameters: The fidelity of correction pulses $= 95 \%$, $T_{1,N} = 500 \mu s$, $T_{1,C} = 40 \mu s$

(a) Assuming 100 \% optically induced electron polarization the decay is monoexponential with a decay time of 20 ms. 

(b) A reduced electron polarization (97 \%) reduces the decay time to 9.5 ms. Note that the non-perfect electron polarization shifts the steady state distribution.

State some information is stored. Due to a relaxation process an error may occur and the system reaches the second state, from which it can decay further to the third state (figure 2.27(a)). In the next step the relaxation process is interrupted and an error correction sequence is applied which brings 95 \% of state 2 back in state 1. Application of the relaxation and correction is alternating. If the relaxation duration is short enough to make two subsequent decays highly unprobable, the system can reach only state 2 during the first relaxation run. The correction sequence repairs 95 \% of the error and thus only the remaining 5 \% can decay further in the next relaxation time. This reduces the effective decay rate per round by a factor of $(1 - f) \cdot (1 - \exp(-t_0/T_1))$, where $t_0$ is the duration of the relaxation per round, $T_1$ is the longitudinal relaxation time and $f$ is the fidelity of the correction sequence.$^{1}$ The power of the scheme is caused by interruption of short relaxation phases by efficient error correction. This fits perfectly to possibilities of the NV center as the nuclear spin depolarizes mainly during optical excitation ($t_0= $ laser pulse duration, e.g. $t_0= 400$ ns, $T_{1,N}= 500 \mu s$ ). Another major point of the scheme is that the error does not need to be corrected in the subsequent run. As the general probability for a spin flip during one 400 ns laser pulse is low, a flipped state may stay a few runs before it is corrected. This makes the scheme very robust against imperfect mw and rf pulses.

$^{1}$The equation reproduces the numerically calculated run of the $T_1$ enhancement for $f > 0.8$. 
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In figure 2.26 b), imperfect electron spin polarization is considered. 97 % electron polarization after each laser pulse reduces the effective $T_1$ time to 9.5 ms. However, this is almost a factor of 20 compared to the $T_{1,N}$ without error correction. Assuming a reasonable fluorescence countrate of 300 kc/s about 3000 photons are collected within $T_1$. This would allow high fidelity single shot readout. Electron and nuclear Rabi frequencies can be choosen to be of the order of 500 kHz, i.e. a single run takes about 10 µs. Using optimal control theory for tailoring mw and rf pulses may allow to shorten this time [50].

![Diagram](image)

**Figure 2.27:** Simplified system to illustrate the error correction scheme. Relaxation (a)) and error correction (b)) are applied alternating. By choosing the relaxation duration short, the effective loss of information can be strongly suppressed.

### 2.9 Coherence properties under optical excitation

After demonstration of coherent control over the nitrogen nuclear spin in section 2.3 and unraveling the remarkable longitudinal relaxation behavior under laser excitation in section 2.6, the investigation on the nitrogen nuclear spin is completed with some preliminary results about its coherence properties under optical excitation. The coherence properties are especially interesting for quantum computation and quantum error correction schemes, as a nuclear spin coherence which survives optical cycles allows for readout and reinitialization of the electron qubit while leaving the coherence on the nuclear qubit undisturbted.
The experiments presented in the following are performed at a magnetic field of 1750 Gauss. The field is chosen to provide some remaining nuclear spin polarization and to ensure that $T_1$ processes does not limit the coherence properties. As mentioned in section 2.2, the hyperfine interaction in the excited state is about 20 times stronger than in the groundstate. This excludes that nuclear spin coherences in the $m_s = \pm 1$ states (e.g. $|−1, +1⟩ + |−1, 0⟩$ ($|m_s, m_I⟩$)) can survive many optical cycles. In the excited state this superposition picks up an additional phase $\phi = \Delta t_{ex}$, where $\Delta$ is the difference of the energy splitting between the $m_I = +1 \leftrightarrow m_I = 0$ states in ground and excited state. For a single excitation cycle this phase $\phi$ is random as the duration of stay in the excited state is statistical. As the change of the hyperfine interaction is about 40 MHz, $\phi$ can reach values of $\pi$ within the radiative lifetime of 12 ns. Thus, in every optical run the superposition accumulates a random phase, which leads to fast decoherence. On the other hand, the hyperfine interaction vanishes in the $m_s = 0$ state, hence nuclear spin coherence, which is created in the $m_s = 0$ state, is investigated. The nuclear coherence is probed by performing an FID and illuminating the NV center during the free evolution time with a green laser pulse. In figure 2.28 a), the actual pulse sequence is depicted. In order to observe Ramsey fringes, the nuclear spin coherence is created slightly detuned. As reference, a nuclear FID without laser excitation is recorded and the ratio of the amplitudes of the two FIDs represents the fraction of coherence that is left after optical illumination.

![Figure 2.28: a) Pulse sequence for probing the nuclear coherence. During the free evolution of the nuclear superposition a laser pulse excites the NV center. The second $\pi/2$ pulse converts the nuclear spin coherence into population, which is mapped on the electron spin by a nuclear spin state selective mw pulse. b) Energy level scheme of the involved nuclear spin states. The arrows indicate the probed transitions.](image)

The coherence properties of two different nuclear spin transitions are probed: $|0, +1⟩ + |0, 0⟩$ and $|0, +1⟩ + |0, −1⟩$ (figure 2.28 b)). Figure 2.29 a) shows the reference (upper curve) and the illuminated (lower curve) FID of the $|0, +1⟩ + |0, 0⟩$ superposition. The laser pulse is applied for 300 ns, which does not fully repolarize the electron as the maximum electron polarization is reached after about 450 ns ($T_{e,pol}$) at the used excitation power (below saturation). However, the amplitude of the oscillation of the illuminated
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case is only slightly decreased. This is the first demonstration that nuclear coherence can survive optical excitations of the NV center. Figure 2.29 (b) shows the results of the same experiment using the superposition $|0, +1\rangle + |0, -1\rangle$. Also in this case decoherence is small.

**Figure 2.29:** In order to observe the effect of laser excitation on the nuclear spin coherence, a 300 ns laser pulse is applied during the free evolution of the nuclear FID (red curves). To determine the ratio of the remaining coherence a reference FID without the perturbing laser pulse is recorded within the same sequence (black curves). **a)** Nuclear FID on $|0, +1\rangle + |0, 0\rangle$ **b)** Nuclear FID on $|0, +1\rangle + |0, -1\rangle$

By increasing the laser pulse length the decoherence dependency is investigated for both superpositions ($|0, +1\rangle + |0, 0\rangle$ and $|0, +1\rangle + |0, -1\rangle$). The results (figure 2.30) show that after 500 ns laser exciation, which is enough to fully polarize the electron spin, the coherence has decayed down to $61 \pm 9\%$ ($|0, +1\rangle + |0, 0\rangle$) and $82 \pm 12\%$ ($|0, +1\rangle + |0, -1\rangle$). Both diagrams indicate laser induced nuclear decoherence times $T_{2,\text{laser}}$ (time after which the coherence is decreased to $1/e$) to be longer than two times $T_{\text{e,pol}}$.

The fact that both coherences decay on a similar timescale is an important hint to identify the responsible decoherence mechanism. A difference of the nuclear quadrupole moment $P$ in the excited state from the ground state value of 4.945 MHz affects the $|0, +1\rangle + |0, 0\rangle$ coherence as the energy splitting of the involved states changes. $P$ can change as it is a composed parameter, which contains the product of the quadrupolar moment with the gradient of the electric field in the direction of the NV axis (axial symmetry assumed) (e.g. [51]). A change of the electronic state results in a change of the electron wavefunction and thus in the charge distribution. Hence, $P$ probably depends on the electronic state. However, the $|0, +1\rangle + |0, -1\rangle$ superposition should not be affected by a change of $P$, as the energy splitting between the states is determined only by the nuclear Zeeman energy. The results in figure 2.30 indicate that the change in $P$ is not the dominant decoherence mechanism.
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Other possible decoherence mechanisms are non-electron spin conserving optical transitions, decoherence related to ISC and the ionization of NV center. Non-electron spin conserving optical transitions could populate the $m_s = \pm 1$ states in the excited state, in which the coherence is quickly lost as mentioned above. A probability of 1% for a non-electron spin conserving optical transition explains the measured results. However, these are preliminary results and further investigations are necessary to unravel the responsible decoherence mechanism.

2.10 Conclusion

In this chapter many aspects of the coupled system, NV electron spin plus $^{14}$N nuclear spin, are experimentally investigated. The first demonstration of driven spin dynamics of the nitrogen nuclear spin allows to determine the quadrupole and hyperfine interaction parameters of the spin Hamiltonian with high accuracy. Nuclear coherence properties are probed by free induction decay and show that nuclear spin coherence decays on a time scale of milliseconds which is probably due to $T_1$ relaxations processes of the NV electron spin. Further, it has been shown that nitrogen nuclear spin coherences, created in $m_s = 0$ state, survives optical excitation cycles. After a laser pulse, which repolarizes the electron spin, above 50% of the nuclear coherence remains.

Nuclear spin polarization as a function of the magnetic field has been measured by hyperfine resolved ESR spectra. At 500 Gauss the nuclear spin is almost completely polarized in the $m_I = +1$ state. The polarization can be explained by a level anticrossing in the
excited state, analog to the recently published polarization mechanism for $^{15}$N [52]. The spin dynamics in the excited state can be exploited to enhance the signal-to-noise ratio for optical electron spin readout. At 500 Gauss the enhancement is a factor of about $\sqrt{3}$, which reduces the necessary measurement time by a factor of 3 [44]. Nuclear spin dynamics under optical illumination is governed by the excited state level anticrossing over a large range of magnetic field strengths. Even at 2400 Gauss nuclear spin polarization has been measured. This indicates that other nuclear spin depolarization mechanisms are much weaker. This absence of efficient depolarization mechanisms can be exploit for the observation of quantum jumps. By alternating mapping of the nuclear spin state on the electron spin and readout of the electron a flip of the nuclear spin results in a change of the fluorescence. The histogram of the time trace proofs two emitting states and allows to readout the nuclear spin in a single shot with a fidelity of above 80 %. Despite the fact that these are preliminary results and further investigations are necessary the experimental data shows the feasibility of the single shot readout, which is an important building block for quantum computation. In addition a scheme is proposed which may allow to extend the effective nuclear spin flip rate by the use of an additional ancilla qubit (e.g. a $^{13}$C nuclear spin). Despite conservative assumtions for experimental imperfections the simulation indicates a extention of a factor 10.
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Coherent coupling of two single NV electron spins

One of the greatest challenges in quantum information technology is to build a room temperature scalable quantum processor. It has been shown that small quantum registers consisting of an NV electron spin and surrounding nuclear spins can be controlled with a high degree of fidelity \[7\]. However, this technique cannot be scaled up to large numbers of qubits and thus direct coupling of separated NV centers is a potential step towards a scalable NV based quantum computer.

In this chapter, direct magnetic dipole-dipole coupling of two individually addressable NV centers separated by roughly 10 nm is demonstrated for the first time. The color centers are created artificially by high energy implantation and are precharacterized by optical means. The strong distance dependence of the coupling is used to determine the relative position of single qubits with an accuracy close to that of the crystal lattice spacing. The demonstration of quantum logic elements such as coherent control over both electron spins and conditional dynamics opens the way to a scalable room temperature solid state quantum register.

3.1 A scalable quantum computer in diamond

The NV center is a promising candidate for a realization of a solid state quantum computer operating at room temperature. The reasons have been shown in the previous chapters: optical read out and initialization, long coherence times, spin manipulation by means of standard mw-techniques and paramagnetic nuclei in the vicinity that can be used as auxiliary qubits.

However, useful applications in quantum computation require a quantum register consisting of at least 50-100 qubits, thus the used system has to be scalable. In the case of the NV center the number of additional qubits from nearby nuclear spins cannot reach this magnitude. There are simply not enough useful lattice sites around the NV center. The nuclear spins are coupled to NV electron spin by hyperfine interaction, which is strongly distance dependent. The interaction decreases \( \propto \frac{1}{r^3} \), but sophisticated (fast) coherent control over the nuclear spins requires a certain interaction strength i.e. the
number of individually addressable nuclear spins in frequency space is limited. Recent publications predict the number of controllable nuclear spin to be less than 10 \cite{53}. Thus, despite the fact that there are proposals for applications of small quantum registers in quantum communication \cite{54} e.g. as a quantum repeater, for a powerful quantum computer another scaling method is needed.

The most promising scaling idea is the coupling of NV centers. This can be achieved in two different ways. One proposed scheme entangles two NV centers probabilistically by projective measurements \cite{54}. In principle photons of two different NV centers, which spin states are properly prepared, interfere on a beam splitter and depending on the outcome of the subsequent photon measurement the final state is entangled or not. With a similar scheme the entanglement of separated ions has been shown recently \cite{55}. Anyway, the two photons have to be indistinguishable for the interference, e.g. they have to be sufficiently narrow in bandwidth and they need to have the same polarization. As the emission spectrum of the NV center is very broad at room temperature, such a scheme can only be realized at cryogenic temperatures. Even at these temperatures less than 10 % of the fluorescence emission can be used for entanglement generation, which results in a very low expected entangling rate. As this scheme is probabilistic, it cannot be scaled as good as deterministic entanglement generation. Generally speaking this scheme might be suitably for other systems like ions and atoms, but it seems that it does not fit very well to the properties of the NV center at the current stage.

The other scaling method is direct magnetic dipole-dipole interaction of NV electron spins. As the magnetic moment of electron spins is large compared to nuclear spins, the distance of the coupled NV centers can be 100 times larger than in the case of nuclear spins coupled to an NV electron spin. Thus, the lack of lattice sites like it occurs by the scaling with nuclear spins, vanishes. In contrast to the previous scheme magnetic interaction allows deterministic entanglement. In the ideal case the NV based quantum computer consists of an array of NV centers coupled magnetically to each other and each NV center is a small quantum register for itself with nearby nuclear spins as auxiliary qubits (figure 3.1). The separation distance should be small enough for strong coupling but large enough to resolve the NV centers by nonlinear optical techniques, which would allow optically selectivity in the readout process \cite{56}. Efficient production of such a device is only possible if the color centers are created artifically e.g. by nitrogen ion implantation. In the following, a first step towards the realization of a quantum register as depicted in figure 3.1 is demonstrated.

3.2 Sample preparation

In order to observe dipolar coupling between two single electron spins arrays of NV centers have been created by ion implantation. For coherent coupling it is necessary that the coupling strength exceeds the inverse of the coherence time, i.e. strong interaction and long coherence times are desired. A rough approximation helps to get an impression
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Figure 3.1: Illustration of the basic idea of a scalable NV based quantum computer. A chain of small registers (NV + nuclear spins) are coupled by dipole-dipole interaction. The drawn waves indicates coupling.

of the distances and energies. A first guess about the order of magnitude of the coupling can be made by looking at two electron spins as two parallel point dipoles and put them in a way that maximizes the absolute value of the energy (on the top of each other)

\[ E_{\text{max, dip}} = \frac{\mu_0 g^2 \mu_B^2}{2\pi r^3}. \]  

(3.1)

The value is about 10 kHz with \( r = 40 \) nm for the relevant parameters. As the usual coherence time for the NV electron spin in a bulk diamond is of the order of 100 \( \mu s \), such a coupling would be sufficient for observation. However, due to the strong distance dependence of the dipole interaction it is obvious that the upper limit for the distance is quickly reached. The longest measured coherence time is 2.6 ms (see section 1.5), which would correspond in this approximation to a maximum distance of 120 nm. The probability of finding a NV pair within such a distance in a pure diamond is extremely low, e.g. it is necessary to create the pair artificially. For these purposes, arrays of implantation spots have been produced. The host diamond is a ultrapure type IIa synthetic crystal, isotopically enriched to a \( ^{12}\text{C} \) concentration of 99.997 %. The \( ^{14}\text{N} \) ions have been implanted with a kinetic energy of 13 MeV. The average conversion efficiency of nitrogen to NV center is relatively high (=21 %) for such high implantation energy, because the ions are supposed to create more vacancies during their propagation through the crystal. After the implantation the diamond has been annealed for two hours at 800°C. In total, five arrays with different ion doses have been created. One array consists of 80 x 80 implantation spots with 3 \( \mu \)m separation between two spots. Figure 3.3 a) shows a confocal scan of a high dose array. One spot contains in average 10 NV centers.

The main problem in creating a defect pair by high energy implantation is the large straggle of the ions. SRIM\(^1\) simulations indicate widths on the order of 100 nm for the ion distribution in axial (perpendicular to the diamond surface) and lateral directions (figure 3.3 b)). By approximating the distribution by a Gaussian and taking the NV

---

\(^1\)SRIM (Stopping and Range of Ions in Matter) is a simulation software, which takes into account the implanted ions, their kinetic energy, the density and atoms of the target.
conversion efficiency into account the probability of two or more NV centers in a 50 nm$^3$ cube is slightly above 1% (in the 6 ions/spot array). The probability of producing an NV pair is even more reduced by the size of the focus of the ion beam, which leads to variation of the impact site on the diamond surface. These rough estimations justify the choice of 6000 spots per array.

**Figure 3.2:** a) Confocal scan of nitrogen implanted array. Every spot contains in average 10 NV centers. b) Lateral and axial distribution of implanted nitrogen ions (13MeV) in diamond (SRIM simulations data). Both distributions show a width of about 100 nm.
3.3 Characterization of an NV pair by optical means

The strategy of finding an NV pair is very straightforward. The confocal microscope has a diffraction limited excitation spot and cannot resolve two color centers separated by e.g. 20 nm. However, the confocal image gives a first hint, because two centers should give twice the fluorescence intensity. The exact number of emitters in the spot can be verified by measurements of the second order correlation function $g^{(2)}(\tau)$. Figure 3.3 shows an example from the 6 ion/spot array. Single center exhibit a $g^{(2)}(0) < 1/2$ value, whereas the pair shows $g^{(2)}(0) > 1/2$ but $g^{(2)}(0) < 2/3$, which proves that these are two centers.

![Figure 3.3](image)

**Figure 3.3:** a) Confocal scan of the 6 ion/spot array. Inset: A NV pair and a single NV center. The single NV is in a slightly different axial plane. The pair shows twice the fluorescence of the single center, which gives a first hint of the number of NV centers in the spot. b) The second order correlation function of the NVs in a). The single center satisfies $g^{(2)}(0) < 1/2$, whereas for the pair $1/2 < g^{(2)}(0) < 2/3$ is valid. The deviation from the ideal values $g^{(2)}(0) = 0$ and $g^{(2)}(0) = 1/2$ respectively, is due to uncorrelated background emission.

To ensure that magnetic coupling might be observable, i.e. that the separation distance is < 50 nm, superresolution techniques such as STED can be used. These kinds of microscopy are based on a nonlinear response of the system and therefore the resolution is no longer limited by diffraction. Recently it was shown that STED microscopy on NV centers can reach resolutions of under 10 nm [56]. This technique could play a key role in future quantum registers consisting of many nearby NV centers, as it allows selective optical read out. Therefore, its basic principle is briefly introduced.

STED microscopy works with two laser beams, which are applied one after another (figure 3.4 a)). A first Gaussian beam excites a diffraction limited volume. In case of the NV center this could be a green 532 nm laser. After the excitation into the phonon
sideband, the system relaxes fast in the lowest excited state. The second laser is the resonant depletion beam, which has a zero-intensity point. Outside of this point the laser saturates the system and induces a stimulated transition between excited and ground state. This saturation is the necessary nonlinearity. The effect of the depletion laser is that all NV centers are de-excited, e.g. switched off, except at the zero-intensity point, thus only NVs in this volume can fluorescence. For the imaging of NV centers, the wavelength of the depletion beam should be around 750 nm, where the NV fluoresces at most and therefore the probability for stimulated emission is the highest.

However, the implementation of STED microscopy uses two laser beams, which have to be overlapped with high precision. As the requirements for STED exceed the possibilities of our setup at the moment, a simplified scheme is realized. In principle, the use of a single beam having a zero-intensity point can also provide a superresolution image (figure 3.4 b)). In such a scheme, the structured illumination beam (e.g. doughnut shape) saturates the absorption of the NV center. Like in confocal microscopy, the image is recorded by scanning the cw laser beam. NV centers outside of the zero intensity point are saturated and the collected fluorescence is high. The fluorescence only drops if a NV is in the zero-intensity point. Therefore, the zero intensity point provides a subdiffraction negative spot in the fluorescence image. The half width of the image for such nonlinear technique is given by \( R = r_0 \sqrt{\Gamma/P_0} \), where \( r_0 \) is the half width of the diffraction limited illumination spot, \( \Gamma \) is the radiative decay rate and \( P_0 \) is optical pumping rate. Owing to excitation power limitations we were able to reach 20 nm spot size in our set-up. Such resolution allows identifying the NV pairs that might be suitable for further investigation. This saturation imaging technique is applied on the NV pair from figure 3.5 but their individual positions were not resolvable.

To resolve the two NV centers more precisely by optical means, fluorescence lifetime imaging (FLIM) has been used. FLIM is an optical technique, which allows to distinguish two emitters if they have different fluorescence lifetimes. For every pixel of a FLIM image a picosecond laser pulse excites the confocal spot and the arrival times of the fluorescence photons is recorded. The arrival times can be transformed into a histogram, which shows the fluorescence decay. By fitting the decay with e.g. a biexponential function (one decay rate for each emitter) in every pixel, one gets the relative contribution of the two emitters, encoded in the two amplitudes. This gives rise to two new images, one for each decay rate, where the amplitudes are the pixel information. A 2D correlation of these two images contains information about the lateral distance of the two emitters. The use of the 2D correlation has the advantage that the actual point spread function (PSF) does not have to be known, assumed both emitter have the same PSF.

This FLIM technique can be used for NV centers, because the different spin levels have different fluorescence lifetimes. In a bulk diamond, it is 11 ns for the \( m_s = 0 \) state and 7 ns for the \( m_s = \pm 1 \) state. Thus, before the excitation by the picosecond laser pulse, one NV should be in the \( m_s = 0 \) state and the other not. In the case of the two NVs in figure 3.3, one can take advantage that their NV axis are different. By applying a static magnetic field of about 700 Gauss along one NV axes, the other NV
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**Figure 3.4:** Optical superresolution schemes: STED and saturation microscopy  

**a)**  
STED: Starting in the ground state a laser beam excites all emitters in a diffraction limited spot. The structured depletion beam de-excites every emitter but the one in the zero-intensity point. Only the emitter from this spot fluoresces.

**b)**  
Saturation microscopy: The structured excitation beam is scanned from left to right. If emitters are in the zero-intensity point the detected fluorescence drops.

**Figure 3.5:** Saturation microscopy: The image of the two defects studied in this chapter. Their individual positions were not resolvable by this technique, but the image indicates that their distance is < 40 nm.
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experiences a total misaligned field, making the projection on the z-axis \((m_s = 0, \pm 1)\) no longer good quantum numbers. Whereas the first NV is polarized into the \(m_s = 0\) state by the excitation laser, the other NV is in a mixture of the three spin states. This leads to an observable difference in the fluorescence lifetime (figure 3.6). The 2D correlation of the two (decay rate-)images shows a Gaussian like distribution, where the distance of its center to the origin correspond to the lateral distance of the two NV centers. For the discussed pair this distance is \(8 \pm 3\) nm. The error is estimated by analyzing 10 FLIM images.

Figure 3.6: For every pixel of the confocal scan, the fluorescence decay is recorded and fitted with a biexponential decay (the two decay rates are fixed). The amplitudes of the two decay rates are illustrated in two images, each showing one emitter. 2D correlation of these two images results in a displacement vector, which connects the two NV centers and which length is \(8 \pm 3\) nm.

3.4 Spectroscopy

The ODMR spectrum of the NV pair shows the usual NV zero-field splitting resonance at 2.87 GHz at zero magnetic field. A static magnetic field splits the lines (figure 3.7). The two outer lines belong to one NV (called ”NV A”) and the two inner to the other one (”NV B”). The different splittings indicate that the two NVs experience the magnetic field differently, i.e. their axes are different. In the particular situation of figure 3.7 the magnetic field is aligned along the axis of NV A. Because of the large zero-field splitting, mainly the component of the magnetic field along the quantization axis contributes to the level splitting, thus the better aligned the field, the larger the Zeeman splitting. The different orientations of the NVs is an advantage, because it makes the two NV individually addressable by microwave radiation. If the rabi frequency is small compared to the difference of the ESR frequencies, a mw pulse on e.g. NV A, is off-resonant to NV B and has a negligible effect on it. A NV pair with the same orientation complicates the observation of dipolar coupling, because every microwave pulse would act on both spins equally and simultaneously.
Figure 3.7: ODMR spectrum of the NV pair. A static magnetic field along NV A lifts the degeneracy and exposes the different orientation of the two NV centers. Different amplitudes of the lines are due to less mw power transmission through the copper wire at higher frequencies.

In order to determine the zero field parameters D and E for each NV precisely, the spectral position of the ESR transitions as a function of the magnetic field is measured (figure 3.8). Compared to a single zero field ODMR spectrum, this technique allows easily to unravel, which (hyperfine) ESR transition belongs to which NV. The good agreement with the simulation indicates slightly different zero field parameters for each NV ($D_A = 2874.5 \text{ MHz}$, $E_A = 2.1 \text{ MHz}$, $D_B = 2871 \text{ MHz}$, $E_B = 4.5 \text{ MHz}$). For both NVs there is a deviation from the perfect $C_{3v}$ symmetry, which can be caused e.g. by strain or electric fields.

A closer look at the ESR lines shows the characteristic $^{14}\text{N}$ hyperfine splitting, but no sign of other couplings. This is not surprising because even if the NV-NV coupling exceeds the power broadened line width, the continuous laser excitation polarizes both NV centers into the $m_s = 0$ state, where the dipole field vanishes. In other words, the ODMR spectrum verifies the two color centers as NVs with different axes, but it is not possible to observe dipole coupling between them during polarizing laser excitation. However, the change from the energy to the time space, i.e. to pulse experiments, not only allows to record the ESR spectrum free from power broadening, but to measure the magnetic coupling between the NVs. The experiment is basically a measurement of the free induction decay of NV A (figure 3.10). The microwave frequency of the $\pi/2$ pulses is slightly detuned from resonance frequency and thus the phase of the superposition...
oscillates with the detuning. The exact value of the detuning is depending on the spin state of NV B, as it results in an additional magnetic field at the position of NV A. The energy level scheme for the NV pair is illustrated in figure 3.9. The Fourier transformation of the FID shows the ESR transition frequencies and consists of three lines, which correspond to the three nuclear spin states of the $^{14}$N. By preparing NV B in a different spin state (via a mw $\pi$ pulse) before application of the FID sequence on NV A the magnetic field at NV A changes. Comparing the FIDs of NV A for all three spin states of NV B shows a shift of the transition frequencies and the coupling frequency can be determined to be about 40 kHz. To proof that the changes in the transition frequencies are not due to changes in the environment between the measurements, the three FIDs have been recorded in the same sequence.

However, the coupling strength is not the only important information contained in the spectrum, the degree of the electron spin polarization can also be estimated. As mentioned in section 1.7, the possibility of initializing the qubits is a key ingredient for quantum computation. Up to this point, it has been assumed that the excitation laser polarizes the electron spin to 100% into the $m_s = 0$ state. Actually there has not been an experimental proof, although the high nuclear polarization reported [42, 52] and in section 2.2 indicates high polarization of the electron spin. It turns out, that one NV center can be used to detect the polarization degree of another one. The relative intensities of lines in the Fourier transformation of the FIDs are caused by the accuracy of the spin state preparation. As NV A is always prepared in the same state, the polarization of NV B can be determined by comparing the areas under the lines in the spectra. In all three FIDs three Gaussians are fitted and by determining the population distribution which fits best to the experimental data, the electron polarization has been found to be $88 \pm 3\%$. Note that this value is a lower limit due to e.g. imperfect mw pulses. However, this is the first direct measurement of the NV electron spin polarization at
**Figure 3.9:** Energy level scheme of the NV pair. **a)** In the uncoupled case the ESR transitions of each NV are independent of the spin state of the other NV. **b)** In the case of coupling the ESR transitions are no longer independent from the other NV. The three marked arrows belong to the $m_s=0 \leftrightarrow m_s=-1$ transition of NV A for different spin states of NV B. Owing to the coupling, their frequencies are different.

**Figure 3.10:** The free induction decay is measured on NV A with three different initial states of NV B. Zooming in the Fourier transformations shows the magnetic coupling. The electron spin polarization is determined by comparing the relative intensities of the lines in a particular FID. The lower bound for the laser induced spin polarization is found to be $88 \pm 3\%$. 

3.4 Spectroscopy
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the single level. Previous ensemble measurements indicated a much lower polarization degree \[58\].

3.5 Hamiltonian

For a more qualitative understanding of the relevant coupling effects, the Hamiltonian for two dipole coupled NV electron spins is introduced,

\[
H_{\text{NV,NV}} = \frac{\mu_0 \mu_R^2 g_e^2}{4\pi r^3} (\vec{S}_1 \cdot \vec{S}_2 - 3 (\vec{S}_1 \cdot \vec{r}) (\vec{S}_2 \cdot \vec{r})) + \sum_{i=1}^{2} (\vec{S}_i \cdot \vec{D}_i + g_e \mu_B \vec{B} \cdot \vec{S}_i + \vec{S}_i \cdot \vec{A})
\]  

(3.2)

where \(\vec{S}_i\) is the electron spin operator vector of NV i and \(\vec{r}\) is the joint vector of the two dipoles. The first part describes the interaction of the two electron spins. This coupling Hamiltonian approximates the spins as point dipoles. Actually, the electron spin wavefunction has a finite extension and is mainly spread over the three dangling bonds to the nearest neighbour carbon atoms at the vacancy site. Nevertheless, the point dipole is a good approximation, as the distance of the NV centers is roughly 10 nm, which corresponds to over 60 bond lengths. The rest of the Hamiltonian describes the uncoupled single NV energies with the zero-field tensor, the Zeeman energy and the hyperfine coupling. Note that the zero-field tensors have different orientations, as the axis of NV centers are tilted against each other by the tetrahedron angle of 109.5°.

As the coupling experiments are performed at a static magnetic field, the effect of a magnetic field component perpendicular to the NV axis \(B_\perp\) has to be considered, because at least one NV experiences such a field. The Zeeman energy in the experiments is small compared to the large zero-field-splitting of 2.87 GHz, thus \(B_\perp\) can be treated like a perturbation, which leads to a slight mixing of the unperturbed spin levels \(m_s = 0, \pm 1\).

The time-independent perturbation theory provides in the first order the three new (unnormalized) eigenstates (e.g. \[59\]):

\[
|\tilde{-1}\rangle = |-1\rangle + \frac{V_{-10}}{\nu_{-1}} \cdot |0\rangle \\
|\tilde{0}\rangle = |0\rangle - \frac{V_{0-1}}{\nu_{0-1}} \cdot |-1\rangle - \frac{V_{0+1}}{\nu_{0+1}} \cdot |+1\rangle \\
|\tilde{+1}\rangle = |+1\rangle + \frac{V_{+10}}{\nu_{+1}} \cdot |0\rangle
\]

(3.3) (3.4) (3.5)

where \(V_{ij} = (\langle i | g_\mu_B B_x S_x | j \rangle + \langle i | g_\mu_B B_y S_y | j \rangle)\) and \(\nu_{ij}\) is the ESR frequency between the i and j state.

The most appropriate way to get an impression of the consequences for the observable coupling is to have a look at the expectation value for the magnetization vector \((S_x, S_y, S_z)\) for the different eigenstates. These expectation values determine the orientation.
and strength of the two dipoles, which interact by classical dipole-dipole coupling. For a magnetic field along the NV axes, these vectors are of course simply:

\[
\langle -1 | S_x | -1 \rangle = 0 \\
\langle 0 | S_x | 0 \rangle = 0 \\
\langle +1 | S_x | +1 \rangle = 0 \\
\langle -1 | S_y | -1 \rangle = 0 \\
\langle 0 | S_y | 0 \rangle = 0 \\
\langle +1 | S_y | +1 \rangle = 0 \\
\langle -1 | S_z | -1 \rangle = -1 \\
\langle 0 | S_z | 0 \rangle = 0 \\
\langle +1 | S_z | +1 \rangle = +1
\] (3.6)

If a B⊥ component is present, these magnetization vectors change to:

\[
\langle \tilde{-1} | S_x | \tilde{-1} \rangle = \frac{g\mu_B B_x}{\nu_{0-1}} \\
\langle \tilde{0} | S_x | \tilde{0} \rangle = -\frac{g\mu_B B_x}{\nu_{0-1}} - \frac{g\mu_B B_x}{\nu_{0+1}} \\
\langle \tilde{+1} | S_x | \tilde{+1} \rangle = \frac{g\mu_B B_x}{\nu_{0+1}} \\
\langle \tilde{-1} | S_y | \tilde{-1} \rangle = \frac{g\mu_B B_y}{\nu_{0-1}} \\
\langle \tilde{0} | S_y | \tilde{0} \rangle = -\frac{g\mu_B B_y}{\nu_{0-1}} - \frac{g\mu_B B_y}{\nu_{0+1}} \\
\langle \tilde{+1} | S_y | \tilde{+1} \rangle = \frac{g\mu_B B_y}{\nu_{0+1}} \\
\langle \tilde{-1} | S_z | \tilde{-1} \rangle = 1 \\
\langle \tilde{0} | S_z | \tilde{0} \rangle = 0 \\
\langle \tilde{+1} | S_z | \tilde{+1} \rangle = +1
\] (3.9)

The situation is illustrated in figure 3.11. Note that \( \frac{g\mu_B B_{x,y}}{\nu_{0\pm1}} \ll 1 \), i.e. the magnetic moment vectors for \( m_s = \pm 1 \) states are slightly tilted, but their absolute length \( \sqrt{\langle \vec{S} \rangle^2} \) remains nearly constant. In contrast, the \( m_s = 0 \) state gets a magnetic moment, which direction is antiparallel to \( B_\perp \) and which length is linear in \( B_\perp \). This induced magnetic moment determines many of the coupling frequencies observed in the FID (section 4.3) or the echo-based coupling (section 4.5) experiments and leads to some unintuitive consequences e.g. that the frequency shifts in the FID (figure 3.10) are not equal.

### 3.6 Double Electron Electron Resonance (DEER)

A more precise way to measure the magnetic dipole coupling is the use of echo-based pulse experiments, because they exploit the much longer coherence time \( T_2 \) instead of the FID decay time \( T_2^* \). Just like in the FID experiment, one NV electron spin is probed, while the other is prepared in different spin states. Such a Double Electron Electron Resonance (DEER) is based on the usual spin echo sequence (see section 1.6), i.e. the pulse sequence on one spin is \( \pi/2 - \tau - \pi - \tau - \pi/2 \). In contrast to the usual spin echo the free evolution time \( \tau \) is fixed in the DEER sequence. The second spin is flipped by a resonant mw \( \pi \) pulse in the second free evolution period (figure 3.12 a)). This leads to a change of the magnetic field at the position of the first spin and the phase of its superposition state starts to oscillate with a frequency proportional to the change of the field \( \Delta B \), i.e. to the coupling. As this additional phase is only picked up in the second free evolution time, it is not refocused by the spin echo. The accumulated phase at the end of the echo depends on the time between the flip of the second spin and the last \( \pi/2 \) pulse on the first spin \( \delta \phi \propto t \cdot \Delta B \). The temporal position of the second spin \( \pi \)}
Chapter 3 Coherent coupling of two single NV electron spins

Figure 3.11: As the two coupled NV center have different orientations, it is important to consider the effect of a weak magnetic field perpendicular to the NV axis. In the coupling experiments, one NV is probed, while the spin state of the other is changed. **a)** With a magnetic field parallel to the NV axes the magnetic moments in the $m_s = \pm 1$ states are antiparallel and the dipole field vanishes in the $m_s = 0$ state. **b)** In case of a magnetic field perpendicular to the NV axes, the magnetic moments in the $m_s = \pm 1$ states are slightly tilted but more important is the induced dipole in the $m_s = 0$ state.
3.6 Double Electron Electron Resonance (DEER)

The DEER sequence can be considered as a two qubit gate, conditional on the spin flip of NV B, the spin of NV A gets an additional phase. In general, the coupling frequency, observed in the DEER experiment, determines the minimum time required to perform
any two qubit gate on the NV pair. By taking advantage of the triplet nature of the NV electron spin, the observable coupling frequency and hence all two qubit quantum gates can be speeded up. The spin flip from \( m_s = +1 \) into \( m_s = -1 \) inverts the magnetic dipole field of the NV and the \( \Delta B \) experienced by the other NV is doubled compared to the \( m_s = +1 \leftrightarrow m_s = 0 \) flip. The \( m_s = +1 \leftrightarrow m_s = -1 \) flip is a double quantum transition and thus it cannot be achieved with a single mw pulse, as such a transition is magnetic dipole forbidden. Thus, the desired spin flip is realized by two consecutive mw \( \pi \) pulses.

In the DEER experiment spin of NV B is initially prepared in \( m_s = +1 \) and completely flipped in the second free evolution time. Figure 3.14 shows such a double quantum DEER with an oscillation frequency of 80 kHz.

In the next step, the triplet character of NV A is used for a further enhancement of the coupling. The superposition between the \( m_s = +1 \) and \( m_s = -1 \) states is twice as sensitive for changes in the magnetic field as the superposition between \( m_s = +1 \) and \( m_s = 0 \). Hence, by using this superposition in the DEER sequence, the oscillation frequency is doubled. In this way, the DEER frequency has been enhanced up to 160 kHz (figure 3.15).

### 3.7 Physical structure of the pair

The pre-characterization by optical image analysis (see section 4.3) indicates a distance of \( 8 \pm 3 \) nm of the two NV centers. As the used images are two dimensional, this value is only the length of the projection of the connecting vector on the surface plane of the diamond. In order to characterize the quantum register in more detail, the relative position of the NVs is determined accurately. Therefore, the strong distance and orien-
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**Figure 3.14:** Enhancement of the DEER oscillation frequency by using a double quantum transition. **a)** Pulse sequence: Initially, NV B is prepared in the $m_s = +1$ state. The spin state is flipped in the $m_s = -1$ state by two consecutive mw pulses in the second free evolution time. Thus, the change of the magnetic field at NV A is significantly increased. **b)** Double quantum DEER echo signal with an oscillation frequency of 80 kHz.

**Figure 3.15:** Fourfold enhancement of the DEER oscillation frequency by using two double quantum transition. **a)** Pulse sequence: The spin state of NV A is initially $(|+1⟩ + |-1⟩)$. The state is created by a $\pi/2$ pulse on the $m_s = 0 \leftrightarrow m_s = +1$ transition and a subsequent $\pi$ pulse on $m_s = 0 \leftrightarrow m_s = -1$. The refocusing pulse of the echo consists of three mw pulses. The spin state of NV B is flipped from $m_s = -1$ to $m_s = +1$. **b)** Twofold double quantum DEER with an oscillation frequency of 160 kHz.
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tation dependence of the dipole-dipole interaction along with the possibility of precise measurements of the coupling frequency by DEER experiments is exploited.

As described in section 4.5, a magnetic field component perpendicular to the NV axis induces a magnetic moment in the $m_s = 0$ state, which depends on the strength and orientation of the magnetic field. Thus, by changing the magnetic field, the energy splitting caused by the spin-spin interaction changes. In order to reduce the uncertainty of the result as many DEER experiments as possible should be performed at different, but known magnetic fields. From a experimental point of view, the easiest way to align the magnetic field and determine its strength is by recording the ODMR spectrum of the NVs.

In total, two series of DEER measurements are performed (figure 3.16). In the first series the magnetic field is aligned parallel to NV A and the DEER oscillation frequencies for three different magnetic field strengths are measured. For every magnetic field constellation the DEER is recorded for the $m_s = 0 \leftrightarrow m_s = -1$ as well as for the $m_s = 0 \leftrightarrow m_s = +1$ NV B spin flip and for reasons of consistency also the double quantum DEER with the $m_s = +1 \leftrightarrow m_s = -1$ flip. A second series is taken for a field direction roughly along a third possible NV axis, which means that the field is strongly misaligned for both defect centers. Six DEER measurements (three different magnetic field amplitudes, two types of NV B spin flip: $m_s = 0 \leftrightarrow m_s = -1, m_s = 0 \leftrightarrow m_s = +1$) are recorded for this field direction. The measured values are compared with the corresponding values of the diagonalised Hamiltonian (eq. 4.1). The interaction Hamiltonian is varied by altering relative position (distance and orientation) of the two centers to obtain the best fit on the experimental data.

The result is illustrated in figure 3.16 and figure 3.17. Figure 3.16 shows the measured values of the DEER series and the good agreement with the simulation. Since only the relative position of spins and not their absolute location in the diamond lattice is interesting for a characterization of the quantum register, the first spin is placed at the origin of the coordinate system (0 | 0 | 0) (red dot), with the x-y-plane parallel to the diamond surface (Figure 3.17). The location of the second spin is measured to be within the red region, whose size is defined by the experimental accuracy. Our results show that the two qubits have a distance of $r = 9.8 \pm 0.3$ nm and a lateral separation with respect to the diamond surface of $8.8 \pm 0.3$ nm. This result is in good agreement with the optical image analysis. Note that the spin-based measurement of the separation shows a higher accuracy. The uncertainty region of the relative position has a volume which is slightly smaller than a unit cell and depending on the two possible lattice configurations there are 6 or 5 lattice positions for the other NV center.

Having the knowledge about the relative positions of the two NV center, it is possible to calculate the electrostatic interaction. As the NV centers are negatively charged, a Coulomb term should be added to the Hamiltonian.

$$H_C = R_{3d} \cdot E_z \cdot (\vec{S}_z^2 - 2/3) - R_{2e} \cdot E_z \cdot (\vec{S}_x \vec{S}_y + \vec{S}_y \vec{S}_x) + E_y (\vec{S}_x^2 - \vec{S}_y^2)$$ (3.12)
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Figure 3.16: Experimental data (scatter) and simulation (lines) of a series of DEER experiments to determine the relative position of the two NV centers. In the measurements on the left/right the used superposition of NV A is \( |m_s = 0\rangle + |m_s = \pm 1\rangle \).

- **a)** Magnetic field along NV A: The difference in the single quantum DEER frequencies (green, blue) increases with increasing magnetic field, whereas the double quantum DEER remains almost unchanged (red).

- **b)** The magnetic field is aligned along a third NV axis, thus strongly misaligned for both NVs.
Figure 3.17: Relative position of the NV centers. a) For convenience one NV is placed at the origin. The position of the other NV is determined to be within the red area, whose size represents the experimental accuracy. b) Magnification of the uncertainty area: Lattice sites are shown as dots and those inside the red area are bold.
3.8 Entanglement Gate

The proper values for the NV center has been found by Van Oort et al. \[60\] to be $R_{3d} = 3.5$ kHz m/MV and $R_{2e} = 170$ kHz m/MV. $E_x, E_y$ and $E_z$ are components of the electrostatic field at the position of the NV. As the separation of the NV centers is large compared to the extension of the electron wavefunction, the field produced by the NVs can be approximated by the field of a corresponding point charge.

$$\vec{E} = \frac{e^2}{4\pi\epsilon\epsilon_0} \cdot \frac{\vec{e}_r}{r^2}$$ (3.13)

Where $\vec{e}_r$ is the normalized connecting vector of the two NV centers. The effect of the Coulomb Hamiltonian can be considered as an effective zero-field splitting parameter $E$ and using the measured relative position leads to values of $E_A = 0.2$ MHz for NV A and $E_B = 0.4$ MHz for NV B. However, the measured values are $E_A = 2.1$ MHz and $E_B = 4.5$ MHz (figure 3.8). Thus, the zero field parameters cannot be explained by the Coulomb interaction and are possibly due to localized strain caused by damage of the carbon lattice during the implantation process.

3.8 Entanglement Gate

In order to perform quantum logic between two qubits, a full operational register needs to fulfill basically three points: effective initialisation, selective single qubit rotations and the possibility of conditional qubit operations. Up to this point, the first two points are demonstrated and the DEER oscillations in section 4.4 already constitute conditional spin dynamics. However, in general it has to be possible to create entangled states by two-qubit gates. This is not shown by the DEER experiments in section 4.4, as the spin state of NV B is in an eigenstate of its $S_z$ operator in every point of the sequence.

In order to demonstrate the last missing piece, a pulse sequence has to be found, which leaves the two electron spins entangled at the end of the sequence. To get an entangled state, both spins have to be in a superposition, for a time on the order of the coupling. The most straightforward sequence is a $\pi/2$ pulse on both spins, which brings the system in the superposition state: $|11\rangle - i |10\rangle - i |01\rangle - |00\rangle$. During a free evolution time the phases between these states will rotate due to the coupling. After a certain time the state is: $|11\rangle - i |10\rangle - i |01\rangle + |00\rangle$ and the attempt to polarize the first spin with a $\pi/2$ pulse ends up in: $|11\rangle + |00\rangle = \Phi$, which is one of the maximally entangled Bell states.

However, this is not the optimal sequence for NV electron spins. The relevant coherence decay time in this sequence is $T_2^*$, which is usually around 10-20 µs in type IIa diamonds and thus coupling frequencies of more than 100 kHz are required for useful results. This basic pulse sequence can be extended by a refocusing spin echo part and as a result the coherence time of one spin can be enhanced to $T_2$, which is on the order of 10 x $T_2^*$ in type IIa diamonds. The precise sequence is illustrated in figure 3.18 a). The spin echo is performed on one spin. The other stays in the $m_s = 0$ state during the first free evolution time of the echo. The second electron spin is brought into the superposition state just
at the moment of the refocusing pulse. After a second free evolution time, a second $\pi/2$ pulse on the first spin is applied. As mentioned above, the phases between the states of the superposition rotate during the second evolution time. The free evolution time is varied and for certain times the sequence results in the entangled $\Phi$ state.

By changing the initial state of the first spin from $m_s = 0$ to $m_s = +1$, the sequence produces the antiparallel kind of Bell state, $\Psi = |10\rangle + |01\rangle$. The experimental results of these two sequence are shown in figure 3.18 b) ($\Psi =$ blue points, $\Phi =$ red points). The fluorescence oscillates as a function of the evolution time, because the system oscillates, in the case of the $\Phi$-sequence, between the states $|00\rangle + |11\rangle$ (high fluorescence) and $|11\rangle + |00\rangle$ (low fluorescence) and in case of the $\Psi$-sequence between the states $|11\rangle + |10\rangle$ (low fluorescence) and $|10\rangle + |01\rangle$ (high fluorescence). The oscillations are damped due to decoherence, i.e. the phase relations in the superposition states decays with increasing time.

Figure 3.18: a) Pulse sequence of the entanglement gate: A spin echo is applied on NV A and simultaneously with the refocusing $\pi$ pulse the electron spin of NV B is brought into a superposition by a $\pi/2$ pulse. The free evolution time $\tau$ is varied and the final state is the Bell state $\Phi = |00\rangle + |11\rangle$ for certain values of $\tau$. The $\Psi = |01\rangle + |10\rangle$ Bell state can be created by substituion of the first $\pi/2$ pulse by a $3/2 \pi$. b) Experimental realization of the entanglement gate for $\Phi$ (blue) and $\Psi$ (red). The maxima for the $\Phi$ (blue) and the minima for the $\Psi$ (red) state mark the values of highest fidelity. The simulation (solid lines) takes the mw pulses and an exponential damping of the coherences into account ($T_{2, NVA} = 70 \mu s$, $T_{2*, NVB} = 1 \mu s$).

The action of the entanglement gate can be simulated by taking into account the unitary transformations of the mw pulses, the coherent evolution of the two spins and a exponential decay of the decoherence (solid lines in 3.18 b). By using the measured coherence times for the NV pair the characteristics of the fluorescence run can be reproduced. The simulation can be used to estimate the fidelity of the entanglement gate, which can be...
defined as the overlap of the final state and the desired state, e.g. \( \langle \Phi | \rho_{\text{final}} | \Phi \rangle \). The fidelity of the \( \Phi \)-gate is shown in figure [3.19]. The maximum fidelity just reaches 45\% and is too low to verify entanglement. The main reason is the surprisingly short coherence time of NV B (\( T_2 = 2 \, \mu s \), \( T_2^* = 1 \, \mu s \)) and thus a random phase is acquired which varies from run to run. Hence, no proper quantum state tomography can be performed. The fast decoherence rate of one of the spins qubits exceeds the coupling strength between the spins by an order of magnitude; hence magnetic coupling itself cannot be responsible for the dephasing. Note that for NV B, \( T_2 \) is only twice \( T_2^* \), which indicates a fast and strong perturbation as decoherence source rather than e.g. a slow varying nuclear spin bath. Such fast decoherence limits the generation of entanglement. The reduced coherence times reported here for centers created by high energy implantation motivates further material science research for detailed understanding and optimization of diamond lattice dynamics in the presence of two closely spaced color centres.

![Figure 3.19: Calculated fidelity \( \langle \Phi | \rho_{\text{final}} | \Phi \rangle \) of the entanglement gate measurement.](image)

The entanglement gate is simulated in addition for typical NV electron spin coherence times in usual IIa diamonds and for values measured in isotopically engineered diamond (figure [3.20]). In this case, the oscillations are much less damped and the calculated fidelity exceeds 80\% and 90\% respectively. This indicates that generation of high fidelity entanglement of NV electron spins is possible with the presented scheme. It might be possible to vary the scheme in a way that both spins experience spin echos and thus for both spin \( T_2 \) would be the relevant decay time, which would decrease the requirements of the coherence times for a certain fidelity. Anyway, as the \( T_2 \) and \( T_2^* \) of NV B are almost the same such a improved pulse sequence, would not increase the entanglement fidelity achieved in the case of the presented NV pair.

### 3.9 Conclusion

In this chapter, direct magnetic dipole-dipole interaction of two single electron spins associated with two NV centers have been presented. This proof-of-principle experiment
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Figure 3.20: Simulation of the entanglement gate for $T_{2,\text{NVA}} = 200 \ \mu s$, $T_{2,\text{NVB}} = 20 \ \mu s$ (black curve) and $T_{2,\text{NVA}} = 2 \ \text{ms}$, $T_{2,\text{NVB}} = 60 \ \mu s$ (red curve) **a)** The oscillation of the fluorescence is less damped for these coherence times. **b)** The fidelity exceeds 75 % and 90 % respectively.

shows the scalability of an NV center based quantum computer.

The color center pair has been produced by high energy implantation of nitrogen ions and promising candidates have been found by optical pre-characterization. Double Electron Electron Resonance (DEER) experiments have shown conditional spin dynamics and have been used to determine the relative positions of the two NV center with an uncertainty which is slightly smaller than a unit cell. A pulse sequence, which entangles two NV electron spins has been found, but the results of the experimental implementation does not verify entanglement in the system, as the coherence time of one NV has been surprisingly short. However, it can be excluded that this is due to the dipolar coupling, but possibly caused by local damage of the diamond lattice due to the implantation process.
Summary and Outlook

In this thesis, missing building blocks for the realization of a room temperature quantum computer based on single Nitrogen-Vacancy centers in diamond have been demonstrated. It has been shown that the intrinsic nitrogen nuclear spin cannot only be used as additional qutrit, but that it is possible to exploit it for an enhancement of the optical readout of the electron spin. This idea has culminated in the first demonstration of single shot readout of an electron spin in a solid state system at room temperature. Furthermore, the direct magnetic coupling of two single NV centers separated by 10 nm has been presented, which shows the potential scalability of the system.

The NV center is considered for quantum computation, because it allows single spin readout and manipulation by standard confocal microscopy and mw radiation. At room temperature the electron spin shows exceptional long coherence times for a solid state system. In order to increase the number of qubits its interaction with the intrinsic nitrogen nuclear spin has been investigated. By showing full coherent control and very advantageous coherence properties it can be concluded that the nitrogen nuclear spin fulfills all requirements for quantum computation. Precise measurements of the nuclear spin polarization under illumination at different magnetic fields have shown that the nitrogen spin is well isolated and mainly coupled to the environment by the NV electron spin. This could be exploited in two different ways. In the magnetic field range (around 500 Gauss) where illumination leads to a strong interaction between the electron and nuclear spin the dynamics can be used to enhance the optical readout fidelity of the electron spin and reduce the necessary measurement time by a factor of 3 [44]. In the other extreme case (high magnetic field) the nitrogen nuclear spin is almost decoupled from the environment and it is possible to readout the electron spin state by a single run of the readout sequence. This is achieved by using the nuclear spin as backup memory and repetitive copying of the population information on the electron spin.

The extension of the quantum register to say 50-100 qubits only by adding more nuclear spins is not possible, as the hyperfine interaction with the NV electron spin decreases quickly with the distance. A NV based quantum computer with a large number of qubits requires interaction of single NV centers. Here, we demonstrated for the first time magnetic dipole-dipole coupling of two single NV centers. The centers have been created by high energy implantation and their distance has been precharacterized by fluorescence lifetime measurements. The separation of 10 nm has been verified by spin-based measurements, which exploit the magnetic interaction of the two NV centers. The relative position has been determined with an accuracy close to the limit given by a lattice constant. The observation of conditional spin dynamics has proven the possibility of
performing logic operations between the two qubits. Although the presented proof-of-principle experiments have pushed the frontier, there are still many problems to solve on the way to a diamond-based quantum computer, which solves realistic problems. Many of the results referred to the nitrogen nuclear spin are preliminary in a sense that further efforts in experiments and theory are necessary to get a complete description of the spin physics. The surprisingly high robustness of the nuclear coherence against laser excitation (section 2.9), the realization of the proposed scheme for suppression of nuclear relaxation (section 2.8) as well as the quantum jump (section 2.7) experiment will be topic of future research. Even though the demonstration of magnetic coupling of two single NV center is an important achievement, it is just a first step in the field of engineered quantum registers in diamond. Due to the short coherence time of one of the two NVs, it has not been possible to verify entanglement between them. Progress in matter science and ion implantation may allow to close this gap in the near future. The application of nonlinear microscopy (e.g. STED [56]) could be used for optically selective readout of quantum registers, consisting of many NV centers which are separated only by a few tens of nm.
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