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Summary

The replacement of the toxic chemical bath deposited CdS bafgfer in the heterostructure
device ZnO/CdS/Cu(In,Ga)seés a challenge for research and development of the thin film
solar cell based on the Cu(In,Ga$EIGS) material. Though a variety of alternative Cd-free
buffers has been tested with considerable success, their didan general are unstable and
less efficient compared to the CdS buffer device. The aim ofwbik is to elucidate the
superiority of the CdS buffer as well as the inferiority ofadternative In(OH,S) buffer by
comparing the chemical and electronic properties at the hetxfar#s in the solar cells with
those buffers. The first part of this thesis studies the formaticghe CdS/CIGS interface,
focusing on the interaction between the CIGS absorber layer ammhdast chemical bath
solution for the CdS deposition. The second part investigates the rible béterointerfaces
in the device with chemical bath deposited In(OH,S) buffer in congratcs that in the CdS
buffer device.

The study of the interface formation in the CdS buffer devise firesents the growth
characteristics of the CdS buffer from a standard cherbetél onto the CIGS substrate. X-
ray photoelectron spectroscopy (XPS) reveals a complete coverage ¢G®aliSorber layer
after 4 min of CdS deposition. Taking into account that damage bysguotdering can reach
5 nm depth in the substrate layer, a CdS layer deposited in 5 meqgused to separate
successfully the ZnO and CIGS layers. This result explaimsthe performance of the CdS
buffer solar cells is best when the CdS layer is depositednmm5A reduction of the CdS
deposition duration, aiming at a decrease of the buffer thicknesfisriesa drastic decrease
of the cell performance due to an incomplete coverage of the &i&8ber surface by CdS,
which is in turn leads to shunting between the ZnO and Cu(In, sla)es.

The incomplete coverage also results in a deviation of the S/@dn@t unity during
the CdS deposition. X-ray photoelectron spectroscopy investigatioasl i@Varge excess of
Cd compared to S (S/Cd0.1) in the early stage of the CdS deposition. This strong deviation
from stoichiometry is mainly due to an incorporation of Cd fromdhemical bath into the
Cu(In,Ga)Se surface layer. The S/Cd ratio increases as long as the absarbace stays in
contact with the chemical bath solution. As the absorber surfaoempletely covered by
CdS, the S/Cd ratio saturates at a value of 0.75. Another factanfiibances the S/Cd ratio
is a co-deposition of an impurity containing Cd in the form of G§¢ODuring the chemical

bath process, Cd(Oklxan be converted into CdS due to a metathesis of thiourea on the



surface of Cd(OH) However, this process plays a minor role in the trend of incigedlsen
S/Cd ratio.

The chemical mechanism of the incorporation of Cd into the absonmar dad the
formation of Cd(OH) are next targeted by investigations of the treatment ofCl&S
absorber in the Cd-Nfsolutions. The combination of secondary ion mass spectroscopy and
XPS measurements shows an intimate tie of both these proaeisesdduction-oxidation of
the CIGS surface, which is controlled by the Nfdncentration in the chemical bath solution.
With high NH; concentration, a Cd diffusion into the absorber layer goes hand in hémd wi
an adsorption of hydroxide ions onto the CIGS surface. When thecdittentration is low,
the CIGS surface is oxidized under formation of Se atoms and hgidrokne latter induces
the deposition of Cd(OH)nto the CIGS surface, which prevents a further Cd-diffusion. Both
the formation of hydroxides on the CIGS surface and the Cd-diffuseonrdavorable for the
solar cell performance.

In contrast to the polycrystalline CdS buffer layer depositead lagh pH value (11.6),
the In(OH,S) buffer deposited at a much lower pH value (3.3) has quite differenttigsoda
particular, it has an amorphous structure and contains a largerirad hydroxide. To
separate the role of bulk and interface properties in the elqedormance of the In(OH,S)
buffer solar cell, | introduce a simple method by comparing thienpeance of this device to
that of the devices with CdS and combinations of CdS/In(OH,S) Buffére comparison

leads to the following important conclusions:

i)  The interfaces of the In(OH,S) buffer to both the CIGS absabérthe ZnO window

layers contain more defects than in the CdS buffer device.

i)  However, the performance and the stability of the sa#drvath the In(OH,S) buffer is
predominantly controlled by the defects at the In(OH,S)/ZnO axterfbut not by those
at the In(OH,S)/CIGS interface. This result indicates that ddvantage of the CdS
buffer over the In(OH,S) buffer is due to the formation of a moreréble interface to
the ZnO window layer. A high density of acceptor-like defectthatin(OH,S)/ZnO
interface creates a barrier across this interface, which isipd®togenerated electrons
to leave the CIGS absorber and results in a poor fill factor, alwwent collection and
low open circuit voltage. The reversible effect of air anngallight soaking is mainly
due to a temporal decrease of the defect density at thifaogemwhereas the reverse

voltage bias increases it. Treatments of the In(OH,S) buffer growredI@S absorber



layer in the solution containing Zhpassivate these defects, and thus improve the cell
performance. In this way, | obtain the Cd-free In(OH,S) budtarice with efficiencies
comparable to those of the standard CdS device without any need oiranoedight

soaking steps.

iii)  The results suggest the presence of a thin inverted surfaes thgfer (SDL) on the top
of the CIGS absorber with a bandgap larger than in the bulk CIG8wé¥ing of the
valence band energy in the SDL results in a large barrier fos lavlthe buffer/CIGS
interface, and hence makes the interface recombination morantoker the defect
density at this interface. Thus, the role of the chemical bath idegpdsiffers is rather to
save this SDL than to modify it.



Zusammenfassung

Der Ersatz der aus einem chemischen Bad abgeschiedenen CdSeRidfféerin der
ZnO/CdS/Cu(In,Ga)Se (CIGS) Heterostruktur-Solarzelle ist eine Herausforderudg f
Forschung und Entwicklung dieser Dunnschicht Solarzelle. Eine Vielpaholarzellen mit
alternativen Cd-freien Puffern wurden mit beachtlichem Erfolg iekgit. Allerdings sind
diese Solarzellen im allgemeinen instabil und weniger effizimnYergleich zu denen mit
CdS-Pufferschicht. Das Ziel dieser Arbeit ist, die UberlegemteitCdS-Pufferschicht sowie
die Unterlegenheit alternativer In(OH,S)-Pufferschicht aufzulladeirch Vergleichen der
chemischen und elektronischen Eigenschaften der Heterolbergange 8oldezellen mit
diesen Pufferschichten. Der erste Teil der Arbeit untersuchtBdieing der CdS/CIGS
Grenzflache und konzentriert sich auf die Wechselwirkung zwischen Q&S
Absorberschicht und der chemischen LOsung fir die CdS Abscheidung.wege Zell
untersucht die Rolle der Heterolibergange im Bauelement mitheasisch abgeschiedener
In(OH,S)-Pufferschicht im Vergleich zu dem mit der CdS-Pufferschicht.

Die Untersuchung der Grenzflachenbildung in der CdS-Pufferschichtz8ltgastellt
zuerst die Wachstumeigenschaften der Cd-Pufferschicht aus elmemschen Standardbad
auf dem CIGS-Substrat dar. Rontgens Photoelektronen-Spektroskopie (XigE)ene
komplette Bedeckung der CIGS-Absorberschicht nach 4 Minuten Cd&aidsing. Da eine
Schadigung durch ZnO-Kathodenzerstaubung 5 nm Tiefe in der Substtatsamaichen
kann, sind zur Abscheidung der CdS-Schicht mehr als 4 Minuten erfongentic die ZnO
und CIGS-Schichten erfolgreich zu trennen. Deswegen ist der Vgsguad der Solarzellen
optimal, wenn man eine in 5 Minuten abgeschiedene 50 nm dicke CdS-Sdamekndet.
Eine Verkirzung der CdS-Abscheidungsdauer, darauf abzielend, die diikierzu
verringern, ergibt eine drastische Abnahme des Wirkungsgrades digramvollstandige
Bedeckung der CIGS-Absorberschicht durch CdS.

Die unvollstandige Bedeckung ergibt auch eine Abweichung des S/@dlwesses von
1 wahrend der CdS-Abscheidung. Die Untersuchungen mit XPS zeigen @ioBen
Uberschuss von Cd verglichen mit S (S/€@.1) im friihen Stadium der CdS-Abscheidung.
Diese starke Abweichung von der Stochiometrie entsteht vor dilgom den Einbau von Cd
aus dem chemischen Bad in die CIGS-Absorberschicht. Das S/CdltMisrleihoht sich so
lange die Absorberoberflache in Verbindung mit der chemischen Badidseibt. Wenn die
Absorberoberflache vollstdndig von CdS bedeckt ist, erreicht dad BAthaltnis eine



Sattigung bei einem Wert von 0.75. Ein anderer Faktor, der das SfGdltvies beeinflusst,

ist eine Co-Abscheidung von Cd(OQH)Wahrend des chemischen Badprozesses kann
Cd(OH), durch der Metathese des Thioharnstoffs auf der Oberflache von Gd{aty CdS
umgewandelt werden. Jedoch spielt dieser Prozess eine kleinebRolier Erhohung des
S/Cd Verhéltnisses.

Der chemische Mechanismus des Einbaus von Cd in die Absorberschicltieund
Bildung von Cd(OH) werden zunachst durch Behandlung der CIGS-Absorberschichten in
Cd-NHs-Losungen untersucht. Die Kombination der Sekund&rionenmassen-Spektroskopie
(SIMS) und der XPS-Messungen zeigt einen deutlichen Zusammenhang Rébsedlung
mit der Red-Ox-Reaktion an der CIGS-Oberflache, die durch diedtdraion von NH in
der chemischen Badl6sung gesteuert wird. In der Losung mit hohegKdlttentration,
geschieht eine Cd-Diffusion in die Absorberschicht zusammenemér Adsorption der
Hydroxidionen auf die CIGS-Oberflache. Ist die Nkbnzentration niedrig, wird die CIGS-
Oberflache unter Bildung von elementarem Se und Hydroxid oxidiest.|ddztere induziert
die Abscheidung von Cd(OK)auf der CIGS-Oberflache, die eine weitere Cd-Diffusion
verhindert. Die Anwesenheit der Hydroxide auf der CIGS-Oberflaciiedie Cd-Diffusion
beeintrachtigen die Leistung der Solarzelle.

Im Gegensatz zu der CdS-Pufferschicht, die bei einem hohen pH-We®) (
abgeschieden wird, hat die In(OH,S)-Pufferschicht, die bei eineimiaédrigeren pH-Wert
(3.3) abgeschieden ist, ganz andere Eigenschaften. Insbesondeeecivad aimorphe Struktur
und enthéalt einen groBen Anteil von Hydroxid. Um die Beitrdge der Volumed
Grenzflacheneigenschaften zur elektrischen Leistung der In(&MifErschicht Solarzelle
zu trennen, stelle ich eine einfache Methode vor, indem ich dig¢ubgider In(OH,S)-
Pufferschicht Solarzelle mit der der Solarzelle mit CdS- uachisinationen von CdS/In(OH,
S)-Pufferschichten vergleiche. Der Vergleich fihrt zu den folgendwichtigen

Erkenntnissen:

i)  Die Grenzflachen der In(OH,S)-Pufferschicht zu beiden derSeABsorberschicht und
der ZnO-Fensterschicht enthalten mehr Defekte als in der CdS-Puffatsshlarzelle.

ii) Die Leistung und die Stabilitat der Solarzelle mit dg(QH,S)-Pufferschicht ist jedoch
Uberwiegend durch die Defekte an der In(OH,S)/ZnO-Grenzflache koatrobicht
durch die In(OH,S)/CIGS-Grenzflache. Dieses Resultat zeigs, dimsVorteil des CdS-



ii)

Pufferschicht gegenlber der In(OH,S)-Pufferschicht an einézil@fteren Ausbildung
der Grenzflache zur ZnO-Fensterschicht liegt. Die hohe DiatrteAkzeptor-Defekten
bei der In(OH,S)/ZnO Grenzflache bildet eine Barriere an di€senzflache, die den
Fluss der photogenerierten Elektronen vom CIGS—Absorber behindert. Zudem
verursacht sie einen schlechten Fullfaktor, eine niedrige Stromisgugp und eine
niedrige Leerlaufspannung. Tempern an Luft oder langere Beleucthemgolarzelle
verringern die Defektdichten. Eine Vorspannung der Solarzelleperr&htung der
Diode erhdht die Defektdichte. Eine Behandlung der In(OH,S)-Puffietsc die auf der
CIGS-Absorberschicht abgeschieden wird, irfAmbsung passiviert diese Defekte und
verbessert folglich die elektrischen Eingenschaften der Zelledikse Weise entsteht
eine In(OH,S)-Pufferschicht-Solarzelle mit vergleichbareistuag wie die Standard-
CdS-Pufferschicht-Solarzelle, ohne Notwendigkeit des Temperns Giegerer

Beleuchtung.

Die Resultate deuten auf das Vorhandensein einer dinnen Obenitifbktschicht
(SDL) auf der CIGS-Absorberschicht mit einem hoéherem BandabstandEme
Absenkung der Valenzbandenergie durch die SDL ergibt eine gro3erBdiir Locher
an der Puffer/CIGS-Grenzflache und erhoht die Toleranz der Rekomhiggigenuber
der Defektdichte an dieser Grenzflache. Die Rolle der Puffetsiclst es daher, diese
SDL zu stabilisieren.



1 Introduction

Every year, the sun supplies to the earth a gigantic light en@rdy?* Joules - a number
corresponding to approximately 10,000 times more than the total ermrgynsption of the
global population. Ever since Becquerel discovered in 1839 the photoekftdat in an
electrolytic cell, researchers have been fascinated withdéee of turning the enormous
energy from sunlight into electric power. So far, solar cellge-devices that convert directly
the sunlight into electricity - are dominated by silicon deviteslay, the solar cells based on
the monocrystalline silicon have achieved conversion efficienci2d.@Pb for the laboratory
scale and of 10-15% for the module. Note that covering 0.1% of ttie$surface with solar
cells with 10% conversion efficiency would satisfy our present nétalsever, the terrestrial
use of solar cells is still limited because of high cost of these devices.

One approach to bring down the costs is to develop thin-film solds. CEhe
development of these new types of solar cell is promoted due tdalwematerial usage [1]
and low energy consumption for fabrication [2]. Among them, the Cu(IngzdJSGS)
based structure is a promising candidate. The heterostructure @@ CdS/CIGS, where
the CdS layer is chemical bath deposited (CBD), is the leaguegof all thin-film solar cells
on a laboratory scale with 19.2% of efficiency [3]. Pilot linesléwge-scale CIGS module
production have achieved 12.2% efficiency o620 cnf at Wiirth Solar [4] and 13.1% on
60x90 cnf at Shell Solar [5], and thus proved an ability of successful metouéaof large
area CIGS modules. However, the use of the toxic chemical bath @epGsi& buffer layer
in the above mentioned structure is undesirable from the environment powievef
Therefore, replacement of the CdS buffer layer by a non-tote@maltive buffer is one of the
major challenges for the research and development of the thirsdilan cell based on the
Cu(In,Ga)Segmaterial.

A variety of Cd-free alternative buffers have been tested9set#on 2.3), but there is
still a lack in efficiency of the alternative buffer devicesnpared to that of the CdS buffer
device. Furthermore, stabilities of the alternative buffer devipes annealing, light soaking
and voltage bias, which often appear more pronounced than in the CdS buffer ceamain
open questions. Difficulties in the replacement of the CdS buffdrtéeapeculations that the
advantage of using the CdS buffer is due to a favorable formation of the bufferf@¢&8&dce

during the growth of this buffer from the chemical bath solution (see section 2.4.2).
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This work investigates the chemical aspects that argargldéo the formation of the
heterointerfaces in the CIGS solar cells with two differeBDeuffers, CdS and In(OH,S),
and clarifies their influences on the electrical charasties of the cells. By comparison of
these two devices, | tried to elucidate the questions:

i)  Why is CBD-CdS still the best buffer layer for the CIGS solar cells?

i) Do interactions of the chemical solution for the CdS deposition withCllGS

absorber play a decisive role in the advantage of using CBD-CdS?

iii) What does degrade the electrical performance of the altena(OH,S) buffer

devices and how to overcome this problem?

After this introductory chapter, the thesis consists of four p@hapter 2 first presents
the structure of the CIGS solar cell and its operating princidterwards, the properties of
each layer in the solar cell and the models for the buffer/CIGS heteratetar@areviewed.

Chapter 3 lists the methods used for preparations of the semitorsdlayers in the
CIGS solar cells. This chapter introduces also the analyzitigoshe mainly used during this
work.

Chapter 4 first reviews the mechanisms of the CdS formatiohencthemical bath
solution. Thereafter, the characteristics of the CdS layer gmwthe CIGS substrate like
coverage, deviation from stoichiometry and crystallography aremexs Another topic of
this chapter is interactions of the chemical bath solution withClli&S substrate and their
influence on the cell performance.

Chapter 5 investigates the role of heterointerfaces in the Ig)differ solar cell. The
chemical properties of the In(OH,S) buffer layer are invettgand compared to those of
CdS. The role of the heterointerfaces is elucidated by usingbtiffer combinations
CdS/In(OH,S). This chapter presents also an electronic modeplairexhe influence of the

defects at the interfaces on the cell performance.
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2 Cu(In,Ga)Se; thin film solar cells

2.1 Structure and operating principle

Highly efficient Cu(In,Ga)Sg(CIGS) solar cells are fabricated with a multilayeustiure as
sketched in Fig. 2.1. On a soda lime glass substrate, a Maa§ilm back contact with a
thickness of 1-2um is deposited by sputtering or electron beam evaporation. Aep-ty
Cu(In,Ga)Se thin film semiconductor with a thickness of aboufu® follows. This layer
serves as a light absorber layer and can be prepared Iejtlemienization of sequentially
sputtered Cu, In and Ga films [6-8] or by co-evaporation of theseegits in different ways
[9-11]. A sophisticated buffer/window layer combination helps to optirmiketerojunction in
the solar cell. The standard layer sequence of the buffer/windovisisola$ 50 nm CdS
formed in a chemical bath, 50 nm nominally undoped sputtered i-ZnO andr30df Al
doped sputtered ZnO transparent and conductive oxide. Onto the top dagleesea Ni/Al
front contact grid is deposited by vacuum evaporation. With thistste, cell efficiencies up
to 17.8% have been achieved at our institute [12]. Note that the vemdddr cell with an
efficiency of 19.2% [3] as well as modules prepared at Wurtlardat3] have the same

structure.

light hv l

m

. Front contact: Ni/Al

Window layer: Al:ZnO
i-ZnO
Buffer layer: CdS or In(OH,S)

Absorber layer: Cu(In,Ga)Se,

Back contact: Mo
Substrate: soda lime glass

Figure 2.1: Schematic representation of the standard structure of the Cu(In,2h)S&Im

solar cells fabricated and used for study in this work.

The power generating part of the CIGS solar cell is a pn-heterojunction withdtpeeg
CIGS region and n-doped buffer/window semiconductor layers. The basigyeband
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diagram of this pn-heterojunction is shown in Fig. 2.2. In the darkrehescdiffuse from the
n-doped window/buffer layers to the p-doped CIGS absorber layer dudifter@nce in
electron and hole concentrations of these layers. As the reqadtt af the window/buffer
layers becomes positively charged while a part of the Cl&a8rber is negatively charged.
These parts with different polarities establish a space chagien (SCR) and an electrical
built-in potential \4; in the heterojuntion. When the device is illuminated with photons having
energies 1 larger than the band gap energyoEthe absorber, electrons are excited to the
conduction band (§ of the CIGS, leaving holes (or positive charges) in thenealdand
(Ev) (process 1). The generated electrons diffuse to the SCR boupdarggs 2) and there
they drift further to the buffer/window part in the gradient of thdtfsuipotential (process 3),
contributing to the external electrical current. Another prooghich plays an important role
in photovoltaic cell, is electron-hole recombination. It can occunerbulk of the CIGS layer
(process 4) or at the interface of the pn-heterojunction (proceksobigh the recombination
centers, often caused by defects. Thus, a main objective of phatovekearch and device

optimization is to minimize such defects.

window | buffer | absorber
Energy  ZnO |CdS|Cu(In,Ga)Se,
3
o T ._EC
Ehv > Eg
~Ep
O EV

X SCR

Figure 2.2: The basic energy band diagram of the ZnO/CdS/CIGS heterostructure under
illumination and at short circuit condition.d=Ey, and & denote for conduction
band, valence band and the Fermi energy level, respectivglis ¥e built-in
potential in the space charge region SCR. The charge transport processes,
marked by numbers, are explained in the text.
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For a more in-depth treatment, | would refer to standardotoits in solar cell physics
[14,15] and solid-state electronics [16].

2.2 Cu(In,Ga)Se, absorber layer

Cu(In,Ga)Se crystallizes in the chalcopyrite structure with a fagetered cubic lattice. Each
metal atom is tetrahedrically surrounded by four Se-atoms, amg $geatom is enclosed by
two Cu- and two In/Ga-atoms. Figure 2.3 shows the phase diagram obmqagi systems
In,Se-Cw,Se derived from differential thermo-analysis [17]. At room tentpega the
CulnSe a-phase, which is active for photovoltaic applications, exists nalaively small
region of the Cu-content from 24 % to 24.6 %. In the region of highem@iemt, CuSe is
segregated. At lower Cu-content region, both dighase and th@-phase (Culsbe;) exist.
The structure of th@-phase is still not clear. Honket al. [18] described this phase as a
periodic arrangement of Cu- and Se-vacancies,(Vse or a substitution of the Cu-atom by
an In-atom. Zhangt al. [19] illustrated theB-phase as a periodical arrangement of defect-
pairs (2\& +Incy). The existence range of thephase can be extended by an addition of
sodium and/or by a partial subsitution of In by Ga [20]. It is prop{@@ldthat a presence of
Na in the film prevents the formation of the defect pairsc(2Wcy).

The compounds CIGS are direct band gap semiconductors with band gty &re

900 [T
O

g'j a: chalcopyrite
< 200l ) B: defect chalcopyrite
= Nl d:  Zincblende structure
o I T/ 0+Cu,Se(HT)
2 5009 _
© @ two-phase region
Q 200 o single-phase region
GE) A DTA heating
— v :

1006 : DTA cooling

§ 1: 0l+Cu,Se(RT)
15 20 25 30
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Figure 2.3: Phase diagram for the quasi-binary systems o(SeunSe obtained by
differential thermo-analysis (DTAAfter Ref[17].
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almost linearly dependent on the Ga-contegt=B.02 eV for CulnSg(CIS) and = 1.69
eV for CuGaSg(CGS), [21,22]). Due to a very high absorption coefficient,5.5x 10* cm*
[23,24], CIGS films with thicknesses " 0.8 um absorb most of the light with an energy
above the band gap. The CIGS films are intrinsically p-type self-dopedwivacancy (¥,)
shallow defects [25]. The energy level of thg,\defects is theoretically 30 meV [25] above
the valence band edge in the band gap. Recombination in the bulk of thdil@i&8ccurs
mainly through deep defects at an energy level around 300 meV desovaelénce band edge
[26]. The origin of this defect is suggested [27] as Cu-atom on aitelfCy,). Theoretical
calculations of Zhang, Wei and Zunger [19] show a negative formatidralpytfor the
electronically neutral defect-pair 2yIncy,. A high concentration of this kind of defect
explains a high tolerance for a large stoichiometry deviation obu@4 in the CIGS films
[19]. For a more extended description of structural and electronicrpespef the CIGS thin-

films, the reader is referred to compendia [28-30].

2.3 Buffer/window layers

In earlier years of the development of the thin film CIGS soddly an evaporated CdS film
was used as a partner to create a heterojunction with 38 Glyer [31]. Due to a low
conductivity and a relatively small bandgap (2.4 eV) of the CdS ftn cells had a low fill
factor FF and a low quantum response in the blue light region obllaxespectrum. In order
to improve these quantities, from the middle to the end of 1980s, ttiemeéks of the
evaporated CdS was reduced and a ZnO window layer with a betterctoitg and a wider
bandgap (3.3 eV) was deposited onto it [32]. A further optimization codsisteplacing the
evaporated CdS by a CdS film deposited from chemical bath soluB88[35]. Today, the
best CIGS solar cell performances [12,3] are obtained by using a $ickichemical bath
deposited (CBD) CdS buffer. The recipe and the deposition method 6BIDeCdS buffer
have been developed already since 1993 by Kesslat. [36]. However, this CBD-CdS
buffer layer still causes an electrical loss in short dircuirent dc of about 2 mA/crh[37].
Hence, the replacement of CdS by wider band gap buffer materi@;ginly also less toxic,
is a major challenge for research and development of the Cu(In/Ga)&ecell.

The criteria listed below are essential for an empirical searctebuffer materials:

i) for the bulk properties:
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The buffer layer should be as thin as possible and should have a high ratydiact
eliminate serial resistances. A large band gap is prefeéor@void absorption of light
with short wavelength. High optical transmission is required tiotg wavelength light
transmit better through to the absorber layer that results on efiiceent quantum
response.

i) for the interface properties:
The deposition method as well as the buffer properties at thiéacedo the CIGS layer
should be chosen such that a minimum quantity of interface defeicisoduced. A
small mismatch in lattice constardsand thermal expansion coefficientdetween the
buffer layer and the CIGS absorber layer should be advantage@IS)(= 5.784A;
a(CGS) = 5.594; «(CIS) = 8.810° K?, o(CGS) = 1.0%10° K™, [38]). Note that the
lattice match between CIS and CdS (wurtzite structurelheramall (1.16%) [39]. A
large spike in the conduction band discontinwiBt could obstruct the photogenerated
current, which flows from the p-type absorber layer to the ndbybker/window layers.
On the other hand, a cliff in th®Ec would result in increased interface recombination
and lower the open circuit voltagery of the solar cell. Hence, for an optimized solar
cell performanceAEc should be close to zero for a p-type absorber/n-type window
heterojunction configuration. However, in the case of a highly doped windemah

spike (XAEc<0.3 eV) would not degrade the cell performance [40,41].

CIGS
CIGS

Ec

Ey
Ey

Figure 2.4: Different types of conduction band offset between the CIGS and layHes: a)
spike withEc >0 and b) cliff with1Ec < 0.
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In reality, a variety of alternative buffer layers édsnainly on Zn- and In-compounds, which
have higher bandgaps than CdS, is developed with considerable success, lftthese
buffer layers yet matches the performance of the standd®&l bDffer structure. Table 2.1
gives an overview of the most efficient alternative Cd-free bufteposited by different
methods. Note that CBD-buffers yield higher efficiencies comptrduliffers deposited by

other methods.

Table 2.1: List of the most efficient alternative Cd-free bufféi@sed on Zn- and In-
compounds deposited by different methods: chemical bath deposition (CBD)¢ dyer
deposition (ALD), metal organic chemical vapor deposition (MOCVD), pdlysiapor
deposition (PVD). Light soaking effect (indicated "+  in the column ofctiteesponding

parameter that improves, -~ means no effect) and voltage bias effects are alscedisplay

Buffer layer Deposition Efficiency Light soaking Voltage Ref.
method effect effect
Voc Jsc FF

Zn(S,0,0H) CBD 18.6% [42]
ZnS CBD 17.7% + - + yes [43]
Zn(O0,S,0H) CBD 13% + - + yes [44]
Zn(0,S,0H) CBD 14.2% + . + ? [45]
Zn(Se,OH) CBD 14.4% ? [46, 47]
ZnSe ALD 11.6% + - + yes [48]
ZnSe MOCVD 14.1% ? [49]
ZnSe PVD 9.1% - - - - [50]
Znln,Se PVD 12.7% - - - - [51]
ZnO ALD 13.9% + + + yes [52, 53]
In(OH,S) CBD 15,7% + + + yes [54, 55]
In,Ss ALD 14.9% [56]
In,Ss PVD 11.8% - - - - [57]
IN,S3 Sublimation 14.8% - - - - [58]

In,Se PVD 13%

[59]
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In general, air annealing at 200 °C up to a few tens of minutes is required to eplieniz
efficiency in all the alternative buffer devices. In the aafsine CBD- and ALD-buffers, light
soaking strongly improves the cell performance. Moreover, the dewiteshe CBD-buffers
exhibit more pronounced metastabilities upon an applied voltage bias th&@ud$béuffer
device [60]. The cell performance improves significantly by dpgly forward voltage bias
and degrades by applying a reverse bias. Metastabilitié® afevices with a CBD-In(OH,S)
buffer are investigated in chapter 5 of this thesis.

2.4 Heterointerfaces

In all Cu-poor chalcopyrites Cu(@r,Ga)Se solar cells with a CBD-CdS buffer, electronic
losses are dominated by the recombination in the bulk of the CIGSab$§1-64]. In such
devices, an asymmetric doping at the CIGS surface with a higerdar holes, i.e. a type of
inversion at the surface layer, is required to minimize sur@oembination [65]. There are
different models to explain the origin of the inversion at the sarfahey can be divided into
two main groups: i) the CIGS surface layer is inverted @jfiend ii) a graded gap is caused

by Cd-diffusion from the chemical bath.

2.4.1 Models for the CIGS surface layer

Ordered Defects Compound (ODC) model: It was experimentally observed that the surface
composition of the Cu(ln,Ga)gthin film deviates from the bulk composition [66-69]. One of
the reasons can be that the CIGS surface is self-recondttadbe energetically more stable
as shown by a theoretical calculation from a first-principle total gregggroach [70].

Schmidtet al. [66] found a segregation of (3e on the surface in the Cu-rich CIS films
(In/(In+Cu) < 0.5), see Fig. 2.4a. In contrast, a slightly In-rich bulkpzasition (In/(In+Cu) >
0.52) results in a very In-rich surface with a composition stoickipntiose to CulsBe; (i.e.
In/(In+Cu) = 0.75). Simultaneously, in this case, the distance d¥e¢hai level E from the
valence band at the CIS surface is very large, suggesting an n-type Rydace

As deduced from these results, the band diagram for the ClSsfitketched in Fig.
2.4b. While the bulk of pure CIS is p-type with a band ggp=EL.04 eV, the surface phase,
called ordered defects compouifidphase CulgSe;), is an inverted n-type layer with a larger
bandgap k. A direct measurement for CulnSgy combining x-ray photoelectron
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Figure 2.4: a) The surface versus bulk composition for a Culn@e film suggests a
segregation of an n-type CuBe surface phase for a bulk In/(In+Ga) ratio
greater than 0.52 [66] and b) the proposed band diagram for the Cuthie
film: a n-type ordered defect compound with a larger bandgap than that in the

bulk is formed on the CIS surface layer.

spectroscopy with inverse photoemission spectroscopy proved that thgdpaofithe surface
layer is wider (2= 1.4 eV) [71]. Such an inversion creates a buried p-n-junction whiein t
CIS film and shifts the pn-junction away from the CdS/CIS iatef In addition, the

possibility of CIS to form ODC also allows for a larger barfir holes®! = E- - Evgum

because of the different valence band edge enexgigfr2].

Adding Ga to the CIS film affects the type inversion of theamarfnegatively. Using
ultra-violet photoelectron spectroscopy (UPS) to measure thmi f@rel B at the surface,
Schmidt [73] has shown that the surface type inversion reduces withceease in Ga-
content, i.e. the distance of  the conduction band increases. The type inversion disappears
with Ga-content (Ga/(Ga+In)) more than 0.8.

Cahen-Noufi model: In contrast to the ODC model, Cahen and Noufi [74] suggested that
surface states like Se vacanciesd\on the CIGS surface play an important role in the type
inversion of the CIGS surface. Due to a deficiency of Se, In onutiace gives electrons

from its outermost atomic level to the conduction band of the CIGS film. As a reslit the



19

a) as grown b) air annealing
CIS CIS
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Figure 2.5: a) A large concentration of surface states sauses a large band bending in a
CulnSe thin film and b) air annealing or air exposing passivates the surface

states by an oxidation, resulting in a decrease of the band bending.

becomes a positively charged donor state and the conduction band bends dtamngly the
Fermi level (Fig. 2.5a), i.e the surface is type inverteelthe CIGS film is exposed to the
air, the oxygen can get electrons from the conduction band, is reduc&catw®inds to Ve
As a result the surface states are passivated and the concharidrbending is decreased
(Fig. 2.5b).

During the chemical bath deposition of CdS, oxides on the CIGS8csugire dissolved
and the . as well as the large band bending are restored. By aniaabbalculation [75]
and a simulation [63] for the device based on a ZnO/CdS/CIGS hatetion, the authors
show that densities of interface states in the order bfchd’eV’ are sufficient to pin the
Fermi level E at the CdS/CIGS interface at the neutrality level.akinealing of the complete

device passivates again the.¥dnd reduces the surface type inversion.

Surface defect layer model: The surface defect layer (SDL) model proposed by Herberholz
et al. [76] is a compromise between the two above models. In this modgle antyersion is

not caused by a surface segregation offtphase. A field caused by positively charged donor
states on the CIS surface can push iBaos to migrate deeper into the CIS layer. As a result, a
surface defect layer (SDL) with a high concentration of neglgticharged defects is formed
(Fig. 2.6). From the theoretical calculation of Jaffe and Zung€ f[ié band gap of this
surface defect layer is larger than that of the bulk, and tleea& band toward the surface is
enlarged. This together with a band bending caused by the surfae \&tatesults in the

high barrier for holes at the CdS/CIS interface, which prevents recombinatianiaterface.
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Figure 2.6: CISband diagram after the model of Herberholz et al. [75]. A surface defect
layer is created due to the migration of Cu from the surface into the bulk. The

band gap of the surface defect layer is larger than that in the bulk.

2.4.2 Intermixing at the CdS/CIGS heterointerface

The CdS/CIGS interface is not abrupt but graded with an intermofitige elements from the
CdS buffer and the CIGS substrate. Heskeal. found Se while measuring XPS for the
CdS/CIGS samples with different CdS thickness and interprétedrdsults by an out-
diffusion of Se from the CIGS substrate into the CdS layer [78FdAdiffusion from the
chemical bath into the CIGS absorber layer has been repostedeveral authors
[79,80,81,82]. The depth of the Cd diffusion caused by chemical bath deposiGusofis
differently reported. By Secondary lons Mass Spectroscopy (SiMSile measurements
Wada [81] observed Cd diffusion up to ca 50-100 nm deep into the absoryerNakada
reported from his Energy Dispersive X-ray spectroscopy (EDXgsorement with a small
spot [79,82] a presence of Cd at 10 nm CIGS surface layer.et&ld83] by resolved angle
XPS found a large concentration of Cd atoms at the very surfatten wnly 1-3 atomic
layers of CIGS.

In parallel with the observations of the Cd diffusion, a decreasgu content at the
surface layer compared to that in the bulk is observed [80,81]. Sinéentheadii of Cd*
(0.97 A) and Cu (0.96A' ) ions are very close, it is likely that the diffused Cd atoms

substitute Cu vacancies.
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Cds,,Se,

Cu(In,Ga)Se,

Soda-lime glass

Cu(In,Ga)Se,

Figure 2.7: Intermixing of the elements at the CdS/CIGS interface due to diffusion processes.

Ramanathan [84] suggested that Cd diffusion results in an n type surface nejoaya
play an important role in the formation of the homojunction in the Gis®rber layer. This
would imply an advantage of CBD-CdS over other Cd-free alternbtiffers. CulnSg n-
doped by Cd, is reported by ¥ al. already since 1975 [85]. Their Hall measurements have
shown a type conversion of CulnSeom p-type to n-type by ion implantation of Cd [86].
This suggestion of Ramanathan leads to a number of experimenis prghtreatment of the
CIGS absorber layer in the ammonia solution containing Cd prior taepesition of the
alternative buffers or a direct deposition of the ZnO-window. Insbéake Cd-solution, Zn-

solution is also applied to treat the CIGS absorber.
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3 Experimental techniques
3.1 Preparation techniques

3.1.1 Preparation of the Cu(In,Ga)Se; thin film

In this thesis, all the Cu(In,Ga)Sthin films are Cu-poor in stoichiometry. They are prepared
by vacuum evaporation onto the Mo-coated soda-lime glass in thesthgee process as
described elsewhere [87,88]. Figure 3.1 shows a scheme of {har&ian rate of the metals
and their ratio in the three-stage process. The process begingheittieposition of a
(In,Ga)Se; precursor layer. During the second stage, only Cu and Se areatedptor obtain

a film, which is Cu-rich in stoichiometry. In order to obtain a Cu-pmusorber film, where
the ratio Cu/(In+Ga) < 1, In, Ga and Se are evaporated again in the third stage

Cu
In/Ga In/Ga

Rate

L, N

Cu/(In+Ga)

> 1

Figure 3.1: Schematic representation of the evaporation rates and the ratio Cu/(InthGa)
the CIGS absorber film for a three-stage process.

3.1.2 Deposition of buffer layers

As buffer layers for CIGS solar cells, two kinds of thin fijn@dS and In(OH,S), are

deposited from chemical bath solutions. In both cases, the deposition of the bufferlys mai
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Figure 3.2: The experimental set-up for the chemical bath deposition of the biuffe used

in the present research work.

performed according to the following procedure: the aqueous solutiotfse metal salt
(cadmium acetate or indium chloride) and sulfide source (thiourea or thioacetamdared
in a glass beaker (ca. 80 ml). The CIGS substrate is inrech@rshis room temperature CBD
solution (50 ml). The beaker is then immediately placed in a wmtr kept at a fixed
temperature g (Tg = 64 °C for the CdS andgT= 74 °C for the In(OH,S)). During the
deposition, the CIGS substrate is shaken in order to homogenize temgpeeand
concentrations. After the deposition, the sample is rinsed in de-iowated and blown dry
with nitrogen.

Table 3.1 shows the main parameters of the chemical solutions fo€dB8eand
In(OH,S) depositions. The basic difference between the solutions is their pH Vahiksthe
In(OH,S) film is deposited at a low pH (3.3), the solution for the Gej$osition with added

ammonia as a complex agent has a pH value of 11.6.

Table 3.1;: Parameters of the chemical bath conditions used in this thesis

Buffer Metal salt S source ComplepH Tg(°C)  t(min)
Cds Cd(CHCOO) (H2N)CS NH; 11.6 64 5

1.4 mM 140 mM 1M
In(OH,S) InC} CHsCSNH, - 3.3 74 15

5mM 150 mM
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3.1.3 Preparation of the ZnO window layers

After the buffer layer deposition, the solar cells are completedputtering a bilayer ZnO
window (i-ZnO/Al:ZnO) and vacuum vapor deposition of the Al-grid contdat.the
following, the basic aspects of the sputtering method are brieflgribed. More details can
be found elsewhere in the literature [89,90].

In a vacuum chamber, in the presence of an inert gas, re(gréssure p = 0.1-10 Pa), a
plasma is obtained by applying a suitable voltage betweeget tard substrate (see Fig. 3.3).
Due to the electrical field, the ionized Ar atoms in the gasaacelerated and bombard the
target. Due to the bombardment, the target atoms or molecules ittlexleand deposited on
the substrate. Depending on whether the type of the applied voltdgedsor alternating at
high frequency (13.56 MHz), we have DC-sputtering or RF-sputterisgectively. A built-
in magnet close to the target increases the plasma demsignétron sputtering), and hence
increases the deposition rate. In this case, we have magnetron sputtering.

In the present work, a commercial sputtering system from €1i6ed to prepare the
ZnO window layers. The system consists of two parts: a chawitfepre-pump and a main
chamber with turbo pump. This combination guaranties a stable base pressut&bbar in
the main chamber. The system contains three target-statitima wiameter of 6 inches, two
of them contain clean ZnO for the preparation of the undoped intrinsic(iZa@) and the
third contains a mixture of 98% ZnO + 2%,®8% for the preparation of the highly doped ZnO
(Al:ZnO). The distance between the targets and the substralecm. All the layers are
deposited by RF-magnetron sputtering with a power of 200 W. Tablées®& 2hHe parameters
of the ZnO sputtering processes.

\

s

DC/RE Ar Substrate
[ /
R B TR |
| F
{

Figure 3.3: Schematic representation of sputtering system for the preparation of ZnO layers.
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Table 3.2: Parameters of the sputtering processes used in this thesis (satemated for
standard cubic centimeter)

Window layer Target material Gas Gas figsccm)  Pressune (Pa)
i-ZnO Zn0O (99.99%) Ar 10 0.35
Al:ZnO ZnO + 2wt% AbO3 Ar 10 0.35

3.2 Analysis methods

3.2.1 X-ray Photoelectron Spectroscopy (XPS)

The XPS technique is an analytical tool for extracting the elemental cdropasid chemical
states of the uppermost few atomic layers of a sample. Taece@nplished by irradiating the
sample in ultrahigh vacuum by soft X-rays and analyzing the nuarizethe kinetic energy
of the emitted electrons. Normally MgK1253.6 eV) or Alk: (1486.6 eV) X-rays are used.

Irradiating the sample with X-rays leads usually to thectigje of three kinds of
electrons:

i) Photoelectrons, emitted by the photoelectric effect (Fig. 3.4), with kieeégy

Exin =hv - Eg - Os (3.1)
Photoemission effect Auger effect
[ [
/ Vac Vac I

o| | o |
E; E;

II/
0—0—710—0—07 2p L, 00—0—C—0—0-
® ® 2s L, T/
4 ® 1s

N\

K ® o

Figure 3.4: Schematic representation of the photoemission and Auger effects.
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where v is the energy of the incident X-ray photon, iE the binding energy of the atomic
orbital from which the electron is ejected, add is the work function of the X-ray
photoelectron spectrometer.

i) Auger electrons are emitted by the sequence of events fotjloanization of a core level
as described on the right-hand side of Fig. 3.4. In this example, tieeKid ionized by an
incident X-ray photon. Then, the created hole in the K level is filed transition of an
electron from the outer levehLAs a result of that transition, the energy differenge<H )
can appear as an emitted photon (fluorescence effect) or cambietred to another electron
(for example of the 43 level), whereupon the second electron is ejected (Augen)efide
energy of the ejected Auger electron of the example in Fig. 3.4 is

Exi,,,=E-E, - EL 25~ Ds (3.2)

where E are the binding energies of thik atomic energy levels. Note thaiktng‘3 is different

from B__ due to the presence of a hole in level L

iii) Electrons emitted from the valence band of the samplee &nergies of this kind of
electrons lay between the zero binding energy (by definition oFénmmi level ) and the
first 10-20 eV below. From this low binding energy region it is imgple possible to extract

valence band-offsets between the semiconductor layers.

Chemical analysis

The XPS analysis can give information about the chemical stétdse elements on the
sample surface. The electron binding energies are shifted cednjwathose in the free atom
by different amounts, depending on formal oxidation states and molecwi@nment of the

atom. The physical basic of that so-called “chemical shifcgfis illustrated by a relatively
simple model, the charge potential model [91]. In general, the higberxidation state and
the polarity of the bond to the neighbor atoms the larger are titnbi energies of the

photoelectrons. A consideration to take into account when interpektargical shifts in XPS

spectra of the semiconductors is a possible Fermi-level shiftodefearging or band bending
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at the surface [92]. This problem can be overcome by using the pageneter, which was

introduced by Wagner [93] and is given by

@ = Ein(KLM) + Eg(D) (3.3)

where Ei,(KLM) is the kinetic energy of the Auger transition KLM ang(B) is the binding
energy of the photoelectron ejected from level D. This parameter is useahgsrprint of the
chemical state of the element. A large number of Auger paeasnef the elements in

different compounds is given in handbooks [94,95].

Experimental setup

The XPS experiments were carried out using a commercialsy(st8m Leybold. The system
consists of a semispherical analyzer (EA 200), an X-ray source of a gikl-&hode and the
data registration system DS100. The measurements are conduatedltira digh vacuum of
10® bar with the Mg-anode X-ray source (1253.6 eV). The analyzeddirthe samples is
4x7 mnt.

3.2.2 Secondary lon Mass Spectroscopy (SIMS)
In the SIMS technique, the surface of a sample is bombardedrbgrgrions (e.g. 9, O,

Ar*, Cs, and N;). Simultaneously, secondary ions are emitted from the sampbecsuahd

detected by mass spectroscopy. The SIMS method permits to anddgeth profiling of all
elements and their isotopes in a film.

In this work, the SIMS experiments are carried out with aofika 6500” analysis
system. @ was used as the primary ion to bombard Cd-treated Cu(ln,55a38®les to
avoid a mass interference between Cd and In signals. The ion $saanned over an area of
300%x300 um? and positive secondary ions were collected from a centrabpattt 5um in

diameter of this area.

3.2.3 Current/Voltage measurements

The performance of solar cells is normally studied through cuvodtaige (I/V)
measurements at 25°C in the dark and under AM1.5 illumination (100nf}y/erhere
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parameters like the open-circuit voltagecdV short-circuit current g¢, fill factor FF and
conversion efficiency) can be extracted. The maximum power that can be deliveredtisom
solar cell is indicated by the area of the rectangle a8« = VmaxXJmax) in Fig. 3.5. The fill
factor FF is given by (Max* Jnax/( Voc*Jsc). Then the conversion efficiencyis given by

Vo XJon X FF
n = ~oc F:Jsc (3.4)

where P is the illumination power.
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Figure 3.5: Current/Voltage characteristics of the ZnO/CdS/Cu(In,Gale¢erostructure in

the dark and under illumination displaying the common parameters used to
define the performance of the solar cell.

In the dark, the device follows the well-known rectifying curiasitage characteristics of the
simple p-n-diode. Under illumination, the extra current generated fin@might absorption

(Juight) is added to give the following ideal equation for a p-n-junction solar cell [96]:
J = bark - Light= b [exp(qV/nkT) — 1] - dght (3.5)
where J is the current density flowing through the solar dethe saturation current, q the

electrical charge, V the applied voltage, n the diode idealitprfiak the Boltzmann constant
and T the temperature of the solar cell.
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In order to infer the dominant recombination process in the solartesiperature-
dependent current/voltage measurements were also carried outindigle of the method is
described in Refs. [97,98] and based on the interdependence of shortctircent density

Jsc and e as

_ quc — _EA qvoc
Jsc= —== | = BLER 3.6
sc JoeXp{ nkT} Jmexp[ nkT}exp[ pr= (3.6)

Where Jo is a weakly temperature-dependent prefactor anh Ehe activation energyf the

dominant recombination process in the solar cell. Reorganizing Eq. 3.6 yields

nxIn(Jy) = -Ea/kKT + nxIn(Joo) (3.7)

Thus, an Arrhenius plot of*in(J) versus the inverse thermal energy 1/kT yields a straight
line with the slope -k Dependent on the recombination mechanism, the activation engrgy E
has different values. In the case of recombination in the sp@cgecregion in the absorber

layer, the activation energyaEequals the band gap energy, Ehereas in the case of the

interface recombinationseequals the barrier for holes at the CIGS surfage

3.2.4 Thermally stimulated capacitance measurements

Thermally stimulated capacitance (TSC) measurements atetasnvestigate the different
metastable states that are achieved by different biasingtiomsdi To characterize the
equilibrium state of the devices, the junction capacitance isureghsersus temperature in
the dark at zero voltage bias in a temperature range Trom80 K to 300 K using a heating

rater, =5 K/min. To obtain a metastable state, a reverse voltagebidV is applied for 1

hour (stage 1 in Fig. 3.6) and then the samples are cooled to 80 K5wthimafter switching
off the voltage (stage 2). The junction capacitance is scaaged up to 300 K witlr, =5

K/min (stage 3). At 300 K the measurement continues for some irauta® to show the
relaxation of the junction capacitance. A better visualizatiotn@fcontribution of defects to
the metastable state can be obtained by monitoring the capecuitecnatingly at two

slightly different frequencies (e.g., it= 100 kHz and, = 110 kHz). Then, the frequency
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dispersion of the capacitance, determined by calculat¥dC/df = [C(f1)-C(f)]/[f1-

fo]x[f1+f,])/2, transforms capacitance transitions to minima in the TSC curve.
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Figure 3.6: Schematic representation of the time-dependent temperature and applied voltage

for the thermally stimulated capacitance measurements.

3.2.5 Other analysis methods

For the determination of the crystallinity of the deposited CdS fsuféeray diffraction as
non destructive method was used. The diffraction spectra of the CBDsCd@mpared
afterwards with reference data from single crystal or powdenples (Joint Committee on
Power Diffration Standard: JCPDS). From the width and intensitth@fmeasured lines,
information about the crystal quality and a prefered orientation cagained. The buffer
films in this work were characterized with a powder diffractten®IFFRAC 500 of Siemens
with Cu-Ka excitation (840 kV/30 mA).

In order to obtain an optical impression of the quality of thedbuffhyers a high
resolution scanning electron microscope from Philips is used.

For the investigation of the optical Transmission, a commerciaFVi$WIR
spectrophotometer (VARIAN CARY 5E) with implemented data acdorsiand evaluation

system is used.
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For the electrical characterisation of the heterostructuretrapegsponse measurements
were also carried out. The solar cell is illuminated with amachromatic light of defined
intensity and the photocurrent developing thereby is measureddok-én technique. The
system for the quantum efficiency measurements consists efdadi components of the
company BENTHAM INSTRUMENTS (monochromator TM300/2, variable freqye
Optical Chopper model 218, current amplifier model 277) and an ITHACO 39&dinloc
amplifier. The calibration is made by a HAMAMATSU pyrodetecind a silicon calibration
cell.
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4 The CdS buffer solar cell

In this chapter, the investigations are focused on the interadigingeen the Cu(ln,Ga)se
substrate and the chemical bath solutions for the CdS depositioduttaagnfluences of the
substrates on the characteristics of the CdS layer grown fremstandard solution.
Thereafter, the modification of the CIGS absorber layer @atrirents in solutions containing

Cd-salt and its influence on the solar cell performance are investigated.

4.1 Background of chemical bath deposited CdS

Until today, the most efficient buffer for the Cu(In,Ga)Selar cells is CdS deposited by the
chemical bath method (CBD). CdS is usually formed from the orattetween dissolved
cadmium ions and thiourea molecules in ammonia solutions, according to the overalhreacti

Cd(NHg) 2" + SC(NH,), + 20H => CdS + CHN; + 4NH; + 2H:,0 (4.1)

The commonly accepted reaction scheme [99-102] is the following

i) Release of Cd from the ammonia complex
Cd(NHs) % => Cd* + 4NH, (4.2)
i) Release of Sfrom thiourea
SC(NH) + 20H=> S+ CHN, + 2 KO (4.3)
iii) Precipitation of CdS
G+ § => CdS (4.4)

When the ionic product exceeds the solubility product of CdS, it presijjegaction 4.4)
either in the bulk of the solution with the formation of colloids ortheg surface of the
substrates leading to the formation of a film. Consequently,ilthecan be formed by two
different mechanisms: i) the sedimentation of the colloids frlmensolution (heterogeneous
growth) and/or ii) the direct reaction of the ions at the sarfaicthe substrates (ion-by-ion
growth).
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CdS has been reported to grow epitaxially on single crystalsasutiP by the CBD
method [103]. This observation supports the ion-by-ion mechanism. Furthenavidemes
from HRTEM studies [104,105].

Beside the reaction between the ions, another mechanism of Cd&tidornsalled
thiourea metathesis at the surface of cadmium hydroxide is proposed.ylwesd| Kitaevet
al. [106] suggested that the presence of hydroxide particles in soluismecessary for the
growth of good quality CdS films, the decomposition of thiourea bdingkted by a solid
phase such as cadmium hydroxide. This proposal was supported by thatidse of Kaur
et al. [107] in that adherent films were only prepared in the presenCe(@H) in solution.
Froment and Lincot [108] suggested that the mechanism of film fanmagimilar to that
proposed by Parfitt [109], could be represented by the followingssef consecutive surface
adsorption/reaction steps:

Cd?* + site + 20H=> Cd(OH), ads (4.5)
(NH2),CS + Cd(OH), ads => C* (4.6)
C* => CdS + site + CbN; + 2H,0 (4.7)

Where C* is a reaction intermediate.

4.2 Growth characteristics of CdS

4.2.1 Coverage

One of the roles of the CdS buffer is the protection of the Cu(IBg&aurface from a
damage caused by the ZnO-sputtering process. Therefore, coamletage is a matter of
primary interest. Since x-ray photoelectron spectroscopy isyasugface sensitive analysis
method, it can be used to observe how completely the CBD-CdS thind@pesited during
different durations cover the CIGS absorber layer.

Figure 4.1 shows the evolution of the XPS signals from the ClBS&mste (In 3¢, and
Se 3s) and from the deposited CdS (Cg.3ahd S 2s) after different times in the chemical
bath. After 30 s, the Cd signal is already clearly seen orCiG& substrate, whereas the
signal of S is still quite small. At this moment, a S/CGohatatio of only about 0.1 is derived.

With longer deposition times, both these signals increase continuously with aasgouls
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Figure 4.1: The XPS region of In 3d, Cd 3d;, Se 3s and S 2s showing the evolution of
those elements after different times in the CBD bath. The sighkis3d;, and
Se 3s from the Cu(In,Ga)Ssubstrate disappear after 240 s dip time in the
chemical bath.

decrease of the In and Se signals. The binding energies of/raBd Cd 3¢, have a small
tendency to shift to higher values. However the Auger paranaténs(= 853.0 eV) and Cd
(= 786.7 eV ) all remain constant within + 0.1 eV for successive deposition times.

After 240 s of CdS deposition, the signals of In and Se from the uyiderl€IGS
substrate disappear. This time corresponds to the complete covérdge @u(ln,Ga)Sge

surface with a CdS overlayer.

Influence of coverage on the cell performance
Chemical bath deposited CdS thin films have a band gap of about 214 @Vahd therefore
absorb strongly the short wavelength light witlke 520 nm. Only about half of the carriers
generated in the CdS layer by light absorption contribute to the ouipant [111,112]. A
decrease of the CdS film thickness would reduce a loss in the short circuit cunsstyt die.
Unfortunately, attempts to decrease the CdS thickness, e.g. bygtioed of the
deposition time, results in a degradation of cell performanger&i.2 shows the parameters
of the solar cells as a function of CdS deposition time. Without tffferbayer, the cell
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Figure 4.2: Evolution of the cell parameters as a function of the CdS depositionTthee.
solar cells with the CdS buffer deposited in 5 min obtain the besirpenice.
The decrease of the deposition time aiming to yield thinner CdS resudts

dramatic decrease of the open circuit voltage and the fill factor.

efficiencies are quite poor, with lowo¥, Jc and FF. This is because of a high surface
recombination due to i) a physical damage of the CIGS surfacegdime ZnO sputtering
[113] and ii) unfavorable conduction band alignment between the ZnO artl |&@yér [114].
Solar cells with the CdS buffer deposited in 5 min have the be&irpance with an
efficiency of about 14%. Shorter deposition times result in a gtdecrease in ¢ and FF.
Longer deposition (420 s) results in a slight decrease-of J

The evolution of the cell parameters can be explained by theagmvéactor. By the
XPS measurements, it was deduced that the CIGS absorberslayenpletely covered only
after a deposition time of CdS of 240 s. On the other hand, the dam#ge ZnO sputtering
can reach 5 nm depth in the substrate layer [113]. Thus, a CdS depdasite of 300 s is
required to protect successfully the underlaying CIGS layer.
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4.2.2 Deviation from stoichiometry

In general, the CBD-CdS films reported in the literat[ir#3,115-117], contain more Cd
compared to S, i.e. the S/Cd ratio is smaller than 1. The origineofieviation from a 1:1
stoichiometry in the CdS films is still not clear.

The aim of this section is to elucidate the question whether @@ 1&tio depends on
the CBD solution or the interaction of this solution with the CIGStsates Influences of the
elements of solution chemistry, like Nidoncentration, the thiourea metathesis and as well

the bath temperature, on the S/Cd ratio are investigated.

4.2.2.1 Influence of the NH3z concentration.

Experiment

CdS films are deposited for different durations onto the CIGS stdstom the chemical
bath with different NH concentrations: 1 M (standard recipe) and 1.7 M. Quantitative XPS
analysis is applied to derive the S/Cd ratios on the surface of the deposited GdS film

S/Cd Ratio
Temperature T (T)

Lo e e e, 120
0 120 240 360 480

Deposition time t (s)

Figure 4.3: The trend of the evolution of the S/Cd ratio as a function of the CBoxsitien
time for the two different CBD baths: with 1 M (open circles) &rdM NH
(full squares). Also displayed is the measured temperature profileei€BD
bath (dotted line).
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Results

As shown in Fig. 4.3, in the standard solution with 1 M3;NtHe S/Cd ratio increases with
longer deposition times and tends to saturate at a value of 0.7240tsr Note that this time
is the starting point for the complete coverage of the CIGS abissubiace as described in
the previous section.

The S/Cd ratio in the case of 1.7 M Nid slightly lower than in the case of the standard
solution in the time range of 30-300 s. After 30 s in this solutionsitieal of S is even not
yet detected on the CIGS substrate whereas the signal of &ceady clearly visible. The
increase of the S/Cd ratio saturates at almost the same amliethe case of 1 M NH

However, it takes longer to reach the saturation in 1.7 M $¢iution.

Discussion
Hariskos [113] and Kylner [117] suggested that the creation of ingsifiom the chemical
bath (like e.g. Cd(OH) Cd(CN), CdCQ) somehow explains the excess of Cd. In this
context, it is not possible to explain the experimental observatith varying NH
concentration. As will be shown by the calculation in section 4.2, themhermodynamical
point of view, the precipitation of Cd(Okvill be strongly reduced or does not even occur by
adding more Nhlinto the CBD solution. Hence, we should expect that the S/Cd ratiee of
CdS films deposited in the 1.7 M NHolution is higher than in the standard solution due to a
reduction of the Cd(OH)precipitation. Surprisingly, the experimental observations have
shown an opposite influence of NH

This contradiction indicates that the impurities in the CdS fiilay only a minor role in
the S/Cd ratio at the CdS/CIGS interface. In previous XPS tige¢isns [115,116], the
formation of compounds like CdSe or Cé#g, as products of the interaction between the
CBD bath and the CIGS layer has been proposed to explairrohg skteviation of the S/Cd
ratio. The facts that the S/Cd ratio increases with the iserefthe coverage and saturates at
the same time with the complete coverage support the dominant rifle G1GS substrate.
The lower rate of the increased S/Cd ratio in 1.7 My Nélution can be explained by a slower
coverage in this case, since a high concentration afriditionly terminates the precipitation
of Cd(OH), but also slows down the formation of the CdS film.
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4.2.2.2 Influence of the bath temperature

The increase in the S/Cd ratio has been suggested [115] to wriffima the gradual heating
of the CBD bath (see the temperature profile in Fig. 4.3), sincthitngrea decomposition is
known to evolve faster at increased temperature. However, the foll@xpgriment shows

that not only the temperature factor but also the CIGS substfatences the increased S/Cd

ratio.

Experiment

The CdS films are deposited in 60 s sequentially in several bm#se same CIGS substrate.
Note that the end temperature of the deposition after 60 s is onlyc8&ifared to 60°C after
300 s of the continuous deposition. After each deposition, the surface coompissanalyzed
by XPS.

Results

As can be seen from the XPS measurement (Fig. 4.4a), with m@etithe deposition, the
intensity of S 2s continuously increases with a decrease oktBs Signal from the substrate.
There is no further change after four times of the deposition. Binadusly, the signal from

the substrate disappears, corresponding to the complete coverage @IGtBesubstrate.
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Figure 4.4: a) The evolution of the XPS signals Se 3s from the substrate and S 2s from the
deposited CdS after several times of deposition in 60 s; b) the gondisg

evolution of the S/Cd ratio.
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Figure 4.4b shows the evolution of the S/Cd ratio derived from the ME&urements.
Though the bath temperature of each deposition is the same,tihisncacases with more
times of the deposition. It is interesting to note that the isersaturates after four times of
the deposition that coincides with the times needed to make thel 9§ the substrate
disappear. Moreover, the saturation value of the S/Cd ratio in thisiregpe is as high as
after 5 min of continuous deposition where the end temperature Is Imgleer. Therefore, it
can be concluded that the bath temperature does not play a decisive nmotreasing the
S/Cd ratio. The increase of this ratio as long as the Cl@8ce is present in contact with the
CBD-solution points again to the role of their interaction in the e@ksestoichiometric

deviation.

4.2.2.3 Role of the thiourea-Cd(OH) , metathesis

Friedlmeieret al. [118] have observed precipitation islands by atomic force microsafogry
a 30-second chemical bath deposition, whereas no S was detectedSbyhépPefore they
postulated these islands to be composed mainly of Cd(@Hjonversion of Cd(OH)into

CdS by the metathesis of thiourea can be an important step in the growth of thienSqSek
Section 4.1). It is of interest to examine the role of the thioG{®H), metathesis in the

trend of increasing the S/Cd ratio.

Experiment

CdS is deposited in 90 s from the standard solution onto the CIGS temsiraen, the
sample with the deposited CdS film is treated in the solution comgadnly thiourea at 60°C
and subsequently the sample surface is analyzed by XPS. The catoerdf thiourea used
for the treatment is the same in the standard solution for the CdS deposition.

Results and discussion

Figure 4.5a shows the evolution of the XPS region of O 1s on the sofféice CdS film
treated for different durations. The intensity of the O 1s peadngly decrease after 3 min
treatment. A treatment of 15 min reduces further the O 1s sigaialvith a lower rate. No
evident changes in the appearance of the peak shapes are fothl Soccessive treatment
times. The treatment results also in a slight increase d&3/Abd ratio from 0.51 to 0.58 after
15 min (Fig. 4.5b).
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Figure 4.5: Evolution of the O 1s peak (left-hand side) and the S/Cd ratio (righ-hand side)

versus the treatment time in the solution containing thiourea at 60 °C.

The observations in the experiment with the treatment in the thicotation fit well to
the process of the thiourea metathesis at the surface ofiwadhydroxide. Due to this
reaction, Cd(OH) converts to CdS, and hence the concentration of oxygen on the surface is
reduced whereas the amount of S increases. However, thessafethe S/Cd ratio by this
process has a much smaller rate compared to that during the dtadi&r deposition.
Therefore, it can be concluded that the thiourea metathesis doglayat significant role in
the increased S/Cd ratio.

After 15 min treatment, the concentration of the hydroxide due tadhgersion of
Cd(OH), to CdS decreases by a factor of 2 whereas the proportion of Gé&ses only by
1.14 times. A quantitative analysis of this relation yields 14% of Cd{®&fjtion and 35% of
other Cd-compounds on the sample surface. Note that the saturation vlleeSaEd ratio is
0.75, i.e. the fraction of the Cd(OHand other Cd-impurities like CdGOCd(CN} is 0.25.
Then the fraction of Cd-compounds formed from an interaction betweensBBilon and

the substrate is about 25%.
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4.2.3 Crystallography

Figure 4.6 shows the X-Ray diffraction spectra from the CdSsfileposited onto different

substrates. It can be concluded that there is no preferens&hlonyientation in the CdS films

deposited onto the glass substrate. Both the hexagonal (wurtziteglbss the cubic

(zinblende) phase exist in the films. The peaks have a large wittitating a poor

crystalline quality in the CBD-CdS film. Using the monocrystel Si with (111) orientation

as a substrate does not influence the structure of the CdSHbm&ver, in the case of using

a Si (100) substrate, the cubic phase with the orientations 311 and 222 appears more clearly.
Comparing to the reference data from CdS single crystal (Gmntmittee on Power

Diffraction Standard: JCPDS), the peaks in the XRD diffractioft stio the region of higher

0 (smaller lattice parameters), indicating stress in thegr The shift is not dependent on the

substrates, and hence the stress is caused by impurities@u§ films rather by an influence

of the substrates.

Counts (a.u.)

Figure 4.6: X-ray diffraction pattern of the CdS films deposited in 5 min from the standard

(L10)H (B11)C
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solution onto the different substrates: glass, monocrystalline Si with orientations
(111) and (100). The dotted lines point to the positions of the reference data from
CdS single crystal (Joint Committee on Power Diffraction Standard: JCPDS). H
and C refer to the hexagonal and cubic phase, respectively.
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4.3 Modification of the Cu(In,Ga)Se, surface

The deviation of the S/Cd ratio from its 1:1 stoichiometric valubeabeginning stage of the
CdS deposition can be attributed mainly to two effects:
i) Co-deposition of impurities like Cd(Oktirom the solution on the CIGS surface
i) Incorporation of Cd into the CIGS surface layer.
The second effect has attracted a big interest during recans. y@bservations of Cd
incorporation in a shallow top CIGS layer were reported based aratifftechniques [119-
123]. The authors postulated that it is not the CdS thin film itsetfthat the incorporation of
the Cd results in the positive effect on the solar cellopernce. However, it is still not
understood how the CBD solution reacts with the CIGS substrate ¢oluse Cd into this
layer.

In this Section, | will demonstrate that both processes, Cd-diffusidihee formation of
Cd(OH), are intimately tied to the CIGS surface reduction-oxidation geaad that they are

controlled by the [NH| concentration used in the chemical bath.

4.3.1 Experiments

CIGS absorbers are treated for 15 min. at 60°C in cadmium eddtdt mM) solutions
without and with different [Nk concentrations: 0.5 M, 1 M and 1.5 M. After the treatment,
the samples are completed with the standard deposition of thendd®able ZnO window
layers.

Secondary ion mass spectroscopy (SIMS) with an oxygen beam of A2 é&nkegy is
used to determine the distribution of the diffused Cd in the treat&$ Gbsorber. The
surfaces of the CIGS absorber layers, with and without themteaat are analyzed by X-ray
photoelectron-spectroscopy, using Mg X-rays (1253.6 eV).

4.3.2 Thermodynamical considerations

Partitioning of Cd in the solutions

In ammonia solutions, cadmium ions, &dorm different complex species, with hydroxide

ions (Cd(OH}™, n = 1-4), and ammonia (Cd(NH", n = 1-6) corresponding to the reactions

Cd* +nL= [Cd*(L);] L=OH,NHs (4.1)
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| assume that free Etlions with much smaller size than their complexes would moréyeasi
diffuse into the CIGS layer. Therefore, it is a matter cériegt to know their concentration in
the solutions.

At equilibrium, the partitioning of the cadmium complex species aed fEdT] is

determined by the stability produgtt , of the complexes given in the Table 4.1 [124]:

_ [Cd™(L),]

BLa= [CAIL]" (4.2)
Table 4.1. Values of the stability constants used in thewdation.
log 5.,
n 1 2 3 4 5 6
OH 4.3 7.7 10.3 12
NH3 2.6 4.65 6.04 6.92 6.6 4.9

The concentration of the free €ibns is related to the total concentration of cadmi[Cd]r,

by
[Cd]r = a [Cd* (4.3)

wherea is the overall complexation coefficient given by

a =1+ ZiﬁL‘n[L]” (4.4)

The partitioning of free [Cd] in dependence of [N}l calculated for the case of [Gd} 1.4
mM is shown in Fig. 4.7. By adding 0.5 M [NHnto the solution, the concentration of free
[Cd*Y] is dramatically reduced from 1x40° to 10° M and decreases further tofM and
10* M with increasing [NH] to 1 M and 1.5 M, respectively. Thus, if Cd-diffasidepends

only on the concentration of free €dons, which has much smaller size than thé*Cd
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complexes, its quantity should have a maximum éndéise without Ngland should decrease

with an increase of [Ng] in the solution.
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Figure 4.7: Left-hand side: Dependence of the overall complexation coefficient gn NH
concentration (dots) and fitted line lby= 10"*INH3] **. Right-hand side: The
partitioning of free C&" in the ammonia solution containing 1.4 mM of [€d]

Precipitation of Cd(OH) »

Another important point is the formation of Cd(QH)n the CIGS surface and its influence
on the solar cell performance. Now, we consider tiermodynamic condition for the
precipitation of Cd(OH) The [OH] concentration, i.e., the pH of the ammonia solutiis

controlled by the acid-base equilibrium

NH3+ H,0 = NH," + OH (4.5)

with pKg = 4.8 [124].

With pKs = 14.3 for Cd(OHy[124], the precipitation line of cadmium hydroxidalculated as

a function of the ammonia concentration is showRig 4.8. The part above the the solid line
corresponds to the concentration zones of {Gatjd [NH] where Cd(OH) precipitates,
whereas in the shaded part of the figure all intcedl cadmium salt is fully dissolved. For 1.4
mM [Cd]; (standard concentration for our CdS deposition ased for Cd-pretreatment,

dashed line), Cd(OHwill precipitate if the [NH] concentration is lower than 0.7 molar and
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will dissolve when more Nlis added.
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Figure 4.8: Solubility diagram of Cd(OH)as a function of Nklconcentration

4.3.3 Chemical analysis

Cd-diffusion into the CIGS

Figure 4.9 shows the SIMS depth profile of Cd in @I&S absorber layer treated in Cd-
solutions without NH (full line), with 1M (dashed line) and 1.5 M [NH(dotted line). In
contrast to our expectations, almost the same anwu@d is observed in the CIGS absorber
in both cases of using 1 M and 1.5 M [NHVoreover, Cd-diffusion is significantly weaker
in the absence of NHalthough the concentration of free fCJdn the solution in this case is
some orders of magnitude higher as shown befate.rot observe significant change in the
Cu profiles after the treatment. Thus, an introducof Cd into the CIGS in our experiment is
related to another process, e.g., to an adsorpfi@mions onto the surface, rather than to the

dissolving Cu.
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Figure 4.9: SIMS depth profiles of Cd in the CIGS absorber layers treated in the Cd-
solutions: without NEl(full line), with 1M [NH] (dashed line) and 1.5 M [N4}
(dotted line).

Surface modification

Figure 4.10 displays the XPS spectra of elementthenCIGS surface before and after the
Cd-treatments. Cd is observed on the surface thaltreated samples. The highest amount of
Cd appears in the case of the treatment in 0.5 M (Rkj. 4.10b). The Auger parameter of Cd
for this case is 785.15 eV, indicating the preserfc€Ed(OH) (=785.1 eV, [93]). From the
thermodynamical consideration in the previous sectiCd(OH) is also expected to
precipitate in this solution. On treatment in 1.5\W3 solution, the Cd Auger photoemission
peak shifts to higher kinetic energy (Fig. 4.10&)e Auger parameter of Cd in this case is
786.3 eV and close to that of CdSe (=786.7 eV,)[93]

Due to the short exposure to air after the preparathe CIGS surface is oxidized and
the O 1s signal has a peak at 530.85 eV (Fig. %.B&sed on the equilibrium condition, the
precipitation of Cd(OH) is expected in the 0.5 M [NdHsolution. In this case, a decrease in
intensity observed for all signals of Cuszgpln (MNN) and Se 3d implies that the CIGS
surface is covered by an over-layer of Cd(@Hyonsequently, the shifted O 1s signal
observed at 530.35 eV belongs to oxygen in thedxyde group. Moreover, it can be seen
that the XPS peaks of the elements are signifigamthnged due to the treatment: the Cg,2p
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Figure 4.10: The XPS spectra of the elements on the CIGS surface: a) Cd MEBN,304,,, ¢) O
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and the Se 3d peaks are shifted and expanded togiher binding energy, and the In (MNN)
signal is flattened at 406 eV. The same behavidhefXPS spectra is also reported in Ref.
[125] when the CIGS is oxidized in air and in arissment with high humidity, where it was
attributed to the formation of Cu(ll), In-O bondydaelemental Se on the CIGS surface. The
connection between the shift in the binding enedjycore levels and the chemical
environment can be explained by the charge potemt@lel [91], where the increase in
binding energy accompanies the increase in the dbroxidation states of atoms. An
adsorption of charges on the surface can shiffFdgreni level at the surface and lead to an
equal shift in all core level binding energies. Hmer, the position of the Auger peaks In
(MNN) remains unchanged after the treatment, ansl rsult excludes an influence of the
charge accumulation on the sample surface on tieeleeel shifts.

The CIGS surface oxidation is also observed bytth@tment in the solutions without
NH;3; and with 1 M [NH]. All the above mentioned peaks locate at the shmding and
kinetic energy as in the case of 0.5 M [fiHut with higher intensities. This result indicate
that the formation of Cd(OH)n both these cases is less. Nevertheless, tiseme of the O
1s peak at 530.35 eV implies that some hydroxidegs are still bound to the CIGS surface.
The amount of hydroxide is strongly reduced indagse of using 1.5 M [N, and the signals

of oxidized species of the CIGS surface disappear.

4.3.4 Solar cell performance

Figure 4.11 compares the performance of the salids pre-treated in the Cd-solutions with
that of the reference cell without treatment. Ardase in open circuit voltagep¥ and Fill
Factor FF is observed in all treated cells with differefggrees depending on the [H§H
concentration used in the solution. This resultliegpthat both the formation of hydroxides
on the CIGS surface and the Cd-diffusion are unfae for solar cell performance. The
treatment with 1M and 1.5 M [N introduce more Cd into the CIGS and the cell
performance is degraded more strongly comparedhéo tteatment without N& The
formation of hydroxides on the CIGS surface coniiéis additional degradation effects in the
case of the treatment with 1M compared to the caikelnb M [NHg].
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Figure 4.11: The best performance of the solar cells with pre-treatment iiC¢éhsolutions
as compared to the reference cell (untreated); {ull squares) and FF (open

cycles).

4.3.5 Discussion

Based on the XPS results, | propose a model tcagxgihe observed dependence of the Cd-
diffusion and the formation of Cd(OKdn the [NH] concentration used in the solution. Both
processes are intimately tied to the CIGS surfaggation which is controlled by pH, i.e. by
[NH3] concentration. The following three processes escdbed in Fig. 4.12 are involved
when the CIGS absorber film is dipped into the Gli{son:

(1) Cd* ions adsorb at the CIGS surface, probably at thesite. They can either create a
bond with Se to form CdSe and/or diffuse into thE&s€ film. Simultaneously, the
hydroxide groups adsorb at the In and Cu ions erQlGS surface to balance the charge
in the solution.

(2) the CIGS surface is oxidized by oxygen dissole the solution under formation of

hydroxide

CUsUn(D + In2+ + Sé&rf +OZ+2H20 = CUsuri(”) + |n3+ +Se°

surf surf ‘surf

+ 40H (4.6)
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O, +2H,0 + 4e— 4O\I‘*I(3)‘/Cd2 0
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(2) Cd(?H)2 C® OH
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Figure 4.12: Schematic representation of the processes occurring when the Cy&Sida

treated in a Cd-solution.

(3) precipitation of Cd(OH)

Cd*+20H =Cd(OH), (4.7

In the solutions without N§l the pH value is close to 7, and therefore the hyideo
concentration is too small to form Cd(QHHowever, at low pH, reaction (4.6) occurs
strongly and quickly to create an additional amanfritydroxide, whereas the diffusion of the
Cd into the CIGS film occurs more slowly. Consedlyerclose to the CIGS surface region,
the product [CH][OH]? exceeds the solubility product of Cd(QHYherefore, in spite of
high free [Cd"] in the solution, almost all Gions precipitate in form of Cd(Okljreaction
4.7) on the surface and only a small amount cdos#finto the CIGS film.

In the solution with 1.5 M [NE], the [OH] is higher. Following the principle of Le
Chatelier, reaction (4.6) is slowed down or evemieated. Consequently, the precipitation
of Cd(OH) induced by reaction (4.6) occurs slohwly. In ttése, the adsorbed €donscan
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diffuse further into CIGS. Following this model,etlCIGS absorber treated in 1 M [BH
solution should contain more diffused Cd than ia tlase without Nkland more hydroxide
on the CIGS surface than in the case of 1.5 M{NMhe experimental results support well
this model.
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5 The In(OH,S) buffer device

One of the ways to improve further the cell perfante is replacing the standard CdS buffer
by more transparent, preferably also less toxidemsif Though many attempts of using
alternative materials were reported with efficiscmore or less close to that of the standard
device, their developments were normally approachgd‘trial and error’” experiments.
Hence, a number of questions concerning stabititylack of efficiency compared to the CdS
buffer device are still open. The aim of this Clapis not to try new recipes for the
alternative buffers, but an approach to find thewars to those questions in the case of the
well known CBD-In(OH,S) buffer. Comparing the chealiand electronic properties of the
CdS and In(OH,S) buffers indicates that poor pemtorce as well as metastabilities of the
solar cells with the In(OH,S) buffer are predomiharcontrolled by properties of the
ZnO/In(OH,S) interface. A treatment of the In(OHI&iffer surface with Cd- or Zn-solutions
strongly improves and stabilizes the cell perforoeanAn electronic model derived by

numerical simulation is proposed to explain infloes of defects at this interface.

5.1 Characteristics of the In(OH,S) buffer

5.1.1 Solution chemistry

In the solution containing Inghnd thioacetamide, 48; precipitates due to reaction between

the indium ions and §6. The latter is formed from the hydrolysis of Hietamide given by
CH3CSNH, + 2H,0 => CHCOO + NH; + H,S (5-1)

This reaction depends strongly on temperature &hdffihe solution. Swift and Butler [126]
found that the reaction kinetics is time-dependgeisecond order

_d[CH3CSNH2] _

- k [CHsCSNH][H ] (5-2)

where k= 0.21 Imol*min? at 90°C.
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Besides the formation of indium sulfide, In(QHn precipitate due to the hydrolysis of'In
in an aqueous medium. As is the case for cadminfi,forms different complexes with

hydroxide groups

In®* + nHO = [IN(OH)*" + nH' n=1-4 (5-3)

The stability constant$ of the complexes in Table 5.1 [127] are given by

IN(OH)*"H*]"
= INOH"IH") (5-4)
[In~"]
Table5.1: Stability constants of the complexes In(QM)
INOH** IN(OH) In(OH); IN(OH);
Logp -4.42 -8.3 -12.4 -22.07

With the solubility product of In(OH) pKs = 36.92 [127], Figure 5.1 gives the precijmia
line of In(OH) in dependence of pH in the solution. In the zondew the curve, In(OH)is
not formed. The upper zone (gray) correspondsdatmditions of the solutions (pH and total
concentration of In salt added into the solutiormeve In(OH) precipitates. The star in the
precipitation zone corresponds to the parameteiiseo€BD solution used in this work (0.005
M InCl; and pH = 3.3), and hence we can expect that In{@H)be formed.
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precipitation of In(OH),

123456 78 91011121314
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Figure5.1: Solubility of In(OH} in the aqueous solutions with different pH values. The gray

area above the curve corresponds to the region of In concentration and pH
where In(OH) precipitates. The star corresponds to the condition in the solution
for In(OH,S) deposition used in this work (0.005 M p@&id pH = 3.3).

5.1.2 Buffer properties

The SEM pictures in Fig. 5.2 reveal the differemuctures of the CdS and In(OH,S) films
deposited onto the CIGS substrate. The CdS filmppsiéed within 5 minutes onto the CIGS
substrate, has a polycrystalline structure withiekhess of about 50 nm. The film consists of
grains with 10-15 nm size, which are grown on thbstrate mainly by the atom-by-atom
mechanism [128]. However, larger CdS particlesntat simultaneously in the solution, can
also be incorporated in the film (the big partictethe CdS surface in Fig. 5.2a).

In contrast, the growth mechanism of the In(OH,8ifdy appears to be an aggregation of
colloidal particles, resulting in the formation thfe film with an amorphous structure (Fig.
5.2b). The In(OH,S) buffer, deposited in 15 minthaa thickness of about 15 nm is much
thinner than the standard CdS buffer. NeverthelB§ measurements of In(OH,S) covered
CIGS do not detect any signal from the CIGS sutestiadicating that the absorber layer is
completely covered by the In(OH,S) buffer.
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Figure 5.2: SEM picture revealing an amorphous structure of the In(OH,S) film gmwn
the Cu(In,Ga)Se The bar corresponds to 100 nm.

The XPS measurements show that both buffer layemtam oxygen-related impurities. An
average amount of oxygen of 10-15 at.% is obsenvete bulk of the CdS buffer, and the
oxygen at the surface is mostly bonded to carb@9][1In the case of the In(OH,S) buffer,
besides a formation of 48;, a competitive precipitation of hydroxide occursedto
pronounced hydrolysis of Ing€in the aqueous medium, and hence a large amouwntygen
in hydroxide is found in the bulk and on the suefaaf this buffer. Indeed, quantitative
analysis by XPS of our In(OH,S) buffer surface gie@ O:In:S ratio of 34.1:38.3:27.6.

Figure 5.3 shows a typical signal of O 1s obserbgdXPS measurement of the
In(OH,S) buffer surface. The spectrum can be fitbgdtwo peaks, a small one centered
around 529.9 eV and a larger one at 531.7 eV, sporaling to oxide and hydroxide,
respectively. The observation by XPS of hydroxidel axide signals at similar binding
energies was reported earlier for an In(OH,S) budfposited in the chemical bath at lower
pH value (pH = 1.7) [130] than the pH value of @s&d in this work.

The In(OH,S) buffer is more transparent than thendard CdS buffer. From the
transmission and reflection measurements, thealgiand gap energies of the CBD-CdS and
In(OH,S) are estimated from Fig. 5.4 to be 2.42aed 3.1 eV, respectively. The involvement
of a large fraction of hydroxides in the film cold@ a reason why the In(OH,S) buffer layer
has a larger optical bandgap thaaSin(2.2 eV, [131]). From the optical point of vievihet
large band gap makes the In(OH,S) buffer very estieng for buffer layer applications.
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However, as it will be shown in the next sectidme bptical advantage of the In(OH,S) is

offset by electrical losses caused by defectsigfilim.

Intensity (a.u.)

‘IVF
532 530 528

536 534
Binding Energy (eV)

Figure5.3: XPS spectrum of O 1s on surface of the In(OH,S) buffer layer.

(ahv)?
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Figure 5.4: Dependence of optical absorption on photon energy for CBD-CdS and In(OH,S)

thin films.
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5.2 Characteristics of the solar cell with the In(OH,S) buffer

As-prepared solar cells with In(OH,S) buffer haudte a poor performance with typical
efficiency of only around 1% (see Fig. 5.5). Aimaaling at 200°C improves remarkably the
cell efficiency from 1% to 10%. Heat treatment usfhces differently the solar cell
parameters. Open circuit voltage and Fill Factarease gradually with annealing time, and
the increase seems saturate after 40 min of amgealihe short circuit current jumped
strongly already after 3 min annealing, reachedhigbest value after 10 min and decreased
slightly with longer annealing.

Light soaking the sample under simulated solar tspec (AM 1.5, 100 mW/crh
illumination) improves further all the parameteitse(circles in Fig. 5.5). After 30 min of light
soaking, the efficiency of the In(OH,S) buffer sotzll reaches 12.64 %, i.e. close to the
efficiency of the reference standard CdS cell (%3.2However, the effects of annealing and
light soaking are reversible, i.e. the cell perfanoe deteriorates again on storing the samples

in the dark for few weeks.
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Figure 5.5: Evolution of the performance of the In(OH,S) buffer solar cell upon air
annealing at 200°C (open squares). The open circles correspond to the
parameters of the cell annealed for 40 min in air and soaked for 30 min under

illumination of white light .
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5.3 Role of the heterointerfaces

Explanations for difficulties to replace CdS by thakernative buffers in the literature are
mainly focused on the interface between the bu#fer the CIGS absorber. It is suggested that
the presence of Cd at this interface is favoraielfe heterojunction formation. However, the
entire buffer layer is part of the space chargaore@f the heterojunction, and hence any
imperfection not only at the buffer/CIGS interfdmat also in the bulk of the buffer and/or at
the buffer/ZnO interface can influence the eledtrgmoperties of the heterojunction. Thus, an
analysis whether the reduced performance of th@Hn%) buffer materials originates from
either of its interfaces or from its bulk propestie essential.

This Section provides evidence for the dominanterice of the interface between the
In(OH,S) buffer and the ZnO window layer on the fpenance and on the metastable
electronic behavior of the solar cell. In orderstparate the effects of the two interfaces, |
investigate double buffer structures that use CGgOH,S) as well as In(OH,S)/CdS
combinations. In this way, | obtain devices whdre buffer/window and the buffer/absorber
interface are made up by different buffer materialse electronic properties of these double
buffer devices are compared to those of devicds suitgle layers of CdS or In(OH,S) buffers.
Surprisingly, the behavior of ZnO/CdS/In(OH,S)/CIG&erojunctions comes close to that of
the standard CdS-buffered device with its high pbwoltaic performance, whereas
ZnO/In(OH,S)/CdS/CIGS rather resembles the deviite @& single In(OH,S) buffer. Hence,
devices that share the material towards the Zn@avinayer exhibit a similar performance.

5.3.1 Experiments with double buffers

Two series of devices are fabricated with diffe@otible buffer combinations by sequentially
depositing either CdS on In(OH,S) or the other wwayund. In the following, | denote the
combination In(OH,S)/CdS/CIGype Aand CdS/In(OH,S)/CIG8/pe Bdouble buffers. The
thickness of the CdS layer of the double buffericewis varied by the deposition time. In the
first series, the solar cells are completed bytepug a bilayer ZnO window (i-ZnO/Al:ZnO)
and evaporated Al grid contact. In the second s@ifi¢he samples, the i-ZnO layer is omitted.

A schematic representation of the two types of deis shown in Fig. 5.6.
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Series | with i-ZnO
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Figure 5.6: Schematic representation of the investigated samples with differefier buf
structures: a) with the double buffer type A, where a CdS layer sepalete
In(OH,S) and CIGS layers, b) with the double buffer type B, where aa@elS |
separates the In(OH,S) and ZnO layers. Samples in series |l ldfarthose
in series | by omitting the i-ZnO layer. The thickness of thel&d8 in both
types of the double buffer devices is varied by its deposition time.

5.3.2 Solar cell performance

Although the In(OH,S) buffer has quite differenbperties in the bulk and at both interfaces
compared to the CdS, a comparison of the cell patens of the double buffer devices will

show that the In(OH,S)/Zn0O interfapeedominantly controls electronic loss processefen
In(OH,S) buffer device.
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Open circuit voltage

Figure 5.7 shows the open circuit voltaggcMaken from the I/V measurements under
illumination for samples with and without i-ZnO kEy The as-grown device with single
In(OH,S) buffer and double ZnO-window exhibits aopperformance with much lowerg¥
andFF compared to those of the standard CdS device (tbtte). Let us first consider the
parameters of the sample series that includesZm®i (full squares). Putting a thin CdS film
in between the In(OH,S) and the CIGS absorber ayeithetype Adouble buffer devices
(left hand side) strongly improvesp¥'to a level that is even higher than that of tHersnce
CdS device. At this point a likely explanation wiube [132] that replacing the
In(OH,S)/CIGS interface by the CdS/CIGS interfaceplies a reduction of interface
recombination. Interestingly, even the smallest @dfosition time of 1 min is sufficient to
achieve the increase ofo¥, whereas with further increasing CdS thicknegs $lightly re-
decreases.

Turning now to theype Bdouble buffer devices (right hand side of Fig.) bwe also

CIGS/CdS/In(OH,S)/ZnO  CIGS/In(OH,S)/CdS/Zn0O

670
i I-ZnO/Al:ZnO .
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8 640 |r-----------=-3 I |
> = \ £ L
520+ m 1
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Time of CdS deposition (min)

Figure 5.7: Open circuit voltages 3¢ of the devices with double buffers type A (left hand
side) and type B (right hand side) in comparison with those of the reference CdS
(dotted line) and single In(OH,S) buffer devices (CdS deposition time is zero).
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observe an improvement obY by the insertion of the CdS-layer (now betweenlt{®H,S)
and the ZnO window). This improvement is similarthat achieved with thgype Adevices
but now increases further with increasing CdS théds. In this situation, a reduction of
recombination at the buffer/absorber interfacet(thatill In(OH,S)/CIGS) cannot explain the
Voc improvement. Instead, | conclude that the CdS@Zmterface is less defective and hence
less electronically charged than the In(OH,S)/i-Zim@&rface. As will be shown in section
5.5, charges at the buffer/windomterface can control the recombination rate at the
buffer/absorbemterface via electrostatic interaction. Thus, degradation of ¥c observed

in single layer In(OH,S) devices is a combined ltesdi a high defect density at the
buffer/absorber interface and a high negative ahalensity at the buffer/window interface.
Note that the omission of the i-ZnO layer resuttaislight decrease ofo¢in both series of
samples, and this could be explained by an inhom&igeof absorber as suggested for the
CdS device [133].

Figure 5.8 shows the Arrhenius plots ofIin(J) versus the inverse thermal energy 1/KT
for some devices. The activation energy &xtracted from the Arrhenius plots for the
standard CdS device is 1.13 eV (full squares in bi§), close to the absorber band gap
energy 5 = 1.15 eV derived from spectral quantum efficieneyeasurements. This
coincidence supports the dominant recombinatiomhé bulk of the absorber material. In
contrast, we find £ = 0.78 eV in the case of the In(OH,S) buffer deweith the bilayer
window (full circles in Fig. 5.8) which suggesteetdominant interface recombination with

Ea = @}, whered?} is the barrier for holes at the interface. Howelmik recombination

appears to dominate again in case of the In(OHy8¢ibdevicewithoutthe i-ZnO layer (& =
1.10 eV) and in the double buffer B device, E1.16 eV). This observation clearly indicates
a participation of the i-ZnO/In(OH,S) interfacetire deterioration of M.

It is interesting to note thataE= Eyis also observed in the case of the double buffer A
devicewith the bilayer window (k = 1.20 eV). This finding implies that, though thefect
density at the i-ZnO/In(O4S)) interface is large, it is not sufficient to deteate \oc. The
In(OH,S) buffer needs an additional number of atmeplefects at the In(OH,S)/CIGS

interface to reduc®} below a critical value from which the interfacesenbination becomes

dominant. This conclusion implies further that thefect density at the CdS/CIGS interface is
lower than that at the In(OH,S)/CIGS interface.
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Figure 5.8: Corrected Arrhenius plot of the saturation current densjtyefsus 1/kT of: the
standard CdS device (closed squares), double buffer A CASASIAFZNO
(closed triangles), double buffer B In(QB)/CdS/i-ZnO (open triangles),
In(OH,,S)/i-Zn0O (closed circles), In(Ok15)/Al:ZnO (open circles). The straight
lines are fits to Eqn. (3.4).

Fill Factor

Exclusion of the In(OH,S)/CIGS interface in theuble buffer Adevices increases the fill
factor FFwith increasing CdS film thickness. However, thergase of FF seems to saturate
at a relatively low level of 55 % (for devicesth i-ZnO) and of 67-68 % (for devicegthout
i-Zn0O). In contrast, thelouble buffer Blevices have (after a CdS deposition time of 3 min)
fill factors up to FF= 72 % that are comparable to those of the CdS-buksices. The
moderate fill factors that are possible as longrd®H,S) is present at the buffer/window
interface points to the fact that a barrier for folcorrent is formed at this interface. Such a
barrier that hinders photocarrier collection, ag@ra consequence of negative charges at the
buffer/window interface.

The results from our sample series that omits dedoped i-ZnO nicely fit into the

above picture. We observe higher fill factors indavices with In(OH,S)/ZnO interface when
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Figure 5.9: Fill Factors FF of the devices with double buffers type A tieftd side) and
type B (right hand side) in comparison with those of the reference dod8d
line) and single In(OH,S) buffer devices (CdS deposition time is zero).

omitting the i-ZnO layer, i.e. bringing the highigoped Al:ZnO layer closer to the

buffer/window interface reduces the aforementioedrier. The same effect, but much
smaller, is also observed in tliwuble buffer Bdevices, perhaps due to an incomplete
coverage of the In(OH,S) buffer by the CdS filmpalgted in a short time.

Internal Quantum Efficiency

The influence of the In(OH,S)/CIGS and In(OH,S)/Zim@rfaces on the electronic properties
of the junctions is more clearly seen by analyzimginternal quantum efficienc{E) of the
samples. As shown in Fig. 5.10, tl@E curve of the single In(OH,S) buffer device is much
lower than that of the standard CdS device. In dbable buffer Adevices, the spectral
response increases by insertion of a very thin @ld§ deposited in 1 minX 5 nm), in
between the CIGS and In(OH,S) layers. However,doi@dS deposition times of 3-5 min are
needed to bring thiQE of type Adouble buffer devices close to tlgE of the CdS reference
cell. It is important to notice, that the differescamong théQE curves in Fig. 5.10a are
dependent on the wavelength and more pronouncie itong wavelength region. Hence, the

replacement of the In(OH,S)/CIGS interface by tSCIGS interface results not only in a
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Figure 5.10: Internal quantum efficiency (IQE) curves of the devices with ddadifers in
comparison with the single reference CdS and In(OH,S) buffer dewages:
double buffer type A with different times of CdS deposition and b) doul#e buff
type B with a CdS layer deposited in 1 n#b(nm), with i-ZnO (full line) and
without i-ZnO (dashed line).

reduction of interface recombination leading toirmgrease of théQE that is independent of
wavelength, but also leads to an increase of tHeation probability deeper in the absorber.
As will be shown in section 5.4, the latter effegsults from an increasing width of the space
charge regiofSCR in the absorber.

With the thin CdS deposited in 1 min, tH@gE curve of thedouble buffer Blevices with
such defective CIGS/In(OH,S) interface (Fig. 5.18binuch higher with a small loss in the
red light region compared to the CdS buffer dewekich is compensated by a yield in the
blue light region. A further improvement IQE is obtained by omission of the i-ZnO layer
(dashed line). It is worth to note that the doutnléfer B cells without i-ZnO has high&pc
andIQE and the samEF as the CdS cell and hence yields additional 1@finiency.
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5.3.3 Metastability behavior

5.3.3.1 Observation by current/voltage measurements

Figure 5.11 compares current/voltage (I/V) curvesluminated samples with double buffers
to those of devices with standard CdS and withlsihg(OH,S) buffer. All devices in Fig.
5.11 have a window layer that includes i-ZnO. Tharsw I/V curve in Fig. 5.11 having an
abnormal S-shape, the so-called double diode behasi that of the In(OH,S) device. In
addition, this curve displays a hysteresis of thé durves under illumination, i.e., the fill
factor is even lower if measured from reverse tovérd bias (V-/+ mode) compared to the
opposite situation (V+/- mode). In the case of tiyee Adouble buffer device (with the
In(OH,S)/Zn0O interface), the deformation of the kMrves and the hysteresis is reduced, but
both features are still present. In contrast, @type Bdouble buffer device, the I/V hysteresis
disappears completely, and this device even previlebetter cell performance than the
present standard CdS reference devices. Thuspthparison of the I/\¢haracteristics of the
double buffer devices to the single buffer deviEegls to the conclusion that both features,
the I/V hysteresis as well as the overall pé&ét, relate directly to the properties of the
In(OH,S)/Zn0O interface.
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Figure 5.11: Current/voltage characteristics of samples in series | under iflatron. The
I/V hysteresis loops appear only in the samples with the In(OH&)i-Z
interface. The arrows show the direction of applied voltage bias for

measurement.
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Effect of air annealing

Figure 5.12 illustrates the effects of air annaplet 200° C on the devices with the
In(OH,S)/Zn0O interfacetype Adouble buffers as well as In(OH,S) devices). FighiE2a
reveals that air annealing up to 40 min continupustreases the fill factdfF. Figure 5.12b

takes the relative fill factor differencéff = (FF+/-- FF-/+)/[FF*/~, i.e. the relative

difference between the fill factofs-+/-, FF -/+ derived from the I/V curves measured either
from forward or from reverse direction, to quantife hysteresis. We can see from Fig. 5.12b

that the hysteresis decreases considerably witeasog annealing time, makidgf = 10 %

for the In(OH,S) device and almost zero for thipe Adouble buffer device. Note that air
annealing at 200 °C for a few minutes agadually improve the performance of standard
CdS buffer devices as well. However, air-annealiityy annealing times up to several tens of
minutes appearmandatoryfor devices with an In(OH,S)/Zn0O interface. Neveldss, the

beneficial effect of air annealing on these deviteseversible, i.e. the performance re-

degrades again after storing the sample in the foaik few days.
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Figure 5.12: Effect of air annealing on the I/V characteristics of the samplek thie
In(OH,S)/i-Zn0O interface: a) annealing increases FF and b) simultamgous

decreases the hysteresis.



Effect of light soaking

Light soaking does not improve the performancehef devices with the CdS/ZnO interface
(standard CdS and double buffer B devices), bmptoves significantly the devices with the
In(OH,S)/Zn0O interface. Figure 5.13 shows the effexf light soaking under simulated solar
spectrum AM 1.5 on the double buffer A device. Aft& min light soaking, FF increased
strongly from 55% to 67%, wherea%c andJsc remained almost unchanged (Fig. 5.13 a).
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Simultaneously, the I/V hysteresis disappeared.

Figure 5.13b shows the semi-logarithmic I/V chasastics of the device taken in the
dark before and after 75 min light soaking. Beftight soaking, the current in the forward
direction is very low, indicating a high barriertae In(OH,S)/Zn0O interface, which hinders

the electrons move from the ZnO emitter to the @) buffer. Light soaking decreases this

barrier and increases strongly the current.

Current density J (Acm™)

Figure 5.13: Effect of light soaking on the I/V characteristics of the double béAffeample

with the In(OH,S)/i-Zn0O interface under illumination and in the dark:ease
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5.3.3.2 Observation by capacitance/voltage measurem  ents

Figure 5.14 shows the C/V characteristics at roempierature of the devices measured at 100
kHz. The junction capacitance of the In(OH,S) butfevice is much higher than that of the
CdS device over the whole range of applied voltajgsreover, as in the case of the I/V
characteristics, the C/V characteristic of the IH(®) buffer device exhibits a hysteresis, i.e.,
the junction capacitance is lower when measurenh fnegative bias to positive bias (V-/+
mode) compared to the opposite situation (V+/- modehigh junction capacitance and the
C/V hysteresis are observed also in the doubleebuffdevice, whereas the double buffer B
device has the same capacitance level of the Cudi8edél'he comparison indicates that the
C/V characteristics of the In(OH,S) buffer deviae directly related to the properties of the
In(OH,S)/Zn0O interface.
Metastability upon voltage bias treatment has beelh kmown in Metal-Oxide-Silicon

(MOS) devices where a shift of capacitance/voltagdilp is caused by mobile positive ions
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Figure 5.14: Capacitance/Voltage characteristics of the samples in seriesheirdark at
100 kHz. The curve of the double buffer B device (open circles) desnwith
that of the CdS device (full line). The C/V hysteresis loops appeainothie
sample with the In(OH,S)/i-ZnO interface. The arrows show the tdineof

applied voltage bias for the measurements.
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in the oxide layer [134]. | note that the metadigbobserved in the In(OH,S) device has a
different origin. If under reverse bias a quanfQy of positive ions would move from the

buffer/window interface to the buffer/CIGS interéachis would induce additional negative
charges in the CIGS layer (Fig. 5.15). As a redhlg space charge region in the CIGS
absorber layer would be wider and the junction capace would be lower. The experimental

observations for the In(OH,S) buffer device contthis situation.

Voltage

E

Qm

\' Qm

ZnO § In(OH,S) | CIGS

Figure 5.15: Schematic representation of the charge redistribution in the ZnO/In(DH,S)
CIGS heterojunction in the case when a quantifyd® mobile positive ions
would move from the ZnO/In(OH,S) interface to the In(OH,S)/Gh@&SBface
under a reverse voltage bias. An additional negative charggs@duced in
the bulk of the CIGS layer. The same effect occurs in the Zn@ [Hys

would result in a widening of the space charge region and a lowering of the

junction capacitance.
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5.3.3.3 Thermally stimulated capacitance measuremen ts

In this section, | used thermally stimulated catzamie (TSC) measurements to investigate the
nature of the electronic metastability that is ealiby reverse voltage bias on devices with
different buffer layers or different buffer layesrabinations. Note here that different types of
metastabilities are routinely observed in CIGS rsoklls [135]. The so-called reverse bias
type [135] is the one that most significantly affethe electronic behavior of devices with
CBD-deposited non-CdS buffer layers. Therefore,idimg this type of metastability is of
primary importance for all alternative buffer deasc | note further that the reverse bias

treatment (application of a reverse voltage = -1 V for 1 h at 300 K) used to create a

metastable state in the present TSC analysis gehénan the -0.5 V that is experienced by
the sample for a few seconds when measuring theufVe in (-/+) direction as described in

the previous subsection.

TSC of the CdS device

The upper part of Fig. 5.16a displays a typical T&p€ctrum at 100 kHz of a standard CdS
buffer device at equilibrium (full squares). Thed Spectrum has two transitions at 125 K
and 275 K. These capacitance steps transform mm minima N1 and N2 in the
differentiated capacitance curfedC/df in the lower part of Fig. 5.16a. The transition N1
normally attributed to the charging and discharghg¢he donor states at [136] or close [137]
to the CdS/CIGS interface and transition N2 belotmya deep acceptor in the bulk of the
CIGS layer. After applying reverse voltage bias Toh at 300 K, the junction capacitance
(open squares) at low temperatures increases Igligittis increase is more significant at
higher temperatures, where deep defects do cotertiouthe capacitance. Also seen in this
curve is the onset of relaxation to the initial tium state at temperatures T > 270 K. The
lower part of Fig. 5.16a displays the differentthtexdC/df spectra. Comparison of the
equilibrium curve (full squares) with the metastabhe (open squares) unveils the origin of
the reverse bias metastability in standard CdSebudevices. The increase of the peak N2
indicates the metastable creation of deep defecthe CIGS absorber by the reverse bias
treatment. Thus, the effect of reverse bias onadgsvivith CdS buffer layers seems to be an

absorber rather than an interface effect [138,.139]
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Figure 5.16: Thermally stimulated capacitance TSC (upper panid aits frequency
differential &xxdC/df (lower part) spectra of the CdS buffer devie the
equilibrium state (closed squares) and after apygyieverse voltage bias in
the dark for 1 hour (open squares): a) as growd ahafter 5 minutes of air

annealing at 200 °C.

The behavior of the samples changes significarftgr @n air-anneal at 200 °C for 5
min. As shown by Fig. 5.16b, air annealing leadly tm gradual changes of the direct and of
the differential TSC spectrum, as far as the eopuilm state is concerned. The overall
capacitance decreases slightly and the peak N1sstof higher temperature due to a
passivation of Se vacancies at the CdS/CIGS irderfa40]. The TSC spectrum of the air-
annealed device after reverse bias looks almostanged compared to the equilibrium one.
Thus, air annealing stabilizes CIGS solar celldregjdhe reverse bias metastability. Note that
in a photovoltaic module reverse bias may easibupto single cells, e.g. by shadowing. The
slightest degradation of a single cell, even ifersible, has a deleterious effect on the overall
module performance. Therefore, the finding thabamealing greatly reduces the reverse bias

metastability is of great practical importance.
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TSC of the In(OH,S) device

The initial state of In(OH,S) buffer device (clossguares in Fig. 5.17a) has a much higher
capacitance over the entire temperature range aaahpa the capacitance of the CdS device.
The two familiar transitions N1 and N2 are obseraethe same temperatures, i.e. as peaks in
the fxdC/df spectrum. Like in the case of the CdS device, btaio after the reverse voltage
treatment an increase of the junction capacitandde entire temperature range. However,
the change of the TSC spectra of the In(OH,S) bulé®ices has another fingerprint than that
of the CdS device. A large capacitance step appelaeady at low temperatures and,
accordingly, we observe a huge increase of the pafor the In(OH,S) buffer sample after
reverse bias. Here, air annealing at 200 °C fomi reduces considerably the effect of the
reverse voltage bias, though the metastable chainipe N1 transition remains the dominant
feature of the reverse bias metastability.
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Figure 5.17: TSC (upper part) andxfdC/df (lower part) spectra of the In(OH,S) buffer
device in the equilibrium state (closed squares) after applying reverse
voltage bias in the dark for 1 hour (open square@g)as grown, b) after 10
minutes of air annealing at 200°C.
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Comparison of the consequences of reverse biasinp(@®H,S) buffer devices (Fig.
5.16) with those on CdS buffer devices (Fig. 5.86ygests a quantitative and qualitative
difference. Whereas the reverse bias metastamli§dS buffer devices appears primarily as
an effect in the absorber (increase of transitioR),Nn In(OH,S) buffer device the
metastability seems to be dominated by an intaafaffect resulting in an increase of N1.
Thus, the so-called reverse bias metastabilityas an single effect. Instead, reverse bias
voltage has different physical consequences thaerte on the buffer material used for the

device.

TSC of the double buffers device

Figure 5.18 compares the TSC spectra and the eebas effect of the two different double
buffer devices. Interestingly, thgpe Adevice (CIGS/CdS/In(OH,S)/Zn0O) clearly exhibits an
increase of N1 upon reverse biasing whereas wetobserve a change for the N2 transition.
In contrast, the metastable behavior of tyyge Bdevice (CIGS/ In(OH,S)/CdS/ZnO) mainly
concerns the higher temperature range much aswaloséor the CdS buffer device. This
result demonstrates that the In(OH,S)/i-ZnO intefacauses the dramatic metastable
enhancement of the transition N1, whereas exclugiahe In(OH,S)/i-ZnO interface in the
type Bdevice reduces the junction capacitance and thastadtle behavior approximately to
the level of the CdS device.
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Figure 5.18: TSC (upper part) andxfdC/df (lower part) spectra of the double bufferléft(
hand side) and double buffer B (right hand sideyicks in the equilibrium
state (closed squares) and after applying reveddtage bias in the dark for 1
hour (open squares).
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5.4 Modifications of the ZnO/In(OH,S) interface

All the electrical analysis in the previous secsigrointed to the same fact that properties of
the ZnO/In(OH,S) interface cause the poor perfoceagnd metastabilities in the In(OH,S)
buffer device. It has also been shown that thertiaseof the thin CdS layer in the double
buffer type B removed bad characteristics of thatick. There are two possibilities of the
effect of the CdS insertion:

i) The CdS layer protects the In(OH,S) surface froendamage of the ZnO sputtering
process or prevents an intermixing at the ZnO/In®Hnterface which could
cause unfavorable properties;

i) Not the CdS layer by itself but the chemical baththe CdS deposition modified
the properties the In(OH,S) surface in the favaratmy.

In order to test the first case, | used afOawidow instead of the standard ZnO layers
to complete the solar cell with the In(OH,S) bufféhe performance of this device was not
improved, and hence the intermixing is not a cdosthe unfavorable interface properties.

To test the second case, the CIGS with the overlaf©H,S) were treated prior the
ZnO sputtering process in different solutions comtg NH; (with and without thiourea) or
Cd?* cations. Only the latter improved the solar celiraleteristics, which will be illustrated in
this section.

Treatment in a solution containing Cd 2

After the deposition of the In(OH,S) buffer layerto the CIGS substrate, | treated the sample
with a solution containing cadmium acetate and amenat 60 °C for 5 min. The
concentrations of the reagents were chosen to desdme as in the solution for the CdS
deposition. The surface of the treated and untieséenple underwent an analysis by XPS
measurement. The treated sample was then complétedhe ZnO window layers, and its
solar cell performance was compared to that ofsta@dard CdS and untreated In(OH,S)
buffer device.

Figure 5.19 show an amazing feature of the treatnByntreatment for 5 min, the I/V
characteristic of the In(OH,S) buffer device isosggly improved (curve 3) and does not
exhibit a hysteresis. The performance of the toeatdar cell is even better than the annealed
and light soaked In(OH,S) buffer device (curve &) &xhibits long term stability. | did not

observe a degradation of the cell even after sirth® The treated cell had still a lower FF
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Figure 5.19: The I/V characteristics of the In(OH,S) buffer deg under illumination in
comparison to the reference CdS buffer deviceslyrapared, 2) after 40 min
air annealing and 30 min light soaking, 3) treatedthe solution containing
Cd** and without annealing and light soaking.

compared to the CdS device. However, | believe witdt an optimization of the treatment
parameters (concentration, time, temperature),Irif@H,S) buffer device should lead to a
stable efficiency comparable to the CdS device.

The results of the XPS measurement (Fig.5.20) fe\that after the treatment, a small
amount of Cd is adsorbed on the surface of theHn8p buffer. The Auger parameter of the
absorbed Cd is 786.75, suggesting the formatiodS. The peak intensities of In and S are
slightly decreased whereas the signal of oxygemcieased. The Auger parameter of the In is
slightly decreased from 406.55 to 406.35 eV, teshifts closer to the Auger parameter of
In(OH)s.

Based on the results of the XPS analysis, | supfiagehe C8' ions from the treatment

solution reacts with the S on the In(OH,S) surfa@d simultaneously hydroxide adsorbs
onto the In site

In(OH,S) + Cd* + 20H => CdS + In(OHy (5.5)
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Treatment in Zn-solutions

The experiment with Cd-treatment indicated thatrttedal ions in the solution can somehow
repair electronic defects at the In(OH,S) bufferface. Hence, we can try with a solution of
another metal salt to obtain a Cd-free solar CEflerefore, | treated the In(OH,S) buffer
layers, deposited onto the CIGS absorber, in 1M ansnaolutions with different
concentrations of Zngfor 5 min at 60°C.

In the case of using 1.4 mM ZnQthe same concentration as for the Cd-treatmtd),
efficiency of the In(OH,S) buffer device improvdgtly (~ 4% compared to ~ 1% of the
untreated device). The use of ZpGoblution with higher concentration (14 mM) increases
strongly all the parameters Voc, Jsc and FF ofithace (Fig. 5.21). The cell has even higher
values \b¢c and J4c than the reference CdS device. However, the RReotreated In(OH,S)
cell is still lower than in the case of the stamideell. Nevertheless, the treatment provides the
In(OH,S) buffer cell with an efficiency as highthg CdS buffer device.
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Figure 5.21: Relative deviation of 3¢, Js FF andy of the In(OH,S) buffer device treated
for 5 min in the ammonia solutions with 1.4 mM d@dmM ZnCJ. All the
parameters are normalized to those of the referestemdard CdS buffer
device, which has the Cu(ln,Ga)Ssbsorber layer prepared in the same run

and an efficiency of 13%.
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5.5 Discussion

All experimental results show that th§OH,S)/i-Zn0O interface plays a predominant rale f
the poor electronic properties and the huge elpitnmetastability in the alternative In(OH,S)
buffer device. The following will specify this comsion in terms of an electronic model and
numerical simulations using the program SCAPS-141[1In section 5.5.1, | define a model
for the buffer/CIGS interface. Then, the influenct the defects at the buffer/window
interface on the electronic properties and the diWves of the devices is demonstrated in
section 5.5.2. Finally, | propose explanationstha electrical metastabilities observed in the

experiments.

5.5.1 Electronic model

5.5.1.1 Band diagram approach

Buffer/window interface

Figure 5.22 shows the basic band diagram of the /Enitr/CIGS heterojunction in
equilibrium. In the ideal case without interfacates, positive charges in the window/buffer
part of the junction are balanced by negative amig the SCR of widthv, in the CIGS

absorber:

Qn +qdwNw +qdeb = qNaWa (56)

Here Q, are the charges per unit area in a depletion lafydre high-doped Al:ZnO window
layer, g is the elementary charge,, NN, and N, are the doping concentrations in the i-ZnO,
the buffer and CIGS layers with the thicknesg ahd d, respectively; wis the width of the
SCR in the CIGS layer.

From this equation, it can easily be seen thahanduction of negatively charged states
at the interfaces (a negative quantity of chargeadded to the left side of the Eqn. 5.6)
reduces the widthv, of the space charge region in the absorber |&rem the capacitance

measurements, we have seen that the devices wethn(f©H,S)/ZnO interface have a
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Figure 5.22: Basic band diagram of the ZnO /buffer/CIGS heterciion

narrower SCR. Therefore, this interface has toaior large number of negatively charged
defects.

From the depletion approximation, the relatomiweenw, and the Fermi levelE_ at

the buffer/CIGS interface is given by

V2 =qgN,w?/2¢, (5.7)
and
AE. +&+VE =E, (5.8)

where V{ is a drop of the built-in potential in the abserltayer,  is the Fermi level in the
neutral part in CIGS and, is the relative dielectric permittivity of the alber.

Thus, a reduction of, by adding negative charges in the buffer goes aha@nd with
a reduction of the band bending and an increase diE.. Simultaneously, the barrier for
holes at the interfac®}, defined by®}= E; -AE., decreases. This leads to a higher

recombination velocity at the buffer/CIGS interface
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Buffer/CIGS interface

The observed high 3¢ and dominant bulk recombination in the double &uf8 devices
suggest a minor role of the recombination at t{®HhS)/CIGS interface in the electronic
loss processes. This result implies further thdtthe presence of Cd at the interface as
suggested by other authors [79-81], but propedigbe CIGS surface itself play the essential
role for the heterojunction formation.

Se vacancies § at the CIGS surface [142] can cause a large banditg By an
analytical calculation [14G4nd a simulation [63], the authors show that devssitf interface
states in order of ¥&cm?eV?! are sufficient to pin the Fermi level- &t the CdS/CIGS
interface at the neutrality level. Furthermore, nietevel pinning at close to the CIGS
conduction band is also proposed [135] to arguapadtance transition of the interface states
derived from the admittance spectroscopy. Howevehe Vse plays such an important role
for heterojunction formation, air annealing witle tivell-known effect of a passivation ogd/
by oxygen [142] would strongly influence the celerfiprmance. This contradicts the
experimental result, where | did not find a sigrafit change upon air annealing in solar cell
parameters (except for the shift of the N1 peak)the CdS buffer device. Moreover, the
increase of IQE curves with increasing CdS bufifieckness in the double buffer A devices
suggests that the density o§Ms actually not sufficiently high to predominantigntrol the
SCR in the absorber layer and the position of #grenk-level at the interface.

To explain the effects observed in the experimatit double buffers, | propose that the
high barrier for holes at the interface, which l@rglthe surface recombination, originates
from a lowering of the valence band energy in a tayer on the top of the CIGS absorber. In
the following, numerical simulations by using the Aa”S-1D program demonstrate the results
in our experiment for four types of devices. | amssuthat the CIGS absorber naturally
involves a 20 nm weak n-type surface defect lag&L( with a bandgap of 1.35 eV, i.e. the

valence band is 0.2 eV lower than in the bulk.

Input parameters for the simulation

Table | lists the main parameters of the semicommutayers in the simulation. The
parameters of the interface states are listed lmeTih More details are given in the Appendix

A at the end of the thesis.
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Tablel. Parameters of semiconductor layers used in thelation. The quantities Nand N,
denote the conduction and valence band effectimsityeof stateslinn, Unpandth, tpare the

thermal velocities and mobilities for electrons ahdles, € is the relative dielectric

permittivity.

CIGS SDL Cds In(OH,S) i-ZnO ZnO:Al
Thickness |im) 1.980 0.02 0.05 0.015 0.05 0.3
Band gap (eV) 1.15 1.35 2.4 3.0 3.3 3.3
Electron affinity (eV) 4.5 4.5 4.5 4.5 4.55 4.55
Ne (cmi®) 6.7x10""  6.7%10"" 2x10"  2x10"  5x10®  5x10%
Ny (cm®) 1.5x10"°  1.5x10" 2x10"° = 2x10"°  5x10® = 5x10'®
Vinn (CM/S) 3.9x10" 3.%x10"  1x10’ 1x10 1x10° 1x10°
Vihp(CM/S) 1.410°  1.4x10°  1x10 1x10 1x10° 1x10°
L (cm?Vs) 50 50 50 50 50 50
t (cmi?Vs) 20 2 20 20 20 20
Doping (cm®) 5x10' (p) 1x10™ (p) 5x10' (n) 5x10™ (n) 1x10™(n) 1x10™(n)
€ 10 10 10 10 10 10

Tablell. Defect densities at the interfaces of the CdS af@H,S) buffers to the CIGS and
ZnO layers. The type of defects is denoted (d)ptwwitively charged donors and (a) for
negatively charged acceptors. The quantities mavkéial an asterisk are the energy levels of

the defects counted from the maximum of the valeaice edge.

Density of defects Cds In(OH,S)
at CIGS/buffer interfac®l,a(cm?) (1.25 V)* 2x10% (d) 2x10' (d)
(0.65 V)~ 1x10" (a) 1x10™ (a)

atZnO/buffer interfac®y, (cm®) (1.2 V)* 7x10° (a) &10" (a)
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5.5.1.2 Results of simulations
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Figure5.23: Simulated by SCAPS-1D band diagrams: a) of thelidifér device with low
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Figure 5.24: Simulated 1/V curves of the devices with diffetarfter layers: CdS (solid line),
In(OH,S) (dashed lines), double buffer A (dottetes) and double buffer B
(closed squares). The densities of the donor iaterStates at the buffer/CIGS
interface are assumed to be low for all types dfesu2x 10 cm? (donor, Sp
= 10" cm/s). The CdS buffer also has low acceptor defeosities at both
interfaces: &10" cm? (Sp = 16 cm/s) at the CdS/CIGS interface and1t’
cmi? at the CdS/i-ZnO interface, whereas in the cdgh®In(OH,S) buffer they
are much higher: 10" (Sp= 1@ cm/s) at the In(OH,S)/CIGS interface and
7x10" cm? (curves 2 and 4) and>8L011 cnf (curves 1 and 3) at the interface

to the ZnO window.

Figure 5.23 displays the simulated band diagranteefCdS buffer (a) and In(OH,S) buffer
devices (b). The CdS buffer device is characteriped wide SCR in the absorber layer and a

large band bending Y. This simulated device provides an efficiemgy 15.44% with \b¢c =

641.9 mV and FF = 73.6%, i.e. very close to theeexpental data, even with a surface
recombination rate of 2@m/s.
Figure 5.23b displays the simulated band diagranthi® In(OH,S) buffer device, where

we have a higher density of acceptor charges 4t interfaces N2 = 1x10™ cmi®, N3, =

7x10'" cm®). The increase of the densities of the negativkBrged defects at both interfaces
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results in a decrease of the width of the SCR m €HGS absorbew, and hence the

collection of the photogenerated electrons is reduc

The drop of the built-in potential in the absorbegion V' is related tov, andAEg as

described in Eq. 5.7 and Eqg. 5.8. Therefore, tloeedse ofv, leads to a decrease ¥f and

simultaneously to an increase/fr. Consequently, the barrier for holes is reducetiapens
a path for surface recombination through the iat®fstates, which are many more in this
case. Thus, ¥c is much lower in the In(OH,S) buffer device.

Moreover, with a high density of negatively chargeefects at the buffer/window
interface N2, the electrical field splits in two parts® drops steeply across the i-ZnO layer
and less in the absorber and buffer layers. Whervditage is applied, the built-in potential
between the contacts is lower in a specific manhgr:is almost unaffected, whil&/2
flattens. As the applied voltage increases furttiex,lower of the built-in potential appears in
an opposite band bending ¢f , which hinders the movement of the photogenerakectrons

to the emitter (see the inset in Fig. 5.23b). Thius FF also decreases.

Double buffer A devicea high density of the negatively charged defeatsthe
In(OH,S)/i-ZnOinterface causes a barrier for electrons and tesula low FF. The Fermi
level at the buffer/CIGS interface is also affectBigvertheless, the surface recombination
does not contribute a significant loss tecMue to the low density of states at the CdS/CIGS
interface and the lowering of the valence bandhéeSDL.

Double buffer B devicahe density of acceptor states at the buffer/Ci@8riace and
the recombination rate are one order of magnitugdleen than in the case of the CdS device.
Nevertheless, the valence band barrier of the Sfdluges the contribution of these defects to
losses in V.

Note that in both cases of double buffer devides,recombination rate at the interface
is higher than in the case of the CdS device, dukd shift of the Fermi level at this interface.
Nevertheless, it plays still a minor role, duehe tnlarged valence band of the SDL and the
bulk recombination becomes dominant. On the otterdh the width of the SCR in the
absorber layer is reduced as analyzed before. Thesjouble buffer devices yield a higher
Voc than the CdS device. With the increase of the Rffer thicknessw,widens. Since the
bulk recombination is still dominant, o¢ decreases as observed in the double buffer A
devices. In both cases, is narrower than in the CdS device, and hencectilection of
photogenerated electrons in the absorber is redddezh, a direct contact with high-doped
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ZnO, i.e. omission of the low doped i-ZnO, shitie tFermi level again up to the conduction
band and restores the QE.

It is worth noticing that the simulation based owmr anodel shows quite different
positions of the Fermi level at the buffer/CIGSemfiice in four types of devices, whereas the
N1 peak in our experiments remains at the same dmnpe. Thus, the transition N1 is
connected to the charge and discharge of discmterdstates on the CIGS surface, but does
not indicate the Fermi level at the interface. Sinthe latter controls the surface
recombination, a definition of its position in tkemplete device becomes a challenge for

device characterization.

5.5.2 Metastabilities

From the experimental results and the simulation ca@ see that the defects at the
buffer/window interface creates the barrier andtics the FF of the solar cells. Then, the
fact that the I/V hysteresis loop is obtained omythe devices with an In(OH,S)/ZnO
interface indicates that the reverse voltage bidsdes additional negatively charged defects
at this interface. Figure 5.24 shows the simulé?édurves for four devices with 50 nm CdS
buffer, 15 nm In(OH,S) buffer, and double buffeeséd on their combination. We obtain the
I/V hysteresis loops for the devices having theOK(S)/i-ZnO interface by increasing the
defect density of £10" cm? at that interface. The results fit qualitativel\elivto the
experimental results described in Fig. 5.11 andudised above.

As analyzed before in Section 5.3.3.2, the metddyabpon reverse voltage observed
in our experiment is not caused by mobile ionsnathe MOS devices. The increase of the
negatively charged defects upon reverse voltage ihidhe devices with the In(OH,S)/ZnO
interface can be explained as follows: at the dapiuim state, the number of the charged
acceptor defects is defined by a thermal equilibribetween the total density of acceptor
defects and the hole concentration at the inter(etge 25a). As the reverse bias is applied,
holes move to the absorber base, and some of tlemot immediately return to the
buffer/window interface after switching off the tade. Consequently, the hole concentration
at that interface is reduced and hence, the theeapailibrium between holes and acceptor
defects is shifted. Now, there are not enough haleake interface to discharge the negative
defects as under equilibrium. Thus, we get moreatiegly charged defects at this interface.

Consequently, the barrier for electrons at thierfiace is higher. When thac voltage is
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applied, the possibility of electrons in the conut band to overcome this barrier is lower,
i.e. the possibility of that they are trapped ia ttonor defects at the buffer/window interface
increases. This explains why after reverse biad\thg@eak is increased, although the defect

density at this interface remains the same as éeioplying the bias.

b)

/ -

donor defects

CIGS

acceptor defects

Figure 5.25: Models of the effects of a reverse voltage biadieggo: a) In(OH,S) buffer
device and b) CdS buffer device.

The situation is different if the defect densitytla¢ buffer/window interface is low. In
this case, the built-in potential drops mostly lre tabsorber region. Thus, the reverse bias
affects only the absorber layer. A possible explangor the metastability in this case could
be a migration of Cu into the CIGS layer, as Cknewn to be mobile in Cu(In,Ga)SE 43].
Under the effect of reverse voltage bias, Cu atbore the surface region move deeper into
the CIGS absorber layer and leave behind in thEasmilayer a large number ofcy/(Fig.
5.25b). The latter is known as a shallow accepédeat with an energy of 30 meV above the
valence band. However, taking tkig, level as reference and stick to our assumptiothef
lowering of the valence band in the SDL, we coulohk that the metastable deep defects
observed at 250 K in the TSC spectra in Fig. 5regust the ¢, located in the SDL. Since
the diffusion of Cu is enhanced by a field of tlesigvely charged/se a passivation of the
latter by air annealing reduces the metastabifiyruvoltage bias in the device.

In conclusion, the reverse voltage induces a nurobercceptor defects in the device

junction. The location of the induced defects delseon whether the field mainly distributes
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in the junction, that is in the CIGS absorber stefeegion in the case with the CdS buffer or
at the In(OH,S)/Zn0O interface in the case withlth@©H,S) buffer.

5.5.3 Chemical origin of the defects at the ZnO/In(OH,S) interface

The experiments with the modifications of the Zm@QOH,S) interface indicate that the
defects at this interface belong to propertieshef In(OH,S) surface. However, the question
about the chemical origin of these defects remapen. In the investigations for Zn(OH,S)
buffers, hydroxides involved in these buffers atelaited to a control factor that limits the
cell performance. Reversible effects of soakingeundV-light in these buffer devices are
explained by a reversible dehydration of Zn(®@Hh the Zn(OH,S) buffer by the

photochemical reaction [44]:
Zn(OH) = ZnO + HO (5.6)

In the case of the In(OH,S) buffer, XPS investigasi of its surface before and after air
annealing at 200 °C do not observe any significii@nge either in photoelectron or Auger
spectra of the elements on this buffer surface ¢batd be related to the desorption of water
from In(OH,S). Furthermore, the Cd-treatment, indganore hydroxide onto the In(OH,S)
buffer surface, improves strongly the cell perfonce Thus, hydroxide on the surface of the
In(OH,S) buffer is not a defect. On other hand,ol bt observe so critical metastability
behavior in the device with a pure;83 buffer deposited by the PVD method. Therefore, the
defects should arise rather from intermixing ofQHR{); and InS; than from any bonds in
those compounds alone.

It is worth to note that hydroxide is also obsenbgdthe deposition at low pH value
[55], where its precipitation is thermodynamicaliyfavorable. Therefore, hydroxide could be

involved in the In-buffer by a reaction between E@H]*" complexes andSions, e.g.:
InN[OH]** + & => In(OH)S (5.7)

In this case, In(OH)S is not a mixture of In(QHYnd InS;, but it is a new chemical
compound. By the XPS investigation of the Augerkpetln (MNN), Hariskos et. al. [54]
proposed also the presence of such new compou@HHs. However, the question if this
new compound causes the charged defects remaoyearguestion.
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5.5.4 Role of the chemical bath

CdS and In(OH,S) buffers are deposited from thenoted bath solutions with rather different
conditions: the first at high pH value with addiofjthe complex agent N whereas the
latter was done at low pH value. Therefore, theyehquite different properties in the bulk
and at the interfaces. In the CdS buffer solar, €l diffuses into the CIGS layer during CdS
deposition. However, the diffusion of Cd should yph®e charge balance condition in both the
chemical solution and in the CIGS layer. Cd-difeusinto the CIGS layer goes hand in hand
with the adsorption of hydroxide onto the CIGS aoéef as shown in chapter 4 or with an out-
diffusion of Cu from the CIGS layer as reportedRaf. [79,80], where the Cd-treatment is
done at a higher temperature and a highers[dbhcentration. In other words, the CIGS layer
should not yield any charge excess to invert thgedaype of the surface layer as currently
proposed [80,81,83]. Therefore, Cd at the buff€&®linterface does not enhance the cell
performance. In the opposite, we find that Cd-diffun results in the degradation of the cell
efficiency.

Role of the chemical bath in the formation of théféx/CIGS interface is minor due to a
presence of the inverted CIGS surface layer. TG8$) deposition of buffer has an advantage
over the other method due to its “soft depositiability, i.e. it minimizes a deterioration of

the valuable inverted CIGS surface layer.
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Outlook for the future work

In this thesis, | show that the negatively chardeticts at the In(OH,S)/Zn0O interface cause
the poor performance in the In(OH,S) buffer sokdt. ¢cHowever, the chemical origin of these
defects is still not clear. They can be surfactestaf the mixture of two compounds®s and
In(OH);. They can also result from an adsorption of mdesdrom the chemical bath onto
the In(OH,S) buffer surface. Further investigatioftxusing on a correlation between the
buffer deposition conditions (pH, concentrationdgjhwthe buffer properties and electrical
performance of the solar cells, could lead to @meihation of the chemical origin of these
defects.

Since the treatments in the solutions containing Bassivate the defects on the surface
of the In(OH,S) buffer layer, an optimization ofetltonditions like treatment time, Zn
concentration and temperature, is a key to furtimrove the performance of the In(OH,S)
buffer solar cell. Using solutions containing otheations could be also meaningful. To
prevent the treatment step, | would try to deptsit In(OH,S) buffer with adding a small
amount of cations directly into the chemical salnti

The CIGS surface layer is very important for aucttbn of the charge recombination at
the buffer/CIGS interface. Therefore, an investaatf this layer in dependence on CIGS
preparation parameters is essential.

The results of this work indicate that the roletlod chemical bath deposited buffer is
rather to save the CIGS inverted surface layer thadify it. Thus, the application of other

“soft” deposition methods should have quite a Ipgtential.
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Appendix A:

Parameters used for the simulations

convergence

clamp_psi: 1.00e+00 units kT
clamp_n : 1.00e+00 units KT
clamp_p : 1.00e+00 units KT
termination_psi : 1.00e-03 units KT
termination_Fn : 1.00e-03 units KT
termination_Fp : 1.00e-03 units KT

maxiter : 500

back contact

Fi_m: 5.45 [eV]
Sn : 1.00e+00 [m/s]
Sp : 1.00e+06 [m/s]

Layer name : CIGS

d : 2.00e-06 [m]

v_th_n: 3.90e+05 [m/s]
v_th_p : 1.40e+05 [m/s]
eps : 10.00

chi: 4.50 [eV]

Eg: 1.15[eV]

Nc : 6.70e+23 [/nf]

Nv : 1.50e+25 [/ri{

mu_n : 1.00e-02 [AiVs]
mu_p : 1.00e-03 [AiVs]
Na : 1.00e+22 [/

Nd : 0.00e+00 [/r]

A : 6.00e+06 [/(mxsqrt(eV))]
B : 0.00e+00 [sqrt(eV)/m]



SRH recombination
type : acceptor
sigma_n : 2.50e-17 [th
sigma_p : 2.40e-19 [th
energy distribution : tail
Et: 0.30 [eV]

Ekar: 0.10 [eV]

profile : homogenous
Lkar : 1.00e-07 [m]
Nleft : 1.00e+21 [/meV]
Nright : 1.00e+21 [/rheV]

Interface recombination
type : donor

sigma_nleft : 2.00e-24 [th
sigma_nright : 2.00e-24 [th
sigma_pleft : 1.00e-24 [th
sigma_pright : 1.00e-24 [th
energy distribution : uniform
Et: 1.01[eV]

Ekar: 0.20 [eV]

N : 5.00e+16 [/rheV]

Layer name : CdS

d : 5.00e-08 [m]
v_th_n:1.00e+05 [m/s]
v_th_p:1.00e+05 [m/s]
eps : 10.00

chi: 4.40 [eV]

Eg: 2.40 [eV]

Nc : 2.00e+25 [/r
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Nv : 2.00e+25 [/

mu_n : 1.00e-04 [fiVs]
mu_p : 5.00e-04 [fiVs]

Na : 0.00e+00 [/

Nd : 1.00e+21 [/rj

A : 5.00e+07 [/(mxsgrt(eV))]
B : 0.00e+00 [sqrt(eV)/m]

SRH recombination
type : acceptor
sigma_n : 1.00e-19 [th
sigma_p : 1.00e-19 [th
energy distribution : single
Et: 1.60 [eV]

Ekar: 0.10 [eV]
profile : homogenous
Lkar : 1.00e-07 [m]
Nleft : 1.00e+21 [/
Nright : 1.00e+21 [/rf]

Interface recombination
type : acceptor
sigma_nleft : 1.00e-19 [th
sigma_nright : 1.00e-19 [th
sigma_pleft : 1.00e-19 [th
sigma_pright : 1.00e-19 [th
energy distribution : single
Et: 1.60 [eV]

Ekar: 0.10 [eV]

N : 1.40e+15 [/Mi
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Layer name : i-ZnO

d : 5.00e-08 [m]
v_th_n:1.00e+06 [m/s]
v_th_p:1.00e+06 [m/s]
eps : 10.00

chi: 4.60 [eV]

Eg: 3.30[eV]

Nc : 5.00e+24 [/r

Nv : 5.00e+24 [/

mu_n : 1.00e-04 [fiVs]
mu_p : 1.00e-04 [fiVs]
Na : 0.00e+00 [/

Nd : 1.00e+22 [/rj

A : 1.00e+08 [/(mxsgrt(eV))]
B : 0.00e+00 [sqrt(eV)/m]

SHR recombination
type : neutral

sigma_n : 1.00e-19 [th
sigma_p : 1.00e-19 [th
energy distribution : single
Et: 2.00 [eV]

Ekar: 0.10 [eV]
profile : homogenous
Lkar : 1.00e-07 [m]
Nleft : 1.00e+17 [/
Nright : 1.00e+17 [/rf]

Layer name : a-ZnO

d : 3.00e-07 [m]
v_th_n:1.00e+06 [m/s]
v_th_p:1.00e+06 [m/s]
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eps : 10.00

chi: 4.60 [eV]

Eg: 3.30[eV]

Nc : 5.00e+24 [/r

Nv : 5.00e+24 [/

mu_n : 1.00e-04 [fiVs]
mu_p : 1.00e-04 [fiVs]
Na : 0.00e+00 [/

Nd : 1.00e+24 [/rj

A : 1.00e+08 [/(mxsgrt(eV))]
B : 0.00e+00 [sqrt(eV)/m]

front contact
Sn : 1.00e+05 [m/s]

Sp : 1.00e+05 [m/s]

illuminated from : right
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Symbols and Abbreviations

Symbols

a Absorption coefficient, Auger parameter, thermadansion coefficient,
overall complexation coefficient

B Stability product of complexes

C Capacitance

dw, b Window thickness, buffer thickness

AEc Conduction band discontinuity

AEy Valence band discontinuity

€ Relative dielectric permittivity

Ea Activation energy

Es, Exin Binding energy, kinetic energy

Ec Conduction band energy

Er Fermi energy level

Ey Band gap energy

Ev Valence band energy

FF Fill Factor

OF Barrier for holes

n Solar cell efficiency

J, Xc Current density, short circuit current density

J Saturation current density

k Boltzmann constant

A Wavelength

n Diode ideality factor

Na, No, Ny Doping concentration in the absorber, buffer amblaw layers
Npa Defect density at the buffer/absorber interface
Nbw Defect density at the buffer/window interface

Nc Effective density states in conduction band



T, Ts
Vi
V3
Voc
Vi
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Effective density states in valence band
lllumination power

Electrical charge

Interface recombination velocity
Temperature, bath temperature

Built-in potential

Potential drop in the absober layer
Open circuit voltage

Reverse voltage bias

Abbreviations

ALD
CBD
CGS
CIS
CIGS
EDX
IQE
MOCVD
PVD
SCR
SIMS
SDL
TSC

XPS

Atomic layer deposition

Chemical bath deposition

CuGaSe

CulnSe

Cu(In,Ga)Se

Energy-dispersive X-ray spectroscopy
Internal quantum efficiency

Metal organic vapor deposition
Physical vapor deposition

Space charge region
Secondary-ion mass spectroscopy
Surface defect layer

Thermally stimulated capacitance

X-ray photoelectron spectroscopy
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