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Summary 
The replacement of the toxic chemical bath deposited CdS buffer layer in the heterostructure 

device ZnO/CdS/Cu(In,Ga)Se2 is a challenge for research and development of the thin film 

solar cell based on the Cu(In,Ga)Se2 (CIGS) material. Though a variety of alternative Cd-free 

buffers has been tested with considerable success, their solar cells in general are unstable and 

less efficient compared to the CdS buffer device. The aim of this work is to elucidate the 

superiority of the CdS buffer as well as the inferiority of an alternative In(OH,S) buffer by 

comparing the chemical and electronic properties at the heterointerfaces in the solar cells with 

those buffers. The first part of this thesis studies the formation of the CdS/CIGS interface, 

focusing on the interaction between the CIGS absorber layer and a standard chemical bath 

solution for the CdS deposition. The second part investigates the role of the heterointerfaces 

in the device with chemical bath deposited In(OH,S) buffer in comparison to that in the CdS 

buffer device. 

The study of the interface formation in the CdS buffer device first presents the growth 

characteristics of the CdS buffer from a standard chemical bath onto the CIGS substrate. X-

ray photoelectron spectroscopy (XPS) reveals a complete coverage of the CIGS absorber layer 

after 4 min of CdS deposition. Taking into account that damage by ZnO sputtering can reach 

5 nm depth in the substrate layer, a CdS layer deposited in 5 min is required to separate 

successfully the ZnO and CIGS layers. This result explains why the performance of the CdS 

buffer solar cells is best when the CdS layer is deposited in 5 min. A reduction of the CdS 

deposition duration, aiming at a decrease of the buffer thickness, results in a drastic decrease 

of the cell performance due to an incomplete coverage of the CIGS absorber surface by CdS, 

which is in turn leads to shunting between the ZnO and Cu(In,Ga)Se2 layers.  

The incomplete coverage also results in a deviation of the S/Cd ratio from unity during 

the CdS deposition. X-ray photoelectron spectroscopy investigations reveal a large excess of 

Cd compared to S (S/Cd ≈ 0.1) in the early stage of the CdS deposition. This strong deviation 

from stoichiometry is mainly due to an incorporation of Cd from the chemical bath into the 

Cu(In,Ga)Se2 surface layer. The S/Cd ratio increases as long as the absorber surface stays in 

contact with the chemical bath solution. As the absorber surface is completely covered by 

CdS, the S/Cd ratio saturates at a value of 0.75. Another factor that influences the S/Cd ratio 

is a co-deposition of an impurity containing Cd in the form of Cd(OH)2. During the chemical 

bath process, Cd(OH)2 can be converted into CdS due to a metathesis of thiourea on the 
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surface of Cd(OH)2. However, this process plays a minor role in the trend of increasing the 

S/Cd ratio. 

The chemical mechanism of the incorporation of Cd into the absorber layer and the 

formation of Cd(OH)2 are next targeted by investigations of the treatment of the CIGS 

absorber in the Cd-NH3 solutions. The combination of secondary ion mass spectroscopy and 

XPS measurements shows an intimate tie of both these processes to the reduction-oxidation of 

the CIGS surface, which is controlled by the NH3 concentration in the chemical bath solution. 

With high NH3 concentration, a Cd diffusion into the absorber layer goes hand in hand with 

an adsorption of hydroxide ions onto the CIGS surface. When the NH3 concentration is low, 

the CIGS surface is oxidized under formation of Se atoms and hydroxide. The latter induces 

the deposition of Cd(OH)2 onto the CIGS surface, which prevents a further Cd-diffusion. Both 

the formation of hydroxides on the CIGS surface and the Cd-diffusion are unfavorable for the 

solar cell performance. 

In contrast to the polycrystalline CdS buffer layer deposited at a high pH value (11.6), 

the In(OH,S) buffer deposited at a much lower pH value (3.3) has quite different properties. In 

particular, it has an amorphous structure and contains a large fraction of hydroxide. To 

separate the role of bulk and interface properties in the electrical performance of the In(OH,S) 

buffer solar cell, I introduce a simple method by comparing the performance of this device to 

that of the devices with CdS and combinations of CdS/In(OH,S) buffers. The comparison 

leads to the following important conclusions: 

i) The interfaces of the In(OH,S) buffer to both the CIGS absorber and the ZnO window 

layers contain more defects than in the CdS buffer device. 

ii)    However, the performance and the stability of the solar cell with the In(OH,S) buffer is 

predominantly controlled by the defects at the In(OH,S)/ZnO interface, but not by those 

at the In(OH,S)/CIGS interface. This result indicates that the advantage of the CdS 

buffer over the In(OH,S) buffer is due to the formation of a more favorable interface to 

the ZnO window layer. A high density of acceptor-like defects at the In(OH,S)/ZnO 

interface creates a barrier across this interface, which hinders photogenerated electrons 

to leave the CIGS absorber and results in a poor fill factor, a low current collection and 

low open circuit voltage. The reversible effect of air annealing, light soaking is mainly 

due to a temporal decrease of the defect density at this interface, whereas the reverse 

voltage bias increases it. Treatments of the In(OH,S) buffer grown on the CIGS absorber 
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layer in the solution containing Zn2+ passivate these defects, and thus improve the cell 

performance. In this way, I obtain the Cd-free In(OH,S) buffer device with efficiencies 

comparable to those of the standard CdS device without any need of annealing or light 

soaking steps.  

iii)  The results suggest the presence of a thin inverted surface defect layer (SDL) on the top 

of the CIGS absorber with a bandgap larger than in the bulk CIGS. A lowering of the 

valence band energy in the SDL results in a large barrier for holes at the buffer/CIGS 

interface, and hence makes the interface recombination more tolerant to the defect 

density at this interface. Thus, the role of the chemical bath deposited buffers is rather to 

save this SDL than to modify it.  
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Zusammenfassung 
Der Ersatz der aus einem chemischen Bad abgeschiedenen CdS-Pufferschicht in der 

ZnO/CdS/Cu(In,Ga)Se2 (CIGS) Heterostruktur-Solarzelle ist eine Herausforderung für 

Forschung und Entwicklung dieser Dünnschicht Solarzelle. Eine Vielzahl von Solarzellen mit 

alternativen Cd-freien Puffern wurden mit beachtlichem Erfolg entwickelt. Allerdings sind 

diese Solarzellen im allgemeinen instabil und weniger effizient im Vergleich zu denen mit 

CdS-Pufferschicht. Das Ziel dieser Arbeit ist, die Überlegenheit der CdS-Pufferschicht sowie 

die Unterlegenheit alternativer In(OH,S)-Pufferschicht aufzuklären, durch Vergleichen der 

chemischen und elektronischen Eigenschaften der Heteroübergänge in den Solarzellen mit 

diesen Pufferschichten. Der erste Teil der Arbeit untersucht die Bildung der CdS/CIGS 

Grenzfläche und konzentriert sich auf die Wechselwirkung zwischen der CIGS 

Absorberschicht und der chemischen Lösung für die CdS Abscheidung. Der zweite Teil 

untersucht die Rolle der Heteroübergänge im Bauelement mit nasschemisch abgeschiedener 

In(OH,S)-Pufferschicht im Vergleich zu dem mit der CdS-Pufferschicht. 

Die Untersuchung der Grenzflächenbildung in der CdS-Pufferschicht Solarzelle stellt 

zuerst die Wachstumeigenschaften der Cd-Pufferschicht aus einem chemischen Standardbad 

auf dem CIGS-Substrat dar. Röntgens Photoelektronen-Spektroskopie (XPS) zeigt eine 

komplette Bedeckung der CIGS-Absorberschicht nach 4 Minuten CdS-Abscheidung. Da eine 

Schädigung durch ZnO-Kathodenzerstäubung 5 nm Tiefe in der Substratschicht erreichen 

kann, sind zur Abscheidung der CdS-Schicht mehr als 4 Minuten erforderlich, um die ZnO 

und CIGS-Schichten erfolgreich zu trennen. Deswegen ist der Wirkungsgrad der Solarzellen 

optimal, wenn man eine in 5 Minuten abgeschiedene 50 nm dicke CdS-Schicht verwendet. 

Eine Verkürzung der CdS-Abscheidungsdauer, darauf abzielend, die Pufferdicke zu 

verringern, ergibt eine drastische Abnahme des Wirkungsgrades durch die unvollständige 

Bedeckung der CIGS-Absorberschicht durch CdS. 

Die unvollständige Bedeckung ergibt auch eine Abweichung des S/Cd Verhältnisses von 

1 während der CdS-Abscheidung. Die Untersuchungen mit XPS zeigen einen großen 

Überschuss von Cd verglichen mit S  (S/Cd ≈ 0.1) im frühen Stadium der CdS-Abscheidung. 

Diese starke Abweichung von der Stöchiometrie entsteht vor allem durch den Einbau von Cd 

aus dem chemischen Bad in die CIGS-Absorberschicht. Das S/Cd Verhältnis erhöht sich so 

lange die Absorberoberfläche in Verbindung mit der chemischen Badlösung bleibt. Wenn die 

Absorberoberfläche vollständig von CdS bedeckt ist, erreicht das S/Cd Verhältnis eine 
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Sättigung bei einem Wert von 0.75. Ein anderer Faktor, der das S/Cd Verhältnis beeinflusst, 

ist eine Co-Abscheidung von Cd(OH)2. Während des chemischen Badprozesses kann 

Cd(OH)2 durch der Metathese des Thioharnstoffs auf der Oberfläche von Cd(OH)2 in die CdS 

umgewandelt werden. Jedoch spielt dieser Prozess eine kleine Rolle bei der Erhöhung des 

S/Cd Verhältnisses. 

Der chemische Mechanismus des Einbaus von Cd in die Absorberschicht und die 

Bildung von Cd(OH)2 werden zunächst durch Behandlung der CIGS-Absorberschichten in 

Cd-NH3-Lösungen untersucht. Die Kombination der Sekundärionenmassen-Spektroskopie 

(SIMS) und der XPS-Messungen zeigt einen deutlichen Zusammenhang dieser Behandlung 

mit der Red-Ox-Reaktion an der CIGS-Oberfläche, die durch die Konzentration von NH3 in 

der chemischen Badlösung gesteuert wird. In der Lösung mit hoher NH3-Konzentration, 

geschieht eine Cd-Diffusion in die Absorberschicht zusammen mit einer Adsorption der 

Hydroxidionen auf die CIGS-Oberfläche. Ist die NH3-Konzentration niedrig, wird die CIGS-

Oberfläche unter Bildung von elementarem Se und Hydroxid oxidiert. Das letztere induziert 

die Abscheidung von Cd(OH)2 auf der CIGS-Oberfläche, die eine weitere Cd-Diffusion 

verhindert. Die Anwesenheit der Hydroxide auf der CIGS-Oberfläche und die Cd-Diffusion 

beeinträchtigen die Leistung der Solarzelle. 

Im Gegensatz zu der CdS-Pufferschicht, die bei einem hohen pH-Wert (11.6) 

abgeschieden wird, hat die In(OH,S)-Pufferschicht, die bei einem viel niedrigeren pH-Wert 

(3.3) abgeschieden ist, ganz andere Eigenschaften. Insbesondere hat sie eine amorphe Struktur 

und enthält einen großen Anteil von Hydroxid. Um die Beiträge der Volumen- und 

Grenzflächeneigenschaften zur elektrischen Leistung der In(OH,S)-Pufferschicht Solarzelle 

zu trennen, stelle ich eine einfache Methode vor, indem ich die Leistung der In(OH,S)-

Pufferschicht Solarzelle mit der der Solarzelle mit CdS- und Kombinationen von CdS/In(OH, 

S)-Pufferschichten vergleiche. Der Vergleich führt zu den folgenden, wichtigen 

Erkenntnissen: 

 

i) Die Grenzflächen der In(OH,S)-Pufferschicht zu beiden der CIGS-Absorberschicht und  

der ZnO-Fensterschicht enthalten mehr Defekte als in der CdS-Pufferschicht-Solarzelle. 

 

ii) Die Leistung und die Stabilität der Solarzelle mit der In(OH,S)-Pufferschicht ist jedoch 

überwiegend durch die Defekte an der In(OH,S)/ZnO-Grenzfläche kontrolliert, nicht 

durch die In(OH,S)/CIGS-Grenzfläche. Dieses Resultat zeigt, dass der Vorteil des CdS-
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Pufferschicht gegenüber der In(OH,S)-Pufferschicht an einer vorteilhafteren Ausbildung 

der Grenzfläche zur ZnO-Fensterschicht liegt. Die hohe Dichte von Akzeptor-Defekten 

bei der In(OH,S)/ZnO Grenzfläche bildet eine Barriere an dieser Grenzfläche, die den 

Fluss der photogenerierten Elektronen vom CIGS–Absorber behindert. Zudem 

verursacht sie einen schlechten Füllfaktor, eine niedrige Stromsammlung und eine 

niedrige Leerlaufspannung. Tempern an Luft oder längere Beleuchtung der Solarzelle 

verringern die Defektdichten. Eine Vorspannung der Solarzelle in Sperrrichtung der 

Diode erhöht die Defektdichte. Eine Behandlung der In(OH,S)-Pufferschicht, die auf der 

CIGS-Absorberschicht abgeschieden wird, in Zn2+-Lösung passiviert diese Defekte und 

verbessert folglich die elektrischen Eingenschaften der Zelle. Auf diese Weise entsteht 

eine In(OH,S)-Pufferschicht-Solarzelle mit vergleichbarer Leistung wie die Standard- 

CdS-Pufferschicht-Solarzelle, ohne Notwendigkeit des Temperns oder längerer 

Beleuchtung.  

 

iii) Die Resultate deuten auf das Vorhandensein einer dünnen Oberflächendefektschicht 

(SDL) auf der CIGS-Absorberschicht mit einem höherem Bandabstand hin. Eine 

Absenkung der Valenzbandenergie durch die SDL ergibt eine große Barriere für Löcher 

an der Puffer/CIGS-Grenzfläche und erhöht die Toleranz der Rekombination gegenüber 

der Defektdichte an dieser Grenzfläche. Die Rolle der Pufferschicht ist es daher, diese 

SDL zu stabilisieren. 
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1 Introduction 

Every year, the sun supplies to the earth a gigantic light energy: 3×1024 Joules - a number 

corresponding to approximately 10,000 times more than the total energy consumption of the 

global population. Ever since Becquerel discovered in 1839 the photoelectric effect in an 

electrolytic cell, researchers have been fascinated with the idea of turning the enormous 

energy from sunlight into electric power. So far, solar cells - the devices that convert directly 

the sunlight into electricity - are dominated by silicon devices. Today, the solar cells based on 

the monocrystalline silicon have achieved conversion efficiencies of 24.7% for the laboratory 

scale and of 10-15% for the module. Note that covering 0.1% of the Earth’s surface with solar 

cells with 10% conversion efficiency would satisfy our present needs. However, the terrestrial 

use of solar cells is still limited because of high cost of these devices.  

 One approach to bring down the costs is to develop thin-film solar cells. The 

development of these new types of solar cell is promoted due to their low material usage [1] 

and low energy consumption for fabrication [2]. Among them, the Cu(In,Ga)Se2 (CIGS) 

based structure is a promising candidate. The heterostructure device ZnO/CdS/CIGS, where 

the CdS layer is chemical bath deposited (CBD), is the leading type of all thin-film solar cells 

on a laboratory scale with 19.2% of efficiency [3]. Pilot lines for large-scale CIGS module 

production have achieved 12.2% efficiency on 60×120 cm2 at Würth Solar [4] and 13.1% on 

60×90 cm2 at Shell Solar [5], and thus proved an ability of successful manufacture of large 

area CIGS modules. However, the use of the toxic chemical bath deposited CdS buffer layer 

in the above mentioned structure is undesirable from the environment point of view. 

Therefore, replacement of the CdS buffer layer by a non-toxic alternative buffer is one of the 

major challenges for the research and development of the thin film solar cell based on the 

Cu(In,Ga)Se2 material. 

 A variety of Cd-free alternative buffers have been tested (see section 2.3), but there is 

still a lack in efficiency of the alternative buffer devices compared to that of the CdS buffer 

device. Furthermore, stabilities of the alternative buffer devices upon annealing, light soaking 

and voltage bias, which often appear more pronounced than in the CdS buffer device, remain 

open questions. Difficulties in the replacement of the CdS buffer lead to speculations that the 

advantage of using the CdS buffer is due to a favorable formation of the buffer/CIGS interface 

during the growth of this buffer from the chemical bath solution (see section 2.4.2).  
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 This work investigates the chemical aspects that are relevant to the formation of the 

heterointerfaces in the CIGS solar cells with two different CBD-buffers, CdS and In(OH,S),         

and clarifies their influences on the electrical characteristics of the cells. By comparison of 

these two devices, I tried to elucidate the questions:  

i) Why is CBD-CdS still the best buffer layer for the CIGS solar cells?  

ii)  Do interactions of the chemical solution for the CdS deposition with the CIGS 

absorber play a decisive role in the advantage of using CBD-CdS? 

iii)  What does degrade the electrical performance of the alternative In(OH,S) buffer 

devices and how to overcome this problem? 

 After this introductory chapter, the thesis consists of four parts. Chapter 2 first presents 

the structure of the CIGS solar cell and its operating principle. Afterwards, the properties of 

each layer in the solar cell and the models for the buffer/CIGS heterointerface are reviewed.  

 Chapter 3 lists the methods used for preparations of the semiconductors layers in the 

CIGS solar cells. This chapter introduces also the analyzing methods mainly used during this 

work.   

 Chapter 4 first reviews the mechanisms of the CdS formation in the chemical bath 

solution. Thereafter, the characteristics of the CdS layer grown on the CIGS substrate like 

coverage, deviation from stoichiometry and crystallography are presented. Another topic of 

this chapter is interactions of the chemical bath solution with the CIGS substrate and their 

influence on the cell performance. 

 Chapter 5 investigates the role of heterointerfaces in the In(OH,S) buffer solar cell. The 

chemical properties of the In(OH,S) buffer layer are investigated and compared to those of 

CdS. The role of the heterointerfaces is elucidated by using the buffer combinations 

CdS/In(OH,S). This chapter presents also an electronic model to explain the influence of the 

defects at the interfaces on the cell performance.  
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2 Cu(In,Ga)Se2 thin film solar cells 
 

2.1 Structure and operating principle 

Highly efficient Cu(In,Ga)Se2 (CIGS) solar cells are fabricated with a multilayer structure as 

sketched in Fig. 2.1. On a soda lime glass substrate, a Mo film as a back contact with a 

thickness of 1-2 µm is deposited by sputtering or electron beam evaporation. A p-type 

Cu(In,Ga)Se2 thin film semiconductor with a thickness of about 2 µm follows. This layer 

serves as a light absorber layer and can be prepared either by selenization of sequentially 

sputtered Cu, In and Ga films [6-8] or by co-evaporation of these elements in different ways 

[9-11]. A sophisticated buffer/window layer combination helps to optimize a heterojunction in 

the solar cell. The standard layer sequence of the buffer/window consists of 50 nm CdS 

formed in a chemical bath, 50 nm nominally undoped sputtered i-ZnO and 300 nm of Al 

doped sputtered ZnO transparent and conductive oxide. Onto the top of these layers, a Ni/Al 

front contact grid is deposited by vacuum evaporation. With this structure, cell efficiencies up 

to 17.8% have been achieved at our institute [12]. Note that the world record cell with an 

efficiency of 19.2% [3] as well as modules prepared at Würth Solar [13] have the same 

structure. 

 

Substrate: soda lime glass
Back contact: Mo

Absorber layer: Cu(In,Ga)Se2

Buffer layer: CdS or In(OH,S)

Window layer: Al:ZnO
i-ZnO

Front contact: Ni/Al
light hν

 
Figure 2.1: Schematic representation of the standard structure of the Cu(In,Ga)Se2 thin film 

solar cells fabricated and used for study in this work. 

 
 The power generating part of the CIGS solar cell is a pn-heterojunction with the p-doped 

CIGS region and n-doped buffer/window semiconductor layers. The basic energy band 
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diagram of this pn-heterojunction is shown in Fig. 2.2. In the dark, electrons diffuse from the 

n-doped window/buffer layers to the p-doped CIGS absorber layer due to a difference in 

electron and hole concentrations of these layers. As the result, a part of the window/buffer 

layers becomes positively charged while a part of the CIGS absorber is negatively charged. 

These parts with different polarities establish a space charge region (SCR) and an electrical 

built-in potential Vbi in the heterojuntion. When the device is illuminated with photons having 

energies hν larger than the band gap energy Eg of the absorber, electrons are excited to the 

conduction band (EC) of the CIGS, leaving holes (or positive charges) in the valence band 

(EV) (process 1). The generated electrons diffuse to the SCR boundary (process 2) and there 

they drift further to the buffer/window part in the gradient of the built-in potential (process 3), 

contributing to the external electrical current. Another process, which plays an important role 

in photovoltaic cell, is electron-hole recombination. It can occur in the bulk of the CIGS layer 

(process 4) or at the interface of the pn-heterojunction (process 5) through the recombination  

centers, often caused by defects. Thus, a main objective of photovoltaic research and device 

optimization is to minimize such defects. 

 

 

Figure 2.2: The basic energy band diagram of the ZnO/CdS/CIGS heterostructure under 

illumination and at short circuit condition. EC, EV, and EF denote for conduction 

band, valence band and the Fermi energy level, respectively. Vbi is the built-in 

potential in the space charge region SCR. The charge transport processes, 

marked by numbers, are explained in the text. 

hν > Eg
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1

23

4
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absorber
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Figure 2.2: The basic energy band diagram of the ZnO/CdS/CIGS heterostructure under 

illumination and at short circuit condition. EC, EV, and EF denote for conduction 

band, valence band and the Fermi energy level, respectively. Vbi is the built-in 

potential in the space charge region SCR. The charge transport processes, 

marked by numbers, are explained in the text. 
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 For a more in-depth treatment, I would refer to standard text books in solar cell physics 

[14,15] and solid-state electronics [16]. 

 

2.2  Cu(In,Ga)Se2 absorber layer 

Cu(In,Ga)Se2 crystallizes in the chalcopyrite structure with a face centered cubic lattice. Each 

metal atom is tetrahedrically surrounded by four Se-atoms, and every Se-atom is enclosed by 

two Cu- and two In/Ga-atoms. Figure 2.3 shows the phase diagram of quasi-binary systems 

In2Se3-Cu2Se derived from differential thermo-analysis [17]. At room temperature, the 

CuInSe2 α-phase, which is active for photovoltaic applications, exists in a relatively small 

region of the Cu-content from 24 % to 24.6 %. In the region of higher Cu-content, Cu2Se is 

segregated. At lower Cu-content region, both the α-phase and the β-phase (CuIn3Se5) exist. 

The structure of the β-phase is still not clear. Hönle et al. [18] described this phase as a 

periodic arrangement of Cu- and Se-vacancies (VCu, VSe) or a substitution of the Cu-atom by 

an In-atom. Zhang et al. [19] illustrated the β-phase as a periodical arrangement of defect-

pairs (2VCu+InCu). The existence range of the α-phase can be extended by an addition of 

sodium and/or by a partial subsitution of In by Ga [20]. It is proposed [20] that a presence of 

Na in the film prevents the formation of the defect pairs (2VCu+InCu).  

The compounds CIGS are direct band gap semiconductors with band gaps Eg that are 

α + β

α+Cu2Se(HT)

α

α+Cu2Se(RT)

α

β

δ

α+δ

Cu (at%)

T
em

pe
ra

tu
re

 T
 (

°C
)

15 20 25 30

100

300

500

700

900

DTA cooling

DTA heating

single-phase region    

two-phase region        

α:    chalcopyrite
β:    defect chalcopyrite
δ:    Zincblende structure

 

Figure 2.3: Phase diagram for the quasi-binary systems of Cu2Se-In2Se3 obtained by 

differential thermo-analysis (DTA). After Ref. [17]. 
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almost linearly dependent on the Ga-content (Eg = 1.02 eV for CuInSe2 (CIS) and Eg = 1.69 

eV for CuGaSe2 (CGS), [21,22]). Due to a very high absorption coefficient, α ≈ 5.5×104 cm-1 

[23,24], CIGS films with thicknesses d ≥ 0.8 µm absorb most of the light with an energy 

above the band gap. The CIGS films are intrinsically p-type self-doped with Cu vacancy (VCu) 

shallow defects [25]. The energy level of the VCu defects is theoretically 30 meV [25] above 

the valence band edge in the band gap. Recombination in the bulk of the CIGS films occurs 

mainly through deep defects at an energy level around 300 meV above the valence band edge 

[26]. The origin of this defect is suggested [27] as Cu-atom on an In-site (CuIn). Theoretical 

calculations of Zhang, Wei and Zunger [19] show a negative formation enthalpy for the 

electronically neutral defect-pair 2VCu+InCu. A high concentration of this kind of defect 

explains a high tolerance for a large stoichiometry deviation of up to 1% in the CIGS films 

[19]. For a more extended description of structural and electronic properties of the CIGS thin-

films, the reader is referred to compendia [28-30]. 

 

2.3  Buffer/window layers 

In earlier years of the development of the thin film CIGS solar cell, an evaporated CdS film 

was used as a partner to create a heterojunction with the CIGS layer [31]. Due to a low 

conductivity and a relatively small bandgap (2.4 eV) of the CdS film, the cells had a low fill 

factor FF and a low quantum response in the blue light region of the solar spectrum. In order 

to improve these quantities, from the middle to the end of 1980s, the thickness of the 

evaporated CdS was reduced and a ZnO window layer with a better conductivity and a wider 

bandgap (3.3 eV) was deposited onto it [32]. A further optimization consisted in replacing the 

evaporated CdS by a CdS film deposited from chemical bath solutions [33,34,35]. Today, the 

best CIGS solar cell performances [12,3] are obtained by using a 50 nm thick chemical bath 

deposited  (CBD) CdS buffer. The recipe and the deposition method of the CBD-CdS buffer 

have been developed already since 1993 by Kessler et al. [36]. However, this CBD-CdS 

buffer layer still causes an electrical loss in short circuit current JSC of about 2 mA/cm2 [37]. 

Hence, the replacement of CdS by wider band gap buffer material, preferably also less toxic, 

is a major challenge for research and development of the Cu(In,Ga)Se2 solar cell.  

 The criteria listed below are essential for an empirical search for new buffer materials: 

i) for the bulk properties:  
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The buffer layer should be as thin as possible and should have a high conductivity to 

eliminate serial resistances. A large band gap is preferred to avoid absorption of light 

with short wavelength. High optical transmission is required to let long wavelength light 

transmit better through to the absorber layer that results on more efficient quantum 

response. 

ii)  for the interface properties: 

The deposition method as well as the buffer properties at the interface to the CIGS layer 

should be chosen such that a minimum quantity of interface defects is introduced. A 

small mismatch in lattice constants a and thermal expansion coefficients α  between the 

buffer layer and the CIGS absorber layer should be advantageous (a(CIS) = 5.784 Ǻ; 

a(CGS) = 5.59 Ǻ; α (CIS) = 8.8×10-6 K-1, α (CGS) = 1.03×10-5 K-1, [38]). Note that the 

lattice match between CIS and CdS (wurtzite structure) is rather small (1.16%) [39]. A 

large spike in the conduction band discontinuity ∆EC could obstruct the photogenerated 

current, which flows from the p-type absorber layer to the n-type buffer/window layers. 

On the other hand, a cliff in the ∆EC would result in increased interface recombination 

and lower the open circuit voltage VOC of the solar cell. Hence, for an optimized solar 

cell performance, ∆EC should be close to zero for a p-type absorber/n-type window 

heterojunction configuration. However, in the case of a highly doped window, a small 

spike (0≤∆EC≤0.3 eV) would not degrade the cell performance [40,41]. 

 

CIGS

buffer
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EC >0 (spike)
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EC

EV

EC
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Figure 2.4: Different types of conduction band offset between the CIGS and buffer layers: a) 

spike with 
�

EC >0 and b) cliff with 
�

EC < 0. 
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In reality, a variety of alternative buffer layers based mainly on Zn- and In-compounds, which 

have higher bandgaps than CdS, is developed with considerable success, but none of these 

buffer layers yet matches the performance of the standard CdS buffer structure. Table 2.1 

gives an overview of the most efficient alternative Cd-free buffers deposited by different 

methods. Note that CBD-buffers yield higher efficiencies compared to buffers deposited by 

other methods.  

 

Table 2.1: List of the most efficient alternative Cd-free buffers based on Zn- and In-

compounds deposited by different methods: chemical bath deposition (CBD), atomic layer 

deposition (ALD), metal organic chemical vapor deposition (MOCVD), physical vapor 

deposition (PVD). Light soaking effect (indicated ´+´ in the column of the corresponding 

parameter that improves, ´-´ means no effect) and voltage bias effects are also displayed.  

Light soaking 

effect 

Buffer layer Deposition 

method 

Efficiency 

VOC JSC FF 

Voltage 

effect 

Ref. 

Zn(S,O,OH) 

ZnS  

Zn(O,S,OH) 

Zn(O,S,OH) 

Zn(Se,OH) 

ZnSe 

ZnSe 

ZnSe 

ZnInxSey 

ZnO 

CBD 

CBD 

CBD 

CBD 

CBD 

ALD 

MOCVD 

PVD 

PVD 

ALD 

18.6% 

17.7% 

13% 

14.2% 

14.4% 

11.6% 

14.1% 

9.1% 

12.7% 

13.9% 

 

+ 

+ 

+ 

 

+ 

 

- 

- 

+ 

 

- 

- 

- 

 

- 

 

- 

- 

+ 

 

+ 

+ 

+ 

 

+ 

 

- 

- 

+ 

 

yes 

yes 

? 

? 

yes 

? 

- 

- 

yes 

[42] 

[43] 

[44] 

[45] 

[46, 47] 

[48] 

[49] 

[50] 

[51] 

[52, 53] 

In(OH,S)  

In2S3  

In2S3 

In2S3 

InxSey 

CBD 

ALD 

PVD 

Sublimation 

PVD 

15,7% 

14.9% 

11.8% 

14.8% 

13% 

+ 

 

- 

- 

- 

+ 

 

- 

- 

- 

+ 

 

- 

- 

- 

yes 

 

- 

- 

- 

[54, 55] 

[56] 

[57] 

[58] 

[59] 
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 In general, air annealing at 200 °C up to a few tens of minutes is required to optimize the 

efficiency in all the alternative buffer devices. In the case of the CBD- and ALD-buffers, light 

soaking strongly improves the cell performance. Moreover, the devices with the CBD-buffers 

exhibit more pronounced metastabilities upon an applied voltage bias than the CdS buffer 

device [60]. The cell performance improves significantly by applying a forward voltage bias 

and degrades by applying a reverse bias. Metastabilities of the devices with a CBD-In(OH,S) 

buffer are investigated in chapter 5 of this thesis. 

 

2.4 Heterointerfaces 

In all Cu-poor chalcopyrites Cu(In1-x,Gax)Se2 solar cells with a CBD-CdS buffer, electronic 

losses are dominated by the recombination in the bulk of the CIGS absorber [61-64]. In such 

devices, an asymmetric doping at the CIGS surface with a high barrier for holes, i.e. a type of 

inversion at the surface layer, is required to minimize surface recombination [65]. There are 

different models to explain the origin of the inversion at the surface. They can be divided into 

two main groups: i) the CIGS surface layer is inverted by itself and ii) a graded gap is caused 

by Cd-diffusion from the chemical bath. 

 

2.4.1 Models for the CIGS surface layer 

Ordered Defects Compound (ODC) model: It was experimentally observed that the surface 

composition of the Cu(In,Ga)Se2 thin film deviates from the bulk composition [66-69]. One of 

the reasons can be that the CIGS surface is self-reconstructed to be energetically more stable 

as shown by a theoretical calculation from a first-principle total energy approach [70].  

 Schmidt et al. [66] found a segregation of CuxSe on the surface in the Cu-rich CIS films 

(In/(In+Cu) < 0.5), see Fig. 2.4a. In contrast, a slightly In-rich bulk composition (In/(In+Cu) > 

0.52) results in a very In-rich surface with a composition stoichiometry close to CuIn3Se5 (i.e. 

In/(In+Cu) = 0.75).  Simultaneously, in this case, the distance of the Fermi level EF from the 

valence band at the CIS surface is very large, suggesting an n-type surface layer. 

 As deduced from these results, the band diagram for the CIS film is sketched in Fig. 

2.4b. While the bulk of pure CIS is p-type with a band gap Eg1 = 1.04 eV, the surface phase, 

called ordered defects compound (β-phase CuIn3Se5), is an inverted n-type layer with a larger 

bandgap Eg2. A direct measurement for CuInSe2 by combining x-ray photoelectron  
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spectroscopy with inverse photoemission spectroscopy proved that the band gap of the surface 

layer is wider (Eg2 = 1.4 eV) [71]. Such an inversion creates a buried p-n-junction within the 

CIS film and shifts the pn-junction away from the CdS/CIS interface. In addition, the 

possibility of CIS to form ODC also allows for a larger barrier for holes Φ p
b  = EF - EVBM 

because of the different valence band edge energies ∆EV [72].  

 Adding Ga to the CIS film affects the type inversion of the surface negatively. Using 

ultra-violet photoelectron spectroscopy (UPS) to measure the Fermi level EF at the surface, 

Schmidt [73] has shown that the surface type inversion reduces with an increase in Ga-

content, i.e. the distance of EF to the conduction band increases. The type inversion disappears 

with Ga-content (Ga/(Ga+In)) more than 0.8. 

Cahen-Noufi model: In contrast to the ODC model, Cahen and Noufi [74] suggested that 

surface states like Se vacancies (VSe) on the CIGS surface play an important role in the type 

inversion of the CIGS surface. Due to a deficiency of Se, In on the surface gives electrons 

from its outermost atomic level to the conduction band of the CIGS film. As a result the In  

 a)                                                       
S

ur
fa

ce
 In

/(
In

+C
u)

0.8

0.6

0.4

0.2

1.4

1.2

1.0

0.8

0.6

0.4

0.2

E
F

 -
E

V
B

M
[e

V
]

0.46 0.50 0.54 0.58 0.62

Bulk In/(In+Cu)

Surface phase

CuxSe CuIn3Se5

Ordered Defect 
Compound

ODC

CIS

EC

EV

EF

EV

Eg2

Eg1

 

Figure 2.4: a) The surface versus bulk composition for a CuInSe2 thin film suggests a 

segregation of an n-type CuIn3Se5 surface phase for a bulk In/(In+Ga) ratio 

greater than 0.52  [66] and b) the proposed band diagram for the CuInSe2 thin 

film: a n-type ordered defect compound with a larger bandgap than that in the 

bulk is formed on the CIS surface layer. 

b) 
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becomes a positively charged donor state and the conduction band bends strongly down to the 

Fermi level (Fig. 2.5a), i.e the surface is type inverted. When the CIGS film is exposed to the 

air, the oxygen can get electrons from the conduction band, is reduced to O2- and binds to VSe. 

As a result the surface states are passivated and the conduction band bending is decreased 

(Fig. 2.5b).  

 During the chemical bath deposition of CdS, oxides on the CIGS surface are dissolved 

and the VSe as well as the large band bending are restored. By an analytical calculation [75] 

and a simulation [63] for the device based on a ZnO/CdS/CIGS heterojunction, the authors 

show that densities of interface states in the order of 1013 cm-2eV-1 are sufficient to pin the 

Fermi level EF at the CdS/CIGS interface at the neutrality level. Air annealing of the complete 

device passivates again the VSe and reduces the surface type inversion. 

Surface defect layer model: The surface defect layer (SDL) model proposed by Herberholz 

et al. [76] is a compromise between the two above models. In this model, a type inversion is 

not caused by a surface segregation of the β-phase. A field caused by positively charged donor 

states on the CIS surface can push Cu+ ions to migrate deeper into the CIS layer. As a result, a 

surface defect layer (SDL) with a high concentration of negatively charged defects is formed 

(Fig. 2.6). From the theoretical calculation of Jaffe and Zunger [77], the band gap of this 

surface defect layer is larger than that of the bulk, and the valence band toward the surface is 

enlarged. This together with a band bending caused by the surface states VSe results in the 

high barrier for holes at the CdS/CIS interface, which prevents recombination at the interface.                  

Surface
states

o
o
oOxygen 

passivation

EC

EF

EV

EC

EF

EV

CIS CIS

a) as grown b) air annealing

 

Figure 2.5:  a) A large concentration of surface states VSe causes a large band bending in a 

CuInSe2 thin film and b) air annealing or air exposing passivates the surface 

states by an oxidation, resulting in a decrease of the band bending. 



20 

 

CIS

Surface Defect 
Layer
SDL

Cu

Ev

Surface 
states

EC

EF

EV

 
Figure 2.6: CIS band diagram after the model of Herberholz et al. [75]. A surface defect 

layer is created due to the migration of Cu from the surface into the bulk. The 

band gap of the surface defect layer is larger than that in the bulk. 

 

2.4.2 Intermixing at the CdS/CIGS heterointerface 

The CdS/CIGS interface is not abrupt but graded with an intermixing of the elements from the 

CdS buffer and the CIGS substrate. Heske et al. found Se while measuring XPS for the 

CdS/CIGS samples with different CdS thickness and interpreted the results by an out-

diffusion of Se from the CIGS substrate into the CdS layer [78]. A Cd diffusion from the 

chemical bath into the CIGS absorber layer has been reported by several authors 

[79,80,81,82]. The depth of the Cd diffusion caused by chemical bath deposition of CdS  is 

differently reported.  By Secondary Ions Mass Spectroscopy (SIMS) profile measurements 

Wada [81] observed Cd diffusion up to ca 50-100 nm deep into the absorber layer. Nakada 

reported from his Energy Dispersive X-ray spectroscopy (EDX) measurement with a small 

spot [79,82] a presence of Cd at 10 nm CIGS surface layer.  Liao et al. [83] by resolved angle 

XPS found a large concentration of Cd atoms at the very surface, within only 1-3 atomic 

layers of CIGS.  

 In parallel with the observations of the Cd diffusion, a decrease of Cu content at the 

surface layer compared to that in the bulk is observed [80,81]. Since the ionic radii of Cd2+ 

(0.97 Ǻ) and Cu+ (0.96 Ǻ ) ions are very close,  it is likely that the diffused Cd atoms 

substitute Cu vacancies.  
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 Ramanathan [84] suggested that Cd diffusion results in an n type surface region and may 

play an important role in the formation of the homojunction in the CIGS absorber layer. This 

would imply an advantage of CBD-CdS over other Cd-free alternative buffers. CuInSe2, n-

doped by Cd, is reported by Yu et al. already since 1975 [85]. Their Hall measurements have 

shown a type conversion of CuInSe2 from p-type to n-type by ion implantation of Cd [86]. 

This suggestion of Ramanathan leads to a number of experiments with a pre-treatment of the 

CIGS absorber layer in the ammonia solution containing Cd prior to the deposition of the 

alternative buffers or a direct deposition of the ZnO-window. Instead of the Cd-solution, Zn-

solution is also applied to treat the CIGS absorber. 
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Figure 2.7: Intermixing of the elements at the CdS/CIGS interface due to diffusion processes. 
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3 Experimental techniques  
 

3.1 Preparation techniques 

 

3.1.1 Preparation of the Cu(In,Ga)Se2 thin film 

In this thesis, all the Cu(In,Ga)Se2 thin films are Cu-poor in stoichiometry. They are prepared 

by vacuum evaporation onto the Mo-coated soda-lime glass in the three-stage process as 

described elsewhere [87,88]. Figure 3.1 shows a scheme of the evaporation rate of the metals 

and their ratio in the three-stage process. The process begins with the deposition of a 

(In,Ga)2Se3 precursor layer. During the second stage, only Cu and Se are evaporated to obtain 

a film, which is Cu-rich in stoichiometry. In order to obtain a Cu-poor absorber film, where 

the ratio Cu/(In+Ga) < 1, In, Ga and Se are evaporated again in the third stage. 
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Figure 3.1: Schematic representation of the evaporation rates and the ratio Cu/(In+Ga) in 

the CIGS absorber film for a three-stage process. 

 
 
 
3.1.2 Deposition of buffer layers  

As buffer layers for CIGS solar cells, two kinds of thin films, CdS and In(OH,S), are 

deposited from chemical bath solutions. In both cases, the deposition of the buffer is mainly  
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performed according to the following procedure: the aqueous solutions of the metal salt 

(cadmium acetate or indium chloride) and sulfide source (thiourea or thioacetamide) is poured  

in a glass beaker (ca. 80 ml). The CIGS substrate is immersed in this room temperature CBD 

solution (50 ml). The beaker is then immediately placed in a water bath kept at a fixed 

temperature TB (TB = 64 °C for the CdS and TB = 74 °C for the In(OH,S)). During the 

deposition, the CIGS substrate is shaken in order to homogenize temperature and 

concentrations. After the deposition, the sample is rinsed in de-ionized water and blown dry 

with nitrogen. 

Table 3.1 shows the main parameters of the chemical solutions for the CdS and 

In(OH,S) depositions. The basic difference between the solutions is their pH values. While the 

In(OH,S) film is deposited at a low pH (3.3), the solution for the CdS deposition with added 

ammonia as a complex agent has a pH value of 11.6. 

 

Table 3.1: Parameters of the chemical bath conditions used in this thesis 

Buffer  Metal salt S source Complex pH TB (°C) t (min) 

CdS Cd(CH3COO)2 

1.4 mM 

(H2N)CS 

140 mM 

NH3 

1 M 

11.6 64 5 

In(OH,S) InCl3 

5 mM 

CH3CSNH2 

150 mM 

- 3.3 74 15 

Plastic container

Water (kept at fixed T °C)

Reactor

CBD solution

Substrate

64°C

Set T°C Heat-source

 

Figure 3.2: The experimental set-up for the chemical bath deposition of the buffer films used 

in the present research work.  
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3.1.3 Preparation of the ZnO window layers 

After the buffer layer deposition, the solar cells are completed by sputtering a bilayer ZnO 

window (i-ZnO/Al:ZnO) and vacuum vapor deposition of the Al-grid contact. In the 

following, the basic aspects of the sputtering method are briefly described. More details can 

be found elsewhere in the literature [89,90]. 

In a vacuum chamber, in the presence of an inert gas, e.g. Ar (pressure p = 0.1-10 Pa), a 

plasma is obtained by applying a suitable voltage between a target and substrate (see Fig. 3.3). 

Due to the electrical field, the ionized Ar atoms in the gas are accelerated and bombard the 

target. Due to the bombardment, the target atoms or molecules are emitted and deposited on 

the substrate. Depending on whether the type of the applied voltage is direct or alternating at 

high frequency (13.56 MHz), we have DC-sputtering or RF-sputtering, respectively. A built-

in magnet close to the target increases the plasma density (magnetron sputtering), and hence 

increases the deposition rate. In this case, we have magnetron sputtering. 

In the present work, a commercial sputtering system from CJT is used to prepare the 

ZnO window layers. The system consists of two parts: a chamber with pre-pump and a main 

chamber with turbo pump. This combination guaranties a stable base pressure of 5×10-7 bar in 

the main chamber. The system contains three target-stations with a diameter of 6 inches, two 

of them contain clean ZnO for the preparation of the undoped intrinsic ZnO (i-ZnO) and the 

third contains a mixture of 98% ZnO + 2% Al2O3 for the preparation of the highly doped ZnO 

(Al:ZnO). The distance between the targets and the substrate is 8 cm. All the layers are 

deposited by RF-magnetron sputtering with a power of 200 W. Table 3.2 lists the parameters 

of the ZnO sputtering processes. 

Target

DC/RF SubstrateAr

 

Figure 3.3: Schematic representation of sputtering system for the preparation of ZnO layers. 
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Table 3.2: Parameters of the sputtering processes used in this thesis (sccm is denoted for 
standard cubic centimeter) 

Window layer Target material Gas Gas flux f(sccm) Pressure p (Pa) 

i-ZnO 

Al:ZnO 

ZnO (99.99%) 

ZnO + 2wt% Al2O3 

Ar 

Ar 

10 

10 

0.35 

0.35 

 

  

3.2   Analysis methods 

 

3.2.1 X-ray Photoelectron Spectroscopy (XPS) 

The XPS technique is an analytical tool for extracting the elemental composition and chemical 

states of the uppermost few atomic layers of a sample. This is accomplished by irradiating the 

sample in ultrahigh vacuum by soft X-rays and analyzing the number and the kinetic energy 

of the emitted electrons. Normally MgKα (1253.6 eV) or AlKα (1486.6 eV) X-rays are used. 

Irradiating the sample with X-rays leads usually to the ejection of three kinds of 

electrons: 

i) Photoelectrons, emitted by the photoelectric effect (Fig. 3.4), with kinetic energy 

 

Ekin = hν - EB - ΦS            (3.1) 

1s
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Figure 3.4: Schematic representation of the photoemission and Auger effects. 
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where hν is the energy of the incident X-ray photon, EB is the binding energy of the atomic 

orbital from which the electron is ejected, and ΦS is the work function of the X-ray 

photoelectron spectrometer. 

 

ii) Auger electrons are emitted by the sequence of events following ionization of a core level 

as described on the right-hand side of Fig. 3.4. In this example, the K level is ionized by an 

incident X-ray photon. Then, the created hole in the K level is filled by a transition of an 

electron from the outer level L1. As a result of that transition, the energy difference (EK – EL) 

can appear as an emitted photon (fluorescence effect) or can be transferred to another electron 

(for example of the L2,3 level), whereupon the second electron is ejected (Auger effect). The 

energy of the ejected Auger electron of the example in Fig. 3.4 is 

 

EKL 1L 3,2
= EK - EL 1

 -  E*
L 3,2

- ΦS         (3.2) 

 

where Ei are the binding energies of the ith atomic energy levels. Note that E*
L 3,2

 is different 

from EL 3,2  due to the presence of a hole in level L1.  

 

iii) Electrons emitted from the valence band of the sample: The energies of this kind of 

electrons lay between the zero binding energy (by definition of the Fermi level EF) and the 

first 10-20 eV below. From this low binding energy region it is in principle possible to extract 

valence band-offsets between the semiconductor layers. 

 

Chemical analysis 

The XPS analysis can give information about the chemical states of the elements on the 

sample surface. The electron binding energies are shifted compared to those in the free atom 

by different amounts, depending on formal oxidation states and molecular environment of the 

atom. The physical basic of that so-called “chemical shift” effect is illustrated by a relatively 

simple model, the charge potential model [91]. In general, the higher the oxidation state and 

the polarity of the bond to the neighbor atoms the larger are the binding energies of the 

photoelectrons. A consideration to take into account when interpreting chemical shifts in XPS 

spectra of the semiconductors is a possible Fermi-level shift due to charging or band bending 
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at the surface [92]. This problem can be overcome by using the Auger parameter, which was 

introduced by Wagner [93] and is given by 

 

α  =  Ekin(KLM) + EB(D)           (3.3) 

 

where Ekin(KLM) is the kinetic energy of the Auger transition KLM and EB(D) is the binding 

energy of the photoelectron ejected from level D. This parameter is used as a fingerprint of the 

chemical state of the element. A large number of Auger parameters of the elements in 

different compounds is given in handbooks [94,95]. 

 

Experimental setup 

The XPS experiments were carried out using a commercial XPS system Leybold. The system 

consists of a semispherical analyzer (EA 200), an X-ray source of a twin Mg/Al-anode and the 

data registration system DS100. The measurements are conducted in an ultra high vacuum of 

10-8 bar with the Mg-anode X-ray source (1253.6 eV). The analyzed area of the samples is 

4×7 mm2.  

 

 

3.2.2 Secondary Ion Mass Spectroscopy (SIMS) 

In the SIMS technique, the surface of a sample is bombarded by primary ions (e.g. O+2 , O-, 

Ar+, Cs+, and N+
2 ). Simultaneously, secondary ions are emitted from the sample surface and 

detected by mass spectroscopy. The SIMS method permits to make a depth profiling of all 

elements and their isotopes in a film.  

In this work, the SIMS experiments are carried out with a “Atomika 6500” analysis 

system. O+
2  was used as the primary ion to bombard Cd-treated Cu(In,Ga)Se2 samples to 

avoid a mass interference between Cd and In signals. The ion beam is scanned over an area of 

300×300 µm2 and positive secondary ions were collected from a central part about 5 µm in 

diameter of this area.  

 

3.2.3 Current/Voltage measurements 

The performance of solar cells is normally studied through current/voltage (I/V) 

measurements at 25°C in the dark and under AM1.5 illumination (100mW/cm2), where 
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parameters like the open-circuit voltage VOC, short-circuit current JSC, fill factor FF and 

conversion efficiency η can be extracted. The maximum power that can be delivered from the 

solar cell is indicated by the area of the rectangle (i.e. Pmax = Vmax×Jmax) in Fig. 3.5. The fill 

factor FF is given by (Vmax×Jmax)/( VOC×JSC). Then the conversion efficiency η is given by 

η = 
P

FFJV SCOC ××             (3.4) 

where P is the illumination power.  
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Figure 3.5: Current/Voltage characteristics of the ZnO/CdS/Cu(In,Ga)Se2 heterostructure in 

the dark and under illumination displaying the common parameters used to 

define the performance of the solar cell. 

 

In the dark, the device follows the well-known rectifying current/voltage characteristics of the 

simple p-n-diode. Under illumination, the extra current generated from the light absorption 

(JLight) is added to give the following ideal equation for a p-n-junction solar cell [96]: 

 

J = JDark - JLight =  J0 [exp(qV/nkT) – 1] -  JLight         (3.5) 

where J is the current density flowing through the solar cell, J0 the saturation current, q the 

electrical charge, V the applied voltage, n the diode ideality factor, k the Boltzmann constant 

and T the temperature of the solar cell. 



29 

 

In order to infer the dominant recombination process in the solar cell, temperature-

dependent current/voltage measurements were also carried out. The principle of the method is 

described in Refs. [97,98] and based on the interdependence of short circuit current density 

JSC and VOC as  

JSC = J0exp 








kT

qVOC

n
 =  J00exp 




−
kT

EA

n
exp 









kT

qVOC

n
        (3.6) 

 
Where J00 is a weakly temperature-dependent prefactor and EA is the activation energy of the 

dominant recombination process in the solar cell. Reorganizing Eq. 3.6 yields 

 

n× ln(J0) = -EA/kT + n× ln(J00)                    (3.7) 

 

Thus, an Arrhenius plot of n× ln(J0) versus the inverse thermal energy 1/kT yields a straight 

line with the slope -EA. Dependent on the recombination mechanism, the activation energy EA 

has different values. In the case of recombination in the space charge region in the absorber 

layer, the activation energy EA equals the band gap energy Eg, whereas in the case of the 

interface recombination EA equals the barrier for holes at the CIGS surface Φ p
b . 

 

 

3.2.4 Thermally stimulated capacitance measurements 

Thermally stimulated capacitance (TSC) measurements are used to investigate the different 

metastable states that are achieved by different biasing conditions. To characterize the 

equilibrium state of the devices, the junction capacitance is measured versus temperature in 

the dark at zero voltage bias in a temperature range from T  = 80 K to 300 K using a heating 

rate hr  = 5 K/min. To obtain a metastable state, a reverse voltage bias of -1V is applied for 1 

hour (stage 1 in Fig. 3.6) and then the samples are cooled to 80 K within 5 min after switching 

off the voltage (stage 2). The junction capacitance is scanned again up to 300 K with hr  = 5 

K/min (stage 3). At 300 K the measurement continues for some ten minutes to show the 

relaxation of the junction capacitance. A better visualization of the contribution of defects to 

the metastable state can be obtained by monitoring the capacitance alternatingly at two 

slightly different frequencies (e.g., at f1 = 100 kHz and f2 = 110 kHz). Then, the frequency 
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dispersion of the capacitance, determined by calculating f×dC/df ≈ [C(f1)-C(f2)]/[ f1-

f2]×[f1+f2]/2, transforms capacitance transitions to minima in the TSC curve. 
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Figure 3.6: Schematic representation of the time-dependent temperature and applied voltage 

for the thermally stimulated capacitance measurements. 

 

 

 

3.2.5 Other analysis methods 

For the determination of the crystallinity of the deposited CdS buffers, X-ray diffraction as 

non destructive method was used. The diffraction spectra of the CBD-CdS is compared 

afterwards with reference data from single crystal or powder samples (Joint Committee on 

Power Diffration Standard: JCPDS). From the width and intensity of the measured lines, 

information about the crystal quality and a prefered orientation can be gained. The buffer 

films in this work were characterized with a powder diffractometer DIFFRAC 500 of Siemens 

with Cu-Kα excitation (840 kV/30 mA). 

In order to obtain an optical impression of the quality of the buffer layers a high 

resolution scanning electron microscope from Philips is used. 

For the investigation of the optical Transmission, a commercial UV-Vis-NIR 

spectrophotometer (VARIAN CARY 5E) with implemented data acquisition and evaluation 

system is used. 
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For the electrical characterisation of the heterostructure, spectral response measurements  

were also carried out. The solar cell is illuminated with a monochromatic light of defined 

intensity and the photocurrent developing thereby is measured by a lock-in technique. The 

system for the quantum efficiency measurements consists of individual components of the 

company BENTHAM INSTRUMENTS (monochromator TM300/2, variable frequency 

Optical Chopper model 218, current amplifier model 277) and an ITHACO 3961 lock-in 

amplifier. The calibration is made by a HAMAMATSU pyrodetector and a silicon calibration 

cell. 
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4 The CdS buffer solar cell 
 

In this chapter, the investigations are focused on the interactions between the Cu(In,Ga)Se2 

substrate and the chemical bath solutions for the CdS deposition. It includes influences of the 

substrates on the characteristics of the CdS layer grown from the standard solution. 

Thereafter, the modification of the CIGS absorber layer by treatments in solutions containing 

Cd-salt and its influence on the solar cell performance are investigated.  

 

 

4.1   Background of chemical bath deposited CdS 

Until today, the most efficient buffer for the Cu(In,Ga)Se2 solar cells is CdS deposited by the 

chemical bath method (CBD). CdS is usually formed from the reaction between dissolved 

cadmium ions and thiourea molecules in ammonia solutions, according to the overall reaction 

 

Cd(NH3)
+2

4 + SC(NH2)2 + 2OH- => CdS + CH2N2 + 4NH3 + 2H2O      (4.1) 

 

The commonly accepted reaction scheme [99-102] is the following 

i) Release of Cd2+ from the ammonia complex   

Cd(NH3)
+2

4  => Cd2+ + 4NH3        (4.2) 

ii)  Release of S2- from thiourea         

           SC(NH2) + 2OH- =>  S2- +  CH2N2 +  2 H2O      (4.3) 

iii)  Precipitation of CdS   

                              Cd2+ + S2- =>  CdS         (4.4) 

 

When the ionic product exceeds the solubility product of CdS, it precipates (reaction 4.4) 

either in the bulk of the solution with the formation of colloids or at the surface of the 

substrates leading to the formation of a film. Consequently, the film can be formed by two 

different mechanisms: i) the sedimentation of the colloids from the solution (heterogeneous 

growth) and/or ii) the direct reaction of the ions at the surface of the substrates (ion-by-ion 

growth).  
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CdS has been reported to grow epitaxially on single crystals such as InP by the CBD 

method [103]. This observation supports the ion-by-ion mechanism. Further evidence comes 

from HRTEM studies [104,105]. 

Beside the reaction between the ions, another mechanism of CdS formation called 

thiourea metathesis at the surface of cadmium hydroxide is proposed.  In early work, Kitaev et 

al. [106] suggested that the presence of hydroxide particles in solution was necessary for the 

growth of good quality CdS films, the decomposition of thiourea being stimulated by a solid 

phase such as cadmium hydroxide. This proposal was supported by the observations of Kaur 

et al. [107] in that adherent films were only prepared in the presence of Cd(OH)2 in solution. 

Froment and Lincot [108] suggested that the mechanism of film formation, similar to that 

proposed by Parfitt [109], could be represented by the following series of consecutive surface 

adsorption/reaction steps: 

 

Cd2+ + site + 2OH- => Cd(OH)2, ads          (4.5) 

(NH2)2CS + Cd(OH)2, ads => C*          (4.6) 

C* => CdS + site + CH2N2 + 2H2O          (4.7) 

 

Where C* is a reaction intermediate. 

 

 

4.2 Growth characteristics of CdS 

 
4.2.1 Coverage 

One of the roles of the CdS buffer is the protection of the Cu(In,Ga)Se2 surface from a 

damage caused by the ZnO-sputtering process. Therefore, complete coverage is a matter of 

primary interest. Since x-ray photoelectron spectroscopy is a very surface sensitive analysis 

method, it can be used to observe how completely the CBD-CdS thin films deposited during  

different durations cover the CIGS absorber layer.  

Figure 4.1 shows the evolution of the XPS signals from the CIGS substrate (In 3d5/2 and 

Se 3s) and from the deposited CdS (Cd 3d5/2 and S 2s) after different times in the chemical 

bath. After 30 s, the Cd signal is already clearly seen on the CIGS substrate, whereas the 

signal of S is still quite small. At this moment, a S/Cd atom ratio of only about 0.1 is derived. 

With longer deposition times, both these signals increase continuously with a simultaneous  
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decrease of the In and Se signals. The binding energies of In 3d5/2 and Cd 3d5/2 have a small 

tendency to shift to higher values. However the Auger parameters of In (= 853.0 eV) and Cd 

(= 786.7 eV ) all remain constant within ± 0.1 eV for successive deposition times.  

After 240 s of CdS deposition, the signals of In and Se from the underlaying CIGS 

substrate disappear. This time corresponds to the complete coverage of the Cu(In,Ga)Se2 

surface with a CdS overlayer. 

 

Influence of coverage on the cell performance 

Chemical bath deposited CdS thin films have a band gap of about 2.4 eV [110] and therefore 

absorb strongly the short wavelength light with λ ≤  520 nm. Only about half of the carriers 

generated in the CdS layer by light absorption contribute to the output current [111,112]. A 

decrease of the CdS film thickness would reduce a loss in the short circuit current density JSC. 

Unfortunately, attempts to decrease the CdS thickness, e.g. by reduction of the 

deposition time, results in a degradation of cell performance. Figure 4.2 shows the parameters 

of the solar cells as a function of CdS deposition time. Without the buffer layer, the cell 
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Figure 4.1: The XPS region of In 3d5/2, Cd 3d5/2, Se 3s and S 2s showing the evolution of 

those elements after different times in the CBD bath. The signals of In 3d5/2 and 

Se 3s from the Cu(In,Ga)Se2 substrate disappear after 240 s dip time in the 

chemical bath.  
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efficiencies are quite poor, with low VOC, JSC and FF. This is because of a high surface 

recombination due to i) a physical damage of the CIGS surface during the ZnO sputtering 

[113] and ii) unfavorable conduction band alignment between the ZnO and CIGS layer [114]. 

Solar cells with the CdS buffer deposited in 5 min have the best performance with an 

efficiency of about 14%. Shorter deposition times result in a strong decrease in VOC and FF. 

Longer deposition (420 s) results in a slight decrease of JSC. 

 The evolution of the cell parameters can be explained by the coverage factor. By the 

XPS measurements, it was deduced that the CIGS absorber layer is completely covered only 

after a deposition time of CdS of 240 s. On the other hand, the damage by the ZnO sputtering 

can reach 5 nm depth in the substrate layer [113]. Thus, a CdS deposition time of 300 s is 

required to protect successfully the underlaying CIGS layer.      
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Figure 4.2: Evolution of the cell parameters as a function of the CdS deposition time. The 

solar cells with the CdS buffer deposited in 5 min obtain the best performance. 

The decrease of the deposition time aiming to yield thinner CdS results in a 

dramatic decrease of the open circuit voltage and the fill factor. 
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4.2.2 Deviation from stoichiometry 

In general, the CBD-CdS films reported in the literature [113,115-117], contain more Cd 

compared to S, i.e. the S/Cd ratio is smaller than 1. The origin of the deviation from a 1:1 

stoichiometry in the CdS films is still not clear.  

The aim of this section is to elucidate the question whether the S/Cd ratio depends on 

the CBD solution or the interaction of this solution with the CIGS substrate. Influences of the 

elements of solution chemistry, like NH3 concentration, the thiourea metathesis and as well 

the bath temperature, on the S/Cd ratio are investigated. 

 

 

4.2.2.1 Influence of the NH3 concentration. 

Experiment 

CdS films are deposited for different durations onto the CIGS substrate from the chemical 

bath with different NH3 concentrations: 1 M (standard recipe) and 1.7 M. Quantitative XPS 

analysis is applied to derive the S/Cd ratios on the surface of the deposited CdS films. 
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Figure 4.3: The trend of the evolution of the S/Cd ratio as a function of the CBD deposition 

time for the two different CBD baths: with 1 M (open circles) and 1.7 M NH3 

(full squares). Also displayed is the measured temperature profile in the CBD 

bath (dotted line). 
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Results 

As shown in Fig. 4.3, in the standard solution with 1 M NH3, the S/Cd ratio increases with 

longer deposition times and tends to saturate at a value of 0.75 after 240 s. Note that this time 

is the starting point for the complete coverage of the CIGS absorber surface as described in 

the previous section.  

The S/Cd ratio in the case of 1.7 M NH3 is slightly lower than in the case of the standard 

solution in the time range of 30-300 s. After 30 s in this solution, the signal of S is even not 

yet detected on the CIGS substrate whereas the signal of Cd is already clearly visible. The 

increase of the S/Cd ratio saturates at almost the same value as in the case of 1 M NH3. 

However, it takes longer to reach the saturation in 1.7 M NH3 solution.  

 

Discussion 

Hariskos [113] and Kylner [117] suggested that the creation of impurities from the chemical 

bath (like e.g. Cd(OH)2, Cd(CN)2, CdCO3) somehow explains the excess of Cd. In this 

context, it is not possible to explain the experimental observation with varying NH3 

concentration. As will be shown by the calculation in section 4.2, from the thermodynamical 

point of view, the precipitation of Cd(OH)2 will be strongly reduced or does not even occur by 

adding more NH3 into the CBD solution. Hence, we should expect that the S/Cd ratio of the 

CdS films deposited in the 1.7 M NH3 solution is higher than in the standard solution due to a 

reduction of the Cd(OH)2 precipitation. Surprisingly, the experimental observations have 

shown an opposite influence of NH3.  

This contradiction indicates that the impurities in the CdS film play only a minor role in 

the S/Cd ratio at the CdS/CIGS interface. In previous XPS investigations [115,116], the 

formation of compounds like CdSe or CdInxSey as products of the interaction between the 

CBD bath and the CIGS layer has been proposed to explain the strong deviation of the S/Cd 

ratio. The facts that the S/Cd ratio increases with the increase of the coverage and saturates at 

the same time with the complete coverage support the dominant role of the CIGS substrate. 

The lower rate of the increased S/Cd ratio in 1.7 M NH3 solution can be explained by a slower 

coverage in this case, since a high concentration of NH3 not only terminates the precipitation 

of Cd(OH)2 but also slows down the formation of the CdS film. 
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4.2.2.2 Influence of the bath temperature 

The increase in the S/Cd ratio has been suggested [115] to originate from the gradual heating 

of the CBD bath (see the temperature profile in Fig. 4.3), since the thiourea decomposition is 

known to evolve faster at increased temperature. However, the following experiment shows 

that not only the temperature factor but also the CIGS substrate influences the increased S/Cd 

ratio. 

 

Experiment 

The CdS films are deposited in 60 s sequentially in several times on the same CIGS substrate. 

Note that the end temperature of the deposition after 60 s is only 35°C compared to 60°C after 

300 s of the continuous deposition. After each deposition, the surface composition is analyzed 

by XPS. 

 

Results  

As can be seen from the XPS measurement (Fig. 4.4a), with more time of the deposition, the 

intensity of S 2s continuously increases with a decrease of the Se 3s signal from the substrate. 

There is no further change after four times of the deposition. Simultaneously, the signal from 

the substrate disappears, corresponding to the complete coverage of the CIGS substrate. 
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Figure 4.4: a) The evolution of the XPS signals Se 3s from the substrate and S 2s from the 

deposited CdS after several times of deposition in 60 s; b) the corresponding 

evolution of the S/Cd ratio. 



39 

 

Figure 4.4b shows the evolution of the S/Cd ratio derived from the XPS measurements. 

Though the bath temperature of each deposition is the same, this ratio increases with more 

times of the deposition. It is interesting to note that the increase saturates after four times of 

the deposition that coincides with the times needed to make the signal of the substrate 

disappear. Moreover, the saturation value of the S/Cd ratio in this experiment is as high as 

after 5 min of continuous deposition where the end temperature is much higher. Therefore, it 

can be concluded that the bath temperature does not play a decisive role in increasing the 

S/Cd ratio. The increase of this ratio as long as the CIGS surface is present in contact with the 

CBD-solution points again to the role of their interaction in the observed stoichiometric 

deviation. 

 

4.2.2.3 Role of the thiourea-Cd(OH) 2 metathesis 

Friedlmeier et al. [118] have observed precipitation islands by atomic force microscopy after 

a 30-second chemical bath deposition, whereas no S was detected by XPS. Therefore they 

postulated these islands to be composed mainly of Cd(OH)2. A conversion of Cd(OH)2 into 

CdS by the metathesis of thiourea can be an important step in the growth of the CdS films (see 

Section 4.1). It is of interest to examine the role of the thiourea-Cd(OH)2 metathesis in the 

trend of increasing the S/Cd ratio.  

 

Experiment 

CdS is deposited in 90 s from the standard solution onto the CIGS substrates. Then, the 

sample with the deposited CdS film is treated in the solution containing only thiourea at 60°C 

and subsequently the sample surface is analyzed by XPS. The concentration of thiourea used 

for the treatment is the same in the standard solution for the CdS deposition.  

 

Results and discussion 

Figure 4.5a shows the evolution of the XPS region of O 1s on the surface of the CdS film 

treated for different durations. The intensity of  the O 1s peak  strongly decrease after 3 min 

treatment. A treatment of 15 min reduces further the O 1s signal, but with a lower rate. No 

evident changes in the appearance of the peak shapes are found for the successive treatment 

times. The treatment results also in a slight increase of the S/Cd ratio from 0.51 to 0.58 after 

15 min (Fig. 4.5b).  
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Figure 4.5: Evolution of the O 1s peak (left-hand side) and the S/Cd ratio (righ-hand side) 

versus the treatment time in the solution containing thiourea at 60 °C. 

 
 

The observations in the experiment with the treatment in the thiourea solution fit well to 

the process of the thiourea metathesis at the surface of cadmium hydroxide. Due to this 

reaction, Cd(OH)2 converts to CdS, and hence the concentration of oxygen on the surface is 

reduced whereas the amount of S increases.  However, the increase of the S/Cd ratio by this 

process has a much smaller rate compared to that during the standard CdS deposition. 

Therefore, it can be concluded that the thiourea metathesis does not play a significant role in 

the increased S/Cd ratio.  

After 15 min treatment, the concentration of the hydroxide due to the conversion of 

Cd(OH)2 to CdS decreases by a factor of 2 whereas the proportion of CdS increases only by 

1.14 times. A quantitative analysis of this relation yields 14% of Cd(OH)2 fraction and 35% of 

other Cd-compounds on the sample surface. Note that the saturation value of the S/Cd ratio is 

0.75, i.e. the fraction of the Cd(OH)2 and other Cd-impurities like CdCO3, Cd(CN)2 is 0.25. 

Then the fraction of Cd-compounds formed from an interaction between CBD solution and 

the substrate is about 25%.  
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4.2.3 Crystallography 

Figure 4.6 shows the X-Ray diffraction spectra from the CdS films deposited onto different 

substrates. It can be concluded that there is no preferential crystal orientation in the CdS films 

deposited onto the glass substrate. Both the hexagonal (wurtzite) as well as the cubic 

(zinblende) phase exist in the films. The peaks have a large width, indicating a poor 

crystalline quality in the CBD-CdS film. Using the monocrystalline Si with (111) orientation 

as a substrate does not influence the structure of the CdS films. However, in the case of using 

a Si (100) substrate, the cubic phase with the orientations 311 and 222 appears more clearly.  

Comparing to the reference data from CdS single crystal (Joint Committee on Power 

Diffraction Standard: JCPDS), the peaks in the XRD diffraction shift into the region of higher 

θ (smaller lattice parameters), indicating stress in the grains. The shift is not dependent on the 

substrates, and hence the stress is caused by impurities in the CdS films rather by an influence 

of the substrates. 
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Figure 4.6: X-ray diffraction pattern of the CdS films deposited in 5 min from the standard 

solution onto the different substrates: glass, monocrystalline Si with orientations 

(111) and (100). The dotted lines point to the positions of the reference data from 

CdS single crystal (Joint Committee on Power Diffraction Standard: JCPDS). H 

and  C refer to the hexagonal and cubic phase, respectively. 
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4.3 Modification of the Cu(In,Ga)Se2 surface 
 

The deviation of the S/Cd ratio from its 1:1 stoichiometric value at the beginning stage of the 

CdS deposition can be attributed mainly to two effects: 

i)   Co-deposition of impurities like Cd(OH)2 from the solution on the CIGS surface  

ii) Incorporation of Cd into the CIGS surface layer. 

The second effect has attracted a big interest during recent years. Observations of Cd 

incorporation in a shallow top CIGS layer were reported based on different techniques [119- 

123]. The authors postulated that it is not the CdS thin film itself, but that the incorporation of 

the Cd results in the positive effect on the solar cell performance. However, it is still not 

understood how the CBD solution reacts with the CIGS substrate to introduce Cd into this 

layer.  

In this Section, I will demonstrate that both processes, Cd-diffusion and the formation of 

Cd(OH)2 are intimately tied to the CIGS surface reduction-oxidation process and that they are 

controlled by the [NH3] concentration used in the chemical bath. 

 

4.3.1 Experiments 

CIGS absorbers are treated for 15 min. at 60°C in cadmium acetate (1.4 mM) solutions 

without and with different [NH3] concentrations: 0.5 M, 1 M and 1.5 M. After the treatment, 

the samples are completed with the standard deposition of the CdS and double ZnO window 

layers. 

Secondary ion mass spectroscopy (SIMS) with an oxygen beam of 12.8 keV energy is 

used to determine the distribution of the diffused Cd in the treated CIGS absorber. The 

surfaces of the CIGS absorber layers, with and without the treatment, are analyzed by X-ray 

photoelectron-spectroscopy, using Mg Kα X-rays (1253.6 eV).  

 

4.3.2 Thermodynamical considerations 

 

Partitioning of Cd in the solutions 

In ammonia solutions, cadmium ions, Cd2+, form different complex species, with hydroxide 

ions (Cd(OH) n
n

−2 , n = 1-4), and ammonia (Cd(NH3)
+2

n , n = 1-6) corresponding to the reactions 

Cd2+ + nL [Cd2+(L)n]
     L = OH-, NH3                                                                             (4.1) 
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I assume that free Cd2+ ions with much smaller size than their complexes would more easily 

diffuse into the CIGS layer. Therefore, it is a matter of interest to know their concentration in 

the solutions.   

At equilibrium, the partitioning of the cadmium complex species and free [Cd2+] is 

determined by  the stability products n,Lβ  of the complexes given in the Table 4.1 [124]: 

  

n,Lβ = 
n2

n
2

]L][Cd[

])L(Cd[
+

+

                                 (4.2) 

 

Table 4.1. Values of the stability constants used in the calculation. 

log n,Lβ   

n 
1 2 3 4 5 6 

OH- 4.3 7.7 10.3 12   

NH3 2.6  4.65 6.04   6.92 6.6 4.9 

 

The concentration of the free Cd2+ ions is related to the total concentration of cadmium, [Cd]T, 

by  

 

[Cd]T = α [Cd2+]                                 (4.3) 

 

where α is the overall complexation coefficient given by 

 

α  = 1 + [ ]∑∑
=L

n

1n

n
n,L

i

Lβ                                  (4.4) 

 

The partitioning of free [Cd2+] in dependence of [NH3] calculated for the case of [Cd]T = 1.4 

mM is shown in Fig. 4.7. By adding 0.5 M [NH3] into the solution, the concentration of free 

[Cd2+] is dramatically reduced from 1.4×10-3 to 10-9 M and decreases further to 10-10 M and 

10-11 M with increasing [NH3] to 1 M and 1.5 M, respectively. Thus, if Cd-diffusion depends 

only on the concentration of free Cd2+ ions, which has much smaller size than the Cd2+ 
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complexes, its quantity should have a maximum in the case without NH3 and should decrease 

with an increase of [NH3] in the solution. 

1
104

105

106

107

10
8

109

 

 

co
m

pl
ex

at
io

n 
co

ef
fic

ie
nt

 α

[NH
3
] concentration (M)

 calculated 
 fitted

 

0.0 0.5 1.0 1.5 2.0 2.5

10
-12

1x10
-10

1x10-8

1x10-6

1x10-4

in experimental solutions

[NH
3
] concentration (M)

 

 

C
o

nc
en

tr
at

io
n 

of
 [C

d2
+
]

 

Figure 4.7: Left-hand side: Dependence of the overall complexation coefficient on NH3 

concentration (dots) and fitted line by α  = 107.15[NH3]
4.28. Right-hand side: The 

partitioning of free Cd2+ in the ammonia solution containing 1.4 mM of [Cd]T.  

 

 

Precipitation of Cd(OH) 2 

Another important point is the formation of Cd(OH)2  on the CIGS surface and its influence 

on the solar cell performance. Now, we consider the thermodynamic condition for the 

precipitation of Cd(OH)2. The [OH-] concentration, i.e., the pH of the ammonia solution, is 

controlled by the acid-base equilibrium 

  

NH3 + H2O   NH4
+ + OH-                                                                                                                           (4.5) 

 

with pKB = 4.8 [124]. 

 

With pKS = 14.3 for Cd(OH)2 [124], the precipitation line of cadmium hydroxide calculated as 

a function of the ammonia concentration is shown in Fig. 4.8. The part above the the solid line 

corresponds to the concentration zones of [Cd]T and [NH3] where Cd(OH)2 precipitates, 

whereas in the shaded part of the figure all introduced cadmium salt is fully dissolved. For 1.4 

mM [Cd]T (standard concentration for our CdS deposition and used for Cd-pretreatment, 

dashed line), Cd(OH)2 will precipitate if the [NH3] concentration is lower than 0.7 molar and 
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will dissolve when more NH3 is added. 
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Figure 4.8: Solubility diagram of Cd(OH)2 as a function of NH3 concentration 
 
 
 

4.3.3 Chemical analysis 

 

Cd-diffusion into the CIGS 

Figure 4.9 shows the SIMS depth profile of Cd in the CIGS absorber layer treated in Cd-

solutions without NH3 (full line), with 1M (dashed line) and 1.5 M [NH3] (dotted line). In 

contrast to our expectations, almost the same amount of Cd is observed in the CIGS absorber 

in both cases of using 1 M and 1.5 M [NH3]. Moreover, Cd-diffusion is significantly weaker 

in the absence of NH3, although the concentration of free [Cd2+] in the solution in this case is  

some orders of magnitude higher as shown before. I do not observe significant change in the 

Cu profiles after the treatment. Thus, an introduction of Cd into the CIGS in our experiment is 

related to another process, e.g., to an adsorption of anions onto the surface, rather than to the 

dissolving Cu. 
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Figure 4.9: SIMS depth profiles of Cd in the CIGS absorber layers treated in the Cd-

solutions:  without NH3 (full line), with 1M [NH3] (dashed line) and 1.5 M [NH3] 

(dotted line). 

 

Surface modification 

Figure 4.10 displays the XPS spectra of elements on the CIGS surface before and after the 

Cd-treatments. Cd is observed on the surface of all the treated samples. The highest amount of 

Cd appears in the case of the treatment in 0.5 M NH3 (Fig. 4.10b). The Auger parameter of Cd 

for this case is 785.15 eV, indicating the presence of Cd(OH)2 (=785.1 eV, [93]). From the 

thermodynamical consideration in the previous section, Cd(OH)2 is also expected to 

precipitate in this solution. On treatment in 1.5 M NH3 solution, the Cd Auger photoemission 

peak shifts to higher kinetic energy (Fig. 4.10a). The Auger parameter of Cd in this case is 

786.3 eV and close to that of CdSe (=786.7 eV, [93]). 

Due to the short exposure to air after the preparation, the CIGS surface is oxidized and 

the O 1s signal has a peak at 530.85 eV (Fig. 4.10c). Based on the equilibrium condition, the 

precipitation of Cd(OH)2  is expected in the 0.5 M [NH3] solution. In this case, a decrease in 

intensity observed for all signals of Cu 2p3/2, In (MNN) and Se 3d implies that the CIGS 

surface is covered by an over-layer of Cd(OH)2. Consequently, the shifted O 1s signal 

observed at 530.35 eV belongs to oxygen in the hydroxide group. Moreover, it can be seen 

that the XPS peaks of the elements are significantly changed due to the treatment: the Cu 2p3/2  
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Figure 4.10: The XPS spectra of the elements on the CIGS surface: a) Cd MNN, b) Cd 3 d5/2, c) O 

1s, Cu 2p3/2, In (MNN), and Se 3d without and with Cd-treatment in the solutions 

with varying [NH3]: 0 M, 0.5 M, 1.0 M and 1.5 M. 
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and the Se 3d peaks are shifted and expanded to the higher binding energy, and the In (MNN) 

signal is flattened at 406 eV. The same behavior of the XPS spectra is also reported in Ref. 

[125] when the CIGS is oxidized in air and in an enviroment with high humidity, where it was 

attributed to the formation of Cu(II), In-O bond, and elemental Se on the CIGS surface. The 

connection between the shift in the binding energy of core levels and the chemical 

environment can be explained by the charge potential model [91], where the increase in 

binding energy accompanies the increase in the formal oxidation states of atoms. An 

adsorption of charges on the surface can shift the Fermi level at the surface and lead to an 

equal shift in all core level binding energies. However, the position of the Auger peaks In 

(MNN) remains unchanged after the treatment, and this result excludes an influence of the 

charge accumulation on the sample surface on the core level shifts.   

The CIGS surface oxidation is also observed by the treatment in the solutions without 

NH3 and with 1 M [NH3]. All the above mentioned peaks locate at the same binding and 

kinetic energy as in the case of 0.5 M [NH3] but with higher intensities. This result indicates 

that the formation of Cd(OH)2 in both these cases is less. Nevertheless, the presence of the O 

1s peak at 530.35 eV implies that some hydroxide groups are still bound to the CIGS surface. 

The amount of hydroxide is strongly reduced in the case of using 1.5 M [NH3], and the signals 

of oxidized species of the CIGS surface disappear.  

 

4.3.4 Solar cell performance 

Figure 4.11 compares the performance of the solar cells pre-treated in the Cd-solutions with 

that of the reference cell without treatment. A decrease in open circuit voltage VOC and Fill 

Factor FF is observed in all treated cells with different degrees depending on the [NH3] 

concentration used in the solution. This result implies that both the formation of hydroxides 

on the CIGS surface and the Cd-diffusion are unfavorable for solar cell performance. The 

treatment with 1M and 1.5 M [NH3] introduce more Cd into the CIGS and the cell 

performance is degraded more strongly compared to the treatment without NH3. The 

formation of hydroxides on the CIGS surface contributes additional degradation effects in the 

case of the treatment with 1M compared to the case with 1.5 M [NH3].   
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Figure 4.11: The best performance of the solar cells with pre-treatment in the Cd-solutions 

as compared to the reference cell (untreated): VOC (full squares) and FF (open 

cycles).  

 

 

4.3.5 Discussion 

Based on the XPS results, I propose a model to explain the observed dependence of the Cd-

diffusion and the formation of Cd(OH)2 on the [NH3] concentration used in the solution. Both 

processes are intimately tied to the CIGS surface oxidation which is controlled by pH, i.e. by 

[NH3] concentration. The following three processes as described in Fig. 4.12 are involved 

when the CIGS absorber film is dipped into the Cd-solution: 

(1) Cd2+ ions adsorb at the CIGS surface, probably at the VCu site. They can either create a 

bond with Se to form CdSe and/or diffuse into the CIGS film. Simultaneously, the 

hydroxide groups adsorb at the In and Cu ions on the CIGS surface to balance the charge 

in the solution.  

(2) the CIGS surface is oxidized by oxygen dissolved in the solution under formation of 

hydroxide 

 

 Cusurf(I)  +  In +2
surf  +  Se −2

surf  + O2 + 2H2O  Cusurf(II)  +  In +3
surf + Se0

surf  + 4OH-              (4.6)    
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Figure 4.12: Schematic representation of the processes occurring when the CIGS layer is 

treated in a Cd-solution.  

 

 

 (3) precipitation of Cd(OH)2: 

 

Cd2++2OH- Cd(OH)2                                                                                                                                                                (4.7) 

 

In the solutions without NH3, the pH value is close to 7, and therefore the hydroxide 

concentration is too small to form Cd(OH)2. However, at low pH, reaction (4.6) occurs 

strongly and quickly to create an additional amount of hydroxide, whereas the diffusion of the 

Cd into the CIGS film occurs more slowly. Consequently, close to the CIGS surface region, 

the product [Cd2+][OH-]2 exceeds the solubility product of Cd(OH)2. Therefore, in spite of 

high free [Cd2+] in the solution, almost all Cd2+ ions precipitate in form of Cd(OH)2 (reaction 

4.7) on the surface and only a small amount can diffuse into the CIGS film. 

In the solution with 1.5 M [NH3], the [OH-] is higher. Following the principle of Le 

Chatelier, reaction (4.6) is slowed down or even terminated. Consequently, the precipitation 

of Cd(OH)2 induced by reaction (4.6) occurs slohwly. In this case, the adsorbed Cd2+ ions can 
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diffuse further into CIGS. Following this model, the CIGS absorber treated in 1 M [NH3] 

solution should contain more diffused Cd than in the case without NH3 and more hydroxide 

on the CIGS surface than in the case of 1.5 M [NH3]. The experimental results support well 

this model. 
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5 The In(OH,S) buffer device 
 
One of the ways to improve further the cell performance is replacing the standard CdS buffer 

by more transparent, preferably also less toxic buffers. Though many attempts of using 

alternative materials were reported with efficiencies more or less close to that of the standard 

device, their developments were normally approached by “trial and error” experiments. 

Hence, a number of questions concerning stability and lack of efficiency compared to the CdS 

buffer device are still open. The aim of this Chapter is not to try new recipes for the 

alternative buffers, but an approach to find the answers to those questions in the case of the 

well known CBD-In(OH,S) buffer. Comparing the chemical and electronic properties of the 

CdS and In(OH,S) buffers indicates that poor performance as well as metastabilities of the 

solar cells with the In(OH,S) buffer are predominantly controlled by properties of the 

ZnO/In(OH,S) interface. A treatment of the In(OH,S) buffer surface with Cd- or Zn-solutions 

strongly improves and stabilizes the cell performance. An electronic model derived by 

numerical simulation is proposed to explain influences of defects at this interface. 

 
 

5.1  Characteristics of the In(OH,S) buffer 

 

5.1.1 Solution chemistry 

In the solution containing InCl3 and thioacetamide, In2S3 precipitates due to reaction between 

the indium ions and H2S. The latter is formed from the hydrolysis of thioacetamide given by  

 

CH3CSNH2 + 2H2O => CH3COO- + NH+
4  + H2S       (5-1) 

 

This reaction depends strongly on temperature and pH of the solution. Swift and Butler  [126] 

found that the reaction kinetics is time-dependent in second order   

 

-
[ ]

dt

 CH3CSNH2d
= k [CH3CSNH2][H

+]        (5-2) 

 

where k ≈ 0.21 lmol-1min-1 at 90°C.  
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Besides the formation of indium sulfide, In(OH)3 can precipitate due to the hydrolysis of In3+ 

in an aqueous medium. As is the case for cadmium, In3+ forms different complexes with 

hydroxide groups 

 

In3+ + nH2O  [In(OH)n]
3-n + nH+   n = 1- 4      (5-3) 

 

The stability constants β of the complexes in Table 5.1 [127] are given by 

 

β = 
 ][In

]][H[In(OH) 
3

nn-3
n

+

+

          (5-4) 

 

Table 5.1: Stability constants of the complexes In(OH)n3
n
−  

 InOH2+ In(OH) +
2  In(OH)3 In(OH) −

4  

Logβ -4.42 -8.3 -12.4 -22.07 

 

 

With the solubility product of In(OH)3, pKs = 36.92 [127], Figure 5.1 gives the precipitation 

line of In(OH)3 in dependence of pH in the solution. In the zone under the curve, In(OH)3 is 

not formed. The upper zone (gray) corresponds to the conditions of the solutions (pH and total 

concentration of In salt added into the solution) where In(OH)3 precipitates. The star in the 

precipitation zone corresponds to the parameters of the CBD solution used in this work (0.005 

M InCl3 and pH = 3.3), and hence we can expect that In(OH)3 will be formed. 
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5.1.2 Buffer properties 

The SEM pictures in Fig. 5.2 reveal the different structures of the CdS and In(OH,S) films 

deposited onto the CIGS substrate. The CdS film, deposited within 5 minutes onto the CIGS 

substrate, has a polycrystalline structure with a thickness of about 50 nm. The film consists of 

grains with 10-15 nm size, which are grown on the substrate mainly by the atom-by-atom 

mechanism [128]. However, larger CdS particles, formed simultaneously in the solution, can 

also be incorporated in the film (the big particle on the CdS surface in Fig. 5.2a). 

In contrast, the growth mechanism of the In(OH,S) buffer appears to be an aggregation of 

colloidal particles, resulting in the formation of the film with an amorphous structure (Fig. 

5.2b). The In(OH,S) buffer, deposited in 15 min, with a thickness of about 15 nm is much 

thinner than the standard CdS buffer. Nevertheless, XPS measurements of In(OH,S) covered 

CIGS do not detect any signal from the CIGS substrate, indicating that the absorber layer is 

completely covered by the In(OH,S) buffer. 
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Figure 5.1: Solubility of In(OH)3 in the aqueous solutions with different pH values. The gray 

area above the curve corresponds to the region of In concentration and pH 

where In(OH)3 precipitates. The star corresponds to the condition in the solution 

for In(OH,S) deposition used in this work (0.005 M InCl3 and pH = 3.3). 
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Figure 5.2: SEM picture revealing an amorphous structure of the In(OH,S) film grown on 

the Cu(In,Ga)Se2. The bar corresponds to 100 nm. 

 

The XPS measurements show that both buffer layers contain oxygen-related impurities. An 

average amount of oxygen of 10-15 at.% is observed in the bulk of the CdS buffer, and the 

oxygen at the surface is mostly bonded to carbon [129]. In the case of the In(OH,S) buffer, 

besides a formation of In2S3, a competitive precipitation of hydroxide occurs due to 

pronounced hydrolysis of InCl3 in the aqueous medium, and hence a large amount of oxygen 

in hydroxide is found in the bulk and on the surface of this buffer. Indeed, quantitative 

analysis by XPS of our In(OH,S) buffer surface gives an O:In:S ratio of 34.1:38.3:27.6. 

Figure 5.3 shows a typical signal of O 1s observed by XPS measurement of the 

In(OH,S) buffer surface. The spectrum can be fitted by two peaks, a small one centered 

around 529.9 eV and a larger one at 531.7 eV, corresponding to oxide and hydroxide, 

respectively. The observation by XPS of hydroxide and oxide signals at similar binding 

energies was reported earlier for an In(OH,S) buffer deposited in the chemical bath at lower 

pH value (pH = 1.7) [130] than the pH value of 3.3 used in this work.  

The In(OH,S) buffer is more transparent than the standard CdS buffer. From the 

transmission and reflection measurements, the optical band gap energies of the CBD-CdS and 

In(OH,S) are estimated from Fig. 5.4 to be 2.42 eV and 3.1 eV, respectively. The involvement 

of a large fraction of hydroxides in the film could be a reason why the In(OH,S) buffer layer 

has a larger optical bandgap than In2S3 (2.2 eV, [131]). From the optical point of view, the 

large band gap makes the In(OH,S) buffer very interesting for buffer layer applications. 

(a) CdS 

Cu(In,Ga)Se2 

In(OH,S) 

(b) 

Cu(In,Ga)Se2 
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However, as it will be shown in the next section, the optical advantage of the In(OH,S) is 

offset by electrical losses caused by defects in this film. 
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Figure 5.3: XPS  spectrum of O 1s on surface of the In(OH,S) buffer layer. 
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Figure 5.4: Dependence of optical absorption on photon energy for CBD-CdS and In(OH,S) 

thin films. 
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5.2   Characteristics of the solar cell with the In(OH,S) buffer 

As-prepared solar cells with In(OH,S) buffer have quite a poor performance with typical 

efficiency of only around 1% (see Fig. 5.5). Air annealing at 200°C improves remarkably the 

cell efficiency from 1% to 10%. Heat treatment influences differently the solar cell 

parameters. Open circuit voltage and Fill Factor increase gradually with annealing time, and 

the increase seems saturate after 40 min of annealing. The short circuit current jumped 

strongly already after 3 min annealing, reached the highest value after 10 min and decreased 

slightly with longer annealing. 

Light soaking the sample under simulated solar spectrum (AM 1.5, 100 mW/cm2 

illumination) improves further all the parameters (the circles in Fig. 5.5). After 30 min of light 

soaking, the efficiency of the In(OH,S) buffer solar cell reaches 12.64 %, i.e. close to the 

efficiency of the reference standard CdS cell (13.2%). However, the effects of annealing and 

light soaking are reversible, i.e. the cell performance deteriorates again on storing the samples 

in the dark for few weeks.  
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Figure 5.5: Evolution of the performance of the In(OH,S) buffer solar cell upon air 

annealing at 200°C (open squares). The open circles correspond to the 

parameters of the cell annealed for 40 min in air and soaked for 30 min under 

illumination of white light . 
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5.3   Role of the heterointerfaces  

Explanations for difficulties to replace CdS by the alternative buffers in the literature are 

mainly focused on the interface between the buffer and the CIGS absorber. It is suggested that 

the presence of Cd at this interface is favorable for the heterojunction formation. However, the 

entire buffer layer is part of the space charge region of the heterojunction, and hence any 

imperfection not only at the buffer/CIGS interface but also in the bulk of the buffer and/or at 

the buffer/ZnO interface can influence the electronic properties of the heterojunction. Thus, an 

analysis whether the reduced performance of the In(OH,S) buffer materials originates from 

either of its interfaces or from its bulk properties is essential.  

This Section provides evidence for the dominant influence of the interface between the 

In(OH,S) buffer and the ZnO window layer on the performance and on the metastable 

electronic behavior of the solar cell. In order to separate the effects of the two interfaces, I 

investigate double buffer structures that use CdS/In(OH,S) as well as In(OH,S)/CdS 

combinations. In this way, I obtain devices where the buffer/window and the buffer/absorber 

interface are made up by different buffer materials. The electronic properties of these double 

buffer devices are compared to those of devices with single layers of CdS or In(OH,S) buffers. 

Surprisingly, the behavior of ZnO/CdS/In(OH,S)/CIGS heterojunctions comes close to that of 

the standard CdS-buffered device with its high photovoltaic performance, whereas 

ZnO/In(OH,S)/CdS/CIGS rather resembles the device with a single In(OH,S) buffer. Hence, 

devices that share the material towards the ZnO window layer exhibit a similar performance. 

 

 

5.3.1 Experiments with double buffers  

Two series of devices are fabricated with different double buffer combinations by sequentially 

depositing either CdS on In(OH,S) or the other way around. In the following, I denote the 

combination In(OH,S)/CdS/CIGS type A and CdS/In(OH,S)/CIGS type B double buffers. The 

thickness of the CdS layer of the double buffer devices is varied by the deposition time. In the 

first series, the solar cells are completed by sputtering a bilayer ZnO window (i-ZnO/Al:ZnO) 

and evaporated Al grid contact. In the second series of the samples, the i-ZnO layer is omitted. 

A schematic representation of the two types of devices is shown in Fig. 5.6. 
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Figure 5.6: Schematic representation of the investigated samples with different buffer 

structures: a) with the double buffer type A, where a CdS layer separates the 

In(OH,S) and CIGS layers, b) with the double buffer type B, where a CdS layer 

separates the In(OH,S) and ZnO layers. Samples in series II differ from those 

in series I by omitting the i-ZnO layer. The thickness of the CdS layer in both 

types of the double buffer devices is varied by its deposition time. 

 

 

5.3.2 Solar cell performance 

Although the In(OH,S) buffer has quite different properties in the bulk and at both interfaces 

compared to the CdS, a comparison of the cell parameters of the double buffer devices will 

show that the In(OH,S)/ZnO interface predominantly controls electronic loss processes in the 

In(OH,S) buffer device. 
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Open circuit voltage  

Figure 5.7 shows the open circuit voltage VOC taken from the I/V measurements under 

illumination for samples with and without i-ZnO layer. The as-grown device with single 

In(OH,S) buffer and double ZnO-window exhibits a poor performance with much lower VOC 

and FF compared to those of the standard CdS device (dotted line). Let us first consider the 

parameters of the sample series that includes the i-ZnO (full squares). Putting a thin CdS film 

in between the In(OH,S) and the CIGS absorber layers in the type A double buffer devices 

(left hand side) strongly improves VOC to a level that is even higher than that of the reference 

CdS device. At this point a likely explanation would be [132] that replacing the 

In(OH,S)/CIGS interface by the CdS/CIGS interface implies a reduction of interface 

recombination. Interestingly, even the smallest CdS deposition time of 1 min is sufficient to 

achieve the increase of VOC, whereas with further increasing CdS thickness VOC slightly re-

decreases.  

Turning now to the type B double buffer devices (right hand side of Fig. 5.7), we also 
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Figure 5.7: Open circuit voltages VOC of the devices with double buffers type A (left hand 

side) and type B (right hand side) in comparison with those of the reference CdS 

(dotted line) and single In(OH,S) buffer devices (CdS deposition time is zero).  
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observe an improvement of VOC by the insertion of the CdS-layer (now between the In(OH,S) 

and the ZnO window). This improvement is similar to that achieved with the type A devices 

but now increases further with increasing CdS thickness. In this situation, a reduction of 

recombination at the buffer/absorber interface (that is still In(OH,S)/CIGS) cannot explain the 

VOC improvement. Instead, I conclude that the CdS/i-ZnO interface is less defective and hence 

less electronically charged than the In(OH,S)/i-ZnO interface. As will be shown in section 

5.5, charges at the buffer/window interface can control the recombination rate at the 

buffer/absorber interface via electrostatic interaction. Thus, the degradation of VOC observed 

in single layer In(OH,S) devices is a combined result of a high defect density at the 

buffer/absorber interface and a high negative charge density at the buffer/window interface. 

Note that the omission of the i-ZnO layer results in a slight decrease of VOC in both series of 

samples, and this could be explained by an inhomogeneity of absorber as suggested for the 

CdS device [133]. 

Figure 5.8 shows the Arrhenius plots of n× ln(J0) versus the inverse thermal energy 1/kT 

for some devices. The activation energy EA extracted from the Arrhenius plots for the 

standard CdS device is 1.13 eV (full squares in Fig. 5.8), close to the absorber band gap 

energy Eg = 1.15 eV derived from spectral quantum efficiency measurements. This 

coincidence supports the dominant recombination in the bulk of the absorber material. In 

contrast, we find EA = 0.78 eV in the case of the In(OH,S) buffer device with the bilayer 

window (full circles in Fig. 5.8) which  suggests the dominant interface recombination with 

EA = Φ p
b , where Φ p

b  is the barrier for holes at the interface. However, bulk recombination 

appears to dominate again in case of the In(OH,S) buffer device without the i-ZnO layer (EA = 

1.10 eV) and in the double buffer B device (EA = 1.16 eV). This observation clearly indicates 

a participation of the i-ZnO/In(OH,S) interface in the deterioration of VOC.  

It is interesting to note that EA ≈ Eg is also observed in the case of the double buffer A 

device with the bilayer window (EA = 1.20 eV). This finding implies that, though the defect 

density at the i-ZnO/In(OHx,Sy) interface is large, it is not sufficient to deteriorate VOC. The 

In(OH,S) buffer needs an additional number of acceptor defects at the In(OH,S)/CIGS 

interface to reduce Φ p
b  below a critical value from which the interface recombination becomes 

dominant. This conclusion implies further that the defect density at the CdS/CIGS interface is 

lower than that at the In(OH,S)/CIGS interface.  
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Figure 5.8: Corrected Arrhenius plot of the saturation current density J0 versus 1/kT of:  the 

standard  CdS device (closed squares), double buffer A CdS/In(OHx,Sy)/i-ZnO 

(closed triangles), double buffer B In(OHx,Sy)/CdS/i-ZnO (open triangles), 

In(OHx,Sy)/i-ZnO (closed circles), In(OHx,Sy)/Al:ZnO (open circles). The straight 

lines are fits to Eqn. (3.4). 

 

 

 

Fill Factor  

Exclusion of the In(OH,S)/CIGS interface in the double buffer A devices increases the fill 

factor FF with increasing CdS film thickness. However, the increase of FF seems to saturate 

at a relatively low level of 55 % (for devices with i-ZnO) and of 67-68 % (for devices without 

i-ZnO). In contrast, the double buffer B devices have (after a CdS deposition time of 3 min) 

fill factors up to FF ≈ 72 % that are comparable to those of the CdS-buffer devices. The 

moderate fill factors that are possible as long as In(OH,S) is present at the buffer/window 

interface points to the fact that a barrier for photocurrent is formed at this interface. Such a 

barrier that hinders photocarrier collection, again, is a consequence of negative charges at the 

buffer/window interface.  

The results from our sample series that omits the low-doped i-ZnO nicely fit into the 

above picture. We observe higher fill factors in all devices with In(OH,S)/ZnO interface when 



63 

 

omitting the i-ZnO layer, i.e. bringing the highly doped Al:ZnO layer closer to the 

buffer/window interface reduces the aforementioned barrier. The same effect, but much 

smaller, is also observed in the double buffer B devices, perhaps due to an incomplete 

coverage of the In(OH,S) buffer by the CdS films deposited in a short time.  

 

Internal Quantum Efficiency  

The influence of the In(OH,S)/CIGS and In(OH,S)/ZnO interfaces on the electronic properties 

of the junctions is more clearly seen by analyzing the internal quantum efficiency (IQE) of the 

samples. As shown in Fig. 5.10, the IQE curve of the single In(OH,S) buffer device is much 

lower than that of the standard CdS device. In the double buffer A devices, the spectral 

response increases by insertion of a very thin CdS film, deposited in 1 min (≈ 5 nm), in 

between the CIGS and In(OH,S) layers. However, longer CdS deposition times of 3-5 min are 

needed to bring the IQE of type A double buffer devices close to the IQE of the CdS reference 

cell. It is important to notice, that the differences among the IQE curves in Fig. 5.10a are 

dependent on the wavelength and more pronounced in the long wavelength region. Hence, the 

replacement of the In(OH,S)/CIGS interface by the CdS/CIGS interface results not only in a 
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Figure 5.9: Fill Factors FF of the devices with double buffers type A (left hand side) and 

type B (right hand side) in comparison with those of the reference CdS (dotted 

line) and single In(OH,S) buffer devices (CdS deposition time is zero).   
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reduction of interface recombination leading to an increase of the IQE that is independent of 

wavelength, but also leads to an increase of the collection probability deeper in the absorber. 

As will be shown in section 5.4, the latter effect results from an increasing width of the space 

charge region (SCR) in the absorber.  

With the thin CdS deposited in 1 min, the IQE curve of the double buffer B devices with 

such defective CIGS/In(OH,S) interface (Fig. 5.10b) is much higher with a small loss in the 

red light region compared to the CdS buffer device, which is compensated by a yield in the 

blue light region. A further improvement in IQE is obtained by omission of the i-ZnO layer 

(dashed line). It is worth to note that the double buffer B cells without i-ZnO has higher VOC 

and IQE and the same FF as the CdS cell and hence yields additional 1% in efficiency.  
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Figure 5.10: Internal quantum efficiency (IQE) curves of the devices with double buffers in 

comparison with the single reference CdS and In(OH,S) buffer devices: a) 

double buffer type A with different times of CdS deposition and b) double buffer 

type B with a CdS layer deposited in 1 min (≈ 5 nm), with i-ZnO (full line) and 

without i-ZnO (dashed line). 
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5.3.3 Metastability behavior 

 

5.3.3.1 Observation by current/voltage measurements  

Figure 5.11 compares current/voltage (I/V) curves of illuminated samples with double buffers 

to those of devices with standard CdS and with single In(OH,S) buffer. All devices in Fig. 

5.11 have a window layer that includes i-ZnO. The worst I/V curve in Fig. 5.11 having an 

abnormal S-shape, the so-called double diode behavior, is that of the In(OH,S) device. In 

addition, this curve displays a hysteresis of the I/V curves under illumination, i.e., the fill 

factor is even lower if measured from reverse to forward bias (V-/+ mode) compared to the 

opposite situation (V+/- mode). In the case of the type A double buffer device (with the 

In(OH,S)/ZnO interface), the deformation of the I/V curves and the hysteresis is reduced, but 

both features are still present. In contrast, in the type B double buffer device, the I/V hysteresis 

disappears completely, and this device even provides a better cell performance than the 

present standard CdS reference devices. Thus, the comparison of the I/V characteristics of the 

double buffer devices to the single buffer devices leads to the conclusion that both features, 

the I/V hysteresis as well as the overall poor FF, relate directly to the properties of the 

In(OH,S)/ZnO interface.  
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Figure 5.11: Current/voltage characteristics of samples in series I under illumination. The 

I/V hysteresis loops appear only in the samples with the In(OH,S)/i-ZnO 

interface. The arrows show the direction of applied voltage bias for 

measurement. 



66 

 

Effect of air annealing 

Figure 5.12 illustrates the effects of air annealing at 200° C on the devices with the 

In(OH,S)/ZnO interface (type A double buffers as well as In(OH,S) devices). Figure 5.12a 

reveals that air annealing up to 40 min continuously increases the fill factor FF. Figure 5.12b 

takes the relative fill factor difference ff∆ = (FF −+ / - FF +− / )/FF −+ / , i.e. the relative 

difference between the fill factors FF −+ / , FF +− / derived from the I/V curves measured either 

from forward or from reverse direction, to quantify the hysteresis. We can see from Fig. 5.12b 

that the hysteresis decreases considerably with increasing annealing time, making ff∆  ≈ 10 % 

for the In(OH,S) device and almost zero for the type A double buffer device. Note that air 

annealing at 200 °C for a few minutes can gradually improve the performance of standard 

CdS buffer devices as well. However, air-annealing with annealing times up to several tens of 

minutes appears mandatory for devices with an In(OH,S)/ZnO interface. Nevertheless, the 

beneficial effect of air annealing on these devices is reversible, i.e. the performance re-

degrades again after storing the sample in the dark for a few days. 

 

Figure 5.12: Effect of air annealing on the I/V characteristics of the samples with the  

In(OH,S)/i-ZnO interface: a) annealing increases FF  and b) simultaneously 

decreases the hysteresis.  
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Effect of light soaking 

Light soaking does not improve the performance of the devices with the CdS/ZnO interface 

(standard CdS and double buffer B devices), but it improves significantly the devices with the 

In(OH,S)/ZnO interface. Figure 5.13 shows the effects of light soaking under simulated solar 

spectrum AM 1.5 on the double buffer A device. After 75 min light soaking, FF increased 

strongly from 55% to 67%, whereas VOC and JSC remained almost unchanged (Fig. 5.13 a). 

Simultaneously, the I/V hysteresis disappeared.  

Figure 5.13b shows the semi-logarithmic I/V characteristics of the device taken in the 

dark before and after 75 min light soaking. Before light soaking, the current in the forward 

direction is very low, indicating a high barrier at the In(OH,S)/ZnO interface, which hinders 

the electrons move from the ZnO emitter to the In(OH,S) buffer. Light soaking decreases this 

barrier and increases strongly the current. 
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Figure 5.13: Effect of light soaking on the I/V characteristics of the double buffer A sample 

with the In(OH,S)/i-ZnO interface under illumination and in the dark: increase 

of FF and simultaneous decrease of the hysteresis.  
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5.3.3.2 Observation by capacitance/voltage measurem ents 

Figure 5.14 shows the C/V characteristics at room temperature of the devices measured at 100 

kHz. The junction capacitance of the In(OH,S) buffer device is much higher than that of the 

CdS device over the whole range of applied voltages. Moreover, as in the case of the I/V 

characteristics, the C/V characteristic of the In(OH,S) buffer device exhibits a hysteresis, i.e., 

the junction capacitance is lower when measured from negative bias to positive bias (V-/+ 

mode) compared to the opposite situation (V+/- mode). A high junction capacitance and the 

C/V hysteresis are observed also in the double buffer A device, whereas the double buffer B 

device has the same capacitance level of the CdS device. The comparison indicates that the 

C/V characteristics of the In(OH,S) buffer device are directly related to the properties of the 

In(OH,S)/ZnO interface. 

Metastability upon voltage bias treatment has been well known in Metal-Oxide-Silicon 

(MOS) devices where a shift of capacitance/voltage profile is caused by mobile positive ions 

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
0

50

100

150

200

CdS buffer

 

 

double buffer A

In(OH,S) buffer

C
ap

ac
ita

nc
e 

(n
F

cm
-2
)

Voltage (V)
 

Figure 5.14: Capacitance/Voltage characteristics of the samples in series I in the dark at 

100 kHz. The curve of the double buffer B device (open circles) coincides with 

that of the CdS device (full line).  The C/V hysteresis loops appear only in the 

sample with the In(OH,S)/i-ZnO interface. The arrows show the direction of 

applied voltage bias for the measurements.  
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in the oxide layer [134]. I note that the metastability observed in the In(OH,S) device has a 

different origin. If under reverse bias a quantity Qm of positive ions would move from the 

buffer/window interface to the buffer/CIGS interface, this would induce additional negative 

charges in the CIGS layer (Fig. 5.15). As a result, the space charge region in the CIGS 

absorber layer would be wider and the junction capacitance would be lower. The experimental 

observations for the In(OH,S) buffer device contradict this situation. 

 

 

 

Figure 5.15: Schematic representation of the charge redistribution in the ZnO/In(OH,S)/ 

CIGS heterojunction in the case when a quantity Qm of mobile positive ions 

would  move from the ZnO/In(OH,S) interface to the In(OH,S)/CIGS interface 

under a reverse voltage bias. An additional negative charge -Qm is induced in 

the bulk of the CIGS layer. The same effect occurs in the ZnO layer. This 

would result in a widening of the space charge region and a lowering of the 

junction capacitance. 
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5.3.3.3 Thermally stimulated capacitance measuremen ts 

In this section, I used thermally stimulated capacitance (TSC) measurements to investigate the 

nature of the electronic metastability that is caused by reverse voltage bias on devices with 

different buffer layers or different buffer layer combinations. Note here that different types of 

metastabilities are routinely observed in CIGS solar cells [135]. The so-called reverse bias 

type [135] is the one that most significantly affects the electronic behavior of devices with 

CBD-deposited non-CdS buffer layers. Therefore, avoiding this type of metastability is of 

primary importance for all alternative buffer devices. I note further that the reverse bias 

treatment (application of a reverse voltage rV  = -1 V for 1 h at 300 K) used to create a 

metastable state in the present TSC analysis is harder than the -0.5 V that is experienced by 

the sample for a few seconds when measuring the I/V curve in (-/+) direction as described in 

the previous subsection. 

 

TSC of the CdS device 

The upper part of Fig. 5.16a displays a typical TSC spectrum at 100 kHz of a standard CdS 

buffer device at equilibrium (full squares). The TSC spectrum has two transitions at 125 K 

and 275 K. These capacitance steps transform into two minima N1 and N2 in the 

differentiated capacitance curve f×dC/df in the lower part of Fig. 5.16a. The transition N1 is 

normally attributed to the charging and discharging of the donor states at [136] or close [137] 

to the CdS/CIGS interface and transition N2 belongs to a deep acceptor in the bulk of the 

CIGS layer. After applying reverse voltage bias for 1 h at 300 K, the junction capacitance 

(open squares) at low temperatures increases slightly. This increase is more significant at 

higher temperatures, where deep defects do contribute to the capacitance. Also seen in this 

curve is the onset of relaxation to the initial equilibrium state at temperatures T > 270 K. The 

lower part of Fig. 5.16a displays the differentiated f×dC/df spectra. Comparison of the 

equilibrium curve (full squares) with the metastable one (open squares) unveils the origin of 

the reverse bias metastability in standard CdS-buffer devices. The increase of the peak N2 

indicates the metastable creation of deep defects in the CIGS absorber by the reverse bias 

treatment. Thus, the effect of reverse bias on devices with CdS buffer layers seems to be an 

absorber rather than an interface effect [138, 139].  
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The behavior of the samples changes significantly after an air-anneal at 200 °C for 5 

min. As shown by Fig. 5.16b, air annealing leads only to gradual changes of the direct and of 

the differential TSC spectrum, as far as the equilibrium state is concerned. The overall 

capacitance decreases slightly and the peak N1 shifts to higher temperature due to a 

passivation of Se vacancies at the CdS/CIGS interface [140]. The TSC spectrum of the air-

annealed device after reverse bias looks almost unchanged compared to the equilibrium one. 

Thus, air annealing stabilizes CIGS solar cells against the reverse bias metastability. Note that 

in a photovoltaic module reverse bias may easily occur to single cells, e.g. by shadowing. The 

slightest degradation of a single cell, even if reversible, has a deleterious effect on the overall 

module performance. Therefore, the finding that air annealing greatly reduces the reverse bias 

metastability is of great practical importance.  
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Figure 5.16: Thermally stimulated capacitance TSC (upper part) and its frequency 

differential f×xdC/df (lower part) spectra of the CdS buffer device in the 

equilibrium state (closed squares) and after applying reverse voltage bias in 

the dark for 1 hour  (open squares): a) as grown and b) after 5 minutes of air 

annealing at 200 °C.         
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TSC of the In(OH,S) device 

The initial state of In(OH,S) buffer device (closed squares in Fig. 5.17a) has a much higher 

capacitance over the entire temperature range compared to the capacitance of the CdS device. 

The two familiar transitions N1 and N2 are observed at the same temperatures, i.e. as peaks in 

the f×dC/df spectrum. Like in the case of the CdS device, we obtain after the reverse voltage 

treatment an increase of the junction capacitance in the entire temperature range. However, 

the change of the TSC spectra of the In(OH,S) buffer devices has another fingerprint than that 

of the CdS device. A large capacitance step appears already at low temperatures and, 

accordingly, we observe a huge increase of the peak N1 for the In(OH,S) buffer sample after 

reverse bias. Here, air annealing at 200 °C for 10 min reduces considerably the effect of the 

reverse voltage bias, though the metastable change of the N1 transition remains the dominant 

feature of the reverse bias metastability. 
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Figure 5.17: TSC (upper part) and f×dC/df (lower part) spectra of the In(OH,S) buffer 

device in the equilibrium state (closed squares) and after applying reverse 

voltage bias in the dark for 1 hour  (open squares): a) as grown, b) after 10 

minutes of air annealing at 200°C. 
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Comparison of the consequences of reverse biasing on In(OH,S) buffer devices (Fig. 

5.16) with those on CdS buffer devices (Fig. 5.16) suggests a quantitative and qualitative 

difference. Whereas the reverse bias metastability in CdS buffer devices appears primarily as 

an effect in the absorber (increase of transition N2), in In(OH,S) buffer device the 

metastability seems to be dominated by an interfacial effect resulting in an increase of N1. 

Thus, the so-called reverse bias metastability is not a single effect. Instead, reverse bias 

voltage has different physical consequences that depend on the buffer material used for the 

device.  

 

TSC of the double buffers device 

Figure 5.18 compares the TSC spectra and the reverse bias effect of the two different double 

buffer devices. Interestingly, the type A device (CIGS/CdS/In(OH,S)/ZnO) clearly exhibits an 

increase of N1 upon reverse biasing whereas we do not observe a change for the N2 transition. 

In contrast, the metastable behavior of the type B device (CIGS/ In(OH,S)/CdS/ZnO) mainly 

concerns the higher temperature range much as observed for the CdS buffer device. This 

result demonstrates that the In(OH,S)/i-ZnO interface causes the dramatic metastable 

enhancement of the transition N1, whereas exclusion of the In(OH,S)/i-ZnO interface in the 

type B device reduces the junction capacitance and the metastable behavior approximately to 

the level of the CdS device. 
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Figure 5.18: TSC (upper part) and f×dC/df (lower part) spectra of the double buffer A (left 

hand side) and double buffer B (right hand side) devices in the equilibrium 

state (closed squares) and after applying reverse voltage bias in the dark for 1 

hour  (open squares). 
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5.4 Modifications of the ZnO/In(OH,S) interface 

All the electrical analysis in the previous sections pointed to the same fact that properties of 

the ZnO/In(OH,S) interface cause the poor performance and metastabilities in the In(OH,S) 

buffer device. It has also been shown that the insertion of the thin CdS layer in the double 

buffer type B removed bad characteristics of that device. There are two possibilities of the 

effect of the CdS insertion: 

i)  The CdS layer protects the In(OH,S) surface from the damage of the ZnO sputtering 

process or prevents an intermixing at the ZnO/In(OH,S) interface which could 

cause unfavorable properties; 

ii)  Not the CdS layer by itself but the chemical bath for the CdS deposition modified   

the properties the In(OH,S) surface in the favorable way. 

In order to test the first case, I used an In2O3-widow instead of the standard ZnO layers 

to complete the solar cell with the In(OH,S) buffer. The performance of this device was not 

improved, and hence the intermixing is not a cause for the unfavorable interface properties. 

To test the second case, the CIGS with the overlayer In(OH,S) were treated prior the 

ZnO sputtering process in different solutions containing NH3 (with and without thiourea) or 

Cd2+ cations. Only the latter improved the solar cell characteristics, which will be illustrated in 

this section. 

 

Treatment in a solution containing Cd 2+ 

After the deposition of the In(OH,S) buffer layer onto the CIGS substrate, I treated the sample 

with a solution containing cadmium acetate and ammonia at 60 °C for 5 min. The 

concentrations of the reagents were chosen to be the same as in the solution for the CdS 

deposition. The surface of the treated and untreated sample underwent an analysis by XPS 

measurement. The treated sample was then completed with the ZnO window layers, and its 

solar cell performance was compared to that of the standard CdS and untreated In(OH,S) 

buffer device. 

Figure 5.19 show an amazing feature of the treatment. By treatment for 5 min, the I/V 

characteristic of the In(OH,S) buffer device is strongly improved (curve 3) and does not 

exhibit a hysteresis. The performance of the treated solar cell is even better than the annealed 

and light soaked In(OH,S) buffer device (curve 2) and exhibits long term stability. I did not 

observe a degradation of the cell even after six months. The treated cell had still a lower FF 
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compared to the CdS device. However, I believe that with an optimization of the treatment 

parameters (concentration, time, temperature), the In(OH,S) buffer device should lead to a 

stable efficiency comparable to the CdS device. 

The results of the XPS measurement (Fig.5.20) reveals that after the treatment, a small 

amount of Cd is adsorbed on the surface of the In(OH,S) buffer. The Auger parameter of the 

absorbed Cd is 786.75, suggesting the formation of CdS. The peak intensities of In and S are 

slightly decreased whereas the signal of oxygen is increased. The Auger parameter of the In is 

slightly decreased from 406.55 to 406.35 eV, i.e. it shifts closer to the Auger parameter of 

In(OH)3. 

Based on the results of the XPS analysis, I suppose that the Cd2+ ions from the treatment 

solution reacts with the S on the In(OH,S) surface, and simultaneously hydroxide adsorbs 

onto the In site 

 

In(OH,S) + Cd2+ + 2OH-  => CdS + In(OH)3       (5.5) 
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Figure 5.19: The I/V characteristics of the In(OH,S) buffer devices  under illumination in 

comparison to the reference CdS buffer device: 1) as prepared, 2) after 40 min 

air annealing and 30 min light soaking, 3) treated in the solution containing 

Cd2+ and without annealing and light soaking. 
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Figure 5.20: The evolution of x-ray photoelectron and Auger spectra of elements on the 

In(OH,S) buffer surface before (full lines) and after (dotted lines) 5 min 

treatment in the ammonia solution containing 1.4 mM Cd(CH3COO)2. 

 

370 375 380 385

Kinetic energy (eV)

Cd MNN
374.45

381.3

 

 

In
te

n
si

ty
 (

a
.u

)

408 406 404 402

Cd 3d
5/2405.45

 

 I
nt

en
si

ty
 (

a.
u)

Binding energy (eV)

536 534 532 530 528

531.7O 1s

 
 

N
o

rm
al

iz
ed

 in
te

n
si

ty

Binding energy (eV)
230 228 226 224 222

S 2s225.9

 N
or

m
liz

ed
 in

te
ns

ity

 

Binding energy (eV)

395 400 405 410

In MNN

406.35

406.55

 

In
te

ns
ity

 (
a.

u
)

Kinetic energy (eV)
448 446 444 442

445.25 In 3d
5/2

 N
or

m
al

iz
ed

 in
te

n
si

ty

 

Binding energy (eV)



78 

 

Treatment in Zn-solutions 

The experiment with Cd-treatment indicated that the metal ions in the solution can somehow 

repair electronic defects at the In(OH,S) buffer surface. Hence, we can try with a solution of 

another metal salt to obtain a Cd-free solar cell. Therefore, I treated the In(OH,S) buffer 

layers, deposited onto the CIGS absorber, in 1M ammonia solutions with different 

concentrations of  ZnCl2 for 5 min at 60°C.  

In the case of using 1.4 mM ZnCl2 (the same concentration as for the Cd-treatment), the 

efficiency of the In(OH,S) buffer device improves slightly (~ 4% compared to ~ 1% of the 

untreated device). The use of ZnCl2 solution with higher concentration (14 mM) increases 

strongly all the parameters Voc, Jsc and FF of the device (Fig. 5.21). The cell has even higher 

values VOC and JSC than the reference CdS device. However, the FF of the treated In(OH,S) 

cell is still lower than in the case of the standard cell. Nevertheless, the treatment provides the 

In(OH,S) buffer cell with an efficiency as high as the CdS buffer device.  
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Figure 5.21: Relative deviation of VOC, JSC, FF and η  of the In(OH,S) buffer device treated 

for 5 min in the ammonia solutions with 1.4 mM and 14 mM ZnCl2. All the 

parameters are normalized to those of the reference standard CdS buffer 

device, which has the Cu(In,Ga)Se2 absorber layer prepared in the same run 

and an efficiency of 13%. 
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5.5   Discussion 

All experimental results show that the In(OH,S)/i-ZnO interface plays a predominant role for 

the poor electronic properties and the huge electronic metastability in the alternative In(OH,S) 

buffer device. The following will specify this conclusion in terms of an electronic model and 

numerical simulations using the program SCAPS-1D [141]. In section 5.5.1, I define a model 

for the buffer/CIGS interface. Then, the influence of the defects at the buffer/window 

interface on the electronic properties and the I/V curves of the devices is demonstrated in 

section 5.5.2. Finally, I propose explanations for the electrical metastabilities observed in the 

experiments.   

 

5.5.1 Electronic model 

5.5.1.1 Band diagram approach 

 

Buffer/window interface 

Figure 5.22 shows the basic band diagram of the ZnO/buffer/CIGS heterojunction in 

equilibrium. In the ideal case without interface states, positive charges in the window/buffer 

part of the junction are balanced by negative charges in the SCR of width wa in the CIGS 

absorber: 

 

aabbwwn wqNNqdNqdQ =++          (5.6)  

 

Here Qn are the charges per unit area in a depletion layer of the high-doped Al:ZnO window 

layer, q is the elementary charge; Nw, Nb and Na are the doping concentrations in the i-ZnO, 

the buffer and CIGS layers with the thickness  dw, and db, respectively;  wa is the width of the 

SCR in the CIGS layer. 

From this equation, it can easily be seen that an introduction of negatively charged states 

at the interfaces (a negative quantity of charges is added to the left side of the Eqn. 5.6) 

reduces the width wa of the space charge region in the absorber layer. From the capacitance 

measurements, we have seen that the devices with the In(OH,S)/ZnO interface have a 
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narrower SCR. Therefore, this interface has to contain a large number of negatively charged 

defects. 

From the depletion approximation, the relation between wa and the Fermi level FE∆  at 

the buffer/CIGS interface is given by 

 

=a
DV a

2
aa 2/wqN ε             (5.7)  

and 

g
a
DF EVE =++∆ ξ             (5.8)  

 

where a
DV  is a drop of the built-in potential in the absorber layer, ξ  is the Fermi level in the 

neutral part in CIGS and aε  is the relative dielectric permittivity of the absorber. 

Thus, a reduction of wa by adding negative charges in the buffer goes hand in hand with 

a reduction of the band bending aDV  and an increase of FE∆ . Simultaneously, the barrier for 

holes at the interface Φ p
b , defined by Φ p

b = Eg - FE∆ , decreases. This leads to a higher 

recombination velocity at the buffer/CIGS interface. 

 

 

Vd

a

ξ

d
w

negatively charged
interface states

d
b

w
a

E
v

E
c

 
 

Al:ZnO
i-ZnO

Buffer

CIGS

Φ
b

p

E
F

∆E
F

 

 

Figure 5.22:  Basic band diagram of the ZnO /buffer/CIGS heterojunction 
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Buffer/CIGS interface 

The observed high VOC and dominant bulk recombination in the double buffer B devices 

suggest a minor role of the recombination at the In(OH,S)/CIGS interface in the electronic 

loss processes. This result implies further that not the presence of Cd at the interface as 

suggested by other authors [79-81], but properties of the CIGS surface itself play the essential 

role for the heterojunction formation.  

Se vacancies VSe at the CIGS surface [142] can cause a large band bending. By an 

analytical calculation [140] and a simulation [63], the authors show that densities of interface 

states in order of 1013 cm-2eV-1 are sufficient to pin the Fermi level EF at the CdS/CIGS 

interface at the neutrality level. Furthermore, Fermi level pinning at close to the CIGS 

conduction band is also proposed [135] to argue a capacitance transition of the interface states 

derived from the admittance spectroscopy. However, if the VSe plays such an important role 

for heterojunction formation, air annealing with the well-known effect of  a passivation of VSe 

by oxygen [142] would strongly influence the cell performance. This contradicts the 

experimental result, where I did not find a significant change upon air annealing in solar cell 

parameters (except for the shift of the N1 peak) for the CdS buffer device. Moreover, the 

increase of IQE curves with increasing CdS buffer thickness in the double buffer A devices 

suggests that the density of VSe is actually not sufficiently high to predominantly control the 

SCR in the absorber layer and the position of the Fermi level at the interface.  

To explain the effects observed in the experiment with double buffers, I propose that the 

high barrier for holes at the interface, which hinders the surface recombination, originates 

from a lowering of the valence band energy in a thin layer on the top of the CIGS absorber. In 

the following, numerical simulations by using the SCAPS-1D program demonstrate the results 

in our experiment for four types of devices. I assume that the CIGS absorber naturally 

involves a 20 nm weak n-type surface defect layer (SDL) with a bandgap of 1.35 eV, i.e. the 

valence band is 0.2 eV lower than in the bulk.  

 

Input parameters for the simulation 

Table I lists the main parameters of the semiconductor layers in the simulation. The 

parameters of the interface states are listed in Table II. More details are given in the Appendix 

A at the end of the thesis. 
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Table I. Parameters of semiconductor layers used in the simulation. The quantities NC and NV 

denote the conduction and valence band effective density of states, νth,n, νth,p and µn, µp are the 

thermal velocities and mobilities for electrons and holes, ε is the relative dielectric 

permittivity. 

 CIGS SDL CdS In(OH,S) i-ZnO ZnO:Al 

Thickness (µm) 1.980 0.02 0.05 0.015 0.05 0.3 
Band gap (eV) 1.15 1.35 2.4 3.0 3.3 3.3 
Electron affinity (eV) 4.5 4.5 4.5 4.5 4.55 4.55 
NC (cm-3) 6.7×1017 6.7×1017 2×1019 2×1019 5×1018 5×1018 
NV (cm-3) 1.5×1019 1.5×1019 2×1019 2×1019 5×1018 5×1018 
νth,n (cm/s) 3.9×107 3.9×107 1×107 1×107 1×108 1×108 
νth,p (cm/s) 1.4×107 1.4×107 1×107 1×107 1×108 1×108 
µn    (cm-2/Vs) 50 50 50 50 50 50 
µp      (cm-2/Vs) 20 2 20 20 20 20 
Doping (cm-3) 5×1015 (p) 1×1013 (p) 5×1016 (n) 5×1014 (n) 1×1016 (n) 1×1018 (n) 
ε 10 10 10 10 10 10 

 
 
 
Table II. Defect densities at the interfaces of the CdS and In(OH,S) buffers to the CIGS and 

ZnO layers. The type of defects is denoted (d) for positively charged donors and (a) for 

negatively charged acceptors. The quantities marked with an asterisk are the energy levels of 

the defects counted from the maximum of the valence band edge.  

Density of defects  CdS In(OH,S) 

at CIGS/buffer interface Nba (cm-2)  (1.25 V)* 
                                                          (0.65 V)* 

2×1010  (d) 
1×1010  (a) 

2×1010  (d) 
1×1011   (a) 

at ZnO/buffer interface Nwb (cm-2)   (1.2 V)* 7×109   (a) 7×1011   (a) 
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5.5.1.2 Results of simulations 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.23: Simulated by SCAPS-1D band diagrams: a) of the CdS buffer device with low  

densities of acceptor defects at the interfaces and b) of the In(OH,S) buffer 

device with high densities of those.  
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Figure 5.24: Simulated I/V curves of the devices with different buffer layers: CdS (solid line), 

In(OH,S) (dashed lines), double buffer A (dotted lines) and double buffer B 

(closed squares). The densities of the donor interface states at the buffer/CIGS 

interface are assumed to be low for all types of buffer: 2×1010 cm-2 (donor, Sp 

= 104 cm/s). The CdS buffer also has low acceptor defect densities at both 

interfaces: 1×1010 cm-2 (Sp = 105 cm/s) at the CdS/CIGS interface and 7×109 

cm-2  at the CdS/i-ZnO interface, whereas in the case of the In(OH,S) buffer they 

are much higher: 1×1011 (Sp= 106 cm/s) at the In(OH,S)/CIGS interface and 

7×1011 cm-2 (curves 2 and 4) and 8×1011 cm-2 (curves 1 and 3) at the interface 

to the ZnO window. 

 
 
 
Figure 5.23 displays the simulated band diagrams of the CdS buffer (a) and In(OH,S) buffer 

devices (b). The CdS buffer device is characterized by a wide SCR in the absorber layer and a 

large band bending VaD . This simulated device provides an efficiency η = 15.44% with VOC = 

641.9 mV and FF = 73.6%, i.e. very close to the experimental data, even with a surface 

recombination rate of 105 cm/s. 

Figure 5.23b displays the simulated band diagram for the In(OH,S) buffer device, where 

we have a higher density of acceptor charges at both interfaces ( a
baN  = 1×1011 cm-2, a

wbN  = 

7×1011 cm-2). The increase of the densities of the negatively charged defects at both interfaces 
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results in a decrease of the width of the SCR in the CIGS absorber wa, and hence the 

collection of the photogenerated electrons is reduced. 

The drop of the built-in potential in the absorber region a
DV  is related to wa and ∆EF as 

described in Eq. 5.7 and Eq. 5.8. Therefore, the decrease of wa leads to a decrease of aDV  and 

simultaneously to an increase of ∆EF. Consequently, the barrier for holes is reduced and opens 

a path for surface recombination through the interface states, which are many more in this 

case. Thus, VOC is much lower in the In(OH,S) buffer device.   

Moreover, with a high density of negatively charged defects at the buffer/window 

interface a
wbN  the electrical field splits in two parts: bDV  drops steeply across the i-ZnO layer 

and less in the absorber and buffer layers. When the voltage is applied, the built-in potential 

between the contacts is lower in a specific manner: b
DV  is almost unaffected, while a

DV  

flattens. As the applied voltage increases further, the lower of the built-in potential appears in 

an opposite band bending of aDV , which hinders the movement of the photogenerated electrons 

to the emitter (see the inset in Fig. 5.23b). Thus, the FF also decreases. 

Double buffer A device: a high density of the negatively charged defects at the 

In(OH,S)/i-ZnO interface causes a barrier for electrons and results in a low FF. The Fermi 

level at the buffer/CIGS interface is also affected. Nevertheless, the surface recombination 

does not contribute a significant loss to VOC due to the low density of states at the CdS/CIGS 

interface and the lowering of the valence band in the SDL.     

Double buffer B device: the density of acceptor states at the buffer/CIGS interface and 

the recombination rate are one order of magnitude higher than in the case of the CdS device. 

Nevertheless, the valence band barrier of the SDL reduces the contribution of these defects to 

losses in VOC. 

Note that in both cases of double buffer devices, the recombination rate at the interface 

is higher than in the case of the CdS device, due to the shift of the Fermi level at this interface. 

Nevertheless, it plays still a minor role, due to the enlarged valence band of the SDL and the 

bulk recombination becomes dominant. On the other hand, the width of the SCR in the 

absorber layer is reduced as analyzed before. Thus, the double buffer devices yield a higher 

VOC than the CdS device. With the increase of the CdS buffer thickness, wa widens. Since the 

bulk recombination is still dominant, VOC decreases as observed in the double buffer A 

devices. In both cases, wa is narrower than in the CdS device, and hence the collection of 

photogenerated electrons in the absorber is reduced. Then, a direct contact with high-doped 
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ZnO, i.e. omission of the low doped i-ZnO, shifts the Fermi level again up to the conduction 

band and restores the QE.    

It is worth noticing that the simulation based on our model shows quite different 

positions of the Fermi level at the buffer/CIGS interface in four types of devices, whereas the 

N1 peak in our experiments remains at the same temperature. Thus, the transition N1 is 

connected to the charge and discharge of discrete donor states on the CIGS surface, but does 

not indicate the Fermi level at the interface. Since the latter controls the surface 

recombination, a definition of its position in the complete device becomes a challenge for 

device characterization. 

 

 

5.5.2 Metastabilities 

From the experimental results and the simulation we can see that the defects at the 

buffer/window interface creates the barrier and controls the FF of the solar cells. Then, the 

fact that the I/V hysteresis loop is obtained only in the devices with an In(OH,S)/ZnO 

interface indicates that the reverse voltage bias induces additional negatively charged defects 

at this interface. Figure 5.24 shows the simulated I/V curves for four devices with 50 nm CdS 

buffer, 15 nm In(OH,S) buffer, and double buffers based on their combination. We obtain the 

I/V hysteresis loops for the devices having the In(OH,S)/i-ZnO interface by increasing the 

defect density of 1×1011 cm-2 at that interface. The results fit qualitatively well to the 

experimental results described in Fig. 5.11 and discussed above. 

As analyzed before in Section 5.3.3.2, the metastability upon reverse voltage observed 

in our experiment is not caused by mobile ions as in the MOS devices. The increase of the 

negatively charged defects upon reverse voltage bias in the devices with the In(OH,S)/ZnO 

interface can be explained as follows: at the equilibrium state, the number of the charged 

acceptor defects is defined by a thermal equilibrium between the total density of acceptor 

defects and the hole concentration at the interface (Fig. 25a). As the reverse bias is applied, 

holes move to the absorber base, and some of them cannot immediately return to the 

buffer/window interface after switching off the voltage. Consequently, the hole concentration 

at that interface is reduced and hence, the thermal equilibrium between holes and acceptor 

defects is shifted. Now, there are not enough holes at the interface to discharge the negative 

defects as under equilibrium. Thus, we get more negatively charged defects at this interface. 

Consequently, the barrier for electrons at this interface is higher. When the ac voltage is 
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applied, the possibility of electrons in the conduction band to overcome this barrier is lower, 

i.e. the possibility of that they are trapped in the donor defects at the buffer/window interface 

increases. This explains why after reverse bias the N1 peak is increased, although the defect 

density at this interface remains the same as before applying the bias.  
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Figure 5.25: Models of the effects of a reverse voltage bias applied to: a) In(OH,S) buffer 

device and b) CdS buffer device. 

 

The situation is different if the defect density at the buffer/window interface is low. In 

this case, the built-in potential drops mostly in the absorber region. Thus, the reverse bias 

affects only the absorber layer. A possible explanation for the metastability in this case could 

be a migration of Cu into the CIGS layer, as Cu is known to be mobile in Cu(In,Ga)Se2 [143]. 

Under the effect of reverse voltage bias, Cu atoms from the surface region move deeper into 

the CIGS absorber layer and leave behind in the surface layer a large number of VCu (Fig. 

5.25b). The latter is known as a shallow acceptor defect with an energy of 30 meV above the 

valence band. However, taking the VCu level as reference and stick to our assumption of the 

lowering of the valence band in the SDL, we could think that the metastable deep defects 

observed at 250 K in the TSC spectra in Fig. 5.16 are just the VCu located in the SDL. Since 

the diffusion of Cu is enhanced by a field of the positively charged VSe, a passivation of the 

latter by air annealing reduces the metastability upon voltage bias in the device. 

In conclusion, the reverse voltage induces a number of acceptor defects in the device 

junction. The location of the induced defects depends on whether the field mainly distributes 

a) b) 
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in the junction, that is in the CIGS absorber surface region in the case with the CdS buffer or 

at the In(OH,S)/ZnO interface in the case with the In(OH,S) buffer.    

 

5.5.3 Chemical origin of the defects at the ZnO/In(OH,S) interface 

The experiments with the modifications of the ZnO/In(OH,S) interface indicate that the 

defects at this interface belong to properties of the In(OH,S) surface. However, the question 

about the chemical origin of these defects remains open. In the investigations for Zn(OH,S) 

buffers, hydroxides involved in these buffers are attributed to a control factor that limits the 

cell performance. Reversible effects of soaking under UV-light in these buffer devices are 

explained by a reversible dehydration of Zn(OH)2 in the Zn(OH,S) buffer by the 

photochemical reaction [44]: 

Zn(OH)2 ZnO + H2O           (5.6) 

In the case of the In(OH,S) buffer, XPS investigations of its surface before and after air 

annealing at 200 °C do not observe any significant change either in photoelectron or Auger 

spectra of the elements on this buffer surface that could be related to the desorption of water 

from In(OH,S). Furthermore, the Cd-treatment, inducing more hydroxide onto the In(OH,S) 

buffer surface, improves strongly the cell performance. Thus, hydroxide on the surface of the 

In(OH,S) buffer is not a defect. On other hand, I do not observe so critical metastability 

behavior in the device with a pure In2S3 buffer deposited by the PVD method. Therefore, the 

defects should arise rather from intermixing of In(OH)3 and In2S3 than from any bonds in 

those compounds alone.  

It is worth to note that hydroxide is also observed by the deposition at low pH value 

[55], where its precipitation is thermodynamically unfavorable. Therefore, hydroxide could be 

involved in the In-buffer by a reaction between the In[OH]3-n complexes and S2- ions, e.g.: 

In[OH]2+ + S2- => In(OH)S           (5.7) 

In this case, In(OH)S is not a mixture of In(OH)3 and In2S3, but it is a new chemical 

compound. By the XPS investigation of the Auger peak of In (MNN), Hariskos et. al. [54]  

proposed also the presence of such new compound In-OH-S. However, the question if this 

new compound causes the charged defects remains an open question.  
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5.5.4 Role of the chemical bath  

CdS and In(OH,S) buffers are deposited from the chemical bath solutions with rather different 

conditions: the first at high pH value with adding of the complex agent NH3, whereas the 

latter was done at low pH value. Therefore, they have quite different properties in the bulk 

and at the interfaces. In the CdS buffer solar cell, Cd diffuses into the CIGS layer during CdS 

deposition. However, the diffusion of Cd should obey the charge balance condition in both the 

chemical solution and in the CIGS layer. Cd-diffusion into the CIGS layer goes hand in hand 

with the adsorption of hydroxide onto the CIGS surface as shown in chapter 4 or with an out-

diffusion of Cu from the CIGS layer as reported in Ref. [79,80], where the Cd-treatment is 

done at a higher temperature and a higher [NH3]  concentration. In other words, the CIGS layer 

should not yield any charge excess to invert the doped type of the surface layer as currently 

proposed [80,81,83]. Therefore, Cd at the buffer/CIGS interface does not enhance the cell 

performance. In the opposite, we find that Cd-diffusion results in the degradation of the cell 

efficiency. 

Role of the chemical bath in the formation of the buffer/CIGS interface is minor due to a 

presence of the inverted CIGS surface layer. Thus, CBD deposition of buffer has an advantage 

over the other method due to its “soft deposition” ability, i.e. it minimizes a deterioration of 

the valuable inverted CIGS surface layer. 
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Outlook for the future work 

In this thesis, I show that the negatively charged defects at the In(OH,S)/ZnO interface cause 

the poor performance in the In(OH,S) buffer solar cell. However, the chemical origin of these 

defects is still not clear. They can be surface states of the mixture of two compounds In2S3 and 

In(OH)3. They can also result from an adsorption of molecules from the chemical bath onto 

the In(OH,S) buffer surface. Further investigations, focusing on a correlation between the 

buffer deposition conditions (pH, concentrations) with the buffer properties and electrical 

performance of the solar cells, could lead to a determination of the chemical origin of these 

defects. 

 Since the treatments in the solutions containing Zn2+ passivate the defects on the surface 

of the In(OH,S) buffer layer, an optimization of the conditions like treatment time, Zn2+ 

concentration and temperature, is a key to further improve the performance of the In(OH,S) 

buffer solar cell. Using solutions containing other cations could be also meaningful. To 

prevent the treatment step, I would try to deposit the In(OH,S) buffer with adding a small 

amount of cations directly into the chemical solution.  

 The CIGS surface layer is very important for a reduction of the charge recombination at 

the buffer/CIGS interface. Therefore, an investigation of this layer in dependence on CIGS 

preparation parameters is essential.  

 The results of this work indicate that the role of the chemical bath deposited buffer is 

rather to save the CIGS inverted surface layer than modify it. Thus, the application of other 

“soft” deposition methods should have quite a high potential.  
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Appendix A:  

Parameters used for the simulations 
convergence 

clamp_psi :  1.00e+00 units kT 

clamp_n   :  1.00e+00 units kT 

clamp_p   :  1.00e+00 units kT 

termination_psi :  1.00e-03 units kT 

termination_Fn  :  1.00e-03 units kT 

termination_Fp  :  1.00e-03 units kT 

maxiter :   500 

 

back contact 

Fi_m :  5.45 [eV] 

Sn : 1.00e+00 [m/s] 

Sp : 1.00e+06 [m/s] 

 

Layer name : CIGS 

d : 2.00e-06 [m] 

v_th_n : 3.90e+05 [m/s] 

v_th_p : 1.40e+05 [m/s] 

eps : 10.00  

chi :  4.50 [eV] 

Eg :  1.15 [eV] 

Nc : 6.70e+23 [/m3] 

Nv : 1.50e+25 [/m3] 

mu_n : 1.00e-02 [m2/Vs] 

mu_p : 1.00e-03 [m2/Vs] 

Na : 1.00e+22 [/m3] 

Nd : 0.00e+00 [/m3] 

A : 6.00e+06 [/(m×sqrt(eV))] 

B : 0.00e+00 [sqrt(eV)/m] 
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SRH recombination 

type : acceptor 

sigma_n : 2.50e-17 [m2] 

sigma_p : 2.40e-19 [m2] 

energy distribution : tail 

Et :  0.30 [eV] 

Ekar :  0.10 [eV] 

profile : homogenous 

Lkar : 1.00e-07 [m] 

Nleft : 1.00e+21 [/m3 eV] 

Nright : 1.00e+21 [/m3 eV] 

 

Interface recombination 

type : donor 

sigma_nleft : 2.00e-24 [m2] 

sigma_nright : 2.00e-24 [m2] 

sigma_pleft : 1.00e-24 [m2] 

sigma_pright : 1.00e-24 [m2] 

energy distribution : uniform 

Et :  1.01 [eV] 

Ekar :  0.20 [eV] 

N : 5.00e+16 [/m2 eV] 

 

 

Layer name : CdS 

d : 5.00e-08 [m] 

v_th_n : 1.00e+05 [m/s] 

v_th_p : 1.00e+05 [m/s] 

eps : 10.00  

chi :  4.40 [eV] 

Eg :  2.40 [eV] 

Nc : 2.00e+25 [/m3] 
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Nv : 2.00e+25 [/m3] 

mu_n : 1.00e-04 [m2/Vs] 

mu_p : 5.00e-04 [m2/Vs] 

Na : 0.00e+00 [/m3] 

Nd : 1.00e+21 [/m3] 

A : 5.00e+07 [/(m×sqrt(eV))] 

B : 0.00e+00 [sqrt(eV)/m] 

 

SRH recombination 

type : acceptor 

sigma_n : 1.00e-19 [m2] 

sigma_p : 1.00e-19 [m2] 

energy distribution : single 

Et :  1.60 [eV] 

Ekar :  0.10 [eV] 

profile : homogenous 

Lkar : 1.00e-07 [m] 

Nleft : 1.00e+21 [/m3] 

Nright : 1.00e+21 [/m3] 

 

Interface recombination 

type : acceptor 

sigma_nleft : 1.00e-19 [m2] 

sigma_nright : 1.00e-19 [m2] 

sigma_pleft : 1.00e-19 [m2] 

sigma_pright : 1.00e-19 [m2] 

energy distribution : single 

Et :  1.60 [eV] 

Ekar :  0.10 [eV] 

N : 1.40e+15 [/m2] 
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Layer name : i-ZnO 

d : 5.00e-08 [m] 

v_th_n : 1.00e+06 [m/s] 

v_th_p : 1.00e+06 [m/s] 

eps : 10.00  

chi :  4.60 [eV] 

Eg :  3.30 [eV] 

Nc : 5.00e+24 [/m3] 

Nv : 5.00e+24 [/m3] 

mu_n : 1.00e-04 [m2/Vs] 

mu_p : 1.00e-04 [m2/Vs] 

Na : 0.00e+00 [/m3] 

Nd : 1.00e+22 [/m3] 

A : 1.00e+08 [/(m×sqrt(eV))] 

B : 0.00e+00 [sqrt(eV)/m] 

 

SHR recombination 

type : neutral 

sigma_n : 1.00e-19 [m2] 

sigma_p : 1.00e-19 [m2] 

energy distribution : single 

Et :  2.00 [eV] 

Ekar :  0.10 [eV] 

profile : homogenous 

Lkar : 1.00e-07 [m] 

Nleft : 1.00e+17 [/m3] 

Nright : 1.00e+17 [/m3] 

 

 

Layer name : a-ZnO 

d : 3.00e-07 [m] 

v_th_n : 1.00e+06 [m/s] 

v_th_p : 1.00e+06 [m/s] 
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eps : 10.00  

chi :  4.60 [eV] 

Eg :  3.30 [eV] 

Nc : 5.00e+24 [/m3] 

Nv : 5.00e+24 [/m3] 

mu_n : 1.00e-04 [m2/Vs] 

mu_p : 1.00e-04 [m2/Vs] 

Na : 0.00e+00 [/m3] 

Nd : 1.00e+24 [/m3] 

A : 1.00e+08 [/(m×sqrt(eV))] 

B : 0.00e+00 [sqrt(eV)/m] 

 

front contact 

Sn : 1.00e+05 [m/s] 

Sp : 1.00e+05 [m/s] 

 

illuminated from : right 
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Symbols and Abbreviations 
 

Symbols 

 

α Absorption coefficient, Auger parameter, thermal expansion coefficient, 

overall complexation coefficient 

β Stability product of complexes 

C Capacitance 

dw, db Window thickness, buffer thickness 

∆EC Conduction band discontinuity  

∆EV Valence band discontinuity 

ε Relative dielectric permittivity 

EA Activation energy 

EB, Ekin Binding energy, kinetic energy 

EC Conduction band energy 

EF Fermi energy level 

Eg Band gap energy 

EV Valence band energy 

FF Fill Factor 

Φ p
b  Barrier for holes 

η Solar cell efficiency 

J, JSC Current density, short circuit current density  

J0 Saturation current density 

k Boltzmann constant 

λ Wavelength 

n Diode ideality factor 

Na, Nb, Nw Doping concentration in the absorber, buffer and window layers 

Nba Defect density at the buffer/absorber interface 

Nbw Defect density at the buffer/window interface 

NC Effective density states in conduction band 

 



97 

 

 
NV Effective density states in valence band 

P Illumination power 

q Electrical charge 

Sp Interface recombination velocity 

T, TB Temperature, bath temperature 

Vbi Built-in potential 

V a
D  Potential drop in the absober layer 

VOC Open circuit voltage 

Vr Reverse voltage bias 

 
 

Abbreviations 

 

ALD Atomic layer deposition 

CBD Chemical bath deposition 

CGS CuGaSe2 

CIS CuInSe2 

CIGS Cu(In,Ga)Se2 

EDX Energy-dispersive X-ray spectroscopy 

IQE Internal quantum efficiency 

MOCVD Metal organic vapor deposition 

PVD Physical vapor deposition 

SCR Space charge region 

SIMS Secondary-ion mass spectroscopy 

SDL Surface defect layer 

TSC Thermally stimulated capacitance 

XPS X-ray photoelectron spectroscopy 
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