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Chapter 1

Deutsche Zusammenfassung

Motivation

Aufgrund der elementaren Bedeutung von Wasser fir das Lebedes Erde stellte
die Erforschung seines Aufbaus und seiner Eigenschafiemeker einen Schwerpunkt
wissenschaftlichen Arbeitens dar. So setzten sich scherPHilosophen des antiken
Griechenlands und spater auch Leonardo da Vinci intendidimsem Themenkomplex
auseinander [1]. Die Beschreibung von Wasser unterscheicletin vielerlei Hinsicht
von der einfacher Flissigkeiten und stellt aufgrund derderen Natur der Wasserstoff-
brickenbindungen auch heute noch eine Herausforderunthdairsprung findet sich in
der atomaren Struktur des Wassermolekils, welches in Ahibschematisch dargestellt
ist. Eine deutschsprachige Zusammenfassung der Eigdtetkan Wasser sowie offener
Fragen, welche Gegenstand aktueller Forschung sind, feidetin den Arbeiten von
Ludwig und Paschke [2] aus dem Jahr 2005 sowie von P. Ball [3].

Bringt man nun Wasser in Kontakt mit einer Grenzflache, setraeben den Wechsel-
wirkungen innerhalb der Flussigkeitsmolekile weitere aeit Wand auf. Von unpolaren
Materialien scheint Wasser aufgrund seiner stark anzoemtermolekularen Krafte
abgestol3en zu werden, was als hydrophober Effekt bekanbagegen konnen sich zwi-
schen polaren (hydrophilen) Substanzen und den ebentddisem Wassermolekilen stark
attraktive Wechselwirkungen ausbilden, welche zu Benegt#iuihren [4]. Hydrophobe
und hydrophile Grenzflachen spielen in der Natur eine wésbatRolle. Beispiele finden
sich sowohl makroskopisch in Form wasserabstol3ender \A&tulchten auf der Cuticula
vieler Pflanzen, als auch auf molekularer Ebene im Zusamargninit der Stabilitat und
der Form biologischer Strukturen. Sie bestimmen die Fgltton Proteinen [5] und den
Aufbau von Zellmembranen [6].

Daher ist das mikroskopische Verstandnis der Wechselwgkawischen Wasser und
hydrophilen sowie hydrophoben Materialien unerlasslich dessen Eigenschaften in bio-
logischen aber auch technischen Systemen quantitatihimsen und vorhersagen zu
konnen [7]. Alle Grenzflachenphanomene, seien es Be- unceEntng oder Reibung auf
mikroskopischer Ebene sind &ul3erst sensitiv auf die Badalser Wechselwirkung. Ins-
besondere ist das Auftreten einer diinnen Flussigkeitdsicbrniedrigter Dichte, welche
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sich an hydrophoben Wassergrenzflachen ausbildet, funmamgs erwahnten Erschei-
nungen von grof3ter Relevanz. Gerade dieses Phanomen ist aktdellen Forschung
jedoch Gegenstand kontrovers gefuhrter Diskussionen [8].

Hochenergie Rontgen Reflektivitat

In einem konventionellen Rontgenreflektivitatsexperimieifit ein Rontgenstrahl unter
flachem Winkel auf eine Oberflache und wird von dieser zurimkagfen. Die reflek-
tierte Intensitat wird als Funktion des vertikalen Imptlisitrags;. gemessen, indem der
Einfallswinkel o; und Ausfallswinkela; symmetrisch eingestellt werden. Die Elektro-
nendichteverteilung. (z) senkrecht zur Oberflache erzeugt dabei ein charaktehsssc
Interferenzmuster, aus dem sich die vertikale Struktuerddr Oberflache rekonstruieren
lasst.

Im Gegensatz zu Rontgenstrahlen bekeV, welche in Wasser oder anderen Flis-
sigkeiten und Festkérpern bereits auf einer Lange von veenid0um grof3tenteils ab-
sorbiert werden, lassen sich mit hochenergetischen Paotdn ~ 70keV) mehrere
Zentimeter von Wasser durchdringen. Dies ermoéglicht esRefilektivitatsexperimenten
nicht nur freie Oberflachen zu vermessen, sondern ertftrakt @inen Zugang zu tief ver-
grabenen Grenzflachen. Wahrend konventionelle Rontgenteiigtsexperimente weit
verbreitet und fertige Aufbauten an vielen Synchrotraitdtingsquellen vorhanden sind,
sind Hochenergiereflektivitatsmessungen mit komplexefbduten verbunden, welche
bisher fur reine Anwender nicht zuganglich waren [9].

Zur Analyse der in dieser Arbeit gewonnenen Reflektivitdssnagen wurde ein
Computerprogramm entwickelt. Seine Starke im Vergleich adesen Auswertepro-
grammen besteht insbesondere in der Implementierunghiedener Nebenbedingungen,
welche fir eine eindeutige Rekonstruktion der untersucBtenkturen unerlasslich ist.
Es basiert auf der von Parratt [10] entwickelten Rekursiatbode, sowie der Imple-
mentation der Streugleichung in kinematischer Nahrungs{staFormalismus [11]). Zur
Berechnung quasi-beliebiger vertikaler Elektronendistugile wird die Struktur ir0.2 A
dicke Scheibchen unterteilt, in welchen der Brechungsiralexkonstant angenommen
werden kann [12]. Ein Monte Carlo Algorithmus [13] erlaubthun hochdimensionalen
Parameterraumen das Auffinden des globalen Minimums und dara zuverlassige Be-
stimmung der Grenzflachenstruktur.
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Experimentelles

Hydrophobe Grenzflachen wurden durch Aufbringen orgaeisitolekile mit einer lan-
gen unpolaren Alkylkette auf Siliziumdioxid (SiPhergestellt. Unter bestimmten Bedin-
gungen bildet Octadecyl-Trichlorsilan (OTS) auf SilizikBabstraten selbstorganisierte
monomolekulare Schichten, welche kovalent an das auf d@bsirflache gewachsene
SiO, gebunden sind. Fir Reflektivitatsmessungen wurden ProbeMam x 25 mm
Grof3e und einer Dicke voé25 ym verwendet. Um als Ausgangsbasis eine hydrophile
OH-terminierte Oxidoberflache zu erhalten, wurden die &faNin Piranha geatzt. Die
hydrophobe Beschichtung erfolgte aus einer 1 mM L6sung vdd i@ Einer 3:1 Mischung
von n-Hexan und Chloroform durch Einlegen der Si-Substragr @inen Zeitraum von

3 Stunden.

Die Rontgenreflektivitatsexperimente wurden am Hochepargssplatz ID15A der
Europaischen Synchrotron Strahlungsquelle (ESRF) in Gdend-rankreich mit Hilfe
eines neuartigen und speziell fur Grenz- und Oberflachemrerpnte optimierten Hoch-
Energie-Mikro-Diffraktometers (HEMD) durchgefiihrt. Bres Instrument wurde parallel
zu dieser Arbeit durch das MPI fur Metallforschung an der E8Rlliert. Abbildung 1.2
zeigt schematisch den experimentellen Aufbau, welcheiesed Arbeit Anwendung fand.
Ein hochenergetischer Rontgenstrahl £ 72.5 keV) wird mittels eines Linsensystems
(CRL), bestehend aus 194 einzelnen parabolischer Alumiimiger, auf die Probenposi-
tion fokussiert. Hiermit konnte der Strahl auf eine Grol3@ 6d yum x 25 pum (ver-
tikal x horizontal) gebiindelt werden. Damit wird auch bei kleinenfélswinkeln o;
ein moglichst kurzer Beleuchtungsfleck erzeugt. Die Stratdsis wurde mittels eines
dreieckigen Absorberblocks aus Bleiglas sowie einer stlanélie3enden Verschluss-
blende im Primarstrahl soweit als mdglich reduziert, um&dem an der hydrophoben
Beschichtung zu minimieren.

Eine aus Glas gefertigte Probenzelle in Verbindung mit &blylen, Teflon und PFA
Komponenten, erlaubt die Praparation einer hochreinenopymben fest-flissig Grenz-
flache (siehe Abb. 1.2). Die Kammer kann Gber ein Saugvakuitenigastem Wasser be-
fullt werden. Als Fenster flir die hochenergetische Réntigehking diene.5 mm dicke
Glasplattchen, welche parallel in die zylindrische Praadie eingeschmolzen wurden.

Ergebnisse

Die Wasser-OTS-Grenzflache

Abbildung 1.3a zeigt die experimentelle Rontgenreflekdigimessung zusammen mit
berechneten Kurven, basierend auf verschiedenen Didiiiepr, welche sich in der Breite
d,, der Grenzflachenschicht erniedrigter Dichte unterscimeid&ine detaillierte Ana-
lyse zeigt (siehe Abb. 1.3b), dass sich die experimentedtitnente Reflektivitatskurve
durch verschiedene Realraumprofile mit einer Grenzschidtgdzwischent A und 6 A
wiedergeben lasst. Allen Modellen gemeinsam ist jedochneggrales Dichtedefizit von
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Abbildung 1.2: Skizze des experimentellen Aufbaus zur \éssang der Wasser-OTS-
Grenzflache. Der durch die Linse (CRL) mikrofokussierte hoengetische Rontgen-
strahl durchstrahlt die mit Wasser gefillte Probenkamnoerder Seite und wird an der
fest-flussig Grenzflache reflektiert. Durch die Verbindunder Probenkammer mit einem
Vakuumsystem und einer Vorrichtung zur Préaparation voigasiem Wasser lasst sich
dieses, ohne in Kontakt mit der Umgebungsluft zu kommenigrivksszelle fullen.
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dy (pry0 — pw) = L1A gem™2. In Abb. 1.4 ist eine der moéglichen Elektronendichtever-
teilungen dargestellt. Der Grund, weshalb die experiniemdatensatze keine Unter-
scheidung zwischen den angegebenen Modellen zulassgineilerseits im beschréank-
ten Impulstransferbereicly,, welcher sich im Ortsraum durch eine aéﬂ—x limitierte
Realraumauflésung bemerkbar macht und andererseits in degikRawer hydrophoben
Beschichtung, welche durch die molekulare Struktur der Kitgen gegeben ist.

Dass sich die vertikale Struktur Gberhaupt mit derartigen&uigkeit bestimmen lasst,
liegt an der Kontrastanpassung zwischen den dicht gepadablenwasserstoffketten
und dem Wasser. Die wasserabstof3ende Schicht wirkt damieizh als Referenz-
lage, deren Sichtbarkeit in Reflektivitatsexperimentehdwsch das Vorhandensein einer
zusatzlichen Grenzflachenschicht erniedrigter Dichteient wird. Hieraus wird auch er-
sichtlich, weshalb sich aus vergleichbaren Rontgenrefigktisexperimenten von Wasser
an hydrophilen Si@ Grenzflachen keine Aussagen zum nanoskopischen Dichteprofi
ableiten lassen.

Ein in der Literatur kontrovers diskutierter Sachverhadtrlift die Existenz so ge-
nannter Nanoblasem@nobubblesan hydrophoben Wassergrenzflachen. Wahrend diese
in manchen AFM Messungen [14-19] wiederholt beobachtetemy liegt die Vermu-
tung nahe, dass es sich hierbei um einen Einschlusseffe&tlze&n der AFM Spitze und
dem Substrat handelt. In off-spekuldren Messungen wirdeartipe Gasblasen zu einem
starken diffusen Streusignal fihren. Die hohe instrunienteansversale Winkelauflo-
sung des HEMD Aufbaus fuhrt zu einer Impulstransferundehiér Bereich kleiner Re-

flektionswinkel von nuig, = +0.4 - 10-5A~". Bei hoheren Winkelng, = 0.5A™")

vergrolert sich dieser Wert auflésungsbedingtdguf= +2 - 10*5,&_1, wobei keiner-
lei diffuse Streuung, welche von Nanoblasen herrtihren t&rmeobachtet wurde. Die
angegebene Reflexionsbreite entspricht im Realraum eiremalah Langenskala zwi-
schen 30 und60 ym. Damit schliel3en die durchgefiihrten Streuexperiment&xigtenz
von Gasblasen im Nanometerbereich aus.

Eine allgemein verstandlich gehaltene Ubersicht zu deeliigsen, welche in dieser
Arbeit erzielt wurden, findet sich sowohl in den Pressenhittgen der Max-Planck-
Gesellschaft [20] und der Européaischen Synchrotronstregdquelle in Grenoble [21],
als auch in einem Bericht, welcher vor kurzem im Wissensshagazin “Max Planck
Forschung” erschien [22].

Einfluss der im Wasser gelésten Gase auf die Grenzschicht

Eine weitere in der Literatur kontrovers gefiihrte Diskassilreht sich um den Einfluss
im Wasser geltster Gase auf die Grenzschicht, welche sidkomakt zu hydrophoben

Materialien bildet. Nimmt man an, dass sich unpolare Gaseemer gesattigten Losung
an der hydrophoben Grenzflache anlagern, d.h. es kommt zlurigjleines diinnen Gas-
filmes, der die Grenzflachenenergie erniedrigt, so musshedseser Effekt in einem ver-

grol3erten Dichtedefizit bemerkbar machen. Es wurden dafsétzZiche Messungen mit
Wasser durchgefihrt, welches zuvor mit Edelgasen (Ar, Xg,IiKearen unpolaren (N
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Abbildung 1.3: (a) Rontgenreflektivitat der Wasser-OTS+@fiche. Die experimen-
tellen Daten (Kreise) lassen sich mit einem 4-Lagen Moda#he Text) unter Hinzu-
nahme einer Grenzflachenschicht erniedrigter Dichte wigdbeen. Fir eine festgehal-
tene Dicke der Grenzflachenschicht ergeben sich durch Anpassung (durchgezogene
Linien: blau2.0A; rot 3.8 A) verschiedene Parametersitze, welche die experimemtell
Daten gleichermaRen gut beschreiben. Erst bei einer Sdidkb von8.0A (grine
Kurve) zeigen sich, insbesondere im Bereich der Minima, labwgt Abweichungen. (b)

Im Bereich1 A < d,, < 6A (griin schattierter Bereich) zeigen alle Parametersatee ei
vergleichbare Abweichung (blaue Dreiecke) bei einem konstanten integrierten Dichte
defizit vond,, (pm,0 — pw) = 1.1 A gem™3 (rote Kreise).
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Abbildung 1.4: Rekonstruiertes Realraumelektronendicbfép bestehend aus SiO
(natives Siliziumdioxid), der OTS-Schicht aus Kopf- unch&anzgruppe, sowie einem
Bereich erniedrigter Wasserdichte an der Grenzflache (drinez Rechtecksmodell; rote
Linie: Dichteprofil unter Beriicksichtigung der Rauhigkeitsmischen den einzelnen La-
gen.). Die in Abb. 1.3 eingezeichnete rote Kurge3®) basiert auf dem hier abgebildeten
Elektronendichteprofil.

0O;, CO,) und polaren Gasen (CO) angereichert wurde. Des Weiteredengine Mes-
sung mit0.5 M wassriger HCI-L6sung durchgefihrt. Abbildung 1.5 zeigieefuswahl
der gemessenen Reflektivitatskurven. Es ist klar ersithtiass im Rahmen der Mess-
genauigkeit alle Kurven, insbesondere auch bei den hohenlsiibertragen wie sie in
dieser Arbeit erreicht wurden, deckungsgleich sind. Dsileann geschlossen werden,
dass auf einer Langenskala groRdy, welche durch die Realraumauflésung gegeben ist,
geloste Gase keinen Einfluss auf die Grenzflachenstrukherhdnsbesondere lasst sich
eine Anderung des integralen Dichtedefizits ausschlielzen.

Strahlenschaden der OTS Schicht

Wahrend sich an der trockenen OTS-Probe mehrere aufeirfalyggrde Reflektivitats-
messungen durchfihren lassen, ohne dass dabei ein merkdithhlenschaden beobacht-
bar ist, tritt bei Messungen unter Wasser rasch eine Zersgoder organischen Schicht
auf. Um diesen Effekt zu quantifizieren, wurde der zeitlighdauf der reflektierten Inten-
sitat bei einem Impulstbertrag destruktiver Interferenz{ 0.44 A_l) beobachtet. Selbst
kleine strukturelle Veranderungen, welche mit einer veeiiten Dichte oder Dicke der
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Abbildung 1.5: Rdntgenreflektivitat einer OTS-Schicht inrkakt mit Wasser, welches
mit verschiedenen Gasen gesattigt wurde (untere grineeKientgastes Wasser, blau:
CO, violett: CQ, rot: Ar, obere tiurkise Kurve: 0.5 M HCI). Die Datensétze waemdur
besseren Darstellung vertikal verschoben. Das Inset e@gtVergrol3erung des Mess-
bereichs, in dem die Messmethode die hochste Empfindlickikekleine Anderungen
der Grenzflachenstruktur aufweist.

OTS-Schicht einhergehen, stéren die gegenseitige Auslisscder reflektierten Wellen
und fihren damit, analog zur Aufhellung in der klassischetikDzu einem deutlich sicht-
baren Intensitatsanstieg. Abbildung 1.6 zeigt, dass sinkrhalb einer Zeitspanne von
50s (Inkubationszeit), was in Wasser einer Strahlendosis wem 600 kGy entspricht,
keine Veranderung bemerkbar macht. Danach jedoch lagspgitzlich ein deutlicher
Anstieg der reflektierten Intensitat feststellen.

Dieses Phanomen basiert auf der Erzeugung von OH-RadikadeRointgenstrahl.
Die kurzlebigen und instabilen Radikale diffundieren an @ienzschicht, wo sie mit
der Alkylkette der OTS-Molekile zu Alkohol oder deprotamés Carbonsduregruppen
reagieren konnen. Solange diese Defekte geniigend vodeinaepariert sind, ergeben
sich keine messbaren Veranderungen in der Rontgenreftéktimkubationszeit). Wird
aber eine gewisse Defektdichte Uberschritten, so treeepalaren bzw. geladenen Grup-
pen miteinander in Wechselwirkung, was zu Verzerrungen \@rdchiebungen in der
gesamten geordneten OTS-Schicht fuhrt und sich daher igateessenen Intensitét be-
merkbar macht. Um sicherzustellen, dass alle Datenpunkteiaem intakten Ober-
flachenbereich gemessen wurden, wurde die Probe zwiscem j®#esspunkt seitlich
verschoben.



Dt. Zusammenfassung 13

Energiedosis (100 kGy)
0 2 4 6 8

Intensitat (beliebige Einheiten)

0 20 40 60 80 100
t(s)

Abbildung 1.6: Zeitabhangige Variation der Rontgenrefietdt einer OTS-Probe in

Wasser, gemessen bei einem Impulsiibertrag destruktiezfdrenz ¢, = 0.44 A_l, siehe
Inset). Der Strahlenschaden macht sich nach einer Zeit wgeféhr50s durch einen
deutlichen Anstieg der reflektierten Intensitat bemerkbaes entspricht einer im Wasser
absorbierten Energiedosis v600 kGy (obere Achse).

Diskussion

Die Analyse der Reflektivititsmessungen an hydrophoben éigenzflachen ergibt ein
integrales Dichtedefizit vod,, (pm,0 — pw) = 1.1A gcem™3, welches weniger als einer
halben Monolage von Volumen Wasser entspricht und sich éiben Bereich von bis zu

zwei molekularen Wasserdurchmessern [23, 24] erstrefigsAbb. 1.1). Aufgrund der

begrenzten Auflosung der verwendeten Methode lassen siaffieaen Messungen alleine
jedoch keine eindeutigen Aussagen zur molekularen Wdagers und deren Ursprungs
treffen. Zusammen mit anderen experimentellen Methodemenischen Simulationen
und theoretischen Modellen, liefern sie jedoch wichtigleimationen zum tieferen Ver-

standnis von Wasser an hydrophoben Grenzflachen. Die Exisieer derartigen Grenz-
schicht erniedrigter Dichte und vergleichbarer Dicke imdeh einiger A wurde sowohl

in Molekulardynamiksimulationen [25—-30] vorhergesatg,aaich durch indirekte Metho-

den [31] experimentell bestétigt. Spektroskopische Megsn (SFG) zeigen eine deut-
liche Ausrichtung der Wassermolekiile an hydrophilen [32uhd hydrophoben [34, 35]

Grenzflachen. Im Gegensatz dazu lieferten frihere Neutstreuexperimente [36—38]
an Wassergrenzflachen auflosungsbedingt weitaus gro3sichiicken.



Chapter 2

Introduction

Motivation

The microscopic understanding of the interaction of watéh vaydrophobic and hy-
drophilic materials is of utmost importance for the quative description of the proper-
ties of water in natural and technological environments$iriérfacial phenomena related
to water, such as wetting, drying, or lubrication in configedmetries, crucially depend
on the details of this interaction [7]. In biology, hydroftho and hydrophilic interfaces
affect the complex mechanism of protein folding and stghjb] as well as the formation
of membranes [6]. However, the microscopic details of howewaeets a hydrophobic in-
terface are still not settled and in fact rather controwr# particularly important aspect
concerns the appearance of water density depletion atchiatdirface. While molecular
dynamic simulations became the major tool for predictirggtructure of solid-water in-
terfaces [30], for the two most fundamental parametersofaé density deficit, integrated
across the interface, as well as the distance until the vaat@hydrophobic wall reaches
the bulk density, no reliable experimental numbers werdiglud by 2004. Thus, the
objective of this study was the accurate determination ed¢lparameters by high-energy
x-ray reflectivity experiments.

Outline of the Thesis

Following this introduction, the thesis continues with arexview on the properties of
liquid bulk water and the theoretical description of a sdiéplid interface as well as pre-
vious experimental work done in this field. Chapter 4 givesatsihtroduction to x-ray
reflectivity experiments and data analysis, with emphasideeply buried interfaces and
high energy x-rays. Experimental details on the samplegregion and environment, the
setup at the high energy beamline ID15A at the ESRF, and tlag xeflectivity measure-
ments can be found in chapter 5. The analysis and discuskibe experimental data is
given in chapter 6. It largely follows the two papers whichempublished and prepared
recently [39, 40] summarizing the results obtained frors gtudy. In the subsequent out-
look (Chapter 8) it is shown how this thesis is embedded in ¢éisearch activities at the
Max Plack Institute for Metals Research and which furtheznesting studies on this topic

14
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could be done in the future. The thesis concludes with a ags@n and summary of the
presented results (Chapter 7).

Articles on a popular science level reporting on the resalitained in this thesis, can
be found in the press releases of the Max-Planck Society 48d]the European Syn-
chrotron Radiation Facility [21], as well as in an essay htdd in the “Max Planck
Forschung” magazine [22].



Chapter 3

Water at interfaces

This chapter provides an introduction on the physics of watanterfaces. In the first
section, a brief overview on the properties of bulk wated242] is given focusing on the
aspects essential for the discussion of this work’s resililie preparation and properties
of hydrophobic interfaces tailored for the high energy x-reflectivity experiments are
discussed separately, followed by an theoretical desenigtf solid-liquid interfaces and
results from numerical simulations. With a summary and canspn of previous experi-
mental work that was performed on hydrophobic water inter$athe chapter concludes.

3.1 Properties of bulk water

Many of the water properties are directly linked to its molec arrangement. Figure 3.1a
shows a sketch of the water molecule consisting out of ongexyred spheres) and two
hydrogen (grey spheres) atoms. The H-O-H bond angl&0#i45° corresponds to an
octahedral angle1(9.47°) distorted by the two free electron pairs of the oxygen atom.
In combination with the non-linear conformation, the diffece in the electro-negativity

Figure 3.1: (a) Sketch
of the water molecule.
(b) Hydrogen bond net-
work of water (taken
from Chandler [4]).

16
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.’.l
\e-a =57° /
P =R _k Figure 3.2: Sketch of the hydrogen bond

R., = 2.976 A formed by an isolated dimer consisting of

two water molecules (large red spheres:

b oxygen; small grey spheres hydrogen
acceptor donor  atoms).

between hydroger2(20) and oxygen §.44)* leads to a strong dipolar moment®f 51 -
1073° Cm.

Each water molecule can participate in up to four hydrogendbaby sharing its
two associated hydrogen atoms with two neighboring mo&sculWith approximately
12kJ mol ™ the binding energy of a hydrogen bond in water lies in betwhese of co-
valent bond$and week VdW (Van der Wadlinteractions. In liquid water this leads to a
highly cross-linked hydrogen bond network as depicted @ Bilb [4,43]. On average,
every water molecules builds up three to four bonds arrapgefirentially in a locally
tetrahedral environment. This explains the strong infeimtaraction and thus the high
surface tension7.8 mN m™'), the large evaporation heato(7 kJ mol '), and the ele-
vated boiling point of water in comparison to similar compdg such as HS. Detailed
information on the properties of hydrogen bonds can be etadafrom the microwave
spectrum. Odutola et al. [44] determined the structure ofsatated water dimer (see
Fig. 3.2 in a low temperature molecular beam. Since hydrdgeing is a strongly cor-
related phenomenon, the distance between the oxygen agomwelas the bond angle are
influenced by other hydrogen bonds formed with neighboriagewmolecules.

Figure 3.3 shows the phase diagram of watén ordinary Ice lh the oxygen atoms
are placed in accordance to the hexagonal wurtzite streictime hydrogen atom is sitting
in between every two neighboring oxygen atoms in accordtttee Bernal-Fowler rules
[461°. Following up this concept, in 1935 L. Pauling was able tolaixpthe residual
entropy in ice and other crystals with some randomness aofiatarrangement [47]. The
atom positions in the unit cell were determined precisel\Rigytger et al. [48] and Line
et al. [49] with x-ray and neutron powder diffraction. Thayegan O-O distance between
neighboring oxygen atoms @f75 A, which is significantly smaller than the length of a

! Pauling electronegativity scale

2 Typical bond enthalpies for covalent single bonds are irrdinge of150 — 500 kJ mol ~*.

3 Johannes Diderik van der Waals (1837-1923), Dutch scientis

4 The boiling point of HS is—60.7 °C although the molecular mass is nearly doubled.

5 Today, the phase diagram of water contains 15 establisheskplof crystalline ice [42,45] and at least
2 solid amorphous phases. For simplicity, these differelid phases are not shown in Fig. 3.3.

6 The hydrogen atoms are placed asymmetrically in betweenxypgen atoms. They form a structure
locally fulfilling the so-called ice-rules, exhibiting nog-range correlations in the hydrogen positions
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Figure 3.3: Schematic phase diagram of water in vicinityrobaent conditions.

hydrogen bond in the water dimer.

By crossing the melting curve, water transforms from thedstdi the liquid phase.
Here, an irregular behavior — the melting point depresstdnaeasing pressufe- oc-
cur$. One standard approach to gain information about the iatestnucture of liquids
are x-ray and neutron scattering methods [53]. In Fig. i, ,Scattered x-ray intensity
from a bulk water sample is shownThe average separation of neighboring molecules
can be roughly estimated from the peak position of the firstimam in the scattered in-

tensity aty = 2.02A"" t0 2R ~ 21 /q ~ 3.1 A. Quantitative scattering experiments were
performed using x-rays [24, 55, 56] and neutrons [23]. Frbendxygen—oxygen correla-
tion functiongoo (), the Fourier transform of the partial liquid structure tactoo (q),
both x-ray and neutron scattering experiments give a valapproximately2R = 2.8 A

for the average distance between two nearest water mogedBjesmall-angle x-ray and
neutron scattering Bosio et al. and Xie et al. [57-59] deteeahithe correlation length of
bulk water to¢ = 4 — 8 A, i.e. approximately two molecular diameters of water.

” Via the Clapeyron equatiodp/dT = AS/AV, the negative slope of the melting curve is directly
related to the volume increagel” when water freezes.

8 It is one of the most prominent examples for the deviation afew properties from those of simple
liquids [50, 51] caused by its complex tetrahedral hydrogend network [52]. Other intriguing anomalies
of the response functions are the maximum density of liquitewat! °C, the thermal expansion coefficient,
the heat capacity, and the isothermal compressibility.

9 The measurement was performed at the high energy beamlifieN[ESRF, Grenoble. For a quantita-
tive analysis, absolute normalization of the scatterirtg éarequired in order to obtain a meaningful result.
In the setup used, adherent systematic errors prevensicde a high quality data analysis.
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Figure 3.5: Water structure at ambient conditios°C, 1 atm) from scattering experi-
ments (compilation from Head-Gordon et al. [54]). (a) Congaar of experimental x-ray
scattering data from Hurra et al. [24] (thick solid line), i¢an [55] (thin solid line), and
Nishikawa et al. [56] (dot-dash line). (b) Oxygen—oxygemrelation functiongoo ()
calculated from x-ray (solid line [24]) and neutron (dosHdine [23]) scattering data.
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3.2 Hydrophobic interfaces

In order to study the intrinsic interfacial structure of esat a hydrophobic interface on a
molecular level by x-ray reflectivity, the preparation ofllagefined substrates is essential.
They have to be flat on a microscopic level influencing botHithed-wall interaction and
the accessible-range (see 4.2.5). In addition, smoothness on a cm lengté sarequired
by the employed high energy scattering techniques (see4Sk8). Their hydrophobic
surface properties have to be homogeneous over several nmepfoducible experiments,
and a comparison of the microscopic observations with ns&oqgic quantities such as the
contact angle.

Hydrophobic inorganic interfaces are for example providgchydrogen-terminated
silicon in (111) orientation. At ambient conditions, this surface is retlly stable with
respect to oxidation when kept under water at. However, wthgeintense x-ray beam the
surface gets rapidly oxidized, exposing strongly hydrbplsilanol (Si-OH) and silicilic
acid (Si-O") groups to the water interface.

Hydrophobic water interfaces can also be studied at lidjgigid interface$’. Here,
non-polar liquids immiscible with water (e.g. hexane orflb@rohexane) serve as the hy-
drophobic liquid phase. Due to the presence of capillaryesaat liquid-liquid interfaces,
the accessiblg-range is limited to approximately.3 AT [61], which is insufficient for
the extraction of real space structures on a molecularifevel

3.2.1 Organic solid-liquid interfaces

In the group of organic molecules, a broad spectrum of nesanith hydrophobic surface
properties can be found. All long chain alkanes are hydrbh@on polar molecules lead-
ing to a low surface free energy (SFEY. Even smaller values of can be achieved by
substituting hydrogen with fluorine atoms. Perfluorinatedarals such as PTFE (Teflon)
or PFAR , which are used for coatings on pans or for instruments ¢ipgrin harsh chem-
ical environments, are well known for their hydrophobiatyd chemical stability.

All these organic materials are inherently ductile, coregan single crystalline sub-
strates made from semiconductors or metal-oxides suclkesilicon, quartz (Si¢), or
sapphire (A Os). Therefore, it is impossible to prepare flat samffl@gth a RMS rough-

10 For scattering experiments on liquid interfaces, the x{segm must be tilted to keep the sample
horizontally while varying the incident angle. At ID15Aistoption is available by using the HEMD setup
in combination with the liquid monochromator [60].

11 First experiments on liquid-liquid interfaces were penfed in parallel to this work. They showed that
the setup at ID15A is highly competitive with other statetdf airt liquid reflectometers.

12 polymers like Polyethylene (PE) and Polypropylene (PPglsavface free energiesof= 35 mN m ™!
andy = 30mN m~1!, respectively with negligible polar contributions (se€S&3.1).

13 The SFE of PTFE i3 = 22.5mN m~! (PFA22mNm~!) leading to a water contact angle of about
120°.

14 The variation in the incident and exit anglen over the beam footprint on the sample should not
exceed the vertical beam divergenge(see Sec. 5.4.2 and Sec. 5.1.2). For a spherical sampleadiittnsr

R the incident angle on different positions of the sampleasmbyAa = é.
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nessogrns IN the order of a few angstrom by polishing a piece of bulk make One
solution is to cover a rigid solid substrate such as silicomglass with a thin layer of
typically several hundred nm thickness of the desired hyldobic substance.

Polymer thin films

Polymer thin films can be deposited on solid substrates heegpin or dip coating.
Here the polymer, dissolved in a solvent, is dispersed hemegusly on the substrate by
dipping it into the solution or putting a droplet of the satut onto the substrate during
rapid rotation. After solvent evaporation, the sample caafnealed to produce a smooth
film of homogeneous thickness. Long polymer chains with écsjipdiameter of 25 A,
given by the chemical bond length and angles within the pehlgrare used to grow these
films. In an amorphous polymer, chains are oriented rand@nty overlap each other
similar to spaghetti. Intuitively, this leads to pocketsvizeen neighboring chains and
to a minimal roughness, which is at least a multiple of theirckidameter, i.e. approx.
10A. The properties of the interfacial water molecules neahsaistructured wall with a
length scale of the average OO distance in water, may diffaifscantly from the ones at a
smooth wall [7,62]. Polymer thin films are therefore not agaillsubstrate for experiments
addressing the intrinsic properties of hydrophobic sbtdid interfaces. Nevertheless
they are widely used in neutron reflectivity studies [36,&3fi AFM experiments [18] on
hydrophobic water-solid interfaces.

3.2.2 Self assembled monolayers

Beside thiol based self assembled monolayers (SAMs), migleauth a silane anchor
group are prevalent for the preparation of hydrophobicaz@s$. Their advantage is that
they bond covalently to the substrate and are thereforestabje after deposition. SAMs
with a silane anchor group can be prepared either from theryaimase or from solution.
The basic reaction scheme, however, is equivalent. As am@ea Fig. 3.6 shows the
schematic anchoring reaction of octadecyl-trichloro@ldOTS) on OH-terminated sur-
faces. The OTS molecules, strongly diluted in an organieesdf® , get hydrolyzed under
dissociation of HCI® by trace amounts of water present in the deposition solufitlese
hydrolyzed molecules are adsorbed via hydrogen bonds t@khéerminated native sili-
con oxide, quartz, or glass substrate. In the last step,meesmolecules are covalently
bonded to the substrate by water condensation. A high defceess-linking by polymer-
ization between neighboring molecules is achieved by takamnealing at approximately
110 °C after removal from the deposition solution. For a detailetpe for the OTS-SAM
preparation see Sec. 5.3.2.

Figure 3.7a shows an AFM measurement of an OTS-SAM from Fetjial. [64].
Hexagonal arrangement of the alkyl chains is indicated bydbal symmetry of the bright

15 Typical silane concentrations are in the mM regime.
16 When alcoxy-silanes are used instead of choro-silanes ytpeduslucts of the anchoring reactions are
the corresponding alcohols.
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Figure 3.6: Anchoring reaction of the octadecyl-trichkitane SAM. The OTS molecule
(a) is hydrolyzed by trace amounts of water in the deposgaation (b). After adsorption

at the SiQ substrate (c) the OTS molecules are covalently bound arss-diked by HO
condensation (d).
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Figure 3.7: (a) AFM measurement on an OTS-SAM onSiiken from Fuijii et al. [64].

(b) GID signal of an uncoated (open squares) and OTS-cofited €ircles) silicon waver

taken from Tidswell at al. [65]. The inset (c) shows a magatfan at the peak position
together with a Lorenzian fit (solid line).

spots. A detailed analysis reveals an average areabf per OTS molecule [66]. Tilting
of the anchored molecules leads to an ellipsoidal shapeeofetminal methyl groups,
sticking out of the tightly packed layer by approximatglf. This AFM data is in agree-
ment with x-ray grazing incidence diffraction (GID) expagnts performed by Tidswell
at al. [65] (see Fig. 3.7b). The position of the GID pealli.at&_1 corresponds to an aver-
age distance of.2 A between neighboring chains. By assuming single hexagauipg
an area o0 A’ per anchored molecule can be estimated. As expected, thkss\give
a slightly less dense packing compared to single crysealting chain alkanes [67, 68].

From AFM and SFG studies reported in literature it is well\kndhat OTS-SAMs on
SiO, do not always form homogeneous and smooth monolayers lndislor polymer-
like inhomogeneous layers with a surface roughness in theegime [69, 70]. Important
preparation parameters are, amongst others, the wateentantthe deposition solution
or the concentration of OTS in the solvent. More details ahgheparation of OTS self
assembled monolayers can be found in Sec. 5.3.2.
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solid

Figure 3.8: The contact angteat the three phase contact line of a liquid droplet on top
of a solid substrate is determined by the interfacial tersig,, V1., 7. Schematic view
(left), and contact angle measurement of water on top of adpytbbic substrate (right).
The dashed red line indicates the substrate surface. Oawlee side, the mirror image of
the droplet is clearly visible.

3.3 The solid-liquid interface —
Theoretical description

3.3.1 Interfacial tension and contact angle

The interaction between two neighboring materials (A,B)ratrgerface can be described
by their interfacial tension,g. The corresponding phases can be either solid (s), liquid
(1), or gaseous (v). When one of the two phase is gaseous,re@genm surface tension
with the formula symbob is used. Quantitativelyy,z describes the energy which has to
be applied in order to create a unit area of the A-B interf&¢ben a liquid drop is sitting

on top of a solid support as it is shown in Fig. 3.8, the consagfled is determined by
the ratios of the interfacial tensions of the areas meetirtgeathree phase contact line.

Minimizing the energy of the system (mechanical equilibrjuyields Young'’s equation
17

cosf = Jov 778 , (3.1)
Tv

linking the interfacial tensions to the contact angle Descriptively,f depicts whether
the liquid likes or dislikesthe solid. Therefore, solid surfaces exhibiting a contacfie
with respect to water which is larger than°@re called hydrophobiey(, < v4), whereas
materials withh < 90° are called hydrophilicys, > 7).

The origin of the interfacial tension describing the macomsc contact angle are
forces acting on a molecular level between the two phasesntact with each other. For
the further discussion, these forces can be separated raatebution from dispersive

17 Thomas Young (1773-1829)
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Figure 3.9: Sketch of the molecular forces contributingiinterfacial tension.

Vvdw, ~P) and polar {*) interactions plus hydrogen bonding).
v=A" 4+ +4" (3.2)
In contrast to dispersive VdW forces, applying to all atomd molecules, polar interac-
tion and hydrogen bonding depend strongly on the molecutangement (see Fig. 3.9).
The intermolecular forces of the polar water molecule areekample dominated by the
strong hydrogen bonds while aliphatic hydrocarbons itesaly via the weak dispersive
forces. By analysis of experimental data and inspired by direeavork of Fowkes [71],

Owens and Wendt [72] showed that in many cases the interfieriaion between two
phases can be calculated by

YaB = YA+ 7B — 2 (\/727B + \/’VAVB + \/7275) : (3.3)

Here, the various forces acting in the two materials intecaty with the same types.
In the formula, this is expressed by summing up the geomataans of the relevant
contributions. Therefore, Eg. (3.3) reflects the idea ofisgrmaterials in hydrophilic
and hydrophobic or lipophilic and lipophobic categories. a'ibboth phases dominantly
interact via the same type of forces, the interfacial endagpreases due to the cross terms
and the liquid wets the surface. In analogy, two liquids bitra mixing tendency for
like interactions (e.g. water and formic acid) whereas phseparation occurs for unlike
forces (water and hexane). Thus, by measuring the contglg aha solid in contact with
different probe liquids with known molecular interactipnge gains information about its
surface chemistry.

3.3.2 Density Functional Theory of classical fluids

For a deeper understanding and interpretation of the x-¢aitesing data, which is dis-
cussed in detail in Sec. 6, R. Rétlieveloped a simple Density Functional Theory (DFT)

18 Dr. Roland Roth, Max Planck Institute for Metals Researchp&tment: Theory of inhomogeneous
condensed matter, Roland.Roth@mf.mpg.de
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model to calculate the density distribution of a classicplase well fluid adjacent to a
solid interface. Details on DFT in classical fluids can benfdin the work of Evans and
Swol [73-75].

The liquid system, which can undergo a phase transitionorsidered in the grand
canonical ensemble with the system voluietemperaturd’, and chemical potential
fixed. Taking into account these constraints, the corregipgrthermodynamic potential
is the grand canonical potentidl In an unconfined bulk systefais given by

Qpux = —nV, (3-4)

with the pressure, in the liquid. Introducing a solid wall to the system exteap (3.4)
by the interfacial energy term, A (solids, liquid 1) to

Qwall = _pr + ’YslA . (35)

In the DFT ansatz, the corresponding functional of the derstribution in the liquid
p (2)¥is given by

Qlp(2)] = / G (2) [Vise (2) — 1] (3.6)

Here, the first tern#’ [p (z)] describes the internal interaction within the fluid whilg; (z)
takes into account the external interaction of the liquithwie wall. The internal interac-
tion of the fluid can be divided in tree parts:

Flp(2)] = Fclp(2)]+ Fus[p(2)] + Far [p(2)] (3.7a)

Folp()) = [ o) [nxp(:) - 1 (3.7b)

Falp@) = [& [ @0 Vi (-2 (3.70)

Fi¢ denotes the contribution of an ideal gas with the thermalelength)\ = J%

The second term takes into account the excluded volume dfdhe spheres, which cor-
responds to theo-volumeb in the VdW equation of stat& For the existence of a solid-
liquid phase transition, an attractive interactidpy between the particles is essential. This
is included byF\r corresponding to thbinnendruck: in the VdW equation. Numerical
minimization of Eq. (3.6) with respect to the density distition p () gives solution for
the grand canonical potenti@l,.; of Eq. (3.5) and the interfacial profile of the liquid at
the wall.

The water-water interaction can be modeled with a squarkpeé&intial. In order to
determine appropriate parameters for the fluid-fluid (mpaeeractions, certain values

19 For simplicity, the spacial coordinates parallel to theifdce are omitted.
20 The expression foFg is much more complicated than the expressions shown in Edb)&nd
Eq. (3.7c). Details can be found in the work of Roth [76].
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Figure 3.10: (a) Hard sphere potential for the water-wattaraction including the attrac-
tive partVar. (b) Water-wall interactiofv,,; for a hydrophilic @ = 80°, dashed blue line)
and a hydrophobic wallg = 120°, solid red line)

deduced fronf) have to match the experimental data. The radius of the hdwerep can
be chosen t@R = 2.8 A in accordance to the average distance between two mogiule
bulk water (see Sec. 3.1). The packing fraction of the sgghisrgiven by

_ "

4
n="2 = pua—R? =038 (3.8)

Vi 3

and fixed by the molar density of water,(,, = 55mol1~'). Another condition is that the
distancelp = p, — p. between the density of the liquig and the density,, at the liquid—
vapor coexistence line in tHE—p diagram has to reproduce the experimental value. Since
the isothermal compressibil#yof liquid water at room temperature is very loy =
5-1075gcm ™3 is a rather small quantity. Figure 3.10a shows the wateemiateraction
potentials which was used for the DFT calculations, matghire boundary conditions
discussed above. The depth of the attractive part in thersguell ise = 0.49 kgT with
total extent ofR,, = 2R = 5.6 A. The liquid-wall interaction shown in Fig. 3.10b was
modeled by an attractive potential with a deptligf = 1.5 kg'T" for the hydrophobic wall
(contact angl® = 120°, solid line) and/,; = 2.5 kg7 (vertical arrow) for the hydrophilic
wall (contact angl® = 80°, dashed line). The slope of the liquid-wall potential foradim
distances (repulsive part) was chosen such that it mimieg@mnic roughness.

21 The bulk modulus of liquid water @t°C is 2.06 - 10°Pa
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Figure 3.11: Density profiles of a square-well fluid at a hydabic © = 120°, dashed
line) and at an hydrophilic wallg = 80°, solid line). The horizontal dashed line denotes
the bulk density.

As an illustration, Fig. 3.11 shows the density profiles a$ $guare-well fluid close
to a hydrophobic (solid line) and a hydrophilic wall (dasHext) obtained by density
functional theory. Both profiles exhibit a smooth decay tasaranishing density close
to the interface and an oscillatory structure at small sepmars from the wall. After ap-
proximately6 A the density approaches asymptotically the bulk value. déeay length
of the density modulations is of the order of twice the catieh length of bulk water
(¢ = 4A) [23]. Similar behavior was also found experimentally bye@p et al. on
hydrophilic mica surfacé$ [77]. An open question is as to which extent a simple DFT
model with a generic water-water interaction potential daacribe the phenomena at a
solid-water interface correctly. During the last decadks, predominant opinion in the
scientific water community was that theoretical approadreshe water-solid interface
have to be based on molecular dynamic (MD) simulations,rpm@ting all the details of
the water interaction potential. Today, it seems that atstdicuous models with model
potentials adjusted to the correct contact angle (i.e. #tie between the surface and
interfacial tension) can explain many of the relevant iiateial phenomena.

22 Since the mica surface immersed in water is electricallygethe results can not directly be compared
with each other.
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3.3.3 Molecular dynamic simulations

Another theoretical approach to gain information on theroscopic structure at solid-
liquid interfaces is based on MD simulations. Supportedigyraipid increase in computer
power during the last decades they became a major tool tacptbe structure and dy-
namics of water at interfaces [25—-29, 78]. However, the dermpature of the polar wa-
ter molecules leads to complicated interaction potenti@teall details on the employed
force model may result in remarkable differences in theudated density profiles which
can explain the different results published. MD simulasidtvave shown that beside the
liquid-wall interaction curvature effects play also an wnfant role [62]. The interfacial
structure of water in contact with small objects of nanomseiee (pores or small parti-
cles) and its thermodynamic properties are quite diffefiemh the water structure at flat
extended surfaces [79, 80].

Recently, an extensive study by Janecec and Netz of intalfaaiter at hydrophobic
and hydrophilic surfaces, has revealed many details on tiieatation and density dis-
tribution at solid-water interfaces [30]. Figure 3.12 sksosvsnapshot of the simulation
box together with the laterally averaged density deficitction. The observed density
oscillations of the liquid close to the interface agree gatwely with the DFT results
discussed in Sec. 3.3.2. A particular interesting resuthisfstudy is shown at the bottom
of Fig. 3.12. The contact angleof the water seems to be in an universal relation with
the interfacial density depletion. This gives a direct aation between a macroscopic
quantity and the associated interfacial structure on a cotde level.

3.4 The solid-liquid interface —
Experimental results

Since the interfacial structure of water at hydrophilic drydrophobic solid-water inter-
faces is of fundamental interest, different experimergahhiques have been employed
in order to study their properties. Many surface sciencartegies (e.g. electron and
ion scattering) require UHV conditions. Since the vaporspuee of water at ambient
temperature is aroung) mbar these techniques are not applicable for experiments in-
volving water. Studies at cryogenic temperatures [81] améasorbed monomolecular
layers [82—84] cannot be compared with solid interfacesulk tvater. Therefore, these
experiments are not discussed in this thesis. An overviethi@gxperimental work per-
formed on water-vapor and water-solid interfaces can baddn the review article of
Verdauger et al. [85] published in 2006.
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Figure 3.12: Results from MD simulations compiled from therkvof Janecec and Netz
[30]. (top left) Snapshot of the simulation box. (top rigb@nsity deficit functionf (z) =
1 — py (2) /p2E — pg (2) /pPe* of a water slab between two hydrophobic substrates:(

111°). (bottom) Depletion thicknes$ as a function of the contact angldor tetragonal
(circles) and hexagonal arrangements of sites (triangiabpe solid phase.

3.4.1 Scattering techniques
Ellipsometry

Ellipsometry is the corresponding scattering techniqua-tay reflectivity in the opti-
cal wavelength regime. In contrast to x-ray scattering washadditional information is
obtained by analyzing the polarization dependence of fitected wave. Similar to reflec-
tivity, it is a very sensitive technique for the detectionmaerfacial structures on the length
scale of the wavelength used. From layers much smaller tieaogtical wavelength, only
the product of the refractive index difference to the swdistand the layer thickness can
be determined.

While in the work of Castro et al. [86] a gas-like layersoh to 10 A was detected at the
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polystyrene-water interface, Mao et al. [87], and more mdgelakata et al. [88] found no

indications of a density depletion at hydrophobic wateerfaces. However, the authors
claim an experimental resolution allowing for an integdadiensity deficit corresponding
tol1Agem3.

Neutron reflectivity

Scattering techniques such as x-ray and neutron reflgctixt directly sensitive to the in-
terfacial scattering length density profile at an interfa&édig advantage of neutron over
X-ray scattering techniques is that in many systems théesoag contrast can be tuned
by changing the isotope ratio of the sample. Furthermoreatisorption of neutrons is
very small in many materials and in the energy range reldeameflectivity experiments
(typically 4 — 5A)23. Therefore, neutron scattering methods might be seen aktistgs
to probe deeply buried structures and interfaces. The msatddantage, however, is the
low neutron flux and the high background signal, limiting tiy@mamic range to 5-6 orders
of magnitude compared to 9 orders in a standard x-ray refigcstudy at a 3rd genera-
tion synchrotron source. This restricts the accessibknge and therefore the real space
resolution.

Figure 3.13 shows the results of a recent neutron reflegstitdy performed by Doshi
et al. [38]. The observed density profiles across the hyarbphOTS-water interface ex-
hibit an interfacial region of vanishing water density witthickness betweedA and
11 A, depending strongly on the water preparation. The exathictformation on the inter-
facial structure observed in various other neutron reflggtexperiments on hydrophobic
substrates is quite inconsistent and sometimes unphy3icalwidth of the depletion zone
ranges from no gap [63] ove0 A regime [37] up to several nanometers [36]. In a very
recent paper from Maccarini et al. [89], the temperatureeddpnce of the interfacial gap
was studied, and an increase in the depletion distance flom1.40A at6°C to1.73 A
at50°C was found. In contrast to these studies, no interfacialvgapfound in a recent
work by Seo et al. [63].

X-ray reflectivity

Unlike to neutron reflectivity studies there are only a fevblpzrations on x-ray scattering
experiments at hydrophobic solid-water interfaces. In20énsen et al. [27] studied the
interface at a paraffin monolayer floating on top of bulk walare to the intrinsic capillary
roughness at liquid surfaces, their spatial resolutioimigéd giving an upper limit ol5 A

for the interfacial gap width. The quantity that could beedetined very precisely was
the integrated density deficld = d,, (pu,0 — pw). Depending on temperature, values

betweenD = 0.8 and1.5A g cm ° were found, corresponding very well to the results
obtained within this thesis [39], which was the first pubdidhk-ray reflectivity study on

23 Strongly absorbing hydrogefH has to be replaced with deuteriti® where the incoherent neutron
scattering is negligible, when bulk material is penetrated
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Figure 3.13: Neutron scattering experiments at the OT Sl O) interface (compila-
tion from Doshi et al. [38]). (a) Neutron reflectivity normalized by the Fresnel reflectiv-
ity R together with calculated curves (solid lines) from the paeter refinement of a slab
model versus the vertical momentum trangferDoshi et al. found a strong dependence
on the gas content in the water (naturally, green; degassadargon, blue). (b) Scattering
length density (SLD) profiles obtained from the neutron ctiten pattern. The extracted
structure depends highly on the water preparation.

hydrophobic bulk solid-liquid interfaces. In the work ofyPmr et al. [90] an integrated
gap size of approximatey/A g cm > was found.

Density oscillations of interfacial water adjacent to hgyinilic mica surfaces were ob-
served by Cheng et al. in 2001 employing x-ray reflectivity][Measuring the specular
rod up t05.5 A", structural information with A resolution could be obsetv@he mica
surface immersed in water is negatively charged leadingd$omtion of HO™ ions at the
solid-liquid interface. Therefore, their results cannetdmmpared directly with the find-
ings on neutral interfaces. In 2004 Geissbihler et al. yated the three-dimensional
structure of the calcite-water interface by surface X-i@ttering [91]. They show that the
molecules of the first two water layers arrange in orderatté&atreated by the interacting
with the calcite surface. Toney et al. investigated theag@dtdependent ordering of water
molecules on a silver electrode by x-ray scattering [92]eyl imterpret the significantly
altered electron density profile for positively and negaiicharged electrode-electrolyte
interfaces by orientational ordering of dipole moment fritv@ water molecules adjacent
to the silver electrode.
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Figure 3.14: Compilation of a x-ray reflectivity experimegtlensen et al. [27], address-
ing the structure of a paraffin monolayer on water. (a) X-rfjectivity normalized by
Fresnel reflectivity. (b) Vertical density profile calcuddtfrom parameter refinement of a
slab model. The inset shows the integrated density délieiersus the temperature.

3.4.2 Non-scattering techniques
Sum frequency generation spectroscopy

Sum frequency generation (SFG) spectroscopy provideghnsi the molecular orienta-
tion at an interface. Therefore, it offers complementafgrmation to x-ray reflectivity
measurements essentially insensitive to the light hydr@gems. An overview on SFG
studies of water at hydrophilic as well as hydrophobic fisiees can be found in the re-
view articles of Hopkins et al. [93] and Shen et al. [33]. Suanizing the main features,
the SFG signal from the OH-bonds at an interface can be depardo a liquid-like (hy-
drogen bond disordered structure, broad peak at00 cm~!) and an ice-like (hydrogen
bond ordered structure, broad peakat200 cm~!) component plus the contribution from
free dangling hydrogen bonds (sharp peakat630 cm ). On hydrophilic surfaces, the
interfacial structure was found to depend significantlytmngpecific substrate and the pH
reflecting protonation and surface charge as well as quuitsixéal lattice matching of the
partially ordered water with the substrate [32,94]. Howeaeommon feature for all SFG
spectra recorded from hydrophilic substrates is the alesehthe sharp peak originating
from the dangling hydrogen bonds.

Figure 3.15 shows SFG spectra from measurements at wagefiaicees performed by
Du et al. [35]. The spectra from both the hydrophobic waté&S0nterface (a) and the
free water surface (b) show a pronounced peak 8680 cm—!. This signal is assigned
to stretch vibrations from dangling OH-bonds, with the Hafoointing towards the solid
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Figure 3.15: Compilation of SFG spectra from water interfaoeasured by Du et al. [35].
(a) The quartz-OTS-water interface; (b) the air-waterriaize.

wall. A semi-quantitative analysis reveals an amount ofragmately 25% non hydro-
gen bonded bonds at the interface. A comparison betweeneidle gositions from the
water-solid and the water-vapor interfaces shows onlygisthed shift of the water-OTS
signal [33]. This confirms that there is no strong interatbat only weak VdW forces in
between the solid hydrophobic substrate and the water mlelec Thus, the water-solid
and the water-vapor SFG spectra are very similar with regpeibhe OH dangling bond
peak serving as a fingerprint of hydrophobic interfacesohtrast, remarkable differences
occur in the bonded OH-region. For the solid-liquid integfathe absence of SFG inten-
sity in the less ordered water-like region aroudd0 cm ! indicates a more ordered in-
terfacial hydrogen bond network compared to liquid-vapdrquid-liquid (hexane-water,
CCl,-water) interfaces [34]. Apparently, packing effects a folid wall force the inter-
facial water molecules in a more ordered ice-like structure

Heat conductance across the interface

Thermoreflectance measurements across solid-waterdoésrfvere performed by Ge et
al. [31] in 2006. They found a significantly reduced heat candnce at hydrophobic
substrates compared to hydrophilic samples. Assumingthieathermal conductance of
an interfacial depletion layer is similar to water-vapar,upper limit of2.5 A for the size
of the interfacial gap could be determined.

Experiments on confined water

Apart from experiments on free solid-water systems, variother techniques have been
employed in order to study solid-water interfaces. In maihose techniques, the liquid
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Figure 3.16: Compilation of tapering-mode AFM measurememtdydrophobic solid
substrates immersed in water. (a) Hydrophobic glass suifawater taken from Tyrrell
et al. [14] (height image, peak-to-valley scalg&dnm). (b) AFM phase image of the
polystyrene-water interface taken from Simonsen et al. [18

is strongly confined between two objects. Examples are expets using the surface-
force-apparatus (SFA) [6, 95-97], studies on colloidabisitg [98], and infrared spec-
troscopy measurements (ATR-FTIR) on the aggregation of ipfdlio and hydrophobic
particles [99]. These experiments probe a completely mdiffesituation. Their results can
therefore not be compared with studies on single smootld-#igliid interfaces. Due to
capillary evaporation, the dominating length scale in ¢hesnfined geometries is in the
10nm to 100 nm regime [97] whereas the length scale at a single interfacgven by
the molecular diameter and the bulk correlation length Wiaiee both approximately two
orders of magnitude smaller [100].

Atomic force microscopy (AFM)

Nevertheless, especially atomic force microscopy AFM expents [14-19,101,102] are
often assumed to probe the intrinsic structure of a freeddwjuid interface. Operating
in non-contactor taperingnode, the tip is separated from the substrate by typidafly
to 20A, and thus exactly in the range where the confinement effglaserved in SFA
measurements are dominant.

Figure 3.16 shows a compilation of AFM measurements peddrivy Tyrrell et al.
and a more recent study from Simonsen et al. [18]. The obdeyas nanobubbles exhibit
a base area of approximatelyl um?, and a height of several nm [18]. Holmberg et al.
showed that they can be manipulated by experimental paeamstich as the tapering
amplitude [19]. The gas nanobubbles preferentially formheterogeneous solid-liquid
interfaces, i.e. with a patchy surface coverage, exhipiimoughness in the nm regime
[102].



Chapter 4

X-Ray scattering and data analysis
methods

4.1 Introduction to x-ray reflectivity

X-ray reflectivity experiments probe the vertical struetof an interface. An inhomoge-
neous distribution of the refractive index, which is rethte the electron density, (z),
leads to scattering of the incident x-ray wave from the dgzrgsmdientqojT(z). The coherent
sum of these scattered waves gives rise to the interfereatterp measured in reflectiv-
ity experiments. Thus, these data carries structural mmédion about the density profile,
which can be reconstructed by different analysis methodsrdeed in Sec. 4.2.

4.1.1 Scattering geometry

Figure 4.1 shows a sketch of a surface or interface sensiagtic x-ray scattering exper-
iment on a vertically isotropic sample (gray box). An incitlervave with wave vectok;

and a corresponding modulétis= 27/ hits the sample surface under an incident angle
Qj.

The difference between incident and exit wave vector detersthe momentum trans-
fer g = k; — k;. The total angley betweenk; andk; can be divided into vertical and
horizontal components, denoted bwandy, respectively. In a coordinate system with the
z-axis parallel to the surface normal, and an incident waaeting in thezz-plane, the
components of the momentum transgeaire given by

¢ = k(cosascosx — cosaqy) (4.1a)
qy = kcosaqsiny (4.1b)
¢. = k(sinas+sing) . (4.1¢c)

36
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Figure 4.1:. Sketch of a surface or interface sensitive xs@ttering experiment in side
(left) and top view (right). The total momentum transéeto the sample (blue arrow) is
given by the difference between the incident and exit waetorsk; andk; (orange lines).
«; anday are the angles between the surface and the incident andeaxit,brespectively.
They lead, together with the horizontal compongifthe angle between their projections
onto the surface), to the total scattering arigte

4.1.2 Experimental resolution

The x-ray intensity (g), measured in an scattering experiment, is an integrateigyaf
the differential scattering cross section over the reswiiglement. The resolution element
Is spanned by the partial derivatives of the scatteringoregtintroduced in Eq. (4.1), with
respect to the input parametéesandk; or, thereto equivalent, with respect k) a;, a,
andy.

Jg; Jg;
= Yiag
0 = Fp~Ft 5.
% pgy + Dipy (4.2)
Jag ox

Aa; +

The energy resolutiorﬁ% of the monochromator defines the range for the modulus of
the incident wave vectahk = %. The intervalsA« of the incidence and exit angle are
affected by beam properties, the experimental setup, ashtimple. While the divergence
of the incidence beam and the sample curvature influene@da; in the same way, the
solid angle, defined by the vertical detector slits, givea@dditional contribution ta\«.

In the same way\y is defined by the horizontal detector %litFor shallow incidence
and exit angles the effect of sample curvature®donis much smaller than on the vertical
componentsd\q; andAas.

1 In the following, the term taking into account the horizdrtiwergence of the x-ray beam is omitted.
Since the horizontal detector slits are wide open to integvaer the entire reflected beam (see Sec. 5.4.1),
By has no relevance for the data analysis discussed in chapter 6
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4.1.3 The reflectivity scan

Reflectivity experiments probe the structure perpendidalam interface or surface, i.e.
along thez-direction. Vanishing in-plane componentsgoéan be achieved by keeping the
incident and exit angles equal;(= o; = ) andy = 0. This results in a total momentum
transferqg = e.q. along thez-axis, and Eq. (4.1) simplify to

=0, ¢ =0, ¢ =2ksind. (4.3)

Experimental resolution

The experimental resolution in a reflectivity experimerdligained from Eq. (4.2) and the
constraints from the reflectivity geometry to

5Qm = 4 (Aai + AO&f) (443.)
A
dq. = T)\qz +k(Aa; + Acy) . (4.4b)

To extract density profiles from the acquired data, the eméflected beam has to be mea-
sured. Technically, this is achieved by an integration in thg ¢,) plane. Experimentally,

it is realized by adjusting the detector slits in such a whgt &ll the intensity reflected
within the range defined by, anddg, is recorded by the detector. More details on x-ray
reflectivity measurements can be found in literature [1Z]10

4.1.4 The rocking scan

A rocking scan is one type of an in-plane scan. In contrastédlectivity scan, measuring
the integrated reflected intensity, here the angular tigion around the nominal position
(g- =0, i.e.a; = af = ) is determined. A rocking scan keeps the vertical compogent
constant by counter-wise changing; anday.

e = (Oéf - ai) q- (45a)
0@ = (Aai+ Aar)q. (4.5b)

Since rocking scans are highly sensitive to sample movesn#dy are routinely used for
alignment purpose and stability tests. They also allow feraking the sample quality
as well as proper mounting with respect to the surface t@piyr of the substrate on a
millimeter length scale. Uneven surfaces are amongst®tarsed by deformations while
mounting the sample (see Sec. 5.2.3) or improper polishimghwoften leads to a convex
shape. Especially for small scattering angléswvhere the beam footprint spreads over the

2 When correlations in the interfacial roughness are preseatieflected beam may have a Lorentzian
profile. In this case a more elaborated way of measuring tifiiychas to be used [103]. Examples are
experiments on rough substrates [104] and from liquid sedd105, 106] and interfaces [61].

3 In first order approximation, the vertical momentum trangfein a rocking scan is constant. Within
the relevant scan range,| < q., or equivalently fory; — af < ¥, second order terms can be neglected.
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entire sample length, wavy surfaces show broad or evenesplieaks, corresponding to
the wide distribution of the local surface normal. Furthere) on horizontally structured
interfaces rocking scans carry information on the in-plemelations [12,103, 104].

4.2 Calculation of the x-ray reflection pattern

4.2.1 The refractive index

The spatial variation of the electric field of an electrometgnwave traveling through a
homogeneous medium mindirection is described by = EyRe [exp (ikn,2)]. Inalinear
medium, the modulus of the associated wave vektois given by|k,,| = n |k,| with k,
denoting the wave vector in vacuum. The complex refractidexn of the medium can
be divided into its real pafke (n) = 1 — ¢ associated with a modified phase velocity and
a complex contributiofim (n) = (3, accounting for absorption [108]:

n=1-4¢+is (4.6)

For x-rays,n can be calculated from the energy-dependent form factog £) and
f@ (E) for forward scattering [109]via

A2 fO(E) N

o = %TCPCT%%TCPC (4.7a)
N fOE) A
= = = . 4.7
B 5 TP, s (4.7b)

Far away from absorption edges, the real pactn be approximated using the electron
densityp.. The imaginary componentis directly related to the absorption coefficient
Tabulated values fof (V) (E) and f?) (E) as calculated numerically from ab-initio models
and are available in the relevant energy range for all el¢ésnesed in this work [110,111].

4.2.2 The phase problem in x-ray scattering

Since in x-ray scattering experiments the intengitx E? of the scattered wave field is
recorded, any phase information is missing. Therefore agsit forward Fourier back
transformation of the experimentally observed patternchvivould allow an unambigu-
ous reconstruction of the electron density profiléx), is impossible. The analysis of a
coherent scattering signal thus always requires additiomavledge about the structure,
like the atomic composition, the mass density, or the gerigpie of the interfacial profile.
This information can be included in a model, as describetienfollowing sections. An
alternative approach is an analysis based on phase rétmigeaithms. More details on
this method can be found in literature [12].

4 The definition of /(1) is inconsistent in literature [109-111]. Hefé&" is defined by the real part of
the total x-ray form factor in forward scattering & 0) as fV) (E) = Re[f (E,q=0)] = Z + f'(E) +
fnT + fra including the resonances of the electronic sysiitF), as well as the small relativistig(;)
and nuclear Thompsorfyr) corrections.
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Figure 4.2: Reflectiony; = «a; and transmission at a
free surface. The incident x-ray beam with a wave vector
modulusk, impinges from the vacuum sidei{ = 1)

on the sample surfac&¢ (n,) < 1). The transmitted
beam withk, = nk, is refracted towards the surface in
accordance to Snell’s law.

4.2.3 Reflection from one single free interface

Reflection ¢) and transmissiont) coefficients of an electromagnetic wave with amplitude
E; at a single sharp interface (z) = p_o + (100 — P—0) © (2)) are calculated from
Fresnel formulag

B sin(a—p)

" B sin(a+ ) (4.82)
By 2cosfsina

b= E;  sin(a+ ) (4.80)

They follow directly from the boundary conditions for theeefric field £ (x) and the
electric displacement field (x) between two semi-infinite materials. Experimentally,
the Fresnel reflectivity?Z = r? is the measurable quantity.

2

ki z = k'l z
R} —EF 4.9a
r (9) Fis + ks ( )
1
~ (47T7‘epe)2 p for ¢ 2 3q. (4.9b)
Here, ki. = ko. = —ksina; andk;, = —ky/n? —cos?q; denote the complex-

components of the incident wave vector and of the transthiitave vector in medium

j with a refractive index,®. In the visible range of the electromagnetic spectrum the
reflectivity depends strongly on the polarization. For ysiahe probed anglesare very
small, thus the polarization dependence is negligible.

Due to multiple scattering effects, the reflected intensitglmost unity for incident
angles smaller than the critical angle of total reflectior~ /26 7. After this plateau, the
reflectivity drops rapidly, following asymptotically @* decay. In the regime > 3¢,
which is equivalent ta?Z < 1073, the exact expression Eq. (4.9a) coincides very well
with the kinematical approximation Eq. (4.9b), omitting lple scattering effects (see
Sec. 4.2.7).

5 Equation (4.8) is valid for polarization. The corresponding relation fepolarization can be found
in [108].

6 For a single interface the refractive index of the semi-itdibulk substrate is denoted by, i.e.j = 1.

" Due to absorption,{ > 0) the reflected intensity is always less than unity, evenfigies smaller than
the critical angle of total reflection.
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Figure 4.3: (a) Conventional setup of a scattering experirfera buried interface. The
x-ray beam enters the sample through the top surface areldrdwrough a thick layer of
material before reaching the interface of interest. (bXt8dag from a deeply buried in-
terface in transmission-reflection geometry. The incidergy beam hits the top material
with a refractive index, # 1 at almost normal incidence from the side.

4.2.4 Reflection from buried interfaces

Equations (4.9) describe the reflection patt&?{q,) from a sample with refractive index
nwop = 1 for the top layer (vacuum or in good approximation also ag Eig. 4.3a). In
contrast, the analysis of reflectivity data from buried iifstees, recorded in transmission-
reflection geometry, requires some slight modificationgztcomponents of the wave
vectorsk; ,. Figure 4.3b shows a sketch of the scattering geometry sjporeding to the
experimental setup used in this work. The incident béartvacuum,n, = 1) penetrates
the top material with the complex refractive index (in this case water) from the side
at almost normal incidenc®{ — « ), i.e. sin (o) < 1). Since the incident beam hits
the side interface almost perpendicular, the refraction o, ~ 0., at this interface is
negligible compared to the beam divergéhda according to Snell’s law, the component
k;, of the wave vector parallel to the interface normal, tramglin mediumy with an
refractive index;, is given by

FE

ki, = —z ny — ng cos? a; (4.10a)
E

~ _c_h”O\/(l +n; —ng)* — cos? a; . (4.10b)

Here,n, denotes the index of refraction in the top material. The febeflectivity RZ (q)
from a buried interface can now be calculated from Eq. (409a3imply exchanging the
z-components of the wavevectats, andk; . with their corresponding expressions for
transmission-reflection geometry taken from Eq. (4.10akewise, for more complex
structures described in the following section, all refiattiformulae from standard text-
books [12], formulated for the conventional geometry shawhig. 4.3a, can be adopted

8 For water as top materiabf,o = 4.37 - 10-%) and an incident angle af, = 1° the refraction is
aj — o, = 3-107% yrad. Compared to the vertical beam divergencg,of= 25 urad (see Sec. 5.1.1) this
contribution is negligible. Inhomogeneities in the topdagnd the x-ray windows have much larger effects.
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to the transmission-reflection scheme by use of Eq. (4.1uafon (4.10a) can be ap-
proximated to second order ihand 3 by Eq. (4.10b). This shows, that in the case of
a buried interface, the reflection pattern is similar to time @btained from a refrac-
tive index profilé n’; with the top layer subtracted from all of the underlying nniztle
(n; = 1+ n; —ne). For a single interface in the kinematical approximatiois teads to a

reflectivity of
, 1

R (q) = [477¢ (P00 — Po0)] g (4.11)

4.2.5 Multiple interfaces and the slab model

More complex systems than the ones shown in Fig. 4.3 may #xhiich vertical struc-
ture at the interface. Such a profile can often be divided ierges of slabs with well
defined interfaces. For each single interfageg + 1) the amplitudes of the reflected and
transmitted wave can be calculated using Fresnels forn{ateEq. (4.8) and Fig. 4.4).
A consistent solution of the associated slab profile contbihese independent reflection
coefficientsr; ;11 by including the respective retardations between thereiffelayers.

Recursive Parratt formalism

A layered structure ofV slabs, including the top layey (= 0) and the bulk substrate
(j = N — 1), each with a refractive index;, is shown in Fig. 4.%. One possible imple-
mentation for solving the reflection problem from multipiedarfaces consistently, is the
recursive Parratt formalism [10, 12, 112]. The reflectivityy = |X0]2 is calculated from
the squared modulus of the transition coeffictéf,, which can be derived, starting from
the vanishing coefficient at the semi-infinite bulk substi@f,_; = 0), recursively via

X, = i, (g1 + Xjr190541,5) (4.12a)
’ 410X 105415)
(kj z kj+l Z)
gl = T 4.12b
Tji+1 (k)%z i k‘j+1,z) ( )
P = exp (=20 z,) (4.12¢)

Interfacial roughness and Parratt formalism

In a real system, the electron density profil€ =), and therefore also the refractive index
profilen (z) at an interface never follows a Heaviside step funcéiofx — z,) as assumed

9 Far away from absorption edges, the refractive index isctlireelated to the electron density profile
via Eq. (4.7).

10 The indexation of the slabs is arbitrary and inconsistemsigd in literature. Here, the notation of the
program for data analysis, which was developed within thésiss, is used. The C++ syntax suggests arrays
of N elements labeled froiito N — 1.

1 The transition coefficienX ; = % is the ratio between the reflected and transmitted wave aundpk
at the interface, in accordance to Fié. 4.4.
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in Sec. 4.2.3. At least atomic corrugation in th& regime is present.

For a single interface, following an error function or hypalic tangent profile,
the reflected and transmitted wave amplitudes can be ctdcuémalytically by solving
Maxwell's equations [108, 113]. For an error function pmfil(z) o« 1 [1 +erf(z)] a
reflection coefficient; , = ro1e” " is obtained. The reflection coefficient at a rough in-
terface is modified fromr, ; introduced in Eq. (4.12b) by an exponential damping term.
A more detailed analysis in second order DWAheory performed by de Boer [114]
shows that not only the averaged vertical profile, but algankplane correlations of the
roughness determine the exact form of the damping factor.ukoorrelated roughness,
the Nevot-Croce (NC) result is valid, whereas for an interfaith correlated roughness
the Beckmann-Spizzichino (BS) form has to be applied:

Y 2
i = e ket NC (4.13a)

gt = rijeie 257 BS (4.13b)

12 Distorted Wave Born Approximation
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The roughness parametej denotes the width of the Gaussian associated to the error
function.

A refractive index profile, modeled by a series of slabs idrlg interfacial roughness,
is described by

n(z) = ;nj(z) (4.14a)
ni(2) = ny [erf(z\/_if__ll) —erf(z\/_iazjj)] . (4.14b)

In the case of well separated interfaces with
o <d; and o; < d;_; forallslabsj, (4.15)

the modified reflection coefficients ;,, can be used to calculate the reflection pattern
from the slab model Eq. (4.14) within the Parratt formalisqn &.12).

The reflection coefficients; ;,, were derived for a single independent interface be-
tween two semi-infinite slabs (i.en (z) asymptotically approaches a constant value in
the limit 2 — +00). As soon as the condition Eq. (4.15) is violated, i.e. tlad shick-
ness approaches the roughness of at least one of the asddniatfacesy (z) does not
show distinct slabs anymore, but a smeared out structuresendifferent layers interfuse
with each other. In this case the analytically obtained damfactors Eqg. (4.13) are not
applicable any more [12] and other analysis methods have tsed.

Nevertheless, in some cases the reflectivity calculatel thiid exponential damping
factors Eq. (4.13) still gives a good approximation to the pattern, even in cases where
Eq. (4.15) is strongly violated. The reason is that the isitgrfrom a rough interface
decays rapidly, while the contribution from of a thin laysrrelevant mainly for large
momentum transferg,. In order to detect a layer af = 5 A thickness unambiguously,
the reflection pattern has in general to be analyzed at lgagh a vertical momentum
transfer ofq, = 7/d ~ 0.6 A~'. On the other hand, a roughnessoof= 3 A results in a
damping of the reflected intensity of more than 6 orders ofnitage below the Fresnel
curve in the relevang range. This example shows that the scattering signal frarh au
profile often decays so rapidly that the background leveé&ched before sensitivity to
the detailed structure is achieved, and limitations of tloeleh become relevant.

4.2.6 Arbitrary profiles — Slicing

Profiles which cannot be described by Eq. (4.14) or do notlifulie requirements
Eq. (4.15) can be treated by slicing [12]. Here, an arbitpaofile is sliced into equidistant
slabs with a thickness much smaller than the vertical strectTaking into account that
the natural length scale of an atomic profile is given by attiéf@ Bohr radius, slices of
0.2 A are in general sufficient to treat most reflectivity probgem
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Using the recursive Parratt formalism Eq. (4.12), the réflacpattern from profiles
extending over nm (which requires the consideration of 200 independeantfates) can
be calculated on a modern PC within son®é ;s.

4.2.7 Kinematical approximation and master formalism
Master formula

In the framework of the kinematical approximation, the y-raflectivity R? (¢.) from a
given continuous electron density profile(z) can be calculated by the so-called master
formula [11,12]

R*(q9) = Ri(q)|F (@)l (4.16a)
o 1 oo dO(Z) 1qz

In the region of the critical angle where multiple scattgraffects are dominant the kine-
matical approximation is not applicable. On the other hdfgl, (4.16) is an excellent
approximation in the regime well above the critical angleaitl reflection, where the
reflectivity drops belowt073, i.e. ¢, > 3g. = 6A™1 /77T (p—oo — P1oo). R%(g) can be
separated into the smooth and rapidly decaying Fresnettigitg R2 (¢) (see Eqg. 4.9),
representing the reflection from a sharp step of the height (p, . — p_), and the
structure factor#’ (¢), describing the interference pattern caused by the spedéatron
distributionp, (z).

Refraction corrections

The presence of the total reflection plateau extending upecctitical angle shifts all
the features in the reflection pattern to slightly higherlasghan predicted by the master
formalism. This can be taken into account by the refractiomertions, modifying the
wave vectorg, from Eq. (4.3) to

q. = 2kgsin /9% — a2 . (4.17)

In general, the exact reflectivity falls somewhere in betwéne values calculated within
master formalism and the ones obtained by including thac&ém corrections.

The slab model within the master formalism

Equation (4.16) provides an alternative approach to haddtesity profilesp, () con-

structed with Eq. (4.14). Especially for profiles where thieknessd; of each slab is not
significantly larger than the respective roughnesando;_;, an independent formalism
is strongly desired. Inserting the profile Eqg. (4.14) into. E16), the structure factor
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F (q.) can be calculated analytically:

N—-2
F(Qz) = Z pe]+1 peJ 62 Jqu’LQzZ] (418)

Pe,N—1 — Pe,0 i

In analogy, the reflectivity for many other relevant struetusuch as layering at interfaces
and surfaces, can be calculated directly with Eq. (4.18)iwihe kinematical approxima-
tion [106, 115, 116].

4.3 From scattering data to real space information

4.3.1 Reconstruction ofp, (r) by parameter refinement
Setting up an adequate model

Due to the loss of phase information a unique inversion ofdfiectivity is not possible
without additional information about the studied systeee(Sec. 4.2.2). The different
models described in the previous sections offer a way taideclthis knowledge in the
analyses. The free model parameters are then determinettity fine model reflectivity
to the experimental data points. As a rule of thumb, the nunalbendependent free
fitting parameters to be determined by parameter refinemsdimhited to the number of
independent features visible in the data set. In a reflégtneasurement, such features
can be, amongst others, the oscillation period, the osmillastrength and its modulation
and decay, asymmetry and deviation from an equidistarepatthe widths and smearing
out of the minima, and the overall decay of the reflectivitghmespect to the Fresnel
curve. More fitting parameters may give a better reprodaaiifdhe experimental data but
at the expense of a physically meaningful parameter set.

From Eq. (4.16) and Eq. (4.11) it can be directly deduced #tdeast one of the
valuesn (z = +00) has to be known independently. If the atomic compositionlafar is
known,§ andj of the refractive index are coupled via the respective atdorim factors
leading to a drastic decrease in the number of free parasaetethe total quantity of
material, i.e. the product of thickness times density witbne slab, is known, another
parameter drops out. The vertically projected electrotiaserdensity of two or more
neighboring slabs can be linked to each other. This is ottencise for large organic
molecules. They can be modeled as different sub-layers (ge@d and tail group) of
anchored molecules which are deposited in an ordered myerodm top of a substrate.
The ratio between the number of electrons within each syéxla fixed by their molecular
composition.

For simple profiles, as found in smooth films or multi-layeithvgignificant contrast,
there are several open source programs published [117hwhit be readily used and are
available for different platforms. They are ideal toolstloe analysis of the problems they
were developed for. But they cannot provide the flexibilitgded for a convenient imple-
mentation of the required constraints mentioned aboveeheml, the in-depth analysis of
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cutting edge experiments in x-ray reflectivity dependsgghpon a custom-made program
which incorporates all the specific knowledge about theesygi04,118,119].

The deviation x

In order to refine a set of parameters to fit a given model, asgaiantityy, also called
cost functionhas to be defined, describes the deviation between the given experimental
data set and the model as a function of the free parametdose§uently, the minimum of
x has to be found by a suitable numeric algorithm as describ#ifollowing paragraph.

As the reflection pattern from a state of the art experimerat 8t generation syn-
chrotron source typically covers a dynamic range of mora thiae orders of magnitude,
an adequate scaling is essential. This allows to take irdowat the low intensity parts in
the highg regime. This is of particular importance as these data p@ire most sensitive
to real space features on small length scales.

Dividing the measured reflectiviti®? by the Fresnel reflectivity?Z, i.e. the pattern
corresponding to a sharp interface, leads to a significalictéon in the dynamic rangé
Within this approach, the cost function: between the experimental data poirts,,**
and the calculated patteff.., = R* (¢;) is given by

Y (o I ca)?

. _ i,exp — Li,cal

Y = min M ~* g CED : ) (4.19)
a i—1 R% (%)

Here,a denotes a constant scaling factor which can be determinedtfre primary beam
intensity or the reflected intensity below the critical angf total reflection. On the other
hand, the considerable beam hardening due to the high attendactor of the absorber
in the low angle part renders absolute measurements gateunate (see Sec. 5.1.5).
Therefore it is preferable to adjustin such a way that the deviationreaches a minimum.
Further improvements can be achieved by adding an additiamaping termexp (—¢*c?)
taking into account the overall roughnessf the interfacé.

However, well-defined layered structures with a small fai@al roughness, such as
the hydrophobic surface coating used in this work, give tesescillatory patterns span-
ning up to three orders of magnitudefti/ R%. To overcome this problem, an alternative
way of defining a cost function is the logarithmic deviation

Xi = Inal;ep —Inlica (4.20a)
Ina + 6; (4.20b)

in each data point, with ; = In I; ., — In I, .o;. Logarithmic scaling provides an equal
weighting of the various features in the reflection patterthwespect to their relative

131n a simplified approach, the reflectivity is scaled wjttt, i.e. the highg approximation forRz (g).

14 The measured count rates have to be corrected for the beaprifddSec. 5.4.2), the detector dead
time constant (Sec. 5.1.4), and the attenuation of the bbs¢®ec. 5.1.5) in order to obtalfcyp.

15 As there is no unique method for tlaepriori determination of the overall roughnessthis damping
term introduces a large degree of ambiguity in the data aisaly
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intensity. Based on Eq. (4.20), the overall deviation betwtbe calculated and the exper-
imentally obtained reflection pattern is given by

¥ = minM*IZX? (4.21a)
= min [<1na)3+21na<5>+<52>] (4.21b)
= (%) = (5)*. (4.21¢)

The constantn « = —(¢) in Eq. (4.21b) is determined by the condition tlyeipproaches
a minimum for the correct normalization/scaling factor This has the advantage that
is not a free fitting parameter but can be determined direstBach refinement step. In
order to avoid numerical errors, the experimental data ezenprmalized iteratively with
the o of the preceding fitting step. This ensures that in the finalsphof the refinement
procedurgd)? is small compared t¢)?).

Fit algorithms

The minimum of the cost functiory has to be determined numerically in a multi-
dimensional parameter space. In genexaéxhibits several local minima. Determinis-
tic algorithms, such as the simplex method, find a minimunselw the given starting
values very efficiently, but they likely fail reaching theogbl minimum in a complex
multi-parameter problem. The idea behind stochastic M@a#do fitting algorithms is
that they are quasi ergodic, i.e. they explore the entirarpater space in order to find the
global minimum®. In this work the Adaptive Simulated Annealing algorithnveleped
by Ingber [13, 120] was used.

4.3.2 Semi-quantitative analysis — The gap-step model

In this section, a model reduced to the most fundamentalifeaof the water-OTS sys-
tem is discussed. For this specific model profile, the x-rélgcavity can be calculated
analytically in the kinematic approximation. This solutioffers a direct interpretation of
selected features in the manifold interference patteremes in a x-ray reflectivity ex-
periment. It provides not only a straightforward way for s@mantitative data analysis,
but also gives a deeper insight into the sensitivity of theasneement to certain features
in the real space density profile (z). It is therefore not a substitutional but important
complementary tool to the parameter refinement discusssetiion 4.3.1.
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Figure 4.5: Normalized electron density profile/h againstz/I for the gap-step model
calculated from EqQ. (4.22). The dimensionless model pararmeareA’ = 1 for the
integrated density deficit an’ = 9 determining the width of the gap.

The gap-step profile

A basic model of the water-OTS system must include at leasindayer of decreased or
increased water density (depletion gap or compression) peatop of a contrast matched
reference layerd, = p_o = po) deposited on a semi-infinite substrate & py + h).
One possible realization of the associated electron depifile is given by

_(z+D)?
2) = po + e i +—(14+0(2), 4.22
gap step

which is illustrated in Fig. 4.5. The gap (yellow area) invbe¢n the contrast matched
reference layer and the top material (in this case th® Hulk) with densityp,, can be

16 An ergodic track through parameter space approaches aagpsar set arbitrarily close in a finite time.
In the implementation on a computer, the refinement procassdbe stopped at a certain point. Thus, also
for stochastic fitting algorithms there is a non-zero praligitio get stuck in a local minimum.
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modeled as a Gaussian with an integral density defi@ghd a FWHM of2v/21n 2A,. It
is spaced from the substrate by the thicknessthe reference layer. The interface to the
substrate, with an electron densitygf= p, + h, is represented by a step function.

Reflectivity from the gap-step model in the kinematic approxmation

Combining the density profilg, (z) of the gap step model introduced in Eq. (4.22) with
the master formalism Eq. (4.16) leads to an analytic expredsr the structure factor
F' (q.) in the kinematic approximation.

A 1 A2 . ™
F(qg)=1- qufﬁquzez(ql_ﬂ . (4.23)
Due to the derivative in Eq. (4.16) the structure fadtdfy) does not depend on the bulk
densityp, of the material on top of the reference layer but only on tliedinceh with
respect to the semi-infinite substrate. By introducing timeeisionless variableg = %

A= %g, andA’ = e‘%}l—fg Eq. (4.23) transforms into
dy/eA | _1(4d N o i
F()= 1 + \/AE/ g (%) amilrsd) (4.24)
~~~ ~~ 7 N——
step gap amplitude gap phase

As the Fourier transformation is linear, the different term Eq. (4.24) can directly be
assigned to the corresponding features in real space (s¢¢.E2)). The sharp step of the
electron density at the OTS-Sjnterface leads to a constant in the structure factor (solid
black line in Fig. 4.6 and horizontal arrow in Fig. 4.7). Th@nstant part interferes with
the contribution from the interfacial density depletiortwa ¢’-dependent gap amplitude
(purple envelope in Fig. 4.6) and a oscillating phase fagoverned by the distande
between the substrate and the gap. The density model EQ) (da? be extended by
adding a roughnessto the substrate interface, i.e. replacing the step funétia) with

an error-functiorerf ( - > This modification in the real space electron density profile

\/50
p. (2) adds an exponential decay factor ¢ to the constant step amplitudg,., = 1in
Eq. (4.23). A positive shift in the phase factor denotes asitgdepletion as shown in the
real space profile of Fig. 4.5. A density increase at the W@ interface would in turn
lead to a negative shift in the phase factor. Thus, a shitt@fiscillations in the structure
factor with respect to integer values gfallows to determine unambiguously a density
depletion or increase at the water-OTS interface.

Figure 4.8 shows two structure factors calculated from Bq4). A ratio of step
heighth and gap amplitudel corresponding to!’ = 1 produces pronounced oscillations
in the structure factor. For a gap width &f = 7 the maximum oscillation amplitude
appears aroungd = 7/4. A more narrow gap in the electron density profils’ (= 9)
produces its strongest modulations in the structure faatd’ = 9/4. In the case of a
density depletion4 < 0, Fig. 4.8 solid line) at the interface, the structure facsahifted
by —1/4, for a density increased(> 0, Fig. 4.8 dashed line) by-1/4, respectively.
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Figure 4.6: Interference pattern of the different terms @f @.24) for the dimensionless
parametersd’ = 1 and A’ = 9. The envelope function is denoted by the solid purple
line, and the real patie (') of the structure factor is shown as the oscillating solid red
line. Arrows indicate the positions where the phase faaads to constructive (arrows
pointing upwards) or destructive (arrows pointing downgirinterference with the con-
stant originating from the step. The maximum value is deiteeohby A’ at the position

q = A'/4.

4.3.3 Gauss dip versus slab model

In this section, the sensitivity of the x-ray reflectivity aseirements to the shape of the
depletion gap is discussed. As alternatives a Gaussiaett@pprofileG (z) and a gap
profile given by

o d+2z d—2z

E(z)= 2 [erf (W) + erf (W)} : (4.25)

which mimicks a Gaussian by a series of consecutive slalbeiliitd — 0, is used. The
profile E (z) is described by two error function profiles with a widthspaced from each
other byd. From the two constraints that the ardaand the peak valu& (» = 0) have

to coincide for both models, one gains a relation betweewilén A, in the Gaussian

model
1 22
G(z) = —=————¢e 20’ 4.26
=) V21 (d, o) (4.26)
and the parametersando in the model profile described by Eq. (4.25). For clarity, the
areaA and the value for — +oo have been setto 1 and 0, respectivély.(d, o) can be
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Figure 4.7: 2-D visualization in the complex plane of theesppsition of the gapHs* =
1) and step £**? (¢)) terms in Eq. (4.23) for the parameter sdt¢ 0, A’ =1, A’ =9).
The blue arrows depict the interference §be= %

expanded in a Taylor series:

d
A (d,o) = (4.27a)
) Vamoerf (4)
1 /d\?> 1 /d\*
= O 1+ﬂ (;) +% (;) ] (427b)

Figure 4.9a shows a selection of profiles calculated from(£@5) together with the
associated Gaussian profilég ). The corresponding Gaussian widlfj (d, o) is shown
in Fig. 4.9b (solid line) together with the approximatioraithird order Taylor expansion
(dashed line). For a sladh which is thin compared to the interfacial roughnes§.e.
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Figure 4.8: Normalized reflection pattefft = R?/RZ from the gap-step model for the
parameter setd < 0, A’ =1, A’ = 9 (solid line) andA > 0, A’ = 1, A’ = 7 (dashed
line).

g < 1), both profiles coincide almost perfectly. For larger V8|(K-B.g.§ = 4) significant
deviations in the profile shape occur (see Fig. 4.9c). A gtane measure for the match
between the two models is given by the integrated quadrati@mton y2:

+oo
xck (d, 0)2 = / E(z) -G (z)]2 (074 (4.28a)
8
~ ol <§> (4.28b)

d
for —<1, xo~6.12-1078
g

Note that the parametersand o are represented by one single parametg(d, o)
in the Gaussian model. In return, for a slab model as disdulsee it is not possible
to determine the two parameteftsand o independently from each other in the case of
g < 1 as there is an infinite set of parameters resulting in alnm@ssame electron density
profile p. (z). This confirms that it is not possible to determine detailthefdensity profile
beyond a lower boundary of approximatély.
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Figure 4.9: (a) Model profiles calculated from Eq. (4.25)i(sced lines) and the associ-
ated Gaussians with a width, (d, o) determined by Eq.(4.27) (dashed blue lines). The
ratio d/o of the slab thickness over the layer roughness ranges frbrftdp curve), 1.0,
2.0, to 4.0 (bottom curve), respectively. (b) Dependendé@fvidthA, for the Gaussian
profiles on the slab thickness in the error function modek fiéd solid line gives the ex-
act value according to Eq. (4.27a), the dashed blue line &paroximation in third order
Taylor expansion from Eq. (4.27b). (c) Integrated squaradadionyqk, (d, 0)2 according

to Eq. (4.28a). The straight line denotes the asymptotiit naen in Eq. (4.28b).
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Figure 4.10: Energy dependence of the different contiiimstito the total x-ray scatter-
ing cross section of water. Total attenuatigp, (solid red line), coherent scatteriag,,
(dashed green line), incoherent (Compton) scatteripg(short dashed blue line), photo-
electric absorptiowpg, (dotted purple line). The data were taken from the XCOM photon
cross section database from NIST [121]. The vertical likdates the energy where the
experiments were performed.

4.4  The x-ray scattering cross section

Figure 4.10 shows the contributions of the cohereqnt,( Rayleigh scattering) and inco-
herent ¢;,., Compton scattering) scattering processes as well as thieglaotric absorp-

tion (opg) to the total scattering cross sectiop; of x-rays in water. From this data, it
is possible to estimate feasibility and suggest furtherowements for a given scattering
experiment. In the following section, the energy dependeasfahe signal and the back-
ground to the total scattered intensity, which is measuneal rieflectivity experiment, is

discussed [122,123].

Apart from the arguments focusing on the scattering fromstimaple, there are other
experimental constraints which are covered in more ddtageparate sections: The spec-
tral intensity distribution of the synchrotron beamlinelBA is discussed in Sec. 5.1.1,
and the x-ray focusing elements in Sec. 5.1.2. Section a@dBesses the x-ray absorp-
tion in the sample cell for the specific experimental setwgulus this work as well as other
technical aspects concerning the sample environment.
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The reflectivity signal

Within the framework of the master formalism Eq. (4.16) oa@ cee directly that the
specular reflected intensity? (¢.) at a given momentum transfer does not depend on
the x-ray energy. Therefore, the optimum energy for a x-ray reflectivity exmpent at
a deeply buried interface is determined by the absorptidheicident beam and the re-
flected signalk? (¢.), the background level, and various other experimentaltcainss. In
the following part of this chapter, the absorption of thensigas well as different scattering
contributions to the background originating from the sasrgrke discussed.

Photoelectric absorption and fluorescence

In the transmission-reflection scheme, the x-rays havernetpate through centimeters of
bulk material (e.g. water) before reaching the interfacéenrexamination. Figure 4.10
shows that in water at low energies photoelectric absarpsidghe dominant contribution
to the total scattering cross section. In contrast, aloMeV which is far above the K
edge of oxygen ai.532 keV the photoelectric absorptign-i decreases rapidly and can
be neglected.

Photons which are transmitted through the interface carbberbed in the substrate
(silicon) and, after that, excite x-ray fluorescence. Th@s&ons have energies below the
K edge of the material and are homogeneously distributed we Silicon fluorescence
with energy below .84 keV is almost completely absorbed in the silicon sample itgedf a
in the windows of the sample cell. In addition, the singleroiel analyzer of the detector
electronics counts photons between approximaitéleV and100 keV only.

The incoherent cross section, Compton scattering

Apart from fluorescence, the background signal containsheremt and an incoherent
contribution. In contrast to the photoelectric absorptithe total incoherent Compton
scattering cross section of water is almost constant bet@@keV and200 keV. In the
inelastic scattering process the wavelengtif the Compton scattered photon is shifted to
lower energies.

AN = A (1 —cos29) (4.29a)
de
AE ~ —A 4.2
o A (4.29b)
2 2
~ o e T p (4.29¢)
MeC 4dme

For small scattering angles) the energy losa\ E' can be approximated by Eq. (4.29c).
In the case of the reflectivity experiments shown in this wahke energy shift is always

17 This statement holds true as long as resonant effects alected In this regime, the relatigt!) ~ Z
is valid, and Eq. (4.7a) reduces to its simplified form. Fdicen, which is the element with the largest
used in this work, the K edge is a84 keV, i.e. more than one order of magnitude below the x-raygne
of around70 keV used here.
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Element| H C N ¢ F Al Si Cl
Z 1 6 7 8 9 13 14 17
Cy 0.743 0.823 0.582 0.467 0.376 0.829 0.861 0.540

Table 4.1: Compton factar';.

less thanl keV. Therefore, Compton scattered photons from both, the watkttze sil-
icon substrate, cannot be separated from specular reflphtgdns and contribute to the
background.

For free electrons the differential cross section for Comstmtterin% is calculated
from the Klein-Nichina formula [124,125]. It exhibits a menum for scattering with zero
momentum transfer)( = 0). For bound electrons in atoms, the scattering in forwanreldi
tion is mainly coherent an@% vanishes. At higher scattering anglgs the differential
cross section for the incoherently scattered Compton pkdtameases at the cost of the
coherent scattering process. A detailed discussion oher@mt scattering functions can
be found in the work of Hubbell et al. [126]. The different@bmpton scattering cross
section can be estimatédrom the x-ray atomic scattering form factgy (¢)° by

dTinc 7"3 fO (C])Q
o - i [Z - (4.30)
For small scattering angles, Eq. (4.30) can be approximatseicond order by
Cb-inc Tz
O T (4.31)
with the Bohr radius:y, the Compton facto€', = %3}2}1 gzb and the interpolation coeffi-

cientsa; andb; taken from [127]. The Compton factor depicts how tightly thectons
are bound to the core and therefore determines the protyafoitian inelastic scattering
process. Table 4.1 summarizes thig-values for a selection of elements. Within this
approximation, the Compton background increases quadvdtic; for small momentum
transfer.

The coherent cross section

While the incoherent part of the background depends on theiatcomposition of the
sample only, the-dependence of the coherent part is governed by the steuofuthe
penetrated material. For crystalline solids, such as tleesisubstrate, most of the coher-
ently scattered intensity is highly concentrated in the Bregflectiong’. It is therefore

18 Amongst others, this semi-classical approach neglectsléutronic exchange interaction. For details
see the work of Henke [109], page 208 and references therein.

19 In a compound, the electron momentum distribution is affédty the chemical bonds. This leads to
slight modifications in the differential Compton scattgriross section.

20 An example of quasi-coherently scattered intensity fromyatalline solid at finite temperature, which
is centered on the Bragg reflections is thermal diffuse adag (TDS).
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easy to identify and does not contribute to the backgroundiquids, the coherent dif-
ferential scattering cross section is proportional to theidl structure factots (¢), which

is the Fourier transform of the radial distribution functiRDF) G (). Correlations in
this distribution depend both, on the intramolecular gtrres and the intermolecular ar-
rangements within the liquid. For small molecules, such a®mwith an average distance
of doo = 2.8 A between two neighboring oxygen atoms [23, 24], the first imaxn in

S (q) occurs at approximately = 27 /d ~ 9A™". This is far above thg-range where
the measurements shown in this work where performed (forpemison see Sec. 3.1 and
Sec. 5.4). On the other hand, the tails from the broad liquictgire factor peaks extend
far down to small-values. Thus, they are the main background source.fgr 0.5 A2
(see Fig. 3.4).

21 For more complex and bulky liquids such as large organic oubés, the nearest neighbor can be in
the order ofl0 A with the first maximum ofS (¢) atq ~ 0.6 A accordingly. As typical structural arrange-
ments at the interface like layering or adsorption have #mesvertical length scale, it can be challenging
to separate this contributions [128].



Chapter 5

Experimental Detalils

5.1 X-ray setup

5.1.1 The high energy scattering beamline ID15A at the ESRF

The high energy scattering beamline ID15A [129, 130] is 1leda at the
European Synchrotron Radiation Facility (ESRF) in Grenolffeance. It is one of
the few beamlines worldwide at a third generation syncbrotsource which is opti-
mized for high energy x-rays in the range betwdérkeV and300keV and allows the
installation of extensive and bulky user specific setups

The x-ray source

The x-rays are generated in a 7 pole asymmetric multipolgetdAMPW, critical energy
44.1keV, K-parameter 40, magnetic field,., = 1.84T, minimal gap Size0.3 mm).
The resulting rms (root mean square) source siz&ix 10 um? with an rms source
divergence 0P8 x 4 urad® horizontally and vertically, respectively. In order to vee
the heat load on the optical components (monochromatotadsysthe low energy part of
the spectrum is removed by a set of permanent filleéisnim C, 4.0 mm Be, 4.1 mm Al)
placed in the white beam. The aluminum absorber cuts alnfiostensity below40 keV.
After the filters, a maximum brightness 8f3 - 10'* [photons mrad > 0.1%bw '] per
100mA ring current at an energy of arounsD keV is reached. ForOkeV (A = 0.18A)
photons, used the experiments presented in this work, tightbess drops slightly to
approximately2.8 - 1014,

1 Other beamlines where high energy x-rays are availableoaexample: The beamline ID15B{keV
or 90 keV, fixed), sharing the same x-ray source (AMPW) with ID15A; X453  80keV), NSLS at BNL,
Brookhaven, USA (a second generation synchrotron); GSE&AB-C,D ¢ — 45 keV) and XOR/UNI-33-
ID-D at the APS, Argonne, USA,; 115¢ 100 keV, under construction), Diamond at Rutherford Appleton
Laboratory, Chilton, United Kingdom; HEMS{40 — 200 keV, in design), Petra at DESY, Hamburg.

2 Typical ring currentd,;,, at the ESRF for uniform filling2 - 1/3 filling mode, and hybrid mode are
Ling = 200 mA with a lifetime betwees0 h (refill twice a day) for uniform and5 h for hybrid mode (refill
every6 h).
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Figure 5.1: Schematic layout of the high-energy beamli¥sA, ID15C, and ID15B
[130]. (AMPW) Asymmetric multipole wiggler; (SW) shield wall(A) attenuator;
(PS) primary slits; (SS) secondary slits; monochromatodBd5C (Laue) and ID15B
(Bragg/Laue); (DM) monochromator for ID15A (for this expeent: double Laue).

Beamline optics

The white beam is monochromatized using a double crysta baanochromator with two
asymmetrically cut and bent §i11) crystals in fixed exit geometry, locaté@m after the
source. The first monochromator, which is exposed to theadaam, is indirectly cooled
with water to remove the heat load. The asymmetric cCl&76f6° determines the energy
resolution ofAE/E = 2.3 - 1073. By bending the monochromator crystals, the beam is
made almost parallel in the horizontal direction (see Sdc2h

The HEMD setup

The High Energy Micro Diffraction (HEMD) setup [131] is a pesinent setup, installed
at the backend of the ID15A experimental hutch (bow). It igghly optimized version
of the mobile prototype instrument [9] successfully usegrevious experiments [132],
[104], [133, 134]. The instrument was constructed, insthland commissioned recently
(August 2004 - February 2005) by the Department Dosch at tReftr Metals Research
as a joint project in cooperation with the ESRF. As the firstparent beamline dedicated
to surface sensitive high energy x-ray scattering methbisalso available for external
users via the ESRF proposal system. This work representsrgtedmpleted project
which was entirely performed at the new setup [39, 40].

5.1.2 Beam focusing devices

The beam divergence at a synchrotron source (AMPW at ID 1) plane of the storage
ring (horizontal plane98 urad) is much larger than verticallyt(rad).
In order to reduce the footprint at small incident anglgghe beam has to be focused
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Figure 5.2: X-ray optical elements and beamline setup fgh lEnergy reflectivity ex-
periments at ID15A, ESRF (The sketch shows the optimizegaetad for recent experi-
ments [40,128].). (DM) double crystal monochromator in&geometry; (HS) wall of the
experimental hutch ID15A; (CRL) compound refractive lensl)Yprimary beam monitor
diode ¢ = 0.5 mm); (Ab) absorber wedge of adjustable thicknégtead glass: thickness
0...15mm, PMMA: 0...60cm); (D2) second monitor diode & 0.3 mm); (S1) first slit
set; (FS) fast shutter; (S2) second slit set; (SW) shieldialj duces, together with the
first and second slit set, the background originating froattscing in the CRL and the ab-
sorber; (Sa) sample position; (CS) collimator slits; (T)Htitube; (DS) detector slits; (D3)
detector diodet(= 0.5 mm); (SC) scintillation counter (CyberStar, Oxford-Danfysik)

on the sample in the vertical direction. In addition, a serdlleam size at the position of
the detector slits allows narrow slit openings, leadingbetter signal to background ratio.
A standard way of vertical focusing, which is generally eayegld on surface diffraction
beamlines, is the insertion of a bent mirror. At the ESRF, ¢biscept is implemented for
example at the beamlines ID1, ID3, or ID23. For high energigsh a mirror has to be
very long in order to collect the total beam. On the other hahe bending radius has
to be homogeneous over this large area to ensure propelirfigéus\n alternative way
of focusing, which is more suitable for a high energy x-ragrnearoundl00 keV, is the
use of refractive optics. In the experiments shown in thiskywfmcusing was obtained in
two dimensions by a compound refractive lens (CRL, appidX. — 200 single lense§
[135]. The coherent interaction of x-rays with matter dasess rapidly for energiels >
FEis =~ Ry (Z —1). Therefore aluminum lenses are favorable over lighter efgmfor
high energy x-rays

The beam size at the sample position, measured by knife edgs,svas determined

3 A mirror is currently being tested at ID15A.

4 For the setup including the lead glass absorber 194 lensesbieen used. In recent experiments with
the PMMA absorber, a larger focal length was achieved withlgrises.

5 For lower energies lenses are commonly manufactured frawilinen. In the near future a CRL with
polymer (PMMA) lenses will be available at ID15A allowing XRertical) focusing.
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Figure 5.3: Vertical (top) and horizontal (bottom) profilethe x-ray beam measured
by a knife edge scan. Fits assuming a Gaussian intensitybdison (solid lines) to the
experimental data (circles) give = 6.5 um andb, = 24 ym for the FWHM (vertical
dashed lines) of the vertical and horizontal beam profipeetively.
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to b, = 6.5um normal (vertical) andy, = 25um parallel (horizontal) to the sample
surface (see Fig. 5.3). The vertical beam width dependsgiyran the source size and
the stability of the electron beam in the storage ring. Depenon the operation mode of
the synchrotron a vertical width betweépm and10 ym can be achieved with the setup
described above.

The divergence of the focused beam can directly be measyr@détector scan, using
detector slit settingd < 3l to avoid convolution with the slit function (see Fig. 5.4).
After focusing, the beam divergence was determined, te- 25 urad and g, = 43 urad
vertically and horizontally respectively.

5.1.3 The HEMD diffractometer

The main parts of the HEMD diffractometer were custom made&lbBER Diffraktion-
stechnik GmbH & Co. KG, Rimsting, Germany [136]. It is desigreda six circle
diffractometer. In contrast to conventional x-ray diff@meters, the relevant fundamental
movements are entirely realized by a combination of lineations instead of rotations.
This allows to achieve the high angular accuracy for thediewi (< 20 yrad) and exit
diffractometer angle< 10 urad), respectively. This precision is essential for refletfivi
experiments with high energy x-rays, resulting in very $raaaittering angles. In addi-
tion, the sample position, has to be controlled very prégisethe vertical & 1 ym) and
horizontal ( xm) direction for micro-beam experiments.

5.1.4 Detector systems
PIN diode

Three Eurisys p/n diodes (Si), connected to a Keithley cumenplifier, serve as monitor
counters and high intensity signal detector. From the nredsdiode currentp;y the
absolute fluxVyy, i.e. the number of photons per second, can be calculatedtigiby

Non = % (1—erent) ™ (5.1)
E, = 3.6eV denotes the average energy for the excitation of an elettote pair by
photoabsorption; the diode thickness, and., the energy absorption coefficié€ntFig-
ure 5.7 shows the photon flux of a PIN diode versus the x-rayggng. For the de-
tector diode with a thickness @ 5mm’ a current ofl nA corresponds to a total flux
of 3.2 - 10" photonss~t. Considering a dark current df) pA and a primary flux of
1 - 10" photonss~! the effective dynamic range of the detector diode is appnately
five orders of magnitude.

6 Values for the mass energy absorption coeffic?é;ntcan be found in the NIST database [137].

7 As it is exposed to the un-attenuated beam only, the thickfmsthe monitor diode can be either
0.3mm or 0.5 mm. A thinner diode leads to slightly smaller detection sewvisjtbut less absorption of the
primary beam.
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Figure 5.4: Vertical (top) and horizontal (bottom) divemge 3 of the x-ray beam mea-

sured by detector scans. Fits (solid lines) to the experiahefata (circles) gives,
25 urad and gy, = 43 urad for the FWHM (vertical dashed lines) of the vertical and hori-
zontal beam divergence, respectively.



X-ray setup 65

Figure 5.5: Design draw-
ing of the HEMD instru-

ment: (1) Granite base; (2)
Swing; (3) Sample tower;
(4) Detector stage; (5) Col-
limator slits; (6) Flight

tube; (7) Detector slits;
(8) Scintillation counter.

(courtesy of F. Adams)

Figure 5.6: Photography of the HEMD instrument. (a) The hedwty sample tower for
high accuracy positioning is mounted on a granite base fyir biability. The additional
pair of monochromators (green circle on top of the red tablagh allow tilting the inci-
dent x-ray beam was not used in this work (for details see)[§D) The detector stage is
designed as a completely independent assembly.
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Figure 5.7: Photon flux in0” photonss~! per1nA diode current for a Si diode with a
thickness oft = 0.5 mm (red circles, D1 and detector diode D3) ane- 0.3 mm (blue
triangles, monitor diode D2). The detection efficiency Tar5 keV photons is similar to
the third harmonics at17.5 keV.

Scintillation counter

For single photon countingfamm thick, thallium activated, Nal scintillation counter with
a 0.2 mm thick Beryllium window? is available. It can be moved sideways for measure-
ments of high intensities with the PIN diode. Due to the thsckntillation crystal, the
conversion efficiency for photons aroufidkeV is still more than 99%. The measured
count ratesV have to be corrected for dead-time. A good approximatiorifercorrec-
tion factor is

N

Ncorr = T AT N\
(1—-Nr7)

(5.2)
which is applicable for intensities well below the detecaturation. The dead-time con-
stantr can be determined by fitting the detected count rate to théentflux. Figure (5.8)
was recorded by moving the PMMA wedge absorber (see Seé) frhdually out of the
primary beam. By converting the absorber position into tloedent flux, one obtains a
dead-time constant of = 0.68 us. Indicated by the significant deviation from the calcu-
lated curve for count rates larger than approximas@ly000 cps, the detector signal does
not follow this simple relation anymore. In this work, couates were limited to values
less thanl 50000 cps, where the correction factor is in the order of 10 %.

8 CyberStar CBY48NAO5B scintillation counter; Oxford Dasily.
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Figure 5.8: Dead-time correction for the Cyberstar scatinh counter. The incident flux
was adjusted by the PMMA wedge absorber. (top) Measured cate1V (blue triangles)
and corrected data poinfS,,,, (red circles) using Eq. (5.2) with a dead-time constant
7 = 0.68 us obtained from fitting (solid blue line). The corrected couate follows a
straight line with slope unity up to approximatel90000 cps. (bottom) Correction factor
Neorr /N versus detected count rate.
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Figure 5.9: Photon flux versus the gap size of the wiggletfpe 72.5keV (red circles)
and the third harmonic &£, = 217.5keV (blue triangles, magnified by a factor of 10)
from the AMPW at ID15, ESRF [138].

5.1.5 Absorber

As discussed above, the maximum count rate of the scimitiatounter is limited to
approx.300000 cps. In contrast, the dynamic range of the reflectivity measamsper-
formed in this work, spans about 9 orders of magnitude. Toezethe x-ray beam has to
be attenuated at high intensities, i.e. in the primary beadhfar small scattering angles
209°.

Absorber material and beam hardening

At small wiggler gap openings (maximized photon flux), the RW of ID15 delivers a
beam with contaminations of about 10 % from higher harmorftcs the setup at ID15A
used in this work, the contaminations of the primary beamiratee order ofl0~3. The
intensity ratio between the x-rays with wavelengthnd\/3 is affected by the oscillation
amplitude of the electrons in the insertion device i.e. thening of the wiggler gap, and
the beamline optics. As shown in Fig. 5.9, increasing theinahvalue 0f20.3 mm can
suppress the higher harmonic contaminations at the cossmfndicantly reduced flux.
As the K-parameter of the AMPW is comparatively high (see Sec. $hg)ratiol, /1, s
decreases much slower with an increased wiggler gap coshparendulator beamlines,

% For reflectivity measurements absorbers have to be used matige;. < 0.2 AT (see Sec. 5.4.1).
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Figure 5.10: Comparison between the energy dependence iil#tige linear absorption
coeﬁicient% for different absorber materials. Phy(= 34 cm ™1, red triangles
up), Cu @y = 8.6cm™*, black diamonds), Al/, = 0.60cm~*, orange squares), &
(ux = 0.19cm™*, green triangles down), PMMAu{ = 0.22cm™!, blue circles). The
dashed line aBF, = 217.5keV corresponds to the third harmonic. Minimum beam
hardening is achieved by low materials like HO or PMMA where Compton scattering
is the dominant absorption mechanism (The Compton crosesastalmost constant at

high energies.).

operating at energies arouhdkeV. As the Darwin width of a perfect single crystal (sili-
con monochromator) decreases with energy, higher harmanécreduced by detuning the
two monochromator crystals, which also leads to a signifigaaduced flux. In contrast,
the aluminum CRL lead to a relative increase of;.

The transmissioff’ = exp [u (F) d] through an absorber depends strongly on the pho-
ton energyE. Figure 5.10 shows the linear absorption coefficigrfor a selection of
materials. When the primary beam has negligible contananatwith higher harmonic
x-rays, the absorber material can be chosen for optimal miachproperties, as well as
convenient dimensions and weidhtDue to the significant amount of higher harmonics
in the x-ray beam at ID15A, the absorption at the third hanmpr,; compared tq: has

10 At conventional surface diffraction beamlines higher hanins are removed by a mirror as discussed
above. Typical absorbers comprise a set of thin metal foith different thicknesses, which can be in-
serted in the primary beam. Pneumatic systems allow a quittkamge of the absorber foils, consecutively
arranged within an absorber box.
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to be as high as possible to avoid a relative increadg ofbeam hardening

Lead glass absorber

In this work, a lead glassabsorber was used. It has a wedge like shape with an angle of
15.26° and a maximum thickness ®% mm. The K edge of lead ab'}> = 88.0 keV gives
rise to strong increase in the photoelectric absorptiowden £, and the third harmonic
3Ey. This significantly reduces the beam hardening comparedctwoper absorberi
edge atF(* = 8.99keV), of approximately the same size. Polished side surfacasagu
tee a continuous adjustable absorption upon moving the avadgzontally in the x-ray
beam. Figure 5.11a shows the transmitted intensity versishickness. The transmit-
ted intensity (red circles) was measured with the detecltdrdfode D3, while moving
the absorber wedge. X-rays wifly = 72.5keV are absorbed strongly with a half value
thickness ofl, = 630 um (steep straight blue line), whereas the transmission othting
harmonic contaminant is much highek (s = 3400 xm, shallow straight blue line). For
the lead glass absorber already at an absorption factorpflon® the detected intensity
at the energg E is in the same order of magnitude as the fundamental.

PMMA absorber

In recent experiments [128], a Plexiglas (PMMpabsorber was used (see Fig. 5.11b).
Compton scattering, which varies only slightly in this eryergnge, is the most dominant
loss mechanism for light elements like hydrogen, carbod cxygen at energies aboyg
(see Sec. 4.4 and Fig. 5.10). Therefore, there is no bearamagiproblem for absorption
factors down tal0—° as shown in Fig. 5.11b. A drawback is the large half valuektéss

of 29 mm leading to a total absorber length @0 mm ~ 20d, in order to reduce the
transmission ta0—¢. While the lead glass absorber can be mounted convenieraimast
every position in the beam path, the PMMA absorber (totabeapprox.10 kg) has to
be placed on a much larger translation stage.

Fast shutter

In order to minimize the radiation damage on organic moksguh fast shutter was
mounted in the beam path. Implemented in the beamline dsystem, the shutter opens
automatically0.2 s before a counting command is sent to the detector elecgonic

11 | ead glass RD50, lead oxide content (PbOJ5%; Schott AG, Griinenplan.
12 polymethyl methacrylatéC5O,Hs), , densityp = 1.19 g cm =3
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Figure 5.11: Comparison of the transmissibrfred circles) versus the normalized thick-
nessd/d, between the two absorbers employed in the reflectivity éxperts at ID15A.
(a) Lead glass absorber with a half value thicknesg,of= 630 um. The half value
thicknessd, /5 of the third harmonic is much larger tha leading to a significant beam
hardening fofl" < 1072 i.e. d > 10d,. (b) PMMA, (C50,Hs), absorberd, = 29 mm).
Due to the lowZ elements, the beam hardening is negligiblefaor 1072,
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5.2 Sample environment

5.2.1 Materials and cleaning procedures

Impurities are a major issue in experiments dealing withag@s and interfaces. Even
minute quantities of impurities in a bulk system are suffiti®o segregate at least one
monolayer at an interface. When they are preferentially dsbat the surface or inter-
face under observation, these experiments are very likgtgmely sensitive to contami-
nations. Contaminants are introduced by mainly two sourtlere are impurities which
are already present in the basic materials (here mainly #ter)y and additional contam-
inants, originating from the sample preparation and hagdliTherefore it is essential to
use inert materials for all parts of the inner sample cellineat contact with the water
and the hydrophobic substrate. Suitable materials forahepte cell are glasses with high
water stability like Schott Duran glass which can be cleahedoughly and do not emit
compounds such as plasticizers. Quartz glass would be erpbéé material as it is made
of Si0, only, and therefore no metal ions can be dissolved in themv@tethe other hand,
amorphous SiQis difficult to machine and has a high transformation temijoeea

All glass and quartz parts can be cleaned routinely in amsdinic bath, filled with
an alkaline detergent. Thorough rinsing, and immersingotrés in ultra pure water over
night ensures that most of the ionic contaminants are redveen the glass surface.

Fluorinated polymers like PTFE (Teflon) or PFA can be cleainestrongly oxidiz-
ing solutions like freshly prepared Piranha (1 pasObl 35%, 3 parts HSO, 98%) or
chrome-sulfuric acid foB0 min (for details see Sec. 5.3). The drawback is that the highly
hydrophobic PTFE surface has a micro porous structure, ichwimpurities can withstand
cleaning procedures much more easily compared to a smaadh glirface. Furthermore,
electro-statically charged materials like PTFE tend t@attdust from the air. As the setup
was partially assembled directly at the synchrotron in ¥peemental hutch, i.e. in a rela-
tively dirty environment, contaminants may enter the se&tbpn it is not tightly sealed for
a longer period. Polymers containing only carbon and hyeing@.g. polyethylene (PE)
or polypropylene (PP)) can be machined much more precidbsly the supple PTFE.
This is important for fittings in glass grindings, or for therews fixing the hydrophobic
substrate. PE and PP components can be cleaned in analdggsqgrt¥’.

5.2.2 Choosing optimum sample dimensions

The angles in high energy x-ray scattering experiments arehrsmaller than the corre-
sponding ones in experiments at conventional energiesintheased beam footprint on
the sample can be partially compensated by focusing the kesarSec. 5.1.1). Footprint
correction factors can, in principle, accommodate for the pf the beam which does not
hit the sample (see Sec. 5.4.2). However, if the sample is sghtly misaligned, with

the sample height as the most critical parameter, the saraplenove out of the center of

13 PE or PP can not be cleaned in Piranha. These polymers garexidompletely in an explosive
reaction.
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Figure 5.12: X-ray transmission through the sample (dabheslline) and the total setup
(solid red line) as a function of the x-ray energy The sample is considered as a water
slab of thicknessl = b,/a., assuming a vertical beam size lgf = 10 ym. The total
setup consists of the sample, a glass ¢(pEhtrance and exit window with a thickness of
0.5 mm each, and an additional spacelafim between the two windows and the sample,
respectively. Absorption coefficientswhere taken from the NIST database [110]. The
cross () denotes the measured transmission through the sampléoeh&hed with water.

the incident beam, leading to significant errors in the réedrreflection pattern. Also, a
non-Gaussian intensity distribution of the x-ray beam dadér a fully quantitative foot-
print correction. Therefore, as a rule of thumb, the samizie should be approximately
the FWHM of the footprint atv., the critical angle of total reflection. An increase in x-
ray energy leads to a linear increase in the sample sizegagitital angle of refraction
a. & \\/1e/Tp. IS roughly proportional to the wavelength. For a verticahtnesize of
b, = 6.5 um, an energy of0 keV and an electron density of = 2.0 - 10'* cm~ for the
silicon substrate, one gets a sample lengthsafim for reflectivity experiments in air and
21 mm for measurements in water.

Taking into account, that the sample length increases Wélxiray energy, the trans-
mission through the sample with thicknes&~) = b, /a. (E) is given by

T = e MENE) (5.3)

The dashed blue curve in Fig. 5.12 shows the transmissionghra water slab according
to Eqg. (5.3). In the energy region where the Compton scatfesinss section of water
Is the dominant contribution to the total absorptidin & 30keV), the decrease in the
absorption coefficient can not compensate for the largepkasize. Note here, that the
absorption is not only caused by the sample. Entrance anavaxdows, as well as the
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Figure 5.13: Sketch of the ex-
perimental setup. The micro-
focused high energy x-ray
beam penetrates the sample
cell from the side illuminat-
ing only the interface to be
studied. The x-ray beam is
reflected from the interface
and detected by a scintillation
counter. Zooming in at the in-
terface, a sketch of the struc-
ture of the OTS-SAM in con-
tact with water is shown.

Detector ’

X-ray
window

space between the windows and the sample edge, which inetiiip s also filled with
water, contribute significantly to the total absorptiord(selid line in Fig. 5.12).

Furthermore, an increased path length of the x-ray beantiaging the sample leads
to an increase in the background level due to bulk waterestiadt (see Sec. 4.4). Con-
sidering all those constraints, a sample size(ihm is a good compromise between the
conflicting requirements. The measured transmission tholg cell filled with water at
72.5keV is 67 %, which is slightly higher than the calculated value.

5.2.3 Cell design
Glass chamber

The main part of the sample cell is a cylindrical glass téilfgee Fig. 5.13 and 5.14). In
order to connect the cell to different types of adaptors psdar sealing, the top part is
equipped with a GL45 glass thread. At the bottom, the tube enth a NS45/40 norm
grinding, which fits on top of the sample holder. Two planasglslides, molded parallel
into the cell and spaced 22 mm from each other, serve as windows for the high energy x-
ray beam. In the region where the x-ray beam penetrates tidows, the glass slides are
polished to a thickness 0f5 mm over a height ofl0 mm. The advantage of a rectangular
cross section of the cell at the position of the windows isdbiestant length of the beam
path through water and therefore a constant signal absaratid background level when
moving the sample sideways.

Sample mount

The sample has to be mounted on a holder to ensure its staiilia xm scale over the
whole duration of the experiment (up fh). On the other hand, the thin Si substrate

14 Laboratory glass, Schott Duran, No. 8330
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Figure 5.14: (left) Completely mounted sample cell. (righ&dmple is mount on top of the
HEMD diffractometer.

(thickness525 m) bends when tightened too strongly, leading to undefineidémt (v;)
and exit () angles, respectively. Figure 5.15 shows the two partsetmple mount.
The Si substrate2) mm x 25mm) is clamped on the rectangular notch of the sample
holder (see Fig. 5.15a) by four M3 PTFE screws. By the stud eibdttom of the holder,
it can be nested on the mounting stopper (see Fig. 5.15b). hbles (diametet.5 mm
each) are used for filling and emptying the cell with waterctiaole ends in &1/8” pipe
thread to connect the fittings of the PFA tubes. The middlé gfathe mounting stopper
(indicated by the light grey part in Fig. 5.15b) follows thenccal shape of a NS45/40
norm grinding®. Both, the sample holder and the mounting stopper are made.dfdt
sealing the connection between the grinding of the glassandlthe PE a conical Teflon
sleevé® is imposed on the mounting stopper.

5.2.4 Vacuum and water handling

The experimental setup including the sample cell and thgeagent for vacuum and water
handling is shown in Fig. 5.16. Vacuum was applied, bothliergreparation of degassed
water and to fill and empty the experimental chamber. It waegeed by a three-stage

15 Base diameted5 mm, height40mm, gradient 1:10 corresponding to an angle2a$6° and a top
diameter of41 mm.
16 Teflon sleeve, thickness1l mm



76 Experimental Details

s
s 1

- ) | Figure 5.15: Design drawings of the

8 sample holder (a) and mounting stop-

per (b). The light grey area indicates

the region where the mounting stopper
‘ ? ©) 4 has a conical shape in accordance to an

(@) ‘ u NS45/40 norm grinding.

diaphragm pum}d. To avoid condensation of water vapor inside the pump, axdrgylin-
der filled with approximatel00 g blue or orange gét was added. A gas washing botfle
ensures that no contaminations from the drying gel and tieppcan enter the vacuum
system and thus the sample cell. All tubing with direct cotitathe chamber was made of
PFA. For connections between the pump, the drying cyliraed, the gas washing bottle
PE tubes were used. For details on the preparation of detjasdegas enriched water see
Sec. 5.3.3.

The top of the sample cell can be tightly sealed by any GL4&vwgcap or adaptor. In
this work, a PTFE multiple distributor, equipped with GL1dhnector® (see Fig. 5.14),
was used. The water was sucked from the reservoir by lowspreddirectly into the
sealed sample cell by carefully opening valves 2 and 4. Byrttathod, any contact of
the degassed water with air was avoided while filling the diwmnis avoided. For filling
the cell with gas enriched water, the vacuum bottle with tirersg rod was replaced by a
container filled with the corresponding liquid.

5.3 Sample preparation

5.3.1 Substrate preparation
Silicon substrates

Self-assembled monolayers (SAMs) of octadecyl-tricrddame (OTS) were grafted on
silicon substrates covered with a native oxide layer. Riegth a size o020 mm x 25 mm
were cut from (100) oriented Si-waféts The sample edges were polished with abrasive

7 Volume flow rate3.3 m>h~!, ultimate vacuun® mbar; Vacuubrand GMBH, Wertheim

18 Sjlica gel with moisture indicator; Merck, Darmstadt

19 Gas washing bottle (Schott Duran) with size 1 porosity fa distribution in liquids. The bottle was
filled with a mixture of water and particles of fumed silicafpcle size0.012 um, surface area00 m2?g=—1,
CAS: 112945-52-5, Aldrich)

20 PTFE BOLA-Multiple Distributors for Bottles; Bohlender GaH, Griinsfeld

21 Thickness25 pm, p-type boron]0 — 20 Qcm. The5” (@ 125 mm) silicon wafers, used in this work,
were kindly supplied by P. Dreier, Siltronic AG, Burghau#éuanich
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| > | Valve 2
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Figure 5.16: Experimental setup with equipment to fill angbgnthe cell. Degassed water
was prepared in-situ in the reservoir by heavy stirring uvdeuum.

papef? to avoid parasitic scattering at small incident angles

Substrate cleaning

Prior to functionalization with SAMs, the surface has to lbeaned from residues and
prepared with an OH surface termination. Most of the contation, mainly introduced
by wafer cutting and edge polishing, can be removed by ahegthie substrate in a series of
solvents. There are various ways of preparing a hydropBitcsurface termination [139]
for the subsequent anchoring of the organo-silanes. Almgsiocesses like etching in
an alkaline aqueous solution (KOH), the RCA1+RCA2 cleaning guacg?, or plasma

22 SiC abrasive paper, grit 2400, grain sizem; Struers, Willich

23 |In the RCA cleaning procedure the oxide is striped by a HF dig subsequently grown fresh using
a wet chemistry process. The oxide grown under wet conditidmuch more inhomogeneous, less dense,
and with a higher surface roughness than the one grown inrdiyomment by the wafer manufacturer.
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cleaning in an Ar/Q atmosphere produce strongly hydrophilic surfaces. Thesggpation
methods lead to a significant increase in the surface roggloféhe native oxide layer on
top of the silicon substrate. As an alternative, the samgohebe etched in Piranha. Piranha
is a mixture of hydrogen peroxide with concentrated sutfacid (1 part HO, 35%, 3
parts HSO, 98%) which heats up immediately after preparation. Seramgn extremely
strong oxidizing agent it removes traces of organic comamts leaving a high degree of
OH surface termination. As Sids much more stable under acidic than under alkaline
conditions no significant roughening of the samples aftengles Piranha treatment was
detected. Nevertheless, after consecutive removal of SBW=iching, roughening of the
native oxide layer on silicon was found by Mcintire et al. )14 The best results were
obtained by irradiating the pre-cleaned silicon wafer snalbss with UV light under an
atmosphere of pure £&. The UV light (\ = 172nm)?® breaks the covalent bonds of the
molecules adsorbed on top of the substrate. Subsequémtliyaigments, produced by the
UV light, are oxidized by Ozone to Cand HO. In the following, the detailed cleaning
procedure for the substrates is summarized:

1. Starting from an agqueous soap solution (3 parts watert8 pthanol, 1 part liquid
detergent) the cleaning bath was gradually changed (ipapial, acetone) to more
oil like solvents (chloroform). In each solvent the samplswnmersed foi5 min
in an ultrasonic bath.

2. Subsequently, the substrates where etched in frechbaped Piranha for0 min.

3. After thorough rinsing with pure water, the substrateseneompletely wetted by
water, indicating a high degree of OH surface termination.

4. Prior to further treatment the samples were blown dry it @f pure Ar gas.

5.3.2 Preparation of self assembled monolayers (SAM)

The SAMs were prepared from a solutionlolhM octadecyl-trichlorosilane (molecular
formula CH;(CH,),7SiCl;, CAS number 112-04-8). Even when strictly following the
detailed preparation recipe as described below, only abo of the samples showed
homogeneous, densely packed, and well ordered monolajiemogeneous samples
with strongly tilted SAMs can be clearly identified by a caarsflectivity measurement
(see Sec. 6). As chloroform is harmful, the first part of theparation was performed
under a fume hood.

1. The deposition solution containing approximatetyM1~! OTS was prepared from

24 The required equipment for UV treatment was not availabldatime when the experiments, shown
in this work, were performed.

25 BlueLight Excimer Compact Sourc€) W electric, irradianceés0 mWcem~2; Heraeus Noblelight,
Hanau

26 Octadecyl-trichlorosilang: 90%, product number 104817, Aldrich
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e 9ml n-hexane (gHy,), (Riedel-de Haén; 99%, puriss. p.a.)
e 3ml chloroform (CHC}), (Fluka; 99.8%, puriss. p.a.)
e 20 ul OTS.

2. The clean OH-terminated Si-wafer pieces were immerséteinleposition solution
for 3h. To prevent evaporation of the solvent, the beaker was edweith a Petri
dish. This ensures that the samples are completely covethdiguid during the
SAM deposition.

3. After removing the samples from the deposition solutibey had to be rinsed to
remove OTS residues. Therefore, the samples had to bedregsinto the wash-
ing beaker quickly without getting dry. They were rinsedd&vin 25 ml n-hexane
(CsH14) and toluene (gH5CH,), respectively.

4. The samples were removed dry from the toluene rinse. Ralgidoplets sticking to
the sample edges were removed in a jet of argon.

5. In order to promote cross linking between the silane angnaups, the samples
were annealed forh at 110 °C in a covered beaker.

6. When cooled down to RT, the samples were rinsed with purerwat

5.3.3 Water preparation
Degassed water

There are different standard recipes for the preparatiategassed water. Heating water
leads to a decreased solubility of dissolved gases. Thig)dthe water is the simplest
way of reducing the amount of dissolved gasses. The distalyans that the hot water
may dissolve parts of the contaideduring degassing. An alternative way of degassing
water exploits the lower gas solubility in the solid phasmpared to the liquid. By cyclic
freezing (multiple zone refinement) the gases are gradreihpved while the water melts
and the trapped air bubbles can escape. Instead of degdhsigas solubility, also a
reduction of the ambient pressure leads to a removal of lds3dgas.

In this work, degassed water was prepared by heavily gjiwith a PTFE coated
magnetic stir bar (rotation speed1000 rpm) under vacuum for 1 h. Agitating the liquid
prevents superheating. In addition, the micro-porous P3Ugiplies additional nucleation
sites where gas bubbles of water vapor, enriched with theolisd gasses, can form.
This method allows the preparation on demand and was impietén the experimental
setup as described in Sec. 5.2.4. As starting materiallfrésped ultra pure water from a
purification systerff was used.

27 The water resistivity of Schott Duran glass decreasesglydar temperatures abo\e®°C. Therefore
quartz is the preferable material for experiments invajuilltra pure water at elevated temperatures.
28 Millipore Gradient;18.2 MQcm; TOC < 5 ppb
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parameter

x-ray wavelength\ 0.171 A
wavelength spread \/\ 2.3-1073
primary beam intensity 10! phot. s™1
vertical detector slit opening 500 pm
horizontal detector slit opening 500 pm
vertical beam sizé, 6.5 pm
horizontal beam sizg, 24 pm
vertical beam divergence, 25 prad
horizontal beam divergengg 43 prad
number of Al lenses in the CRL 194
focal distance of the CRL 6.3m
distance sample-detector 1196 mm
maximum vertical momentum transfgf>  0.85A "
sample lengthl 20 mm

Table 5.1: Summary of the experimental parameters for tiectaity experiments.

Gas enriched water

Water, enriched with various gases, was prepared from dedasater by bubbling the
respective gas through a glass?ftihrough the water until saturation was achieved. In the
case of CQ, the dissolution progress can be monitored by measuringtiealue of the
water.

5.4 Reflectivity experiments

5.4.1 Experimental parameters

The key parameters of the reflectivity experiments are suimzetin Tab. 5.1. Complete
experimental reflectivity curves were merged from reflagtiscans covering only parts
of the totalg-range with appropriate absorber settings, horizontalpdamnanslation, and
counting time (see Tab. 5.2). Vertical translation was iggiio the samples immersed in
water to avoid beam damage (see Sec. 6.7). Overlap betwagrboeng scans allowed
identification of misalignment when moving the sample sialgsv Background scans were
measured for each reflectivity scan with identical paramsely detuning the incident
angleq; by +0.05°.

29 Porosity 1 (pore size for gas distribution in liquids), noalimaximal pore siz&00 — 160 um, bowel
@ 25 mm, area3.5 cm?; Schott Duran
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min

Q o™ step size absorber countingtime  translation
[°] [°] °] factor [s] [um point_l}
dry samples
0.00 0.14 1/600 30000 3 -
0.09 0.24 1/300 400 3 -
0.16 0.60 1/200 30 3 -
0.30 0.80 1/100 1 3 -
0.75 1.00 1/100 1 10 -
0.90 1.40 1/50 1 30 -
samples immersed under water

0.00 0.14 1/600 30000 3 -
0.09 0.24 1/300 70 3 -
0.16 0.60 1/200 5 3 2
0.30 0.80 1/100 1 3 17
0.75 1.00 1/100 1 10 24
0.90 1.40 1/50 1 30 24

Table 5.2: Summary of the reflectivity scans for the dry sanapid the sample immersed
in water. In the high-angle regime of the markeédl §cans, data were dismissed from
analysis when the signal to background ratio was too low.

5.4.2 Data preprocessing
Footprint correction

At shallow angles, the height of the incoming x-ray beamrgdathan the vertical projec-
tion of the tilted substrate. Thus, the incident beam higssample only partially. This has
to be corrected by applying an appropriate foot print cdioeco the raw data. Measure-
ments show that the vertical beam profile can be approxinfatdyg well by a Gaussian

intensity distribution (see Fig. 5.3b). For a Gaussian bpaofile the foot print corrections

are given by
dsin 1
=erf | ——— | . 54
fip =t (8\/mbv) (5.4)

For more details see references [12] and [104].

Data normalization

Prior to further data analysis, the count rates measurddthét scintillation counter were
corrected for the detector dead time as described in Sed. B&tween refills of the stor-
age ring, the loss of electrons leads to a monotonous dechedise intensity of the pri-

mary beam. By monitoring the primary beam with PIN diode D1data can be corrected
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not only for the ring current, but also for other effeé€teading to intensity fluctuations
in the incident beam. Finally, the measured data was migtiphith the foot print and
absorber corrections (see section 5.1.5) and merged &rgetbne single data set.

30 Temperature changes in the beamline optics can detuneignenaint.



Chapter 6

Data analysis, results, and discussion

6.1 Overview of the x-ray experiments

Figure 6.1: Sketch of the interfaces employed in this stu@). The free OTS-air in-
terface (Si-Si@-OTS-air); (b) The deeply buried hydrophobic OTS-wateeifdce (Si-
Si0,-OTS-water); (c) The deeply buried hydrophilic silicon xige-water interface (Si-
SiO,-water).

Figure 6.1 summarizes the schematic molecular architectthe different samples
used in this study The x-ray reflectivity curves corresponding to the syststoslied,
are displayed in Fig. 6.2. Since a detailed knowledge of thetral arrangement of the
self-assembled OTS-layer on the substrate is crucial &fdlowing high precision anal-
ysis, the x-ray reflectivity from the Si-SiBOTS interface (see Fig. 6.2a) will be discussed
separately in Sec. 6.2. The main result of this study, thayxreflectivity from the Si-
Si0,-OTS-H,0 interface, is shown in Fig. 6.2c. In Sec. 6.3 the analysth®fivater-OTS
interface is discussed by using both, a semi-quantitathadyais employing the analyt-
ical gap-step model introduced in Sec. 4.3.2, as well asdheement of a slab model.

! The Si-SiQ-air system can not be measured with the setup employedsinvtirk. A thin water layer,
adsorbed on top of the strongly hydrophilic OH-terminatative SiG,, leads to strong oscillations in the
reflection pattern [141]. This prevents a precise detertiwinaf the oxide thickness and density impossible.
For those experiments the sample had to be heated and kestWhY/ conditions in order to remove any
adsorbed water.

83
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Figure 6.2: Comparison of the experimentally recorded xrefigctivity patterns (circles)
from the different samples introduced in Fig. 6.1. The meaments are shifted by three
orders of magnitude for clarity. For comparison, the Fresefectivity from an ideal
silicon substrate is shown for the dry OTS-covered sules{dashed green line). The x-
ray reflectivities from all interfaces are perfectly repuodd by refinement of a slab model
(blue lines, for details see Sec. 4.2.5). (a) Dry siliconevabvered with a self-assembled
OTS-layer. (b) Silicon wafer covered with a native Sildyer and immersed in degassed
water. (c) Native silicon wafer covered with a self assemdDI S-layer immersed in
degassed water.
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Subsequently, the effect of dissolved gas on the intedfa@ser structure is discussed in
Sec. 6.5. Additional measurements of the x-ray reflectifrityn the Si-SiQ-H,O inter-
face, which are shown in Fig. 6.2b, are discussed in SecSéwhmarizing this results, in
Sec. 6.6 the extracted interfacial profiles from the expenits with the samples immersed
in water are discussed from a more general point of view bypasieon with a simple
DFT model, introduced in Sec. 3.3.2. Finally, Sec. 6.7 deatls the radiation damage
and the associated chemical processes caused by the xaayheing the reflectivity
measurements.

6.2 The dry OTS-layer

6.2.1 Qualitative analysis

Figure 6.2c shows the x-ray reflectivify® (¢.) from the dry OTS-layer grown on SiO

At small vertical momentum transfer, total reflection oscup tog. = 0.03 A" which
is determined by the electron density difference betweeram silicon. This plateau
is followed by a rapid decay of the reflected intensity §or> ¢. commonly known as
the Fresnel reflectivity curve (green line). Finally, agimomentum transfer values the
oscillations (Kissig fringes) in the reflectivity curve gimate from the finite thickness of
the OTS-layer.

Figure 6.3 shows the x-ray reflectiviti? (¢,) normalized by the rapidly decaying
Fresnel reflectivityR% o ¢~*. The normalized reflectivity exhibits minima at =

0.127A",0.387A™" 0.572A7",0.780 A~ indicated by vertical solid lines. Since a sin-
gle homogeneous layer on top of a substrate produces a eéggsally spaced interfer-
ence fringes in x-ray reflectivity [10], it is immediately@grent that the OTS-layer which
is anchored on top of the native Silayer exhibits a more complex substructure. The
OTS-SAM can be divided into an anchor (head) group, supglgicovalent bond of the
organic molecule to the SiQand an 18 C long linear hydrocarbon chain (tail), which is
responsible for the hydrophobic properties of the OTS-SANErefore, a realistic model
of the electron density across the interface requires at theee layers. Nevertheless, the
OTS-layer thickness can be estimated (neglecting the By@r due tqs;o, =~ psi) from

) _
the positiong:” of the first minimum tadors ~ 7 (¢t"" — ¢ — 27A. Features in

the x-ray reflectivity curve at small values @f correspond to the large scale structure in
real space. Thus, the first minimum is almost insensitiveetaits in the substructure of
the OTS molecule and provides a good estimate for the owbiakness of the molecular
layer.

The quality of a given OTS-SAM can be determined from the céfi@ pattern by
mainly three relevant features: The roughnes$§the sample is given by the overall decay
of the reflected intensity. In the simple case of one inteféus is taken into account by a
damping factoe—"¢". For comparison, in Fig. 6.3 we show a calculated refereiyreb
(dashed line) that assumes scattering from two independagh interfaces (SiIQOTS
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Figure 6.3: Normalized X-ray reflectivity of the homogensddTS SAM grown on a
native SiQ layer on top of a silicon wafer substrate (circles) beforasueing the sample
immersed in water (top curve) and after removing the the matide end of the experiment
(middle curve). The solid blue line denotes a fit employing/ia kayer model for the OTS
SAM (head and tail group of the OTS molecule). The depth ofti@ma is measured
with respect to a calculated reference signal (dasheddis®)ming independent scattering
from the rough SIQ-OTS (@ = 1.1A) and OTS-air § = 4.4A) interface. The bottom
curves show the calculated patterns using the extractededers (blue line) together with
a profile where the OTS head group is stretched-by35% (red lines). An incoherent sum
of corresponding profiles with a Gaussian FWHM of the stretameter of 2% results
in a pattern depicted as the green line in the middle panel.
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and OTS-air), which supplies an approximate measure fotayer roughness. Since
the measured overall damping of the normalized reflectisitgve is only one order of

magnitude up t@,., = 0.8 A_l, the roughness between the layers with the largest density
change can be readily estimated to approximately 2-3A.

The intensity ratio between a minimum and the neighboringima of the homo-
geneous OTS SAM, shown in Fig. 6.3, is larger than two ordérsagnitude (vertical
lines). This ratio is very sensitive to inhomogeneitieshia brganic layer induced by e.g.
island formation. Comparison of the experimentally obtdipattern with an incoherent
sum of calculated values assuming a Gaussian distribufiadheofilm thickness with a
FWHM of 2% constrains the abundance of surface inhomogeseitihis again confirms
the presence of a very homogeneous layer.

The spacing between the interference minima is relatedetahtickness of the layer.
While densely packed OTS molecules, which are standing alopoght, result in a thick
SAM (first minimum atqgl) =0.13 A_l), strongly tilted or even laying-down molecules
produce a thin layer and therefore a first minimum shiftedighér values of;..

In addition, the surface quality was checked by rocking sc&tans through the spec-
ular rod revealed a resolution limited full-width-half-gimum (FWHM) of 2.5 - 1073 °
for all samples (the FWHMSs extracted from measurements odmheample are shown
in Fig. 6.9b as triangles). This again confirmed the highcstmal quality of the samples
used in this study.

6.2.2 Parameter refinement of a slab model

From the reflection pattern of the dry OTS-SAM shown in Fi@. the laterally averaged
electron density profile across the interface can be dedquadtitatively by parameter
refinement of a slab model. For the actual fitting, the expenital data in the range of

0.06A7" < q. < 0.82 A~ was used. By applying one slab for the Sifayer on the

Si substrate and two slabs for the head and the tail groupeoOIrS, respectively, the
measured reflectivity curve is reproduced perfectly (sbiid in Fig. 6.2 and Fig. 6.3).
The final parameters are summarized in Tab. 6.1 and are ingeeny agreement with the
work of Tidswell et al. [65,142,143].

The values extracted from the reflectivity data recordetdetieginning and at the end
of the experiments on an irradiated spot agree very well @e@bh other. These values
were used to estimate a typical error of about 5% for eachtguaue to a refractive
index close to the silicon substrate, only the thicknesshefriative oxide layer shows
larger variations (see also Sec. 6.4).

As expected, the value for the density of the hydrocarbornclies in between the
one for liquid n-octadecane (= 0.78 gcm~3) and the one for single crystalline n-octane
(p = 0.93gecm=3 [68]) or high density polyethylene PE-HD (= 0.94 — 0.97 gem™3).
This is explained by the more densely packed hydrocarbomslod the anchored silane
on the native SiQsubstrate in comparison to the corresponding disordegedlphase.

Even small holes inside the SAM would result in a significafdiver (averaged) den-
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d g P Pel’e 0 5
layer (Al [A] [gem?] [10%m2 [10-%] [10712]
| =26 0.00 000 000 _ 0.00
air - 26 0.00 0.00 0.00 0.00

209 2.7 086 084 391 288
OTstil | 918 29 085 0.83 386  2.85

58 00  1.08 143 663 833
OTShead 57 o9 172 1.45 6.76  8.50
| 113 00 212 185 862 1084
SIO; 104 00 218 1.85 858  10.79
Siulk) | - - 2.32 196 9012 2146

Table 6.1: Model parameters for the OTS sample in air. Theagdiven in the upper rows
correspond to the reflectivity data recorded before the gamvps immersed in water.

Values in the lower rows were extracted from the dry sampier dhe measurements at
the sample immersed in water. The density for the bulk Sitsates was taken from

literature [110].

sity p; for the hydrocarbon chain. The length of a stretched linbatt ahain C,H,,, ;1 in
all-trans configuration can be estimated from bond angldsraaratomic distances taken
from literature [144]. The projected C—C bond lengthldf7 A is deduced from an in-
teratomic distance ofc_ = 1.53A and a bond angle of12.9°. The terminal methyl
group (CH) adds1.5A. This results in a maximum length @8 A for the OTS alkyl
chain @ = 18). The comparison to the value df = 21.8 A, extracted from the x-ray
reflectivity data suggests a tilt angle of the hydrocarboairciof about20°. This can be
readily explained by the larger diameter of the silane anghaup in comparison with the
diameter of the hydrocarbon chain. The VdW interaction leetwthe alkyl chains favors
therefore a tilt resulting in a closer packing of the OTSstaiWith the known molecu-
lar mass ofd, = 253.5gmol ' for the OTS alkyl chain, the mass density converts into
a molecular volume o890 A’ for an alkyl chain or an effective area 28§ A’ per OTS
molecule. The density profile obtained from the paramefargment is supported by the
qualitative analysis discussed in Sec. 6.2.1, confirmirghilgh quality of the prepared
OTS-SAMs.

6.3 The hydrophobic water-OTS interface

6.3.1 Models without an interfacial water gap

The model for the electron density profile used for the sldbutations has been con-
strained by taking into account mass conservation for tkyd ahain, i.e. the producip
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Figure 6.4: X-ray reflection pattern from the OTS-layer imngsel in degassed water (cir-
cles). Models without an interfacial gap: without modifioat to the hydrophobic layer
(red line) and by stretching (green line) and compressihge(line) the alkyl chains while
keeping the productp constant (mass conservation). The inset shows the assteilic-
tron density profiles. The curves are shifted verticallydiarity.

was kept constant &t4 eA™” as determined from the measurement at the dry OTS layer.
The interfacial roughness between the water and the alkyl chains was kept as a free
parameter and refined in the analysis.

In order to rule out that the observed oscillations are nating from a densification
or stretching of the OTS hydrocarbon chain only, both casesdescussed separately.
As the packing of the hydrocarbon chains leads to a densigbofit 90 % compared
to the crystalline modification (see Tab. 6.1), further desegion is rather limited, in
order to maintain a physically meaningful model. In ordeshdt the first minimum from
q. = 0.27A™" (see red curve in Fig. 6.4) tp = 0.205 A 'a compression of about 60 %
is required (blue curve), which is incompatible with the bdary conditions.

Figure 6.4a shows that the main features of the measuremritsalso be reproduced
with an increased thickness 25 A for the hydrophobic alkyl chain (green curve). The
observed shift in the position of the first minimum to smallatues can, in this case,
be achieved by stretching the alkyl chain, since the simgeraentd ~ 7/, does
not hold anymore. Due to mass conservation in the alkyl clagier the electron density
Is then significantly lower than in bulk water and therefdne profile does not decay
monotonously from the silicon to the water. Since the maxmtength of the hydrocarbon
chain of23 A cannot be exceeded, a simple stretching of the hydrophalkid chain
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Figure 6.5: The x-ray reflectivity from the hydrophobic OTfyer immersed in degassed
water (circles) is reproduced by a four layer model, inahgdihe OTS-layer (head and
tail group of the OTS molecule) on Sj@nd an interfacial depletion layer between the
OTS-layer and the bulk water. The solid lines give the besfdit a fixed thickness,, of
the interfacial gap. (blue2.0 A, red: 3.8 A, green:8.0 A).

cannot explain the observed features in the reflectivityeur

6.3.2 Models with an interfacial water gap

In the following analysis, all parameters that have alrebdgn determined at the dry
samples were kept fixed. Only a densification of the OTS taiigrhydrocarbon chain),
and an additional density depletion layer of thicknése between the hydrophobic alkyl
chains and the bulk water phase was allowed. The productriityeand thickness, p;,
however, was kept constant. In contrast to the models withaunterfacial depletion
layer, the obtained densification of 7% is physically fekesib

Figure 6.5b shows a representative selection of calcutafesttion patterns with fixed
thicknessi,, of the interfacial gap ranging fromy, = 2.0Ato d,, = 8.0 A. Both parameter
sets, withd,, = 3.8 A, py,/pu,0 = 0.71 (red line) andd,, = 2.0A, p../pm,0 = 0.44, (blue
line) result in a reflection patterns which reproduce thesexpental data excellently. Only
for larger gap widthsd,, = 8.0 A, green line) significant deviations appear. Apparently,
the thickness of the depletion layer itself is not a parametkich can be extracted from
the experimentally obtained reflection pattern directlyhim the slab model.

For a quantitative determination of the interfacial gapgesiand in order to identify
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Figure 6.6: Electron den-
sity profile (OTS-sample
immersed in water) de-
duced from the parame-
ter refinement of a four-
layer model to the mea-
sured x-ray reflectivity
pattern (blue line: box
model for the electron
density; red line: den-
sity profile including the
roughness of the lay-
ers). On the right side a
sketch of the profile in-
cluding the native Si®
oxide, a layer of self as-
sembled OTS molecules
(head and tail group of
the OTS molecule), and a
depletion layer between
the OTS-layer and the
bulk water is shown.

coupling between fit parameters, extensive fitting of the deds performed. Figure 6.7
shows that for a gap thickness bA < d,, < 6A all fits were comparable in quality in-
dicated by the almost constant logarithmic deviatidnx min, >, (In af; ex, — In ]i,cal)Z

between the experimentally observed reflectivity pattérg,X and the calculated values

(Ica)- For details see Sec. 4.3.1.

While it is not possible to determine the gap width better thanl A - 6 A, the inte-
grated density deficit, (pm,0 — pw) = 1.1+ 0.1 A gcm =3 stays constant over this range.

This water depletion layer corresponds to an interfacedtebn deficit ofl' = 0.3 A"
The strong oscillations observed in the reflection pattegirtate from the interference be-
tween the wave reflected from the integrated density defititeointerfacial structure and
the wave reflected at the SiGubstrate. On the other hand, without an additional stractu
(depletion gap or compression peak) in between the alkyihshend the bulk water, no
oscillatory pattern would appear in x-ray reflectivity doectose contrast matching. The
wide range ofd,-values which is compatible with the experimental data i®gheined

by several factors. Therange covered by the experiment leads to a real space fesolu

tion on the order ofrg;} = 4A. The given interfacial roughness of the OTS-layer of
oors = 2.6 A smears the profile additionally (for a discussion of thesitérity of x-ray
reflectivity measurements to the shape of the depletionggpSec. 4.3.3).
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Figure 6.7: Integrated density deficit (circles, left axis)(pu,0 — pw) @s a function of
the gap widthd,,. The blue triangles give the goodnéss x,)” of each fit (right axis).

Parameter sets with significantly larger valueslgf(i.e. d,, > 6 A) rapidly decrease
the goodness of the fit. For a thickness of the interfacial ggagmaller thanl.1 A an

integrated density deficit of,, (pu,0 — pw) = 1.1A @ cm * can only be achieved with a
gap layer density,, < 0, which is unphysical.

6.3.3 Models with nanobubble formation

The existence of a hydrophobic gap has sometimes been liokdk formation of gas
nanobubbles at the hydrophobic interface. In this scentrewater density at the inter-
face exhibits a strong lateral variation. Lateral struesurith a typical extensioh at the
solid-liquid interface give rise to an off-specular diftusitensity distribution on the length
scale ofg, = %’T around the specular reflected beam (see Fig. 6.8). The meesésuch
off-specular scattering has been carefully checked for.

Figure 6.9 shows rocking scans for selected values of titecgemomentum transfer
¢.. The data for measurements performed in degassed and gelseeinwater coincide
perfectly. In Fig. 6.9b, the extracted FWHM at different sérgositions is plotted versus
the vertical momentum transfer. Thespace resolution is given by the vertical divergence
of the x-ray beanpB, = 25 urad and the vertical detector slit opening Of xm used for
the rocking scans. This results in an instrumental resmiudf 5, ~ 6 - 10~°¢, in the
horizontal direction (see Sec. 4.1.3). A further sourcerofidening is the curvature of
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the sample surface under the large footprint of the x-rayrbaiethe small incident angles
a; ~ 1.4-1072¢, A -rad resulting in a total experimental resolution®o? - 10~°¢. (straight
line in Fig. 6.9b).

In all the x-ray reflectivity measurements presented inwask, no off-specular scat-
tering from lateral structures at the solid-liquid intedawas detected. Bubbles with a
height larger than the upper limit for the interfacial gap (= 6 A) would immediately
show up as additional roughness, leading to a strong damipitige reflected intensity.
On the other hand, bubbles with a height smaller than theruppg for the interfacial
gap require a surface coverage of at least 20% to producdegrated density deficit of
1.1Ag cm °. Sucha large coverage would produce strong diffuse sgajteraking into
account the experimental resolution, this implies thatdlae no lateral inhomogeneities
on length scaled < 60 um.

For gas bubbles with a lateral size larger than the cohedenggh of the x-ray beam,
the measured x-ray reflectivity is an incoherent sum of reftentensities from regions
where the water is directly in contact with the OTS and thedteibegion [90]. This would
imply a smearing of the interference pattern in the x-raye#iVity, which is not observed
experimentally. In addition, the thickneds of the density depletion layer at the hy-
drophobic interface is at most a few diameters of a water cubde leading to completely
unphysical contact angles for such large gas bubbles.

The results obtained in this work therefore provide strovigence that the density
depletion at the water-OTS interface is not caused by thedton of gas bubbles at
the interface. AFM measurements reported nanobubblesagh areas of approximately
0.1 um?, and a height of several nm [18]. For more details on the ftionaf nanobubbles
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Figure 6.9: (a) Rocking scans (scanning algnahile keeping;. constant) of the sample
immersed in water for different values @f. The experimental data (circles) were com-
piled from several measurements on different spots, foaseed and gas enriched water.
Solid lines denote Gaussian profiles. (b) Extracted FWbtMversus the vertical mo-
mentum transfeq, for the dry OTS-sample (triangles) and the sample immernse&dhier
(circles). The straight line indicates an experimentabh&son of 5¢, = 7.2 - 10~ °¢..
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Figure 6.10: Normalized reflectivity of the OTS-layer immed in degassed water (red
circles). Vertical lines indicate the momentum transferdonstructive (green lines) and
destructive (blue lines) interference.

in AFM experiments see Sec. 3.4.2. According to a recenttguaystall microbalance
(QCM) study, nanobubbles do not form on ultra smooth homogenasurfaces [145].
(Note that the microscopic roughness of the hydrophobig$esiprepared in this work is
below3 A; see Table 6.1) Confinement effects were found in infraretspscopy studies
(ATR-FTIR) on the interaction between small hydrophobic igles [99] as well as in
experiments on their colloidal stability in electrolyt&8]. Therefore, it is concluded that
the nanobubbles reported in some scanning probe expesraentreated by confinement
effects, i.e. capillary evaporation between the hydrophsbbstrate and the AFM tip.

6.3.4 Analysis via the gap-step model

Figure 6.10 shows the normalized reflectivity cui&/ R% for the OTS-layer immersed
in degassed water. A semi-quantitative analysis of theatsfie pattern can be performed
using the analytical solution of a gap-step model as desdiito Sec. 4.3.2. The structure
factor follows the generic shape of the gap-step model dictpa density depletion on
top of a thin, almost contrast matched layer (electron dgmatio pi.i/pn,0 = 0.92)
as shown in Fig. 4.5. Strong minima @t = 0.208A,0.439A,0.617A, indicated by
the vertical blue lines, are assigned to the dimensionlesaentum transfer valueg =
3/4,7/4,11/4 (A" = 3,7,11) expected from the gap-step model (see Eq. (4.24)). The
normalized reflectivity is characterized by an initial iease of the oscillation strength
of equally spaced interference fringes, followed by a deseefor higher values aof..
Deviations from the model reflectivity calculated from EcR4} such as the not perfectly
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equal spaced minima, are, amongst others, explained bylthitomal silane anchor group,
the native SiQ, the slight contrast mismatch of 8 % between water and the f@il,.Sor

the substrate roughness. The averaged period of the irgeckefringes of\g, ~ 0.2 AT
corresponds to a layer thicknessdf= 27rAq;' ~ 31A. This length can be directly
assigned to the overall thickne8s= dpneaq + diait + 1/2dgap = 26A +1 /2d,,, Of the
hydrophobic OTS-layer (see Tab. 6.1). The largest oswaamplitude appears at the
third minimum at¢® = 0.438A™". This corresponds to the dimensionless parameters
¢ = 7/4andA’ = 7 (see Eq. (4.24)). Therefore, the width (FWHM) of the gap can
be directly estimated td\,,, = 4v2In2d/(rA’) = 6.6A within the gap-step model.
This value represents approximately the upper limit of tap gidth obtained from the
parameter refinement shown in Sec. 6.3.2.

6.4 The water-SiG interface.

The details of the structure of water at real interfaces khdepend on many parameters,
such as the chemical composition of the substrate surfaseshAwn in Sec. 3.3.2, in a
hard sphere model a decrease in the integrated densitytidediar substrate-fluid combi-
nations with smaller contact angles is predicted. In ordéest the effects of these param-
eters, additional x-ray reflectivity measurements at thertyhilic OH-terminated water-
SiO, interface have been performed. Figure 6.2b shows that tfag xeflectivity can
be modeled perfectly with a single (native) Si@yer (thicknesd3.6 A, p = 2.2 gem 3,

o = 1.0A). These values correspond very well to the parameterabeti from the reflec-
tion pattern of the dry OTS-sample summarized in Tab. 6. ficoimg the appropriateness
and consistence of the analysis. Adding a layer of increasetcreased density at the
interface does not improve the fit significantly. Due to thrgédastep in the electron den-
sity at the water-SiQinterface and the missing contrast matched reference, lygnot
possible to extract details on the interfacial water dgrmiofile.

6.5 Influence of gases dissolved in the water

One could intuitively assume that any dissolved gas withanwater phase might seg-
regate to the hydrophobic interface, thereby further iasireg the gap size and reducing
interface energy costs. Therefore, the influence of digsbgases on the interfacial den-
sity depletion was investigated. For this, the hydroph@iS-substrate was immersed
in water which was saturated with a variety of gases as destin Sec. 5.3.3 (inert no-
ble (Ar, Xe, Kr), linear non polar (N O, CO,), polar gas (CO)), and a 0.5 M aqueous
HCI solution. Selected reflectivity curves for different gasre shown in Fig. 6.12. It is
evident that all the curves are virtually identical up to theximum momentum transfer
accessible in the experiment. Therefore, it is concludat-twithin the real space resolu-
tion of 4 A and the convolution due to the intrinsic roughness of thdrbghobic interface
— from x-ray reflectivity measurements there is no evidencaf effect of dissolved gases
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Figure 6.11: Reflection pattern from the Si-Si@ater interface. The experimental data
(circles) are reproduced perfectly by the calculated reflegattern (solid line) from a
two layer model (inset).

on the size of the interfacial gap. In contrast to these exymats performed at a single
flat interface, experiments in confinement geometry areitsgnio gases dissolved in the
water (e.g. CQ). Here capillary evaporation is the dominant effect as itpeid phase
is constrained in between two objects spaced by approxiynadexm [15, 98]. Also in
molecular dynamic simulations [17] no effect of dissolvex$ gvas found at a single flat
and hydrophobic wall, whereas in confinement a significahifjher gas concentration
close to the hydrophobic interfaces was found.

6.6 Discussion of the interfacial density depletion

In the measurements, a characteric depletion gap was amhgfat the water-OTS inter-
face, while the result on the water-Si@hterface is less conclusive. The analysis limits
the size of the gap td,, = 1 — 6A, a length scale which is close to the diameter of the
water moleculeZ.8 A). Thus, the perturbation of the water structure by thegmes of the
hydrophobic interface is confined to a length scale whictomagarable to the correlation
length¢ = 4 A [59] and the average OO distandgo = 2.9 A [23, 24] of bulk water (see
Sec. 3.1).

This rises the question whether this small gap is a spe@#life associated with hy-
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Figure 6.12: X-ray reflectivity of the OTS-layer immersedaater, which was saturated
with a variety of gases (light green (bottom): degassed:bCO, purple: CQ, red: Ar,
dark green (top): 0.5 M HCI). The curves are shifted verticldl clarity. In the inset a
magnification of the higlg-range is shown, where the measurement is most sensitize. Al
measured reflectivity curves are identical up to the maxirmomentum transfer achieved

in the experiments.

drophobicity or indeed mediated by an electronic (hard mpulsion. To answer this
question, the results obtained from the data analysis in @8are discussed in a more
general framework by comparison with interfacial profilatcalated by R. Roth within a
DFT model of classical fluids at a solid wall (see Fig. 6.13 8ed. 3.3.2).

Due to the non-vanishing roughness imposed by any realrsisthe density profiles
are smeared and the oscillatory features are damped ouhgstén Fig. 6.13). The excess
adsorption, i.e. the integrated densityz) minus the bulk density, is very close in both
cases (hydrophilic and hydrophobic interface), so watesitg depletion does not seem
to be unique to hydrophobic surfaces. The detection of tdedsipletion due to purely
hydrophobic effects is therefore a formidable challengexoeriment.

Using the density depicted in Fig. 6.13, it is now possiblesigualize the density
depletion at a contrast-matched; (= 2A, &; = 25A, p; = pu,0) hydrophobic (see
Fig. 6.14a) or hydrophilic (see Fig. 6.14b) layer on top okaskr semi-infinite substrate
(0, = 1A, ps = 2pm,0). The integrated density deficit at the hydrophobic inteefis
1.1gem—3 A, whereas the integrated density deficit at the hydrophiitt is 0.6 g cm =3 A.

Taking the simplified density profiles from Figs. 6.14a,lis gtraightforward to calcu-
late the normalized reflectivitit? / RZ in the kinematic approximation for the hydrophobic
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Figure 6.13: Density profiles of a square-well fluid at a repl (© = 120°, dashed line)
and at an attractive wal = 80°, solid line). The vertical dashed line &26 R = 5.07A
denotes the position of the hydrophobic wall for the expentally obtained integrated
density deficit ofl.1gcm =3 A. (inset) Convolution of the interfacial profile at the hy-
drophilic wall with a Gaussiars(= 1A, dashed liney = 2 A, solid line) mimicking the
roughness of the underlying substrate.

and hydrophilic solid-liquid interface. Figure 6.14c st®that the hydrophobic and the
hydrophilic case approximately differ by a factor of two ywnFor comparison, the dif-
ference in the normalized reflectivity signal from the OB$dr in air (see Fig. 6.3) and
the OTS-layer immersed in water (see Fig. 6.10) varies batvame and two orders of
magnitude as a function @f. Apparently, the unambiguous detection of the increase of
the depletion layer caused by hydrophobic effects is veajiehging.

6.7 Radiation damage in the OTS-layer

X-ray reflectivity measurements on dry OTS-samples coulgdrdormed without any
noticeable damage induced by the x-ray beam. On the othel, pa@nforming the same
measurements on OTS-layers immersed in water causes stamiage of the organic
molecules. In the following, the interface degradationhwédiation dose is quantified
by monitoring the reflected x-ray intensity at fixed momentuwamsferq, as a function
of time. Adjusting the momentum transfer to the minimum of tleflectivity curve at

q. = 0.44A7" (see Fig. 6.10 and inset of Fig. 6.15a), maximum sensittatgtructural
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Figure 6.14: Density profiles of the fluid in contact with a tast-matched hydrophobic
(a) or hydrophilic (b) organic layer on top of a denser semfinite substrate. The cal-
culated profiles (dotted curves) are convoluted with a Gangslashed curve) in order
to account for the surface roughness of the organic layesh@thcurve). (c) Calculated
reflection patterm?? / RZ for the hydrophobic (solid line) and the hydrophilic soliguid
interface (dashed line).
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changes in the OTS-film is achieved. At this position, evealkstructural modifications
change the destructive interference in the x-ray refldgtpattern and lead to a clearly
visible intensity increase (known in conventional optiss'Aufhellung”).

If the main mechanism of radiation damage leads to a deatdasgth of the hydro-
carbon tail of the OTS molecule, the second minimum in thay+eflectivity pattern
shifts to larger values af, resulting in a strong increase in the measured intensity aint
maximum is reached. Indeed, this is experimentally obskimethe OTS-layer immersed
in water after200 s irradiation with the full x-ray beam. Aftet00s another minimum is
reached in the reflection pattern. After approf00 s, the measured x-ray reflectivity at a
fixed position ing. is stationary. Recording the entire reflectivity curve canfithat any
features related to a layered structure on top of the 8@ absent (see the lower insets in
Fig. 6.15a). This points to destruction and at least partialoval of the OTS-layer from
the surface.

Most (surface and interface) diffraction beamlines at Byoton radiation facilities
are operated at x-ray energies bekeV. Figure 6.15b shows that the energy absorbed
by a water molecule &0 keV is more than five times larger compared to the absorption at
72.5keV. High energy x-rays are therefore well suited to minimizergg deposition in
the organic layer.

Figure 6.15b shows that — after an incubation time of alb0ut— the x-ray intensity
at the interference minimum starts to increase indicatimegdanset of the degradation of
the OTS-layer. An irradiation df0s with a flux density of3.8 - 10'® photons mm—2s~!
in the incidence beam at the sample position correspondstatabdeposited dose of
about600 kGy in water. In the hydrophobic OTS-layer this flux results ir@ge to an
absorbed energy df.7meV /s in one (CH,),, hydrocarbon chain. To break one C-C
bond per alkyl chain by photons directly absorbed in the @@+ requires therefore in
average approximatel\300s. The much faster degeneration observed in the experiments
gives evidence for secondary processes with significamglyan efficiency.

The fast degeneration of the OTS-layer during x-ray irrégiaof the sample im-
mersed in water in comparison to the sample measured in iorA, can be explained
by the formation of OH-radicals [146]. They are created icoselary Auger electron cas-
cades [147] in the water. The radicals can diffuse to therocglayer where chemical
reactions with the alkyl chain are triggered. At the begagnof this process, the damaged
molecules are well separated from each other. These dihaied defects are not observ-
able in x-ray reflectivity. From a certain threshold on théedes (e.g. polar defects, such
as hydroxyl groups, or charged defects after further oiodab deprotonated carboxylic
acid) start to interact with each other, leading to a coleatlistortion of the well ordered
alkyl chains. Radicals formed in the organic layer react weighboring chains, leading
to a strongly cross-linked polymer-like film. Similar effsavere also found in the degen-
eration of SAMs in XPS studies [148]. Since no significant dgeon dry OTS-layers was
found in this work, it is concluded that the chemical patlejuding OH-radicals, is dom-
inant. Other mechanisms, induced by free electrons (pHettrens, Compton electrons)
generated in the substrate, are less effective. This iscaisbrmed by time-dependent
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Figure 6.15: (a) Time-
dependent variation of
the x-ray reflectivity

from the OTS sample
immersed in water at
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tive interference at
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Figure 6.16: Time-dependent variation of the x-ray reflétiat ¢, = 0.21 A" from an
ice-OTS interface kept at10°C.

measurements of the x-ray reflectivity from an ice-OTS fae#. Figure 6.16 clearly
shows that the radiation damage occurs on much larger tialesscSince the total yield
of secondary electrons is comparable in water and ice [1A&}educed radiation damage
at the ice-OTS interface is attributed to the reduced mghdlf radicals created by the
secondary electrons. The reduced diffusivity of the rddisathe solid ice phase hinders
the progression of the radiation damage significantly. @retscales accessible in the
experiments the OTS-layers could, in fact, never be coralyietestroyed at the ice-OTS
interface.

In order to avoid radiation damage during data taking, tmepda cell was translated
perpendicular to the x-ray beam while measuring the refiéciof the sample immersed
in water. Each single data point was thus taken on a fresh addmiaged spot spaced
by 24 um on the interface (see Sec. 5.4.1). Below a momentum transfgre 0.7A~
the counting time was kept well below the onset timelo§ for the observed radiation
damage in Fig. 6.15b. The illumination time was increasegbtoonly for the last data

points at momentum transfer valugs> 0.7 A

Figure 6.17 shows a lateral scan over a region which wasqueli irradiated for- =
90 s on two spots separated By ym. The profile shows two peaks which can be modeled
by identical Gaussian profiles with a FWHM of the damaged mre@b26.8 ym. This

2 Measurements on the ice-OTS interface were performed iamiation with S. Schider. Experimental
details as well as further analysis and discussion can bedfu[40, 149].
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Figure 6.17: Lateral scan over an area which was previousdyliated on two spots,

spaced byt0 um, for 90 s each, at an incident angte corresponding tg. = 0.44 AT
The solid line is a fit with two identical Gaussians (dashadd.

corresponds directly to the width of the horizontal beanfijga\, = 24 yum extracted
from the knife edge scan (see Fig. 5.3). The intensity irsedsy a factor of 4.6 is in good
agreement with the increase extracted from Fig. 6.15b farradiation time ofr = 90s.
This clearly shows that the beam damage is local and confintiektirradiated area only.
No additional broadening of the damaged region due to Oltaadiffusion on aum
scale was observed. This is in contrast to recent claimstf@@eam damage on samples
immersed in water can be significantly reduced by workindhaithin film (um) cell in
order to minimize the amount of OH-radicals created in thenb@ath in comparison to
the bulk setup used in this work.



Chapter 7

Conclusions

In this thesis, a high energy x-ray reflectivity study of tlenslity profiles of water at hy-
drophobic and hydrophilic substrates is presented. Thimigue is an ideal tool to study
the structure of deeply buried interfaces on a sub-nanareetde. The experiments have
been performed at the high energy beamline ID15A at the Eamo®ynchrotron Radia-
tion Facility (ESRF) in Grenoble, France. This thesis cttied to the optimization of
the novel HEMD setup towards a system allowing quantitatre¢h surface and interface
sensitive high energy x-ray scattering experiments at xpermental limit. For experi-
ments at solid-liquid interfaces, a novel sample cell waghbgped which is adapted to the
special requirements.

As a model system for hydrophobic non-polar organic sulsstsnwhich are highly
relevant in technical and biological processes, Si-wdignstionalized with OTS-SAMs
were selected. At the hydrophobic water-OTS interfacerdledications for the existence
of a small water depletion gap were found. The key resulthisfwork are:

e The integrated density depletion amountgi{d pr,0 — pw) = 1.1 £ 0.1A g cm
extending over a maximum of two molecular layers.

e The influence of a variety of gases dissolved in water couleiXotuded.
e Nanobubble formation as a cause of the observed effectd beululed out.
e OH-radicals are most likely the dominant driving factor fadiation damage.

A systematic study of radiation damage effects detectedeatlty OTS surface, the
water-OTS interface, and the ice-OTS interface revealakthay induced decompaosition
of the OTS-layer is most pronounced in liquid water. In additthe radiation damage is
highly localized on the irradiated area onua scale. In combination with estimations
of the absorbed energy, these results suggest a dominarafr@iH-radicals arising from
secondary Auger electrons in the complex damage mecharfiseanalysis of the scat-
tering intensity distributions parallel to the interfadees clear evidence that the observed
density depletion is not caused by nanobubbles as detectmine AFM measurements.
Additional measurements performed on water enriched wigpeesentative selection of

105



106 Conclusions

different noble, non-polar, and polar gases clearly shat tthese gases do not influence
the hydrophobic density depletion zone at a single sharp avathe length scale of a
few molecular diameters. In contrast to these results, raxpats on water in confine-
ment measuring the long-ranged hydrophobic interactiona ) nm scale have shown
a significant decrease of the attractive forces when disdajases are present in the wa-
ter [100]. The observed density depletion at the hydroph@iS interface corresponds
to approximately 40% of a monolayer of water molecules. Taisie agrees well with
previous x-ray reflectivity measurements at the interfage/ben a paraffin monolayer on
top of water performed by Jensen et al. [27] as well as quigklsgt with recent neutron
reflectivity experiments [89].

To determine the extent of the interfacial deviation froma bulk density precisely by
means of reflectivity experiments, both a sharp interfacgedksas high instrumental real
space resolution are mandatory. The latter depends oneadgirgamic range since a wide
g-range up to large momentum transfer needs to be coverediaBrihigh-energy syn-
chrotron radiation gives access to deeply-buried-sadjdid interfaces with a flatness on
the molecular level. This approach meets the requiremeatgioned above for high pre-
cision studies. In this work, we consequently optimizedtards the experimental limits
and could thus achieve the today most accurate deternmnatithe maximum extent of
the interfacial structure: The region with a density dewiatfrom the bulk value could
be confined to one to two molecular diameters, i.e. the leagéte of the average OO
distance and the correlation length in liquid bulk water,[5]. Whereas our approach
provides an ideal tool for high-accuracy measurementgrdiiit probes employed in pre-
vious studies have to deal with intrinsic limitations: Aeédrliquid interfaces, thermally
excited capillary waves give rise to an inherent roughngssgutron reflectivity exper-
iments, the low flux from nuclear reactors and spallationrees; compared with third
generation synchrotrons, is the restricting factor.

However, what are the bottlenecks for even more preciserements, and where are
the general limits? The main restrictions are the followiRgmarily, the dynamic range
accessible in a scattering experiment is given by the imtifliex and the background level
(see Sec. 4.4). In the near future technical improvement® 8 will increase the flux
by two orders of magnitude for experiments using the HEMigetWhile this speeds
up the experiments tremendously, it will not allow the cdien of reflectivity data at
higherg-values since radiation damage permits only the depositi@fixed x-ray dose
on the organic material. The second limitation is that salstsurfaces with sub molecu-
lar roughness are essential for the determination of tkeefatial structure on a molecular
level, since x-rays average over the coherently illumida@mple area and thus convo-
lute the intrinsic local profile with the interfacial rougéss. Since the OTS substrate is
composed of densely packed hydrocarbon chains, the minimigriacial corrugation is
the radius of a methyl group, i.e. approximatéh}. Together with results from AFM
measurements reported in literature [66], the reflectidgteparecorded on the dry sample
shows that further optimization of the well-ordered OTSsttddes is exhausted.

An important factor for the size of the interfacial densigptetion is the molecular
surface morphology that can alter interfacial propertigaicantly as demonstrated by
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Mamatkulov et al. [79]. In analogy to the high solubility ahall non-polar objects (e.g.
H, or CH,) in liquid bulk water, the hydrogen bond network can arrang@e readily
around interfacial protrusions than on a solid flat wall. Tmaracteristic length scale
for these curvature effects can be estimated from the stalodimensions in solid wa-
ter [150]. The diameter of the hexagonal channels in ice Hiven by the lattice param-
eter of4.5 A along thea-axis [151]. This corresponds to the spherical cap dianuttre
terminal methyl groups of the OTS alkyl chains of approxiehatt A. Thus, the molec-
ular morphology may explain the smaller experimental valigg the interfacial density
depletion found in this thesis and in a previous study by dems al. [27] in comparison
to MD simulations [30, 79].

Since hydrophobic and hydrophilic interfaces may both leixla density depletion
[30, 89], it is not possible to confirm the existence of a sjpetiydrophobic water gap
unambiguously. Due to the lack of a contrast-matched reéeréayer, the result for the
hydrophilic water-SiQ interface is less conclusive, but still allows for the esiste of a
small water depletion gap, which could be a generic featwany solid-liquid interface.
Deeper insight in the mechanisms leading to the interfalaabity depletion was revealed
from calculations employing a simple DFT model of classitaitls at hydrophobic and
hydrophilic solid walls (see Sec. 3.3.2). Here the wateraundles are modeled as hard
spheres with an isotropic interaction potential. Thesaraggions provide the require-
ments for the observation of packing effects at a solid wallvall as the influence of the
total interfacial tension, represented by the macroscopitact angle. By comparison
with the experimental findings from the hydrophobic sulistran integrated density de-
pletion of0.6 A g cm ° was predicted for a more hydrophilic interface with a consmgle
of 80°. This decrease is in qualitative agreement with recent Mibukitions performed
by Janecek et al. [30].

Further complications arise from the non-spherical watelecule exhibiting a strong
dipole moment and participating in a locally ordered hy@m@ond network. This non-
isotropic behavior leads to an additional orientationdkeoing of the water molecules near
the solid interface. Here, the ratio between dispersive \&hd polar contributions to the
total interfacial tension, as well as the hydrogen bond ptoceand donor properties are
also highly relevant. Since x-rays are essentially ingmesio hydrogen atoms, direct in-
formation on the orientational arrangement and the locditdryen bond structure has to be
deduced from MD simulations or other experimental methatd &is SFG spectroscopy
techniques [30, 34].

Another source of density depletion at hydrocarbon inter$aare the terminal methyl
groups. Their electron density is smaller than the one ofntiddle part of the alkyl
chains. This is an intrinsic depletion layer present atrd#rifaces with a high areal den-
sity of terminal hydrogen atoms. The magnitude of this eftam be estimated from the
intermolecular depletion zone in bulk crystalline alkaoesipid bilayers. Employing x-
ray crystallography Craievich et al. obtained an electrguiet®n in the methyl region of
crystalline long chain alkanes 6f58 A [152]. Ocko et al. calculated a depletion of
0.58 A" [153] from the interfacial region in lipid bilayers [154].0F a comparison of
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the electron depletion associated to a single layer of dgpseked methyl groups, these
values have to be divided by a factor of two. The depletionmamially be explained by
packing effects but clearly shows that the methyl groups omaribute significantly to
the interfacial electron depletion 6f= 0.3 ¢A~* found in this work.

In conclusion, this work presents an x-ray reflectivity stoflhydrophobic water-solid
interfaces at the experimental limit. Even though the madkacarrangement of the water
molecules cannot be determined with this technique, tlegrated density depletion and
the extent of the depleted zone was established with uedvadecision. These key results
serve both as benchmark as well as reference values for cmmpavith recent and future
theoretical and experimental findings [8, 30, 155, 156].rélaee still many open questions
concerning the interfacial structure of water at hydraphaind hydrophobic interfaces.
For several of them x-ray scattering methods are the ideakdoget access to structural
information on the molecular length scale. Some of the dquresthat may be tackled in
the near future are addressed in the following outlook.
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Outlook

General scope

This thesis is part of a long term project in the departmentlda-dimensional and
metastable materials at the Max Plack Institute for Metalelaech in cooperation with the
high energy scattering beamline ID15 at the ESRF exploriagthucture of deeply buried
interfaces [9]. One starting point was the work of Oliver ikl@and Dr. Matthias Denk
[132] on silicon-liquid metal interfaces, which later wasntinued by Dr. John Okasin-
ski [134]. On the other hand, the project of Dr. Simon Engema04] [133] was focused
on native SiQ-ice interfaces and recently extended by Dr. Sebastiandgch$49] to var-
lous other substrates. The observation of a quasi-liquetfecial water layer suggested
a further study of solid-water interfaces with emphasis gdrbphobic surfaces. First
attempts in cooperation with Dr. Craig Priest and Dr. Daviosvell from the lan Wark
Reseach Institute in Adelaide showed that a successful eimplof this very challenging
task requires a highly optimized system based on a detail@lgsis of the expected signal
and the inevitable damage, the x-rays leave on the sample.

Future projects

The results obtained in this thesis pave the way to a largetyaof interesting studies
which have either already been started or may be tackleckifutiare. An open question
addresses the physical origin of the observed density tieplat the hydrophobic inter-
face. The interpretation depends strongly on whether itsigegtial hydrophobic or water
specific phenomenon or a generic feature associated withaiayliquid interface. For a
deeper understanding, additional experiments are nggessa

Changing the contact angle of the surface can be achievddbipthe surface prepara-
tion and by the type of liquid used. In principle, the deposibf hydrophilic SAMs, based
on organic alkanol-silanes or perfluorinated molecules straightforward. However, the
additional interaction between the polar functional atdajroups leads to a less-ordered
film and therefore to a larger interfacial roughness. Witthiis thesis, first experiments
not shown in this work were performed on fluorinated SAMs. Bgrenging water with
a non-polar liquid (e.g. alkanes) the interactions withia liquid bulk phase change from
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mainly hydrogen bonding to purely VdW, resulting in a togalifferent interaction poten-
tial. Here, the disadvantage is the much larger size of thieecates compared to water,
which renders a direct comparison of the results rather doatpd. From theoretical con-
siderations, one expects a different temperature trenth®effects contributing to the
interfacial density depletion. While DFT models and MD siatidns predict an increased
gap with rising temperature, the orientational orderinthefasymmetric water molecules
decreases, favoring a high-entropy configuration. SineéMb simulations performed by
Mamatkulov et al. predict a higher compressibility of theeifacial water, a slight decrese
of the interfacial density depletion with incresed preasssiexpected [79]. Molecular or-
dering of the interfacial water molecules may be influencedlianging the pH [93] or
applying an external electric field [92, 157].

Depending on their position in the Hofmeister series [158lfs dissolved in water
can act both as structure builder and structure breakehé&olnydrogen-bonding network.
Therefore, they may alter the interfacial structure sigaifily [89]. Further optimization
also should be done on the preparation of well-defined O€$nierfaces. They can give
a deeper insight into the phenomena of interfacial melting.

Within this work, first experiments on liquid-liquid intexées between water, hexane,
and perfluorohexane were also performed. They clearly sththwee the liquid mode of the
HEMD setup at ID15A [60] is highly competitive with state dietart beamlines specially
designed for this purpose [61]. However, the intrinsic fouggss at fluid interfaces caused
by capillary waves limits the accessibje-range to approximately.3 A™". While this
q.-range is insufficient for the extraction of real space infation on the molecular length
scale of water, interesting studies of surfactant adsomtie possible.

Another fruitful project, emerging from the experimentssatid-water interfaces, con-
cerns the study of layering effects of Room Temperature laiaids (RTILS) at solid
surfaces, where first results were already obtained [128].erd#s the size of the wa-
ter molecule is only2.8 A, the size of the cations and anions of RTILs ranges up to one
nanometer. Therefore, in contrast to this work, molecutaolution can be achieved in
the x-ray reflectivity experiments.
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Abbreviations and Acronyms

AFM
AMPW
ASA
CRL
DFT
ESRF
FWHM
HEMD
ID

MD
NR
OTS
p.a.
PE-HD
PFA
PMMA
PTFE
RTIL
SAM
SFE
SFG
SLD
TDS
TOC
Vdw

Atomic ForceMicroscope
AsymmetricaM ultiPole Wiggler
AdaptiveSimulatedAnnealing
CompoundRefractiveL ens
DensityFunctionalTheory
EuropearSynchrotronRadiationFacility
Full Width of Half Maximum

High Energy X-rayMicro Diffraction Setup
InsertionDevice (at a straight section of a synchrotron)
MolecularDynamic
NeutronReflectivity
Octadecy{richloroSilane

pro analysi (analysis grade)
PolyEthylene figh density)
PerFluorAlkoxy Copolymer

PolyM ethyl M ethAcrylate
PolyTetraFluoroEthylene
RoomTemperaturéonic Liquid

Self AssembledV onolayer
SurfaceFreeEnergy

Sum FrequencyGeneration

ScatteringL engthDensity
ThermalDiffuse Scattering

Total OrganicOxidizableCarbon
VanderWaals
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Appendix B

Symbols used in Equations

Elementary constants

CODATA internationally recommended values of the fundamkephysical constants
where taken from NIST [159].

ap = T« _ 59918.10""m  Bohr radius

mee?

c=2.9979-108ms™! vacuum light speed
e=1.6022-10"*C elementary charge
€0 = 8.8542 - 10712 Fm™! permittivity of free space
hi=1.0546 - 1073* Js Planck constant2r
kg = 1.3807 - 10723 JK—! Boltzmann constant
Ac = % = 2.4263-1072m Compton wavelength of an electron
me = 9.1094 - 1073 kg electron mass
Nj =6.0221 - 1072 mol ! Avogadro constant
re = Me;’% =2.8179-10~%m classical electron radius
Symbols
a;, b;, c form factor interpolation coefficients from [127]
e ~ V20 critical angle of total reflection
o exit angle
o incidence angle
¢ optical constant (imaginary part)
Cy Compton factor for small momentum transfer
X2 deviation between fitted and experimental data
d thickness
) optical constant (real part)
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= 2
w)

= =
B!

=
(¢}

&

S >3~

Hmaterial

n=1-—0+i0

Q

P = 111+ cos®2V]

pp=1

P, = cos? 29
(0
G="Fkr—k
qc

qmaX

QZ

R?(g)

Pe

Pmaterial

Pmol

S(q)
t

T
219:Oé1+0éf
A

X-ray energy
packing fraction of hard spheres

angular dependent part of the atomic scattering form factor
real part of the atomic scattering form factor

in forward scattering

imaginary part of the atomic scattering form factor

in forward scattering

structure factor

correlation function

surface or interfacial tension, surface free energy (SFE)
dispersive contribution to the SFE

hydrogen bond contribution to the SFE

polar contribution to the SFE

interfacial electron deficit

scattered x-ray intensity

incidence wave vector

final wave vector

x-ray wavelength

mass

mass attenuation coefficient of the specified material
complex optical constant or refractive index
grand canonical potential

polarization factor for nonpolarized x-rays
polarization factor for parallel polarization
polarization factor for perpendicular polarization
scattering angle in polarization plane

scattering vector

maximal wave vector transfer for total reflection
maximum momentum transfer achieved in an experiment
z-component of the scattering vector

x-ray reflectivity

electron density

mass density of the specified material

molar density

liquid structure factor

time

temperature

total scattering angle

atomic number
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