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## Abstract

The prediction of rate constants for chemical reactions is one of the principal tasks in the field of theoretical chemistry. It usually relies on the Born-Oppenheimer approximation, which allows to describe the progress of a chemical reaction in configuration space as the movement of a pseudo-particle in an effective $3 N$-dimensional potential, with $N$ being the number of nuclei. The treatment of the pseudo particle's dynamics can either be done classically, by using the classical equations of motion, or fully quantum mechanically, which would involve solutions to the time-dependent Schrödinger equation. While the classical treatment is computationally easier to achieve, it cannot account for important quantum effects such as tunneling. However, a full quantum mechanical treatment is usually not feasible for most real-life chemical systems.
This is where instanton theory enters the stage and offers an alternative treatment of the system's dynamics in which tunneling can be treated in a semiclassical fashion. While the fundamental principles of the theory are already known, the practical applicability has been somewhat limited. Particularly in the microcanonical ensemble the use of instanton theory has been restricted to systems in which the vibrational degrees of freedom are separable.
In this thesis new numerical algorithms are presented which allow for the calculation of microcanonical rates for real-life chemical systems in which coupling of vibrational modes appears. Furthermore, it is shown that thermal rates can be obtained from the microcanonical rates in a computationally more efficient manner than currently possible with the use of the determinant method.
In the uni-molecular case the proposed methods are tested for the analytical Müller-Brown potential and for the decay of methylhydroxycarbene to acetaldehyde, for which the electronic energies are obtained via density functional theory (DFT). In either case the obtained results, using the new methods, are in very good
agreement with the results obtained via the conventional determinant method. For the bi-molecular case the reaction $\mathrm{H}_{2}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$, for which a fitted potential energy surface is available, is investigated. The semiclassical results for the computation of the cumulative reaction probability are compared to a quantum dynamics calculation for which results are provided in the literature. Furthermore, thermal rate constants are obtained from microcanonical rate constants, which show a good agreement with the directly obtained rate constants via canonical instanton theory.
In summary, this thesis proposes a variety of different methods in order to obtain reaction rate constants via instanton theory in the canonical and microcanonical ensemble. The different approaches vary in terms of accuracy and computational effort, yet are all principally applicable to real-life multidimensional chemical systems.

## Zusammenfassung

Die Vorhersage von Reaktionsgeschwindigkeitskonstanten ist eine der zentralen Aufgaben im Bereich der theoretischen Chemie. In der Regel geschieht dies auf Basis der Born-Oppenheimer Näherung, die es ermöglicht den Ablauf einer Reaktion als Bewegung eines Pseudoteilchens in einem $3 N$-dimensionalen effektiven Potential im Konfigurationsraum zu beschreiben, wobei $N$ die Anzahl der Kerne beschreibt. Die Beschreibung der Dynamik des Pseudoteilchens kann dabei klassisch erfolgen, durch Lösen der klassischen Bewegungsgleichung, oder voll quantenmechanisch, was die Bestimmung der Lösung der zeitabhängigen Schrödingergleichung erfordert. Zwar ist eine klassische Beschreibung in der Regel einfacher, jedoch ist sie nicht in der Lage Quanteneffekte, wie beispielsweise Tunneln, zu berücksichtigen. Andererseits ist eine rein quantenmechanische Beschreibung aufgrund des hohen Rechenaufwands für realistische chemische Systeme in der Regel nicht möglich.
Hier bietet die Instanton-Theorie eine Alternative, die es ermöglicht die Dynamik des Systems und dabei auftretende quantenmechanische Tunneleffekte semiklassisch zu beschreiben. Zwar sind die Grundlagen der Instanton-Theorie im Wesentlichen bereits bekannt, jedoch ist die praktische Anwendbarkeit eher eingeschränkt. Insbesondere im mikrokanonischen Ensemble ist die Verwendung der InstantonTheorie beschränkt auf Systeme, in denen die Vibrationsfreiheitsgrade separierbar sind.
In dieser Doktorarbeit werden daher verschiedene Algorithmen vorgestellt, die die Berechnung von mikrokanonischen Raten für realistische chemische Systeme, in denen die Vibrationsfreiheitsgrade gekoppelt sind, ermöglicht. Des Weiteren ist es möglich thermische Raten aus mikrokanonischen Raten deutlich effizienter zu berechnen als mit der momentan verwendeten Determinanten-Methode.
Für den unimolekularen Fall werden die vorgestellten Methoden auf das ana-
lytische Müller-Brown Potential und für den Zerfall von Methylhydroxycarben zu Acetaldehyd angewendet. Für diesen Fall stammen die elektronischen Energien aus einer DFT-Rechnung. Für den bimolekularen Fall wird die Reaktion $\mathrm{H}_{2}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$ mit Hilfe einer gefitteten Energiepotentialfäche untersucht. In beiden Fällen wird eine sehr gute Übereinstimmung der Reaktionsgeschwindigkeitskonstanten, beim Vergleich der neuen Methoden mit der konventionellen Determinanten-Methode, erreicht. Die semiklassischen Ergebnisse für die Berechnung der kumulierten Reaktionswahrscheinlichkeit werden mit Literaturergebnissen aus einer Quantendynamik-Rechnung verglichen. Des Weiteren werden thermische Reaktionsgeschwindigkeitskonstanten aus mikrokanonischen Reaktionsgeschwindigkeitskonstanten gewonnen, die eine gute Übereinstimmung mit den direkt bestimmen Ratenkonstanten bei der kanonischen Instanton-Theorie zeigen.
Zusammenfassend werden in dieser Doktorarbeit verschiedene Methoden präsentiert, um Reaktionsgeschwindigkeitskonstanten mithilfe der Instanton-Theorie im kanonischen und mikrokanonischen Ensemble zu berechnen. Die verschiedenen Ansätze variieren dabei in Bezug auf deren Genauigkeit, sowie rechnerischem Aufwand. Sie sind jedoch alle grundsätzlich geeignet, um realistische mehrdimensionale chemische Systeme zu behandeln.
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## 1 Introduction

### 1.1 Motivation

Quantum tunneling is one of the most uncanny phenomena which emerge from the theory of quantum mechanics. The ability of a quantum particle to penetrate a barrier that it could not surmount classically is of crucial importance in a broad variety of different physical processes. It appears in nuclear fusion, which occurs inside the core of stars and is used in modern technology such as the scanning tunneling microscope [1] or the tunneling diode [2], just to name a few.
In the context of chemistry the effects of quantum tunneling are particularly important in chemical reactions that take place at low temperatures or involve the transfer of lightweight atoms such as hydrogen [3-6]. In extremely low-temperature environments, for instance in gas clouds in interstellar space, tunneling can speed up the formation of new species of molecules by several orders of magnitude. This also includes complex organic molecules and therefore might have implications for the origin of life itself.
The simulation of chemical reactions and consequently the prediction of reaction rate constants has been a challenging task for decades in the field of computational chemistry [7-11]. One of the earliest theoretical frameworks that was developed in the 1930's mainly by Henry Eyring, Michael Polanyi and Meredith Evans [12] was transition state theory (TST). It allowed for the first time to derive the Arrhenius law [13] from fundamental mechanistic and statistical considerations rather than from empirical observations. Up to now a variety of different rate theories have been developed over the years which rely on different approximation schemes and as a consequence vary widely in terms of achievable accuracy and required computational effort. Generally the most precise way to determine a reaction rate constant is to calculate the quantum mechanical dynamics of the system. However,
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due to the immense numerical computations which are required for a full quantum mechanical treatment, it is to this day only achievable for small systems composed of a few atoms.

A promising and nowadays widespread approach is what is usually referred to as canonical instanton theory. It is in essence a semiclassical theory which has appeared in somewhat different formulations since the 1960's [14-16] and is essentially based on a well known analogy between the Feynman path integral representation of the Schrödinger propagator in quantum mechanics and the calculation of the partition function in statistical physics [17]. The semiclassical treatment of these Feynman path integrals enables to incorporate tunneling contributions by determining the path with the highest tunneling probability at a relatively low computational effort [18]. Instanton theory is usually formulated in the canonical ensemble which requires a system in thermal equilibrium. However, a large number of reactions, which are of interest in the context of astrochemistry, take place in the gas phase at low pressure and therefore do not allow the determination of a well defined temperature. In these cases a rate constant depending on the (collision)-energy rather than temperature is required. This corresponds to a microcanonical formulation of instanton theory. While there have been microcanonical formulations suggested early on [19,20], it is still, due to a lack of reliable numerical methods, hardly used for real chemical systems in which the vibrational modes are not separable.

The key quantity in order to obtain microcanonical rate constants is the so-called cumulative reaction probability $P(E)$. Once $P(E)$ is computed it also is possible to obtain canonical rate constants from microcanonical rate constants in a computationally more efficient manner than via the direct calculation using the current implementation of canonical instanton theory. Therefore the main purpose of this doctoral thesis is to present different numerical algorithms which allow a reliable and efficient calculation of the cumulative reaction probability as well as thermal rate constants for real-life multidimensional chemical systems which naturally includes coupling of vibrational modes.

### 1.2 Outline

## PART I: Literature Review

In chapter 2 the basic principles of the path integral representation of the Schrödinger propagator and its connection to the calculation of partition functions in statistical physics are introduced. The propagator is then approximated by the action of the classical solution, which gives the dominant contributions to the path integral, and deviations from that classical path.

Chapter 3 introduces the notion of a potential energy surface (PES) and the Born-Oppenheimer approximation it is founded on. Furthermore a formulation of transition state theory in configuration space and the definition of the flux function for classical rate calculations as well as its quantum mechanical analogue, the flux operator, are introduced.

In chapter 4 canonical instanton theory is derived from the imaginary $F$-premise, which relates the thermal rate constant to the imaginary part of the system's free energy. The conventional determinant method for calculating the path integral, which is based on the integration of a product of Gaussian integrals is presented.

Chapter 5 deals with the microcanonical analogue of canonical instanton theory which is based on quantum transition state theory. This includes the flux-flux autocorrelation formalism which is introduced in this chapter and from which an expression for the cumulative reaction probability $P(E)$ is derived. The computation of $P(E)$ then requires the calculation of stability parameters which are computed from the eigenvalues of the monodromy matrix.

## PART II: New Methods and Applications

In chapter 6 a variety of different numerical methods are presented in order to calculate the necessary quantities from chapter 5 . Three different approximation schemes for coupled high-dimensional systems are presented to calculate the
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stability parameters as an alternative to the integration of the linearized equations of motion. Furthermore a fourth algorithm based on the numerical evaluation of the Van Vleck propagator is introduced which allows for the calculation of stability parameters in a reliable, yet numerically more stable way than the equivalent integration of the linearized equation of motion. Additionally a new method is derived for the computation of $d E / d \beta$ which represents the rate at which the instanton's energy changes with respect to its imaginary time period which is given by the inverse temperature

In chapter 7 the different numerical methods introduced in chapter 6 are applied to different potential energy surfaces (PES). These include analytical systems such as the Müller-Brown potential, a fitted PES for the bi-molecular reaction $\mathrm{H}_{2}+$ $\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$ and a DFT calculation for the decay of methylhydroxycarbene to acetaldehyde. The results of the different methods are then compared to one another in terms of accuracy and efficiency.

## Part I

## Literature Review

## 2 The Feynman Path Integral and Quantum Statistics

The calculation of partition functions via a semiclassical approximation of the path integral representation of the Schrödinger propagator lies at the heart of instanton theory. In this chapter the time-slicing approximation is invoked in order to derive the path integral formalism. Afterwards the basics of statistical quantum mechanics and its connection to the Feynman path integral are briefly reviewed.

### 2.1 The Feynman Path Integral

In order to obtain the path integral representation of the propagator one starts with the time-slicing approximation of the time evolution amplitude in Eq. (2.1) as it was originally proposed by Feynman [21]. For simplicity one first starts with a particle moving in a one-dimensional potential $V(x)$. The propagator for such a particle moving from $x_{\mathrm{i}}$ to $x_{\mathrm{f}}$ in time $t_{\mathrm{f}}-t_{\mathrm{i}}$ is given in the Schrödinger picture as

$$
\begin{align*}
\left\langle x_{\mathrm{f}}, t_{\mathrm{f}} \mid x_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle & =\left\langle x_{\mathrm{f}}\right| \mathrm{e}^{-\frac{\mathrm{i}}{\hbar} \hat{H}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)}\left|x_{\mathrm{i}}\right\rangle \\
& =\left\langle x_{\mathrm{f}}\right| \hat{U}\left(t_{\mathrm{f}}, t_{\mathrm{i}}\right)\left|x_{\mathrm{i}}\right\rangle, \quad t_{\mathrm{f}}>t_{\mathrm{i}} \tag{2.1}
\end{align*}
$$

with $\hat{U}\left(t_{\mathrm{f}}, t_{\mathrm{i}}\right)$ being the time evolution operator and $\hat{H}$ the Hamiltonian of the system. In the first step one slices the time difference $t_{\mathrm{f}}-t_{\mathrm{i}}$ into $N+1$ equidistant intervals $\Delta t=\frac{t_{\mathrm{f}}-t_{\mathrm{i}}}{N+1}$. Using the composition property of the time-evolution operator
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yields

$$
\begin{align*}
\left\langle x_{\mathrm{f}}\right| \hat{U}\left(t_{\mathrm{f}}, t_{\mathrm{i}}\right)\left|x_{\mathrm{i}}\right\rangle & =\left\langle x_{\mathrm{f}}\right| \hat{U}\left(t_{\mathrm{f}}, t_{N}\right) \ldots \hat{U}\left(t_{n}, t_{n-1}\right) \ldots \hat{U}\left(t_{1}, t_{\mathrm{i}}\right)\left|x_{\mathrm{i}}\right\rangle  \tag{2.2}\\
& =\left\langle x_{\mathrm{f}}\right| \prod_{n=1}^{N+1} \hat{U}\left(t_{n}, t_{n-1}\right)\left|x_{\mathrm{i}}\right\rangle, \tag{2.3}
\end{align*}
$$

with $t_{0}=t_{\mathrm{i}}$ and $t_{N+1}=t_{\mathrm{f}}$. In the next step an identity is inserted in between every operator in Eq. (2.3) using a complete set of states in the coordinate representation

$$
\begin{equation*}
1=\int_{-\infty}^{\infty} d x_{n}\left|x_{n}\right\rangle\left\langle x_{n}\right|, \quad n=1, \ldots, N \tag{2.4}
\end{equation*}
$$

such that the propagator becomes a product of $N$ integrals

$$
\begin{equation*}
\left\langle x_{\mathrm{f}}\right| \hat{U}\left(t_{\mathrm{f}}, t_{\mathrm{i}}\right)\left|x_{\mathrm{i}}\right\rangle=\left(\prod_{n=1}^{N} \int_{\infty}^{\infty} d x_{n}\right)\left(\prod_{n=1}^{N+1}\left\langle x_{n}\right| \hat{U}\left(t_{n}, t_{n-1}\right)\left|x_{n-1}\right\rangle\right) \tag{2.5}
\end{equation*}
$$

whereby $x_{N+1}=x_{\mathrm{f}}$ and $x_{0}=x_{\mathrm{i}}$. In order to evaluate the term $\left\langle x_{n}\right| \hat{U}\left(t_{n}, t_{n-1}\right)\left|x_{n-1}\right\rangle$, a Hamiltonian of the form

$$
\begin{equation*}
\hat{H}=\frac{\hat{P}^{2}}{2 M}+\hat{V}(\hat{x}) \tag{2.6}
\end{equation*}
$$

is assumed, where $\hat{P}$ denotes the momentum operator, $M$ the particle mass and $\hat{V}$ the potential energy. Secondly one chooses the number of time slices sufficiently large such that the time evolution operator can be replaced by the series expansion of the exponential function and truncated after terms of the order $\mathcal{O}\left(\Delta t^{2}\right)$ or higher. For an infinitesimal time slice this procedure yields then the following expression

$$
\begin{equation*}
\left\langle x_{n}\right| \mathrm{e}^{-\frac{\mathrm{i}}{\hbar} \hat{H} \Delta t}\left|x_{n-1}\right\rangle=\left\langle x_{n}\right| \mathbf{1}\left|x_{n-1}\right\rangle-\left\langle x_{n}\right| \frac{\mathrm{i}}{\hbar} \hat{H} \Delta t\left|x_{n-1}\right\rangle+\mathcal{O}\left(\Delta t^{2}\right) . \tag{2.7}
\end{equation*}
$$

Eq. (2.7) leaves us then with three different terms that need to be evaluated in the coordinate representation:

$$
\begin{align*}
\left\langle x_{n} \mid x_{n-1}\right\rangle & =\delta\left(x_{n}-x_{n-1}\right)  \tag{2.8}\\
\left\langle x_{n}\right| \frac{\hat{P}^{2}}{2 M}\left|x_{n-1}\right\rangle & =\frac{1}{2 M}\left\langle x_{n}\right| \hat{P}^{2}\left|x_{n-1}\right\rangle  \tag{2.9}\\
\left\langle x_{n}\right| \hat{V}\left|x_{n-1}\right\rangle & =V\left(x_{n}\right) \delta\left(x_{n}-x_{n-1}\right) \tag{2.10}
\end{align*}
$$

While the coordinate representations of Eq. (2.8) and Eq. (2.10) can immediately be seen, the expression in Eq. (2.9) requires a bit more work. First a unity is inserted using the momentum operator's eigenbasis

$$
\begin{align*}
\left\langle x_{n}\right| \hat{P}^{2}\left|x_{n-1}\right\rangle & =\int_{-\infty}^{\infty}\left\langle x_{n}\right| \hat{P}^{2}\left|p_{n}\right\rangle\left\langle p_{n} \mid x_{n-1}\right\rangle d p_{n}  \tag{2.11}\\
& =\int p_{n}^{2}\left\langle x_{n} \mid p_{n}\right\rangle\left\langle p_{n} \mid x_{n-1}\right\rangle d p_{n} \tag{2.12}
\end{align*}
$$

Using the coordinate representation of the momentum eigenstates

$$
\begin{equation*}
\langle x \mid p\rangle=\frac{1}{\sqrt{2 \pi \hbar}} \mathrm{e}^{\frac{\mathrm{i}}{\hbar} p x}, \tag{2.13}
\end{equation*}
$$

Eq. (2.12) can be rewritten as

$$
\begin{equation*}
\left\langle x_{n}\right| \hat{P}^{2}\left|x_{n-1}\right\rangle=\frac{1}{2 \pi \hbar} \int p_{n}^{2} e^{\frac{i}{\hbar} p_{n}\left(x_{n}-x_{n-1}\right)} d p_{n} \tag{2.14}
\end{equation*}
$$

In the next step one uses the Fourier representation of the delta distribution

$$
\begin{equation*}
\delta\left(x-x^{\prime}\right)=\frac{1}{2 \pi \hbar} \int d p e^{\frac{i}{\hbar} p\left(x-x^{\prime}\right)}, \tag{2.15}
\end{equation*}
$$
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applies it to Eq. (2.8) and Eq. (2.10) and uses it in Eq. (2.7) and the following expression

$$
\begin{align*}
\left\langle x_{n}\right| \mathrm{e}^{-\frac{i}{\hbar} \hat{H} \Delta t}\left|x_{n-1}\right\rangle & =\frac{1}{2 \pi \hbar} \int d p_{n}\left(1-\left(\frac{p_{n}^{2}}{2}+V\left(x_{n}\right)\right) \frac{\mathrm{i}}{\hbar} \Delta t\right) e^{\frac{i}{\hbar} p\left(x_{n}-x_{n-1}\right)}  \tag{2.16}\\
& =\frac{1}{2 \pi \hbar} \int d p_{n} e^{\frac{\mathrm{i}}{\hbar}\left(p_{n}\left(x_{n}-x_{n-1}\right)-\left(\frac{p_{n}^{2}}{2}+V\left(x_{n}\right)\right) \Delta t\right)} \tag{2.17}
\end{align*}
$$

is obtained. The propagator in Eq. (2.1) can therefore be written as

$$
\begin{equation*}
\left\langle x_{\mathrm{f}}, t_{\mathrm{f}} \mid x_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle \approx\left(\prod_{n=1}^{N} \int_{-\infty}^{\infty} d x_{n}\right)\left(\prod_{n=1}^{N+1} \int_{-\infty}^{\infty} \frac{d p_{n}}{2 \pi \hbar}\right) \exp \left(\frac{\mathrm{i}}{\hbar} \mathcal{S}_{N}\right) \tag{2.18}
\end{equation*}
$$

with $\mathcal{S}_{N}$ defined as

$$
\begin{equation*}
\mathcal{S}_{N}=\sum_{n=1}^{N+1}\left[p_{n}\left(x_{n}-x_{n-1}\right)-\left(\frac{p_{n}^{2}}{2}+V\left(x_{n}\right)\right) \Delta t\right] . \tag{2.19}
\end{equation*}
$$

The symbol $\approx$ in Eq. (2.18) accounts for the fact that the continuum limit of $N \rightarrow \infty$ and $\Delta t \rightarrow 0$ has not been taken yet. In order to get an equivalent formulation for the propagator the continuum limit in Eq. (2.18) needs to be performed. This leads to the Feynman path integral in phase space

$$
\begin{align*}
\left\langle x_{\mathrm{f}}, t_{\mathrm{f}} \mid x_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle= & \lim _{\substack{N \rightarrow \infty \\
\Delta t \rightarrow 0}}\left(\prod_{n=1}^{N} \int_{-\infty}^{\infty} d x_{n}\right)\left(\prod_{n=1}^{N+1} \int_{-\infty}^{\infty} \frac{d p_{n}}{2 \pi \hbar}\right) \exp \left(\frac{\mathrm{i}}{\hbar} \mathcal{S}_{N}\right) \\
& =\int \mathcal{D} p \int \mathcal{D} x e^{\frac{\mathrm{i}}{\hbar} \mathcal{S}[x(t), p(t)]} \tag{2.20}
\end{align*}
$$

whereby the action $\mathcal{S}$ in phase space becomes in the continuum limit a functional of the following form:

$$
\begin{equation*}
\mathcal{S}[x(t), p(t)]=\int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} d t\left(p(t) \frac{d x}{d t}-\frac{1}{2} p(t)^{2}-V(x(t))\right) \tag{2.21}
\end{equation*}
$$

Now there is one $p_{n}$-integral more than for the integration over $x_{n}$. This is a consequence of the fact that the endpoints of the paths are kept fixed in position space but no restrictions on $p_{\mathrm{i}}$ or $p_{\mathrm{f}}$ appear in the derivation. However, one can
further simplify the expression in Eq. (2.20) by integrating out the momenta. Before taking the continuum limit one first has to complete the squares for $\mathcal{S}_{N}$ in Eq. (2.19). This yields

$$
\begin{equation*}
\mathcal{S}_{N}=\sum_{n=1}^{N+1}\left[-\frac{\Delta t}{2 M}\left(p_{n}-\frac{x_{n}-x_{n-1}}{\Delta t}\right)^{2}+\frac{M \Delta t}{2}\left(\frac{x_{n}-x_{n-1}}{\Delta t}\right)^{2}-\Delta t V\left(x_{n}\right)\right] \tag{2.22}
\end{equation*}
$$

The integration over the momenta in Eq. (2.18) can now be performed using Fresnel formulas [22]. This gives

$$
\begin{equation*}
\frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} d p_{n} \exp \left(-\frac{\mathrm{i} \Delta t}{2 M \hbar}\left(p_{n}-\frac{x_{n}-x_{n-1}}{\Delta t}\right)^{2}\right)=\sqrt{\frac{M}{2 \pi \hbar \mathrm{i} \Delta t}} \tag{2.23}
\end{equation*}
$$

Using this result the final expression for the path integral in configuration space yields

$$
\begin{equation*}
\left\langle x_{\mathrm{f}}, t_{\mathrm{f}} \mid x_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle \approx\left(\frac{M}{2 \pi \mathrm{i} \hbar \Delta T}\right)^{\frac{N+1}{2}} \prod_{n=1}^{N} \int_{-\infty}^{\infty} \mathrm{e}^{\frac{\mathrm{i}}{\hbar} \mathcal{S}_{N}} d x_{n} \tag{2.24}
\end{equation*}
$$

where $\mathcal{S}_{N}$ is now the remaining sum

$$
\begin{equation*}
\mathcal{S}_{N}=\sum_{n=1}^{N+1}\left[\frac{M \Delta t}{2}\left(\frac{x_{n}-x_{n-1}}{\Delta t}\right)^{2}-\Delta t V\left(x_{n}\right)\right] \tag{2.25}
\end{equation*}
$$

In the continuum limit the path integral can now be written as

$$
\begin{equation*}
\left\langle\mathbf{x}_{\mathrm{f}}, t_{\mathrm{f}} \mid \mathbf{x}_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle=\int_{x\left(t_{\mathrm{i}}\right)=\mathbf{x}_{\mathbf{i}}}^{x\left(t_{\mathrm{f}}\right)=\mathbf{x}_{\mathrm{f}}} \mathcal{D} x(t) e^{\frac{i}{\hbar} S[x(t)]} \tag{2.26}
\end{equation*}
$$

whereby the integration symbol $\mathcal{D} x$ is defined as

$$
\begin{equation*}
\int \mathcal{D} x(t) \equiv \lim _{\substack{N \rightarrow \infty \\ \Delta t \rightarrow 0}}\left(\frac{M}{2 \pi \mathrm{i} \hbar \Delta t}\right)^{\frac{N+1}{2}}\left(\prod_{n=1}^{N} \int_{-\infty}^{\infty} d x_{n}\right) \tag{2.27}
\end{equation*}
$$
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Figure 2.1: The red lines represent the possible paths in configuration space with a fixed beginning and end point $\mathbf{x}_{f}$ and $\mathbf{x}_{\mathrm{i}}$. Each path is weighted by a phase factor which is given by the path's action $\mathcal{S}[x(t)]$.
and $\mathcal{S}_{N}$ becomes in the continuum limit the familiar action functional that appears in the Langrangian formulation of classical mechanics,

$$
\begin{equation*}
\mathcal{S}[x(t)]=\int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}\left[\frac{1}{2} m \dot{x}(t)^{2}-V(x(t))\right] d t \tag{2.28}
\end{equation*}
$$

with $x\left(t_{\mathrm{i}}\right)=x_{\mathrm{i}}$ and $x\left(t_{\mathrm{f}}\right)=x_{\mathrm{f}}$. So in order to get the probability amplitude of a particle going from $x_{\mathrm{i}}$ to $x_{\mathrm{f}}$ in time $t_{\mathrm{f}}-t_{\mathrm{i}}$ one has to sum of over all possible paths in configuration space, while the amplitude $\exp (\mathrm{i} / \hbar \mathcal{S})$ of each path is given by its action $\mathcal{S}$ as illustrated in Figure 2.1. The Feynman path integral expression in Eq. (2.26) is essentially a generalization of the action principle from classical mechanics to quantum theory. It is important to emphasize that this path integral representation of the quantum mechanical propagator is completely equivalent to the description of quantum mechanics in the Schrödinger picture. Even though the Feynman path integral formalism reveals its biggest advantages in the context of quantum field theory one can still choose to use it as a representation for the non-relativistic propagator because it allows for a semiclassical approximation in a natural and much easier fashion than otherwise possible in the Schrödinger picture.

### 2.2 Semiclassical Approximation

In the previous section the path integral representation of the non-relativistic Schrödinger propagator has been introduced. However, there exist only a few physical systems for which the path integral can be computed exactly. In the most general case this is only possible for systems with a Lagrangian up to quadratic order. Higher order terms in the Lagrangian are usually treated perturbatively as in the case of quantum electrodynamics [23]. However, this thesis focuses on the semiclassical treatment of the path integral expression in Eq. (2.29) via a saddle point approximation and neglects terms which go beyond second order. Extending the one-dimensional formulation of the previous section to an arbitrary $D$-dimensional system gives

$$
\begin{equation*}
\left\langle\mathbf{x}_{\mathrm{f}}, t_{\mathrm{f}} \mid \mathbf{x}_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle=\int \mathcal{D} \mathbf{x} \mathrm{e}^{\frac{\mathrm{i}}{\hbar} \mathcal{S}[\mathbf{x}(t)]} \tag{2.29}
\end{equation*}
$$

with $\mathbf{x}(t)$ containing the $D$ coordinates of an arbitrary path at time $t$. Let's first recall the classical limit of $\hbar \rightarrow 0$ in order to get an intuitive understanding of the procedure. It is known from the correspondence principle that the classical behavior of a quantum system should resurface if one looked at it on a macroscopic length or energy scale. In the context of the path integral this means that as one moves to larger and larger length scales, $\hbar$ appears to be smaller and smaller and in the limit of $\hbar \rightarrow 0$ the amplitudes are heavily oscillating and canceling each other by interference. Only paths with a slowly varying phase $\mathcal{S} / \hbar$ are still contributing to the integral in that limit. Thus the paths which leave the action functional stationary describe the classical behavior. This gives the following condition

$$
\begin{align*}
\delta \mathcal{S} & =0  \tag{2.30}\\
& \Rightarrow \frac{\partial \mathcal{L}}{\partial \mathbf{x}}-\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{\mathbf{x}}}=0  \tag{2.31}\\
& \Rightarrow M \ddot{\mathbf{x}}=-\nabla V(\mathbf{x}) . \tag{2.32}
\end{align*}
$$

The variation of $\mathcal{S}$ gives the Euler-Lagrange equations and if a Lagrangian of the form $\mathcal{L}=(1 / 2) M \dot{\mathbf{x}}^{2}-V(\mathbf{x})$ is assumed one gets, as expected, Newton's equation of motion in Eq. (2.32). If quantum corrections to the classical behavior ought to


Figure 2.2: All possible paths are parameterized as deviations from the classical solution $\mathbf{x}(t)=\mathbf{x}_{\mathrm{cl}}(t)+\delta \mathbf{x}(t)$.
be included one first parameterizes the path as

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{\mathrm{cl}}(t)+\delta \mathbf{x}(t) \tag{2.33}
\end{equation*}
$$

with $\mathbf{x}_{\mathrm{cl}}(t)$ being the solution to Eq. (2.32) and $\delta \mathbf{x}$ deviations from the classical path which satisfy the boundary conditions $\delta \mathbf{x}\left(t_{\mathrm{i}}\right)=\delta \mathbf{x}\left(t_{\mathrm{f}}\right)=0$ as depicted in Figure 2.2. In a next step $\mathcal{S}$ is expanded in powers of these fluctuations which yields

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{\mathrm{cl}}+\int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \frac{\delta \mathcal{S}}{\delta \mathbf{x}(t)} \delta \mathbf{x}(t) d t+\frac{1}{2} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \frac{\delta^{2} \mathcal{S}}{\delta \mathbf{x}(t) \delta \mathbf{x}\left(t^{\prime}\right)} \delta \mathbf{x}(t) \delta \mathbf{x}\left(t^{\prime}\right) d t+\mathcal{O}\left(\delta x(t)^{3}\right) \tag{2.34}
\end{equation*}
$$

Since possible paths are expanded around the classical solution the functional derivative in the second term of Eq. (2.34) vanishes. If one truncates after the quadratic term and assumes again the standard form for the Lagrangian $\mathcal{L}=$
$1 / 2 M \dot{\mathbf{x}}^{2}-V(\mathbf{x})$ one obtains for the quadratic term

$$
\begin{equation*}
\frac{1}{2} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \frac{\delta^{2} \mathcal{S}}{\delta \mathbf{x}(t) \delta \mathbf{x}\left(t^{\prime}\right)} \delta \mathbf{x}(t) \delta \mathbf{x}\left(t^{\prime}\right) d t=\int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}\left(\frac{M}{2}\left(\frac{\partial \delta \mathbf{x}}{\partial t}\right)^{2}-\delta \mathbf{x}(t) \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{\mathrm{cl}}(t)\right) \delta \mathbf{x}(t)\right) d t \tag{2.35}
\end{equation*}
$$

Given this result one can now move from an integration over all possible paths $\mathcal{D} \mathbf{x}$ to an integration over all deviations from the classical path such that the path integral in Eq. (2.29) can be written as

$$
\begin{align*}
\left\langle\mathbf{x}_{\mathrm{f}}, t_{\mathrm{f}} \mid \mathbf{x}_{\mathrm{i}}, t_{\mathrm{i}}\right\rangle & \approx \mathrm{e}^{\frac{\mathrm{i}}{\hbar} \mathcal{S}_{\mathrm{cl}}} \int \mathcal{D} \delta \mathbf{x}(t) \mathrm{e}^{\frac{\mathrm{i}}{\hbar} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}\left(\frac{M}{2}\left(\frac{d \delta \mathrm{x}}{d t}\right)^{2}-\frac{1}{2} \delta \mathbf{x}(t) \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{\mathrm{cl}}(t)\right) \delta \mathbf{x}(t)\right) d t}  \tag{2.36}\\
& =\mathrm{e}^{\frac{\mathrm{i}}{\hbar} \mathcal{S}_{\mathrm{cl}}} F_{\mathrm{SC}}\left(\mathbf{x}_{\mathrm{f}}, \mathbf{x}_{\mathrm{i}}, t_{\mathrm{f}}-t_{\mathrm{i}}\right) . \tag{2.37}
\end{align*}
$$

So in order to evaluate the semiclassically approximated propagator, the classical solution and the second derivatives of the potential along the classical path have to be determined. The first term of Eq. (2.37) describes the classical contribution to the transition amplitude while the second term $F_{\text {SC }}$ describes quantum corrections up to second order to the classical solution. From now on these corrections will be referred to as quantum fluctuations and $F_{\mathrm{SC}}$ is called the fluctuation factor. Since the evaluation of $F_{\mathrm{SC}}$ is principally one of the main objectives of this thesis it is skipped in this section as it will be dealt with in much greater detail in subsequent chapters. It is important to notice however, that no matter which method is chosen the required information stays unaltered, meaning every approach to evaluate $F_{\text {SC }}$ always requires at least the second derivatives of the potential along the classical solution.

### 2.3 The Path Integral and Quantum Statistics

One of the key benefits of the Feynman path integral formulation of quantum mechanics is, that it has not only an interesting but also very helpful connection to statistical physics. Throughout this thesis the relationship between the partition function in the canonical ensemble and the path integral representation of the nonrelativistic Schrödinger propagator in imaginary time will be continuously used.
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This unified view of quantum theory and statistical mechanics allows to apply various methods which emerged in the context of quantum field theory and apply them to the computation of partition functions. For these reasons the basics of the different statistical ensembles and the description of mixed quantum states are briefly reviewed.

### 2.3.1 The Microcanonical Ensemble

The microcanonical ensemble describes a system which is completely isolated from the surrounding environment. Hence there is no exchange of energy or particles possible. It is often referred to as the $N V E$ ensemble since the macroscopic properties of the system, namely the number of particles $N$, the volume $V$ and the energy $E$ are kept constant. Since the occupation of microstates of the same energy is assumed to be uniform in the microcanonical ensemble, the probability $\rho\left(E_{n}\right)$ of finding the system in a particular state for a given energy $E_{n}$ is given by

$$
\begin{equation*}
\rho\left(E_{n}\right)=\frac{1}{\nu\left(E_{n}\right)}, \tag{2.38}
\end{equation*}
$$

whereby $\nu(E)$ describes the number of states that share the same energy and therefore is called microcanonical partition function or density of states. In mathematical terms this means $\nu(E)$ is given by the following expression

$$
\begin{equation*}
\nu\left(E_{n}\right)=\sum_{E_{n} \leq E \leq E_{n}+\Delta E} 1 . \tag{2.39}
\end{equation*}
$$

Eq. (2.39) counts all the system's microstates which have an energy $E_{n}$ that lies within the interval $\left[E_{n}, E_{n}+\Delta E\right]$ with $\Delta E$ being an infinitesimal energy shift.

### 2.3.2 The Canonical Ensemble

The canonical ensemble describes a physical system which is in thermal equilibrium with its surrounding environment. Since it is not an isolated system it can exchange heat and the total energy of the system is not conserved any longer. This ensemble is also called the $N V T$ ensemble since the macroscopic properties of the system namely the number of particles $N$, volume $V$ and the temperature $T$ are constant.

For such a system the probability of finding a microstate at an energy $E_{n}$ is given by

$$
\begin{equation*}
\rho\left(E_{n}\right)=\frac{e^{-\beta E_{n}}}{\sum_{j} \nu\left(E_{j}\right) e^{-\beta E_{j}}}, \tag{2.40}
\end{equation*}
$$

where $\beta=\frac{1}{k_{B} T}$ with $k_{B}$ being the Boltzmann constant and $\nu(E)$ is the microcanonical partition function or density of states from Eq. (2.39). The expression in the denominator in Eq. (2.40) which acts as normalization is called the canonical partition function $\mathcal{Q}$.

$$
\begin{equation*}
\mathcal{Q}=\sum_{j=0}^{\infty} \nu\left(E_{j}\right) e^{-\beta E_{j}} \tag{2.41}
\end{equation*}
$$

The microcanonical partition function can can be written in a continuous form for $\nu(E)=\sum_{j} \delta\left(E-E_{j}\right)$ such that the canonical partition function

$$
\begin{equation*}
\mathcal{Q}=\int_{-\infty}^{\infty} \nu(E) e^{-\beta E} d E \tag{2.42}
\end{equation*}
$$

appears as the Laplace transform of the microcanonical parition function. The fact that one can switch from microcanonical to the canonical ensemble via a Laplace transform is an important result which will be used repeatedly in subsequent chapters.

### 2.3.3 The Grand Canonical Ensemble

The grand canonical ensemble is like the canonical ensemble in thermal equilibrium but it allows in addition to the exchange of heat the exchange of particles with the environment. It is often referred to as the $\mu V T$ ensemble as instead of the number of particles the chemical potential $\mu$ is conserved. The chemical potential describes the amount of energy that is released or absorbed due to a change of the particle number $N$. The grand canonical partition function is given as

$$
\begin{equation*}
\mathcal{Q}_{G}=\sum_{i} \nu\left(E_{i}\right) \mathrm{e}^{-\beta\left(E_{i}-\mu N_{i}\right)} . \tag{2.43}
\end{equation*}
$$
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The grand canonical ensemble is mentioned here for completeness but it is of no significance for the remaining part of the thesis and will therefore not be discussed any further.

### 2.3.4 Quantum Statistics

In order to describe a quantum system in a specific ensemble one has to apply the fundamental rules of statistical physics to quantum mechanics. The combination of both can be called statistical quantum mechanics. The combination of both theories can be illustrated by the following example. Let's say a quantum system is prepared to be in the quantum state $\left|\Psi_{\mathrm{i}}\right\rangle$ at time $t_{\mathrm{i}}$ and one wants to calculate the probability amplitude $A_{\mathrm{i} \rightarrow \mathrm{j}}$ of finding the system in another quantum state $\left|\Psi_{\mathrm{j}}\right\rangle$ at a later time $t_{\mathrm{j}}$. Then $A_{\mathrm{i} \rightarrow \mathrm{j}}$ is given by

$$
\begin{equation*}
A_{\mathrm{i} \rightarrow \mathrm{j}}=\left\langle\Psi_{\mathrm{j}}\right| \exp \left(-\frac{\mathrm{i}}{\hbar} \hat{H}\left(t_{\mathrm{j}}-t_{\mathrm{i}}\right)\right)\left|\Psi_{\mathrm{i}}\right\rangle . \tag{2.44}
\end{equation*}
$$

But what if one does not know in which quantum state the system is in at $t_{\mathrm{i}}$. In that case one first has to choose a statistical ensemble which then provides the probability of finding the system in a certain state. So there is the inherent probabilistic nature of quantum mechanics that follows from the Copenhagen interpretation and in addition to that the classical probability of finding a quantum system in a certain initial state which is given by the corresponding statistical ensemble. This leads to the definition of the density operator [24]

$$
\begin{equation*}
\hat{\rho}=\sum_{i} \omega_{i}\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}\right|, \quad 0 \leq \omega_{i} \leq 1 \tag{2.45}
\end{equation*}
$$

The density operator, also called the density matrix, contains the probability $\omega_{i}$ of finding the system in the pure state $\left|\Psi_{i}\right\rangle$. Therefore the sum of those probabilities must be equal to $1, \sum_{i} \omega_{i}=1$. In the formalism of quantum statistics the expectation value of an operator $\hat{A}$ is then given by

$$
\begin{equation*}
\langle\hat{A}\rangle=\frac{1}{\mathcal{Q}} \operatorname{tr}(\hat{A} \hat{\rho}), \tag{2.46}
\end{equation*}
$$

and the partition function of a system is given by the trace of the corresponding density operator $\hat{\rho}$

$$
\begin{equation*}
\mathcal{Q}=\operatorname{tr}(\hat{\rho}) \tag{2.47}
\end{equation*}
$$

Given the previous definitions in subsections 2.3.1 to 2.3 .3 the different density operators for the three different ensemble are defined in the following way:

- Microcanonical ensemble

$$
\begin{equation*}
\hat{\rho}_{M}=\delta(E-\hat{H}) \tag{2.48}
\end{equation*}
$$

- Canonical ensemble

$$
\begin{equation*}
\hat{\rho}_{C}=\mathrm{e}^{-\beta \hat{H}} \tag{2.49}
\end{equation*}
$$

- Grand canonical ensemble

$$
\begin{equation*}
\hat{\rho}_{G}=\mathrm{e}^{-\beta(\hat{H}-\mu \hat{N})} \tag{2.50}
\end{equation*}
$$

### 2.4 Path Integral Representation of the Partition Function

The definition of the density operator in section 2.3.4 makes it easy to find a path integral representation of the partition function. First one starts with the partition function in the canonical ensemble. Following Eq. (2.47) one gets

$$
\begin{equation*}
\mathcal{Q}=\operatorname{tr}\left(\mathrm{e}^{-\beta \hat{H}}\right) . \tag{2.51}
\end{equation*}
$$
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Now if the trace was taken in the eigenbasis of $\hat{H}$ such that $\hat{H}|n\rangle=E_{n}|n\rangle$ one would get the familiar result

$$
\begin{align*}
\mathcal{Q} & =\sum_{n}\langle n| \mathrm{e}^{-\beta \hat{H}}|n\rangle  \tag{2.52}\\
& =\sum_{n} \mathrm{e}^{-\beta E_{n}} . \tag{2.53}
\end{align*}
$$

However, this requires knowledge of the full spectrum of the Hamiltonian. In order to obtain a path integral expression the trace has to be taken in the position representation such that

$$
\begin{equation*}
\mathcal{Q}=\int\langle\mathbf{x}| \mathrm{e}^{-\beta \hat{H}}|\mathbf{x}\rangle d \mathbf{x} \tag{2.54}
\end{equation*}
$$

The expression in Eq. (2.54) looks similar to the Schrödinger propagator for a quantum particle starting and ending at the same position $|\mathbf{x}\rangle$. In fact it is equal, if $\beta$ is replaced with $\mathrm{i}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right) / \hbar$ such that

$$
\begin{equation*}
\langle\mathbf{x}| \mathrm{e}^{-\beta \hat{H}}|\mathbf{x}\rangle=\left.\langle\mathbf{x}| \mathrm{e}^{-\frac{\mathrm{i}}{\hbar} \hat{H}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)}|\mathbf{x}\rangle\right|_{\left(t_{\mathrm{f}}-\mathrm{t}_{\mathrm{i}}\right)=-\mathrm{i} \hbar \beta} \tag{2.55}
\end{equation*}
$$

So if one takes the Schrödinger propagator and performs a transformation from real time $t$ to imaginary time $\tau=-\mathrm{i} \hbar t$ one obtains an expression for the canonical partition function for which then the path integral expression for the propagator in Eq. (2.26) can be used. This yields

$$
\begin{align*}
\mathcal{Q}_{k} & =\left.\int d \mathbf{x}\langle\mathbf{x}| \mathrm{e}^{-\frac{i}{\hbar} \hat{H}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)}|\mathbf{x}\rangle\right|_{\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)=-\mathrm{i} \hbar \beta}  \tag{2.56}\\
& =\int d \mathbf{x} \int \mathcal{D} \mathbf{x}(\tau) \mathrm{e}^{-\mathcal{S}_{E}[x(\tau)]} \tag{2.57}
\end{align*}
$$

The transformation from real to imaginary time is called a Wick rotation [25]. By moving the time axis to the complex plane one first has to realize the changes to
the action functional $\mathcal{S}$. Under a Wick rotation it becomes

$$
\begin{equation*}
\left.\frac{\mathrm{i}}{\hbar} \mathcal{S}\right|_{\left(t_{\mathrm{f}}-t i\right)-\mathrm{i} \hbar \beta}=-\underbrace{\int_{0}^{\beta \hbar}\left(\frac{M}{2} \frac{d \mathbf{x}^{2}}{d \tau}+V(\mathbf{x}(\tau))\right) d \tau}_{\mathcal{S}_{E}} \tag{2.58}
\end{equation*}
$$

The change from real to imaginary time has two crucial consequences. First the new action functional $\mathcal{S}_{E}$, called the Euclidean action, has a change in the sign of the potential energy. Secondly $\mathcal{S}$ becomes entirely imaginary which leads to an entirely real exponential factor with which each path is weighted. It is also worth mentioning that unlike the path integral in real time, the Euclidean path integral has a rigorous mathematical definition as integration against a Wiener measure [26]. The term Euclidean has it origins in the context of quantum field theory where switching from real to imaginary time changes the space-time geometry from a Minkowski to a Euclidean metric. This can simply be illustrated in the following way. If the path is generalized to be a function of a set of independent parameters $x^{\mu}$ one gets

$$
\begin{equation*}
\int \mathcal{D} \Phi\left(x^{\mu}\right) \mathrm{e}^{\frac{\mathrm{i}}{\hbar} S\left[\Phi\left(x^{\mu}\right)\right]}, S=\int \mathcal{L}\left(\Phi, \partial_{\mu} \Phi, x^{\mu}\right) d x^{\mu} \tag{2.59}
\end{equation*}
$$

with the action functional $\mathcal{S}$ now being a $\mu$-dimensional integral over the Lagrangian density $\mathcal{L}$. The integral in Eq. (2.59) is an integration over all possible configurations of the field $\Phi$. Since quantum field theory is a relativistic theory one has a 4-dimensional space time with the following Minkowski metric

$$
\begin{equation*}
d s^{2}=-(c d t)^{2}+d x^{2}+d y^{2}+d z^{2} \tag{2.60}
\end{equation*}
$$

Due to the Wick rotation the real time increment becomes $d t=-\mathrm{i} d \tau$ and the Minkowski metric is turned into a Euclidean metric

$$
\begin{equation*}
d s^{2}=c^{2} d \tau^{2}+d x^{2}+d y^{2}+d z^{2} \tag{2.61}
\end{equation*}
$$

The path integral in Eq. (2.57) is therefore simply a special case of a one-dimensional field theory in which $\Phi\left(x^{0}=\tau\right)=\mathbf{x}(\tau)$ is parameterized by one independent variable $\tau$. This is the reason why quantum mechanics is often referred to as a field
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theory in $0+1$ dimension. This admittedly rather abstract view of quantum mechanics will become very useful later on as one can use techniques which were developed in the context of a $3+1$ dimensional quantum field theory in order to render divergent partition functions finite.

In the case of the microcanonical partition function $\nu(E)$ one has to take the trace of the density operator $\hat{\rho}_{m}$ which gives

$$
\begin{equation*}
\nu(E)=\int\langle\mathbf{x}| \delta(E-\hat{H})|\mathbf{x}\rangle d \mathbf{x} \tag{2.62}
\end{equation*}
$$

Now in order to get a path integral expression for Eq. (2.62) one uses the Fourier representation of the delta distribution such that

$$
\begin{align*}
\nu(E) & =\int\langle\mathbf{x}| \frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{\mathrm{i}}{\hbar}(\hat{H}-E)} d T|\mathbf{x}\rangle d \mathbf{x}  \tag{2.63}\\
& =\frac{1}{2 \pi \hbar} \int \mathrm{e}^{\frac{\mathrm{i}}{\hbar} E T} \int\langle\mathbf{x}| \mathrm{e}^{-\frac{i}{\hbar} \hat{H} T}|\mathbf{x}\rangle d \mathbf{x} d T  \tag{2.64}\\
& =\frac{1}{2 \pi \hbar} \int d T \oint \mathcal{D} \mathbf{x} \mathrm{e}^{\frac{i}{\hbar} \mathcal{W}} . \tag{2.65}
\end{align*}
$$

The expression for $\nu(E)$ in Eq. (2.65) is an integral over all closed paths with a real time period $T$ where each path has a phase factor which is given by the so-called Hamilton-Jacobi or shortened action $\mathcal{W}$ [27]

$$
\begin{align*}
\mathcal{W} & =\int_{0}^{T}\left(\frac{M}{2} \dot{\mathbf{x}}^{2}-V(\mathbf{x})+E\right) d t  \tag{2.66}\\
& =\int_{0}^{T}\left(\frac{M}{2} \dot{\mathbf{x}}^{2}-V(\mathbf{x})+\frac{M}{2} \dot{\mathbf{x}}^{2}+V(\mathbf{x})\right) d t  \tag{2.67}\\
& =\int_{0}^{T} M \dot{\mathbf{x}}^{2} d t=\int \mathbf{p}(\mathbf{x}) d \mathbf{x} \tag{2.68}
\end{align*}
$$

which is simply given by the momentum integrated along the path. Unlike in the canonical case where only paths are considered that have the same imaginary period $T=-\mathrm{i} \hbar \beta$ but can vary in $E$, in this case $E$ is kept fixed and the real time period of the paths is unrestricted. The expressions for the microcanonical partition function in Eq. (2.65) as well the canonical partition function in Eq. (2.57)
are exact. The semiclassical approximations can principally be done as explained in section 2.2 and will be dealt with extensively in chapters 4 and 5 .

### 2.5 Summary

The Feynman path integral representation of the Schrödinger propagator can be derived using the time slicing approximation. The exact evaluation of the path integral is generally only possible in systems with a Lagrangian that contains no terms higher than second order. Therefore a semiclassical approximation scheme is used in which the path integral is approximated via a steepest descent integration which only takes into account contributions from the classical path and their quantum corrections up to second order. Through the use of the density operator from statistical quantum mechanics and the transformation from real to imaginary time an expression for the canonical partition function in terms of the Schrödinger propagator and consequently a path integral representation can be found. Analogously a path integral representation for the microcanonical partition function can be defined by using the Fourier representation of the microcanonical density operator. These provide the basic tools which are needed in order to formulate a canonical and microcanonical instanton theory which is done in chapters 4 and 5.

2 The Feynman Path Integral and Quantum Statistics

## 3 Transition State Theory

Transition state theory (TST) is one of earliest theoretical frameworks that was developed in the 1930's mainly by Henry Eyring, Michael Polanyi and Meredith Evans [12] in order to compute chemical reaction rate constants. A widely used expression to determine rate constants is the Arrhenius equation [13]

$$
\begin{equation*}
k(\beta)=A \mathrm{e}^{-\beta E_{a}}, \tag{3.1}
\end{equation*}
$$

where $E_{a}$ is the activation energy of the reaction and $A$ is a pre-factor which is specific to each individual reaction. However, before the advent of TST, $A$ and $E_{a}$ had to be determined empirically. TST allowed for the first time to determine these two factors from fundamental mechanistic and statistical considerations. Fundamentally TST provides a conceptual framework in order to understand chemical reactivity qualitatively as well as quantitatively. The concepts used in TST, like the notion of a potential energy surface (PES) or a dividing surface are also the basis of instanton theory. Therfore in this chapter the basic concepts of TST are reviewed. The focus lies on a formulation of TST in configuration space since throughout this thesis only systems with Hamiltonians of the form $H=T+V$ with $T$ being the kinetic energy and $V$ the potential energy are investigated. Only in these cases the first-order saddle point of the Hamiltonian is related to the first-order saddle point of the potential. This would not be the case for example if magnetic interactions were taken into account [28].

### 3.1 Potential Energy Surface

One of the key concepts used in TST is the notion of a potential energy surface (PES). It describes the energy of the system dependent on the position of the
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system's atoms. It was first proposed by Ren Marcelin in 1913 [29] and is to this day one of the key tools which enable the analysis of molecular geometries and chemical reaction dynamics. The concept of the PES is tightly linked to the Born-Oppenheimer approximation. In order to obtain the energy function $E(\mathbf{R})$, whereby $\mathbf{R}$ is a vector that contains the positions of the nuclei, one has to solve the molecular Schrödinger equation

$$
\begin{equation*}
\hat{H}_{\mathrm{m}} \Psi(\tilde{\mathbf{r}}, \mathbf{R})=E \Psi(\tilde{\mathbf{r}}, \mathbf{R}) \tag{3.2}
\end{equation*}
$$

The wave function $\Psi(\tilde{\mathbf{r}}, \mathbf{R})$ describes the molecule's quantum state dependent on the position of the nuclei as well as the position of the electrons $\tilde{\mathbf{r}}$. The molecular Hamiltonian for a system with $N$ nuclei and $n$ electrons is given by

$$
\begin{equation*}
\hat{H}_{\mathrm{m}}=\hat{T}_{\mathrm{nuc}}+\hat{T}_{\mathrm{el}}+\hat{V}_{\mathrm{ee}}+\hat{V}_{\mathrm{NN}}+\hat{V}_{\mathrm{en}} \tag{3.3}
\end{equation*}
$$

whereby the terms

$$
\begin{equation*}
\hat{T}_{\mathrm{nuc}}=-\sum_{j=1}^{N} \frac{\hbar^{2}}{2 M_{j}} \nabla_{j}^{2}, \quad \hat{T}_{\mathrm{el}}=-\sum_{i=1}^{n} \frac{\hbar^{2}}{2 m_{e}} \nabla_{i}^{2} \tag{3.4}
\end{equation*}
$$

describe the kinetic energy of the nuclei and electrons and the terms

$$
\begin{equation*}
\hat{V}_{\mathrm{NN}}=\frac{q_{0}}{4 \pi \varepsilon_{0}} \sum_{j<J} \frac{Z_{j} Z_{J}}{\left|\vec{R}_{j}-\vec{R}_{J}\right|}, \quad \hat{V}_{\mathrm{ee}}=\frac{q_{0}}{4 \pi \varepsilon_{0}} \sum_{i<I} \frac{1}{\left|\vec{r}_{i}-\vec{r}_{I}\right|} \tag{3.5}
\end{equation*}
$$

the interaction of the nuclei and the electrons among themselves. The final term describes the interaction of the electrons with the nuclei

$$
\begin{equation*}
\hat{V}_{\mathrm{en}}=-\frac{q_{0}}{4 \pi \varepsilon_{0}} \sum_{i, j} \frac{Z_{j}}{\left|\vec{r}_{i}-\vec{R}_{j}\right|}, \tag{3.6}
\end{equation*}
$$

where $Z$ is the atomic number of the $j^{\text {th }}$ - atom, $q_{0}$ the elementary charge and $\epsilon_{0}$ the constant for electric vacuum permittivity. Since a solution to Eq. (3.2) becomes increasingly difficult for higher dimensional systems due to an exponential increase in computational effort the Born-Oppenheimer approximation [30] is used, which separates the movement of the electrons from the movement of the nuclei. This is
possible since the mass of a proton is much larger than the mass of an electron, yet the electromagnetic force acts equally on both. This leads to a relatively large inertia of the nuclei in comparison to the electrons. The separation leads to the following ansatz for the molecular wave function

$$
\begin{equation*}
\Psi(\tilde{\mathbf{r}}, \mathbf{R})=\phi(\tilde{\mathbf{r}}, \mathbf{R}) \chi(\mathbf{R}), \tag{3.7}
\end{equation*}
$$

which leads to different equations. One Schrödinger equation for the electronic energies $E(\mathbf{R})$

$$
\begin{equation*}
\left(\hat{T}_{\mathrm{el}}+\hat{V}_{e e}+\hat{V}_{N N}+\hat{V}_{e n}\right) \phi(\tilde{\mathbf{r}}, \mathbf{R})=E(\mathbf{R}) \phi(\tilde{\mathbf{r}}, \mathbf{R}) \tag{3.8}
\end{equation*}
$$

and the corresponding Schrödinger equation for the energies $E_{\text {nuc }}$ of the nuclei

$$
\begin{equation*}
\left(\hat{T}_{N N}+E(\mathbf{R})\right) \chi(\mathbf{R})=E_{\mathrm{nuc}} \chi(\mathbf{R}) . \tag{3.9}
\end{equation*}
$$

Eq. (3.8) is then solved for different sets of the nuclei positions $\mathbf{R}$ and consequently a energy surfaces $E(\mathbf{R})$ for the electronic energies can be obtained. In the case of a reaction of $N$ atoms one obtains a $3 N$-dimensional surface in which every point on the PES represents a specific configuration of the molecule's nuclei. This is a key result since a fundamental principle of TST is to describe the progress of a chemical reaction as the movement of a single pseudoparticle in this 3 N dimensional configuration space which is equivalent to the movement of $N$ particles in 3-dimensional real space.

### 3.2 Transition State Theory in Configuration Space

As mentioned in section 3.1 one can describe the progress of a chemical reaction as the movement of a pseudoparticle on a multidimensional PES. The question of whether a reaction is likely to happen can therefore theoretically be answered by directly calculating the dynamics of the system. First an initial state is chosen then the dynamics of the system starting from that initial state is calculated and the time is determined after which it ends up in the region of the PES, which represents the possible reaction products. This process then needs to be repeated
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for all possible initial states and the reaction rate constant $k$ can then be obtained from the sum of all inverse times $t_{i}^{-1}$

$$
\begin{equation*}
k=\sum_{i=1}^{N} \frac{1}{t_{i}} \tag{3.10}
\end{equation*}
$$

where $N$ is the number of possible initial states and $t_{i}$ the time until it reaches the product region. However, since the number of initial states can be infinitely large and the calculation of the dynamics (classical or quantum) is computationally very demanding, TST offers an alternative and very efficient way. In configuration space one can write the system's Hamiltonian in mass weighted coordinates in the following way

$$
\begin{equation*}
H(\mathbf{r}, \mathbf{p})=\frac{\mathbf{p}^{2}}{2}+V(\mathbf{r}) \tag{3.11}
\end{equation*}
$$

where $\mathbf{r}$ describes the position of the pseudoparticle in mass weighted coordinates, $\mathbf{p}$ its momentum in mass weighted coordinates and $V(\mathbf{r})$ is the electronic potential obtained from Eq. (3.8). The next step is to define a so-called dividing surface which separates the reactant side from the product side. In case of a $D$-dimensional configuration space the dividing surface is a $D-1$-dimensional hyper surface. Furthermore one can define a function $s(\mathbf{r})$ which has to fulfill the following requirements:

$$
s(\mathbf{r})= \begin{cases}s(\mathbf{r})<0 & \text { On the reactand side }  \tag{3.12}\\ s(\mathbf{r})=0 & \text { On the dividing surface } \\ s(\mathbf{r})>0 & \text { On the product side }\end{cases}
$$

Using $s(\mathbf{r})$ one can now construct a flux-function $\mathcal{F}$ [31]

$$
\begin{equation*}
\mathcal{F}(\mathbf{r}, \mathbf{p}):=\frac{d}{d t} \Theta(s(\mathbf{r}))=\delta(s(\mathbf{r})) \frac{\partial s}{\partial \mathbf{r}} \mathbf{p} \tag{3.13}
\end{equation*}
$$

where $\Theta$ is the Heaviside step function. The definition in Eq (3.13) begins to make sense if $\mathcal{F}$ is integrated for a given particle trajectory $\mathbf{r}(t)$ which yields [31]

$$
\begin{align*}
\int_{-\infty}^{\infty} \mathcal{F}(\mathbf{r}, \mathbf{p}) d t & =\int_{\text {initial }}^{\text {final }} d \Theta(s(\mathbf{r}))  \tag{3.14}\\
& = \begin{cases}+1 & \text { Reaction from reactant to product } \\
-1 & \text { Reaction from product to reactant } \\
0 & \text { Otherwise }\end{cases}
\end{align*}
$$

So the time integral over the flux function gives either a positive contribution of +1 if the trajectory $\mathbf{r}(t)$ ends up on the products side at $t \rightarrow \infty$, a negative contribution of -1 if it starts on the product side and ends up on the reactant side or no contribution at all if the initial and final state are on the same side of the dividing surface. It therefore counts the number of elementary reactions from reactant to product and backwards. Now it is important to mention that a formulation of transition state theory in configuration space does not allow for the construction of a dividing surface in higher dimension which is completely free of recrossing and only based on the PES [32]. Such a dividing surface has principally to be constructed in full phase space.

### 3.3 Classical Rate Calculation

If one is interested in a thermal rate constant the thermal average of the flux function in Eq. (3.13) has to be calculated. If the reaction coordinate is assumed to be $r_{1}$ the rate constant $k(\beta)$ is given by [33]

$$
\begin{align*}
k(\beta) & =\frac{\iint_{p_{1}>0} \mathcal{F}(\mathbf{r}, \mathbf{p}) \mathrm{e}^{-\beta H(\mathbf{r}, \mathbf{p})} d \mathbf{p} d \mathbf{r}}{\iint \mathrm{e}^{-\beta H(\mathbf{r}, \mathbf{p})} d \mathbf{p} d \mathbf{r}}  \tag{3.15}\\
& =\frac{\iint_{p_{1}>0} \delta(s(\mathbf{r})) s^{\prime}(\mathbf{r}) p_{1} \mathrm{e}^{-\beta H(\mathbf{r}, \mathbf{p})} d \mathbf{p} d \mathbf{r}}{\iint \mathrm{e}^{-\beta H(\mathbf{r}, \mathbf{p})} d \mathbf{p} d \mathbf{r}} \tag{3.16}
\end{align*}
$$

Without loss of generality the coordinates are chosen such that the saddle point of the system is situated at $r_{1}=0$. A practical choice for $s(\mathbf{r})$ is $s=r_{1}$ such
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that $s^{\prime}(\mathbf{r})=1$. Since the Hamiltonian in mass weighted coordinates is given by Eq. (3.11) the integration over $p_{1}$ simply gives $1 / \beta$. Furthermore there is only a contribution from $r_{1}$ due to the delta distribution in the integral such that the thermal rate constant can be calculated as

$$
\begin{equation*}
k(\beta)=\frac{1}{\beta} \frac{\left.\iint \mathrm{e}^{-\beta H(\mathbf{r}, \mathbf{p})}\right|_{r_{1}=0} d p_{2} \ldots d p_{D} d r_{2} \ldots d r_{D}}{\iint \mathrm{e}^{-\beta H(\mathbf{r}, \mathbf{p})} d p_{1} \ldots d p_{D} d r_{1} \ldots d r_{D}} \tag{3.17}
\end{equation*}
$$

where the denominator is simply the classical partition function in the canonical ensemble.

In the microcanonical case the energy of the system is kept fixed and a rate constant, dependent on energy rather than temperature is computed. The microcanonical rate constant can be obtained via the same principle as in the canonical case. The expectation value of the flux in the microcanonical ensemble is given by

$$
\begin{equation*}
k(E)=\frac{\iint \mathcal{F}(\mathbf{r}, \mathbf{p}) \delta(E-H(\mathbf{r}, \mathbf{p})) d \mathbf{r} d \mathbf{p}}{\iint \delta(E-H(\mathbf{r}, \mathbf{p})) d \mathbf{r} d \mathbf{p}} \tag{3.18}
\end{equation*}
$$

The delta distribution can be represented as

$$
\begin{equation*}
\delta(E-H(\mathbf{r}, \mathbf{p}))=\lim _{\epsilon \rightarrow 0} \frac{1}{\sqrt{2 \pi \epsilon}} \mathrm{e}^{\frac{-(E-H(\mathbf{r}, \mathbf{p}))^{2}}{2 \epsilon}} \tag{3.19}
\end{equation*}
$$

In practice one might choose a small but finite value to be able to compute the expression in Eq. (3.19). Using this definition one obtains for $k(E)$

$$
\begin{equation*}
k(E)=\frac{\lim _{\epsilon \rightarrow 0} \iint \mathcal{F}(\mathbf{r}, \mathbf{p}) \mathrm{e}^{\frac{-(E-H(\mathbf{r}, \mathbf{p}))^{2}}{2 \epsilon}} d \mathbf{r} d \mathbf{p}}{\lim _{\epsilon \rightarrow 0} \iint \mathrm{e}^{\frac{-(E-H(\mathbf{r}, \mathbf{p}))^{2}}{2 \epsilon}} d \mathbf{r} d \mathbf{p}} \tag{3.20}
\end{equation*}
$$

whereby the denominator is the partition function in the microcanonical ensemble. So in summary, the rate constant of the reaction is simply the expectation value of the flux function defined in Eq. (3.13).

$$
\begin{equation*}
k=\langle\mathcal{F}\rangle . \tag{3.21}
\end{equation*}
$$

The expression in Eq. (3.21) is of special interest since it will allow for the formulation of a quantum mechanical version of transition state theory.

### 3.4 Quantum Transition State Theory

So far the movement of the pseudoparticle has been treated solely classically. If the particle starting in the reactant has not enough energy, it is not able to reach the transition state and move on to the reactant side. However, it is known, particularly in the case of light atoms, that tunneling can have significant effects and even be dominating at low energies. In these cases it is therefore necessary to formulate a quantum mechanical analogue of transition state theory.

### 3.4.1 S-Matrix

Instead of treating the movement of the pseudoparticle classically one can switch to a completely quantum mechanical treatment. This can easily be illustrated by looking at a very simple example of a one-dimensional potential energy barrier as shown in Figure 3.1. In order to calculate a rate one first needs to calculate the transmission coefficient. In this simple case it can be achieved easily by using the following ansatz for the wave functions outside the potential barrier

$$
\begin{align*}
& \Psi_{\mathrm{L}}(x)=A e^{i k x}+B e^{-i k x} \\
& \Psi_{\mathrm{R}}(x)=C e^{i k x}+D e^{-i k x} \tag{3.22}
\end{align*}
$$



Figure 3.1: Rectangular barrier in one dimension of width $a$ and height $V_{0}$
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with $k=\sqrt{2 m E / \hbar^{2}}$ and $\Psi_{\mathrm{R}}(x)$ being the wave function for the pseudoparticle coming from the right and $\Psi_{\mathrm{L}}(x)$ the wave function coming from the left. The transition overlap of the outgoing waves with the incoming waves can be written as

$$
\underbrace{\binom{B}{C}}_{\Psi_{\text {out }}}=\underbrace{\left(\begin{array}{ll}
S_{11} & S_{12}  \tag{3.23}\\
S_{21} & S_{22}
\end{array}\right)}_{\mathrm{S}} \underbrace{\binom{A}{D}}_{\Psi_{\text {in }}} .
$$

Eq. (3.23) shows that the transition overlap of the outgoing wave function $\Psi_{\text {out }}$ with the incoming wave function $\Psi_{\text {in }}$ is described by a linear relationship in which the S-Matrix completely describes the scattering properties of the potential [34]. In the simple case of a one-dimensional rectangular barrier the same ansatz for the wave function in Eq. (3.22) can be chosen with the boundary conditions $D=0$, $A=1$. By making use of the continuity requirement of the wave function and its derivatives at the respective boundaries of the potential one can determine the transmission and reflection coefficients analytically. A thermal rate constant can then be calculated by thermally averaging the transmission coefficient such that

$$
\begin{align*}
k(\beta) & =\frac{1}{2 \hbar \mathcal{Q}} \int T_{L}(E) \mathrm{e}^{-\beta E} d E  \tag{3.24}\\
& =\frac{1}{2 \hbar \mathcal{Q}} \int\left|S_{21}\right|^{2} \mathrm{e}^{-\beta E} d E \tag{3.25}
\end{align*}
$$

with $\mathcal{Q}$ being the canonical partition function of the reactant and $T_{L}(E)$ the transmission coefficient for the particle going from left to right. In order to extend the expression in Eq. (3.25) to a general multidimensional case the so-called cumulative reaction probability $P(E)$ is introduced [19]

$$
\begin{equation*}
P(E)=\sum_{J}(2 J+1) \sum_{n_{p}, n_{r}}\left|\mathbf{S}_{n_{p}, n_{r}}(E, J)\right|^{2} \tag{3.26}
\end{equation*}
$$

which is the result of averaging all cross sections where $n_{r}$ denotes the quantum number of the reactant state, $n_{p}$ the quantum number of the product sate and $J$ denotes the values of the total angular momentum. Since Eq. (3.26) is a cumulative probability it can in principle be bigger than one in the case of degenerate states.

Once $P(E)$ is obtained an expression for the microcanonical rate constant can be defined which is given by [35]

$$
\begin{equation*}
k(E)=\frac{1}{2 \pi \hbar} \frac{P(E)}{\nu_{\mathrm{r}}(E)}, \tag{3.27}
\end{equation*}
$$

where $\nu_{\mathrm{r}}(E)$ is the reactant's density of states. The thermal rate constant can then easily be obtained by thermally averaging $K(E)$ such that

$$
\begin{align*}
k(\beta) & =\frac{\int k(E) \nu_{\mathrm{r}}(E) \mathrm{e}^{-\beta E} d E}{\int \nu_{\mathrm{r}}(E) \mathrm{e}^{-\beta E} d E}  \tag{3.28}\\
& =\frac{1}{2 \pi \hbar \mathcal{Q}_{R S}} \int_{-\infty}^{\infty} P(E) \mathrm{e}^{-\beta E} d E \tag{3.29}
\end{align*}
$$

with $\mathcal{Q}_{\mathcal{R S}}$ being the partition function of the reactant.

### 3.4.2 Flux Operator

If Eq. (3.26) is used to calculate $P(E)$ one would have to solve the Schrödinger equation with the correct boundary conditions in order to obtain the full S-matrix first. However, since one is usually only interested in the rate constant rather than all the detailed information of each state to state interaction contained in the S-matrix, it should be possible to find a more efficient way of calculating $P(E)$. In fact this can be achieved by using the quantum mechanical analogue of the classical formulation of transition state theory which is also referred to as the quantum-fluxflux autocorrelation formalism [31]. Let's first introduce the classical expression for $P(E)$ and then transform it to its quantum mechanical form. The classical expression is as follows [36]

$$
\begin{equation*}
P_{\mathrm{cl}}(E)=\frac{1}{(2 \pi \hbar)^{D-1}} \iint \delta(E-H) \mathcal{F}(\mathbf{x}, \mathbf{p}) \xi(\mathbf{x}, \mathbf{p}) d \mathbf{p} d \mathbf{x} \tag{3.30}
\end{equation*}
$$

where $\mathcal{F}(\mathbf{x}, \mathbf{p})$ is the classical flux function from Eq. (3.13) and $\xi(\mathbf{x}, \mathbf{p})$ is the characteristic function which is supposed to ensure that there is only a contribution to the integral in Eq. (3.30) if the trajectory of the pseudoparticle crossing the dividing surface from reactant to the product side stays there at $t \rightarrow \infty$. So the
easiest choice for $\xi(\mathbf{x}, \mathbf{p})$ would be a function that is equal to 1 if the particle stays on the product site infinitely long and is equal to 0 else. Now in order to find a quantum mechanical expression for Eq. (3.30) a quantum mechanical analogue of the flux operator $\hat{\mathcal{F}}$ has to be constructed first. Let's start by remembering that in the Heisenberg picture the time derivative of an arbitrary operator $\hat{A}$ is given by

$$
\begin{equation*}
\frac{d}{d t} \hat{A}=\frac{\mathrm{i}}{\hbar}[\hat{H}, \hat{A}]+\frac{\partial \hat{A}}{\partial t} \tag{3.31}
\end{equation*}
$$

Taking the flux function $\mathcal{F}$ in Eq. (3.13) and turning it into an operator by using Eq. (3.31) yields

$$
\begin{equation*}
\hat{F}=\frac{d}{d t} \hat{\theta}(s(\hat{\mathbf{x}}))=\frac{\mathrm{i}}{\hbar}[\hat{H}, \hat{\theta}(s(\hat{\mathbf{x}}))] \tag{3.32}
\end{equation*}
$$

Furthermore the characteristic function can be written as [19]

$$
\begin{equation*}
\hat{\xi}(\mathbf{x}, \mathbf{p})=\int_{0}^{\infty} \frac{d \hat{\theta}(s(\hat{\mathbf{x}})}{d t} d t=\int_{0}^{\infty} \hat{F}(t) d t \tag{3.33}
\end{equation*}
$$

Now using Eq. (3.33), remembering that the quantum mechanical analogue to the phase space integration is taking the trace $(2 \pi \hbar)^{D} \iint d \mathbf{x} d \mathbf{p} \rightarrow \operatorname{Tr}$ and applying it to Eq. (3.30) yields the following expression

$$
\begin{equation*}
P(E)=2 \pi \hbar \operatorname{Tr}\left[\delta(E-\hat{H}) \hat{F} \int_{0}^{\infty} \hat{F}(t) d t\right] \tag{3.34}
\end{equation*}
$$

Since taking the trace is a linear operation and the time evolution of the flux operator in the Heisenberg picture is given by

$$
\begin{equation*}
\hat{F}(t)=\mathrm{e}^{\frac{\mathrm{i}}{\hbar} \hat{H} t} \hat{F} \mathrm{e}^{-\frac{i}{\hbar} \hat{H} t} \tag{3.35}
\end{equation*}
$$

one obtains

$$
\begin{equation*}
P(E)=\frac{1}{2}(2 \pi \hbar) \int_{-\infty}^{\infty} \operatorname{Tr}\left[\delta(E-\hat{H}) \hat{F} \mathrm{e}^{\frac{i}{\hbar} \hat{H} t} \hat{F} \mathrm{e}^{-\frac{i}{\hbar} \hat{H} t}\right] d t \tag{3.36}
\end{equation*}
$$

### 3.5 Quantum Rate Calculation

Since the operator $\mathrm{e}^{-\frac{i}{\hbar} \hat{H} t}$ can be replaced with $\mathrm{e}^{-\frac{i}{\hbar} E t}$ and the time integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i}(\hat{H}-E) t} d t=2 \pi \hbar \delta(E-\hat{H}) \tag{3.37}
\end{equation*}
$$

is the Fourier representation of the delta distribution, one arrives at the final expression for the cumulative reaction probability which was proposed by Miller in 1975 [19]:

$$
\begin{equation*}
P(E)=\frac{1}{2}(2 \pi \hbar)^{2} \operatorname{Tr}[\delta(E-\hat{H}) \hat{F} \delta(E-\hat{H}) \hat{F}] \tag{3.38}
\end{equation*}
$$

Notice that the expression Eq. (3.38) is in principle exact. It yields exactly the same result as Eq. (3.26) yet it does not require the calculation of the full S-Matrix.

### 3.5 Quantum Rate Calculation

If the flux operator $\hat{\mathcal{F}}$ is defined as

$$
\begin{equation*}
\hat{\mathcal{F}}=\hat{F} \int_{0}^{\infty} \mathrm{e}^{\frac{i}{\hbar} \hat{H} t} \hat{F} \mathrm{e}^{-\frac{i}{\hbar} \hat{H} t} d t \tag{3.39}
\end{equation*}
$$

the microcanoncical rate constant can be written analogously to Eq. (3.21) as the expectation value of $\hat{\mathcal{F}}$ in the microcanonical ensemble

$$
\begin{align*}
k(E) & =\frac{1}{2 \pi \hbar} \frac{P(E)}{\Gamma(E)}  \tag{3.40}\\
& =\frac{\operatorname{Tr}(\delta(E-\hat{H}) \hat{\mathcal{F}})}{\operatorname{Tr}(\delta(E-\hat{H}))}  \tag{3.41}\\
& =\langle\hat{\mathcal{F}}\rangle . \tag{3.42}
\end{align*}
$$

In order to obtain a thermal rate constant one can either Laplace transform $k(E)$ as in Eq. (3.25) or calculate the expectation value of $\hat{\mathcal{F}}$ directly in the canonical
ensemble

$$
\begin{align*}
k(\beta) & =\langle\hat{\mathcal{F}}\rangle  \tag{3.43}\\
& =\frac{\operatorname{Tr}\left(\mathrm{e}^{-\beta \hat{H}} \hat{\mathcal{F}}\right)}{\operatorname{Tr}\left(\mathrm{e}^{-\beta \hat{H}}\right)} . \tag{3.44}
\end{align*}
$$

However, the calculation of the trace of the operator $\hat{\mathcal{F}}$ remains computationally very demanding if it is treated fully quantum mechanically. One alternative is the use of instanton theory in order to compute a semiclassical approximation of the trace. Especially in chapter 5 when a microcanonical version of instanton theory is introduced the flux formalism becomes indispensable.

### 3.6 Summary

Transition sate theory offers a fundamental and conceptually very useful framework to understand chemical reactions from a microscopic and statistical perspective. It is mainly based on the Born-Oppenheimer approximation in which the movement of the nuclei is separated from the movement of the electrons and consequently a potential energy surface can be constructed which gives the electronic energies dependent on the positions of the nuclei. The progress of a reaction is then described as the movement of a pseudoparticle in that multidimensional effective potential. Rather then calculating the full dynamics of the system, a formulation of TST in configuration space allows for a rate constant calculation by defining a dividing surface which is related to the first order saddle point of the PES and the flux through it. In the classical formulation of TST the pseudoparticle is treated classically and therefore no quantum effects such as tunneling can be included. If the pseudoparticle is treated as a quantum particle it is possible to construct a quantum mechanical analogue of the flux function which in theory allows one to calculate an exact rate constant by calculating the expectation value of the flux operator without going through the hassle of obtaining the full S-Matrix. However, since an exact calculation of the quantum mechanical trace is computationally very demanding an approximation scheme, e.g. instanton theory, is usually required to

### 3.6 Summary

evaluate the trace and hence approximate the reaction rate constant.
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## 4 Canonical Instanton Theory

The term instanton first appeared in the context of quantum field theory where it is used to describe tunneling phenomena such as the semiclassical analysis of the decay of the false vacuum state [15]. In the most general definition an instanton is a solution to the classical equations of motion of a field theory on Euclidean space time with a non-zero and finite action [37]. In the context of reaction rate theory an instanton describes the dynamics of a chemical reaction at low temperature or low energy when tunneling is the dominant contributor to the rate constants. In this chapter the canonical formulation of instanton theory is introduced and the determinant method, which is currently the prevalent algorithm to compute the necessary quantities for the calculation of the rate constant, is presented.

### 4.1 Decay Rates and Complex Energies

The decay of a quantum state is fundamentally a time dependent phenomenon for which the calculation of a rate usually involves finding a solution to the time dependent Schrödinger equation $\mathrm{i} \hbar \partial_{t}|\Psi\rangle=\hat{H}|\Psi\rangle$ with the correct initial conditions. Another widely applied method is to describe the decay of such quasi-bound states by solving the stationary Schrödinger equation

$$
\begin{equation*}
\hat{H}^{\mathrm{eff}}|\Psi\rangle=E|\Psi\rangle, \quad E \in \mathbb{C} \tag{4.1}
\end{equation*}
$$

with a non-hermitian effective Hamiltonian $\hat{H}^{\text {eff }}$ which in principle allows for complex energies. The standard approach in this case would be to use a Hamiltonian of the following form [38]

$$
\begin{equation*}
\hat{H}_{n, n^{\prime}}^{\mathrm{eff}}=\hat{H}_{n, n^{\prime}}-\mathrm{i} \frac{1}{2} \Gamma_{n, n^{\prime}} \tag{4.2}
\end{equation*}
$$
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whereby $\hat{H}_{n, n^{\prime}}$ describes coupling among the $0^{\text {th }}$ order basis states in the reactant $|n\rangle$. The imaginary part $\Gamma_{n, n^{\prime}}$ is a small perturbation which describes the coupling to dissociative states. Using this approach one obtains the following energy eigenvalues

$$
\begin{equation*}
\hat{H}^{\mathrm{eff}}|n\rangle=\left(E_{n}^{r}-\mathrm{i} \frac{\hbar}{2} \gamma_{n}\right)|n\rangle . \tag{4.3}
\end{equation*}
$$

The real part $E_{n}^{r}$ describes the energy of the quasi-bound state in the reactant whereby $\gamma_{n}$ describes its decay rate. This can easily bee seen if one looks at the time evolved solution in the position representation

$$
\begin{equation*}
\Psi_{n}(x, t)=\Phi_{n}(x) e^{-\frac{i}{\hbar} E_{n} t} \tag{4.4}
\end{equation*}
$$

with $\Phi_{n}(x)=\langle x \mid n\rangle$ and calculates its probability density

$$
\begin{align*}
|\Psi(x, t)|^{2} & =\Phi(x) \Phi^{*}(x) \mathrm{e}^{-\frac{i}{\hbar}\left(E_{n}^{r}-\mathrm{i} \frac{\hbar}{2} \gamma_{n}\right) t} e^{\frac{i}{\hbar}\left(E_{n}^{r}+\mathrm{i} \frac{\hbar}{2} \gamma_{n}\right) t}  \tag{4.5}\\
& =|\Phi(x)|^{2} e^{-\gamma_{n} t} \tag{4.6}
\end{align*}
$$

The thermal rate constant can then simply be calculated by thermally averaging the different $\gamma_{n}$ and one arrives at

$$
\begin{equation*}
k(\beta)=\frac{\sum_{n} \gamma_{n} \mathrm{e}^{-\beta E_{n}}}{\sum_{n} \mathrm{e}^{-\beta E_{n}}} . \tag{4.7}
\end{equation*}
$$

Instead of determining each individual decay rate first and then thermally average them later one can directly calculate the thermal rate constant by invoking the imaginary F premise. It relates the imaginary part of the system's free energy $F$ to the thermal reaction rate constant $[16,39,40]$ as

$$
\begin{align*}
k(\beta) & =-\frac{2}{\hbar} \operatorname{Im} F=-\frac{2}{\hbar} \operatorname{Im}\left(-\frac{1}{\beta} \ln \mathcal{Q}\right)  \tag{4.8}\\
& =\frac{2}{\hbar \beta} \arctan \left(\frac{\operatorname{Im} \mathcal{Q}}{\operatorname{Re} \mathcal{Q}}\right)  \tag{4.9}\\
& \approx \frac{2}{\hbar \beta} \frac{\operatorname{Im} \mathcal{Q}}{\operatorname{Re} \mathcal{Q}} \quad \text { for } \operatorname{Im} \mathcal{Q} \ll \operatorname{Re} \mathcal{Q} \tag{4.10}
\end{align*}
$$

whereby $\mathcal{Q}$ is the system's canonical partition function. The task of calculating $k(\beta)$ is therefore reduced to finding the real and imaginary part of the partition function where the real part represents the partition function of the reactant state and the imaginary part the partition function of the transition state, respectively.

### 4.2 Semiclassical Approximation and the Instanton

The result in Eq. (4.10) is very useful because one can now easily find a path integral representation by applying the relationship between quantum mechanics and statistics as outlined in section 2.3. Taking the trace of the Boltzmann operator in the canonical ensemble gives

$$
\begin{align*}
\mathcal{Q} & =\int d \mathbf{x}\langle\mathbf{x}| \mathrm{e}^{-\beta \hat{H}}|\mathbf{x}\rangle  \tag{4.11}\\
& =\int d \mathbf{x} \int \mathcal{D} \mathbf{x}(\tau) \mathrm{e}^{-S_{E} / \hbar} \tag{4.12}
\end{align*}
$$

where $S_{E}$ is the Euclidean action for a $D$ - dimensional system in mass weighted coordinates

$$
\begin{equation*}
\mathcal{S}_{E}=\int_{0}^{\beta \hbar}\left(\frac{1}{2} \dot{\mathbf{x}}(\tau)^{2}+V(\mathbf{x}(\tau))\right) d \tau \tag{4.13}
\end{equation*}
$$

If the semiclassical approximation in section 2.2 is applied, the partition function becomes

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{SC}}(\beta)=\sum_{i} F_{\mathrm{SC}}^{i}(\mathbf{x}, \mathbf{x}, \beta) \mathrm{e}^{-S_{\mathrm{cl}}^{i}[\mathbf{x}] / \hbar} \tag{4.14}
\end{equation*}
$$

where $F_{\mathrm{SC}}^{i}(\mathbf{x}, \mathbf{x}, \beta)$ is the fluctuation factor of the $i^{\text {th }}$ solution that fulfils the classical equation of motion

$$
\begin{equation*}
\frac{d^{2} \mathbf{x}}{d \tau^{2}}=\nabla V(\mathbf{x}(\tau)) \tag{4.15}
\end{equation*}
$$
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Using Eq. (2.37) in imaginary time and mass weighted coordinates one gets

$$
\begin{equation*}
F_{\mathrm{SC}}^{i}(\mathbf{x}, \mathbf{x}, \beta)=\int \mathcal{D} \delta \mathbf{x}(\tau) \mathrm{e}^{-\frac{1}{\hbar} \int_{0}^{\beta \hbar}\left(\frac{1}{2}\left(\frac{d \delta \mathbf{x}}{d \tau}\right)^{2}+\frac{1}{2} \delta \mathbf{x}(\tau) \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{\mathrm{cl}}^{i}(\tau)\right) \delta \mathbf{x}(\tau)\right) d \tau} \tag{4.16}
\end{equation*}
$$

with $S_{\mathrm{cl}}^{i}$ being the corresponding Euclidean action of the $i^{\text {th }}$ solution. Due to the sign change in front of the potential the differential equation describes now the movement of the pseudoparticle in the upside down potential $-V(\mathbf{x})$ as depicted in Figure 4.1. Usually there can be two classical solutions found in the upside-down potential which fulfill Eq. (4.15). The trivial solution of a particle at rest for the time $\beta \hbar$, thus fulfilling $\ddot{\mathbf{x}}=0$ and a periodic solution moving back and forth as depicted in Figure 4.1. This periodic instanton solution is also referred to as the bounce trajectory. In this thesis the term instanton always refers to this bounce trajectory.

### 4.2.1 Evaluation of the Fluctuation Factor

Once an instanton has been located, Eq. (4.16) can be evaluated in the following way. First the kinetic term in the argument of the exponential function of the fluctuation factor in Eq. (4.16) can be partially integrated which yields

$$
\begin{equation*}
\int_{0}^{\beta \hbar} \frac{1}{2}(\delta \dot{\mathbf{x}})^{2} d \tau=\left.\frac{1}{2} \delta \mathbf{x} \delta \dot{\mathbf{x}}\right|_{0} ^{\beta \hbar}-\int_{0}^{\beta \hbar} \frac{1}{2} \delta \ddot{\mathbf{x}} \delta \mathbf{x} d t \tag{4.17}
\end{equation*}
$$

Since $\delta \mathbf{x}$ vanishes at $\tau=0$ and $\tau=\beta \hbar$ the action $\mathcal{S}_{E}$ in the exponential can be written as

$$
\begin{equation*}
\mathcal{S}_{E}=\int_{0}^{\beta \hbar} \frac{1}{2} \delta \mathbf{x}\left[-\frac{d^{2}}{d \tau^{2}}+V^{\prime \prime}(\mathbf{x}(\tau))\right] \delta \mathbf{x} d t \tag{4.18}
\end{equation*}
$$

In a second step the Euclidean action is represented in a normal mode expansion [22]. This is done be expressing the deviations $\delta \mathbf{x}$ as a linear combination of $y_{n}(\tau)$

$$
\begin{equation*}
\delta \mathbf{x}(\tau)=\sum_{n=0}^{\infty} \alpha_{n} y_{n}(\tau) \tag{4.19}
\end{equation*}
$$



Figure 4.1: The upper graph shows the original potential energy surface. The lower graph shows the upside-down potential in which the classical solutions have to be determined. The red line marks the instanton solution with period $\beta \hbar$ and the purple dot marks the trivial solution which is at rest during that time period.
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whereby $y_{n}(\tau)$ are the normalized and orthogonal eigenfunctions of the differential equation

$$
\begin{equation*}
\left(-\frac{d^{2}}{d \tau^{2}}+V^{\prime \prime}\left(\mathbf{x}_{\mathrm{cl}}\right)\right) y_{n}(\tau)=\lambda_{n} y_{n}(\tau) \tag{4.20}
\end{equation*}
$$

such that $\mathcal{S}_{E}$ becomes

$$
\begin{equation*}
\mathcal{S}_{E}=\frac{1}{2} \sum_{n=0}^{\infty} \lambda_{n} \alpha_{n}^{2} . \tag{4.21}
\end{equation*}
$$

This yields for the path integral expression for the fluctuation factor

$$
\begin{align*}
F_{\mathrm{SC}}(\mathbf{x}, \mathbf{x}, \beta) & =\int \mathcal{D} \delta \mathbf{x}(\tau) \exp \left(-\frac{1}{\hbar} \int_{0}^{\beta \hbar} \frac{1}{2} \delta \mathbf{x}\left[-\frac{d^{2}}{d \tau^{2}}+V^{\prime \prime}(\mathbf{x}(\tau))\right] \delta \mathbf{x} d t\right) \\
& =\mathcal{N}\left(\prod_{n=0}^{\infty} \frac{1}{\sqrt{2 \pi \hbar}}\right) \int \mathrm{e}^{-\frac{1}{\hbar} \frac{1}{2} \sum_{n=0}^{\infty} \lambda_{n} \alpha_{n}^{2}} d^{n} \alpha  \tag{4.22}\\
& =\mathcal{N} \prod_{n=0}^{\infty} \frac{1}{\sqrt{\lambda_{n}}}, \tag{4.23}
\end{align*}
$$

where $\mathcal{N}$ is a factor which stems from the Jacobian which relates the normal mode measure to the integration measure over $\delta \mathbf{x}$. Explicit knowledge of the value of $\mathcal{N}$ is not necessary since usually only the ratios of fluctuation factors in which the term $\mathcal{N}$ cancels out are of interest. It is important to keep in mind that the integrals in Eq. (4.23) only converge for $\lambda_{n}>0, \forall n$. However, in general the eigenvalue spectrum is not positive definite. Since the instanton is a saddle point of the Euclidean action it has one negative eigenvalue. Furthermore, there are additional zero- valued eigenvalues which are connected to symmetries of the system. However, one can handle these potentially divergent contributions in a physically sensible manner, if the following methods are applied

### 4.2.2 Treatment of the Zero Eigenvalue Mode

If Eq. (4.23) is supposed to be used in order to calculate $F_{\text {SC }}$ for the instanton one inevitably encounters the following divergent integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{e}^{-\frac{1}{2 \hbar} \lambda_{0} \alpha_{0}^{2}} d \alpha_{0}=\frac{1}{\sqrt{2 \pi \hbar}} \int_{-\infty}^{\infty} d \alpha_{0} \rightarrow \infty, \lambda_{0}=0 \tag{4.24}
\end{equation*}
$$

In order to render this diverging expression finite one has to look at the physical origin of its infinity. The action of a closed orbit is invariant with respect to the choice of the starting and end point, as $\mathrm{x}^{\prime}=\mathrm{x}^{\prime \prime}=\mathrm{x}$. This means that any solution at time $\tau$ contributes as much as any other solution at time $\tau^{\prime}$. It is this continuous translational symmetry in time which leads to an overcounting of the same physical state infinitely many times. This is a familiar problem that appears often in the context of quantum field theories since it is usually not possible in the path integral representation to obtain unambiguous, non-singular solutions when a gauge symmetry is present. In this context it is possible to modify the action by introducing so-called ghost fields that break the gauge symmetry [41]. They are merely a computational tool to preserve unitarity but they do not correspond to any real particle states. Depending on the chosen gauge for a system the formulation of ghosts can vary, yet the same physical results must be obtained with any particular chosen gauge. In this case on can apply a gauge fixing mechanism known as the Faddeev-Popov method [41] to render the expression in Eq. (4.24) finite. This yields the following, well behaved expression [22]

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi \hbar}} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{1}{2 \hbar} \lambda_{0} \alpha_{0}^{2}} d \alpha_{0}=\sqrt{\frac{\mathcal{W}}{2 \pi \hbar}} \int_{0}^{\beta \hbar} d \tau=\sqrt{\frac{\mathcal{W}}{2 \pi \hbar}} \beta \hbar \tag{4.25}
\end{equation*}
$$

where $\mathcal{W}$ is the shortened action in mass weighted coordinates $\mathcal{W}=\int \dot{\mathbf{x}}^{2} d \tau$. The exact gauge fixing procedure in this particular case can be seen in detail in Ref. 22.

### 4.2.3 Treatment of the Negative Eigenvalue Mode

Another divergent contribution is caused by a negative eigenvalue. This eigenvalue occurs due to the fact that the instanton solution is a saddle point of the Euclidean
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action functional

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi \hbar}} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{1}{2 \hbar} \lambda_{-1} \alpha^{2}} d \alpha \rightarrow \infty, \quad \lambda_{-1}<0 . \tag{4.26}
\end{equation*}
$$

The integral in Eq. (4.26) is clearly divergent, if integrated over the real numbers. However, one can perform an analytical continuation into the complex plane and obtain the following finite expression [14]

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi \hbar}} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{1}{2 \hbar} \lambda_{-1} \alpha_{0}^{2}} d \alpha=\frac{\mathrm{i}}{2} \frac{1}{\sqrt{\left|\lambda_{-1}\right|}} \tag{4.27}
\end{equation*}
$$

The factor $1 / 2$ is a consequence of the fact that one is only interested in reactions which propagate in the direction of the product region as the backward reaction does not contribute. The proper analytic continuation of the integral in Eq. (4.26) can be seen in full detail in Ref. 22.

### 4.3 Thermal Rate Calculation

Using the expression in Eq. (4.14) the canonical partition function is

$$
\begin{equation*}
\mathcal{Q}_{k}^{\mathrm{SC}}(\beta)=F_{\mathrm{RS}} \mathrm{e}^{-S_{\mathrm{RS}} / \hbar}+\mathrm{i} F_{\text {Inst }} \mathrm{e}^{-S_{\text {Inst }} / \hbar} \tag{4.28}
\end{equation*}
$$

where $\mathrm{i} F_{\text {inst }}$ is the fluctuation factor of the instanton. It is entirely imaginary due to the analytic continuation. The term $S_{\text {Inst }}$ describes the instanton's Euclidean action, $S_{\mathrm{RS}}$ the action of the reactant state and $F_{\mathrm{RS}}$ its corresponding fluctuation factor. Using the imaginary $F$ premise of Eq. (4.10) and the above result for the semiclassical approximation for the partition function one obtains for the thermal rate constant

$$
\begin{equation*}
k(\beta)=\frac{2}{\hbar \beta} \frac{\operatorname{Im} \mathcal{Q}}{\operatorname{Re} \mathcal{Q}}=\frac{2}{\hbar \beta} \frac{F_{\text {Inst }} \mathrm{e}^{-S_{\text {Inst }} / \hbar}}{F_{\mathrm{RS}} \mathrm{e}^{-S_{\mathrm{RS}} / \hbar}} . \tag{4.29}
\end{equation*}
$$

For the final expression one simply has to plug in the expression for $F_{\mathrm{SC}}^{i}$ from Eq. (4.23) including the finite expression for the instanton's divergent contributions in Eq. (4.24) and Eq. (4.26). One obtains for a $D$-dimensional system the following
final expression for the rate constant

$$
\begin{equation*}
k(\beta)=\sqrt{\frac{\mathcal{W} P}{2 \pi \beta \hbar^{2}}} \frac{1}{\sqrt{\mid \lambda_{-1}^{\mathrm{Inst} \mid}}} \frac{\left[\prod_{i=1}^{D P-2} \frac{1}{\sqrt{\left|\lambda_{i}^{\mathrm{Inst} \mid}\right|}}\right.}{\left[\prod_{j=1}^{D P} \frac{1}{\sqrt{\left|\lambda_{j}^{\mathrm{RS}}\right|}}\right]} \mathrm{e}^{\frac{1}{\hbar}\left(-S_{\mathrm{Inst}}+S_{\mathrm{RS}}\right)} \tag{4.30}
\end{equation*}
$$

where $P$ is the number of discrete points at which the instanton is evaluated. In this context $P$ is often referred to as the number of images as every coordinate of the instanton in configuration space corresponds to a certain configuration of the system's nuclei. In principle the instanton can be found by integrating the classical equations of motion with the right initial conditions.

In practice, however, it is located by searching stationary points of the discretized Euclidean action functional for the periodic instanton orbit

$$
\begin{align*}
S_{E} & =\sum_{i=1}^{P} \frac{1}{2} \frac{\left(\mathbf{x}_{i}-\mathbf{x}_{i-1}\right)^{2}}{\Delta \tau}+V\left(\mathbf{x}_{i}\right) \Delta \tau  \tag{4.31}\\
& =F\left(x_{1,1}, \ldots x_{1, D}, x_{2,1}, \ldots, x_{i, j}, \ldots x_{P, D}\right) \tag{4.32}
\end{align*}
$$

whereby $S_{E}$ is in mass weighted coordinates, $\Delta \tau=\beta \hbar / P, \mathbf{x}_{i}=\left(x_{i, 1}, \ldots, x_{i, P}\right)^{T}$ and $i \in[1, \ldots, P]$ and $j \in[1, \ldots, D]$. In $D$ dimensions and with $P$ discretized points the discretized action functional therefore becomes a function of $D P$ variables. The instanton is then located by finding the roots of

$$
\begin{align*}
\mathbf{0} & =\nabla_{\mu} F, \quad \mu \in[1, \ldots, P D]  \tag{4.33}\\
& =\left(2 \mathbf{x}_{i}-\mathbf{x}_{i-1}-\mathbf{x}_{i+1}\right) \frac{1}{\Delta \tau}+\frac{\partial V}{\partial \mathbf{x}_{i}} \Delta \tau, i \in[1, \ldots, P] \tag{4.34}
\end{align*}
$$

Finding the zeros of Eq. (4.34) can nowadays efficiently be done by using a truncated Newton search [18] which is available in the DL-FIND software package [42] and which is used in all subsequent instanton calculations. The eigenvalues for the calculation of the fluctuation factor are then calculated by diagonalizing the
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discretized operator

$$
\left(-\partial_{\tau}^{2}+V^{\prime \prime}[\mathbf{x}(\tau)]\right) \Rightarrow\left(\begin{array}{cccccc}
\mathbf{K}_{1} & -\mathbf{I} & 0 & \cdots & \cdots & -\mathbf{I}  \tag{4.35}\\
-\mathbf{I} & \ddots & -\mathbf{I} & \ddots & \cdots & 0 \\
0 & -\mathbf{I} & \mathbf{K}_{i} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{K}_{i+1} & -\mathbf{I} & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & -\mathbf{I} \\
-\mathbf{I} & 0 & \cdots & \cdots & -\mathbf{I} & \mathbf{K}_{P}
\end{array}\right),
$$

where $\mathbf{K}_{i}=2 \mathbf{I}+\Delta \tau^{2} \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{i}\right)$ and $\mathbf{I}$ is a $D$-dimensional unit matrix. Thus in order to calculate the rate constant one first has to locate the instanton by finding the roots of Eq. (4.34) and afterwards diagonalizing the discretized matrix representation of the operator in Eq. (4.35). This requires Hessians of each image. Figure 4.2 shows schematically the expected result of the rate constant calculation using canonical instanton theory. At first it is important to notice that canonical instanton theory is only applicable for temperatures below the so-called crossover temperature $T_{c}$. This is due to the fact that the instanton's period becomes shorter and shorter with increasing temperature until it collapses to a point at $T_{c}$. At high temperatures the pseudoparticle is essentially moving in a harmonic oscillator with the curvature $\omega_{\mathrm{TS}}^{2}$ given by the negative eigenmode at the transition state structure. Since the period of an harmonic oscillator is given by $\frac{2 \pi}{\omega}$ this gives for the crossover temperature

$$
\begin{align*}
\beta_{c} \hbar & =\frac{2 \pi}{\omega_{\mathrm{TS}}}  \tag{4.36}\\
T_{c} & =\frac{\hbar \omega_{\mathrm{TS}}}{2 \pi k_{B}} . \tag{4.37}
\end{align*}
$$

The crossover temperature can be seen as indication at which temperature tunneling contributions start to become important. Furthermore, Figure 4.2 shows an overestimation of the thermal rate constant of the instanton calculation when compared to the exact result close to $T_{c}$. The exact reasons for this overestimation are discussed in greater detail in chapter 5 as they become obvious when the expression for the canonical rate constant is derived via a stationary phase approximation of the corresponding expression in the microcanonical ensemble.


Figure 4.2: Schematic Arrhenius plot of the rate constant calculation for an Eckart barrier using canonical instanton theory. The dotted blue line represents the classical TST result which does not include tunneling. The dashed black line is the result of the instanton calculation. The red line represents the exact quantum solution.

### 4.4 Summary

In order to determine the thermal rate constant one first has to locate the instanton, a periodic orbit on the upside-down potential energy surface. This is done via a truncated Newton search [18] in order to find a saddle point of the discretized Euclidean action functional. Once the instanton has been found the fluctuation factor, which represents the contributions from second order quantum corrections, is calculated by diagonalizing the discrete representation of the operator in Eq. (4.35). The obtained eigenvalue spectrum contains one negative eigenvalue and and a zero eigenvalue due to the instanton's time translational symmetry. Thus, making the fluctuation factor appear divergent. However, these divergent terms can be handled in a physically sensible manner and be rendered finite by means of analytic continuation and use of the Faddeev Popov method [41]. The calculation of $k(\beta)$ via canonical instanton theory is fundamentally limited to temperatures below the crossover temperature $T_{c}$ which marks the temperature below which tunneling contributions become dominant. The accuracy of the calculation that one might hope to achieve at best, using this semiclassical approach, is to obtain a rate constant which is in the right order of magnitude compared to a full quantum mechanical calculation.
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While canonical instanton theory is nowadays a widespread approach to calculate thermal rate constants below $T_{c}$ it has also limitations which make its use impractical in a variety of different reactions. For example in the case of bi-molecular reactions that take place in the gas phase, the assumption of thermal equilibrium is sometimes not justified. In these circumstances one might be interested in a reaction rate constant $k(E)$ which describes the rate of a reaction dependent on the (collision)-energy of the system rather than the temperature. This corresponds to a formulation of instanton theory in the microcanonical ensemble. Furthermore, it is possible to obtain thermal rate constants from microcanonical rate constants via a Laplace transform and subsequently obtain rate constants at all temperatures above and below $T_{c}$ naturally [43]. Lastly, it is possible to remedy the overestimation of the thermal rate constant close to $T_{c}$ caused by the direct canonical calculation, if one calculates microcanonical rate constants first and thermally averages them afterwards. In this chapter the basic concept of microcanonical instanton theory is introduced and its current formulation, which heavily relies on the calculation of so-called stability parameters, is reviewed. Like the previous chapter 4 this chapter is meant to be an overview of the current formulation of microcanonical instanton theory.

### 5.1 Decay of the False Ground State

As mentioned before in section 4.1 the decay of a metastable state can be described by an imaginary part of its energy $E$. If one defines the energy to be $E=E_{\mathrm{Re}}+$ $\mathrm{i} E_{\mathrm{Im}}$, one obtains for the wave function of the metastable state

$$
\begin{equation*}
\Psi_{0}(\mathrm{x}) \mathrm{e}^{-\mathrm{i} \frac{E^{\frac{E}{h}} t}{\hbar}}=\Psi_{0}(\mathrm{x}) \mathrm{e}^{-\mathrm{i} \frac{E_{\mathrm{R}} \mathrm{R}}{\hbar} t} \mathrm{e}^{\frac{E_{\mathrm{m}}}{\hbar} t}=\Psi_{0}(\mathrm{x}) \mathrm{e}^{-\mathrm{i} \frac{E_{\mathrm{Re}} t}{\hbar}} \mathrm{e}^{-\frac{\gamma}{2} t} \tag{5.1}
\end{equation*}
$$
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such that $\gamma$ describes the decay rate of the state

$$
\begin{equation*}
\int\left|\Psi_{0}(\mathbf{x})\right|^{2} d \mathbf{x}=\mathrm{e}^{-\gamma t} \tag{5.2}
\end{equation*}
$$

Let's take the simple example of a one-dimensional potential as depicted in Figure 5.1 and estimate the complex energy. This can simply be done by looking at the


Figure 5.1: Schematic plot of a quartic potential with the ground state energy $E_{0}$ marked by the dashed line and the corresponding instanton solution by the dotted line.
transmission amplitude of a particle localized at $x=a$ for a very large time interval $T=t_{\mathrm{f}}-t_{\mathrm{i}} \ggg 1$,

$$
\begin{equation*}
\left\langle a, t_{\mathrm{f}}\right| \mathrm{e}^{-\frac{i}{\hbar} \hat{H}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)}\left|a, t_{\mathrm{i}}\right\rangle . \tag{5.3}
\end{equation*}
$$

If one performs a Wick rotation and moves to Euclidean time such that $\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)=$ $-\mathrm{i} \tau$, one obtains for large $\tau$

$$
\begin{equation*}
\langle a| \mathrm{e}^{-\hat{H} \tau / \hbar}|a\rangle \sim \Psi_{0} \Psi_{0}^{*} \mathrm{e}^{-E_{\mathrm{Re}} \tau / \hbar} \mathrm{e}^{-\mathrm{i} \frac{\gamma}{2} \tau} . \tag{5.4}
\end{equation*}
$$

If the amplitude in Eq. (5.4) is then approximated with the instanton solution of the particle going from $a$ to $a$ in an infinitely long time interval $\tau \rightarrow \infty$ in the upside-down potential as shown by the red line in Figure 5.1, the semiclassical approximation of the amplitude becomes [22]

$$
\begin{equation*}
\langle a| \mathrm{e}^{-\hat{H} \tau / \hbar}|a\rangle_{\mathrm{SC}}=\sqrt{\frac{\omega}{\pi \hbar}} \mathrm{e}^{-\frac{\omega}{2} \tau} \exp \left(\sqrt{\frac{\mathcal{W}}{2 \pi \hbar}} \sqrt{\left.\frac{\prod_{i=1}^{N} \lambda_{i}^{\mathrm{RS}}}{\prod_{i=1}^{N-2} \lambda_{i}^{\text {Inst }}} \frac{\mathrm{i}}{2} \frac{\tau}{\sqrt{\left|\lambda_{-1}\right|}} \mathrm{e}^{-\mathcal{W} / \hbar}\right) . . . . . .}\right. \tag{5.5}
\end{equation*}
$$

The expression in Eq. (5.5) now enables us to identify the metastable state's energy $E_{0}$ by comparing the arguments of the exponential functions in Eq.(5.4) and Eq.(5.5) so that one obtains

$$
\begin{equation*}
E_{0}=\frac{\hbar \omega}{2}-\mathrm{i} \frac{\hbar}{2} \sqrt{\frac{\mathcal{W}}{2 \pi \hbar}} \sqrt{\frac{\prod_{i=1}^{N} \lambda_{i}^{\mathrm{RS}}}{\prod_{i=1}^{N-2} \lambda_{i}^{\text {Inst }}}} \frac{1}{\sqrt{\left|\lambda_{-1}\right|}} \mathrm{e}^{-\mathcal{W} / \hbar} \tag{5.6}
\end{equation*}
$$

with $\omega^{2}$ being the curvature of the potential at point $a$. This is a very important result because one can immediately see that the energy of the classical solution that is needed in order to determine the decay rate of the ground state is not equal to the ground state energy itself but equal to $V(a)$. Furthermore, the ground state's decay rate was obtained by taking the low temperature limit of $\beta \rightarrow \infty$ of the canonical expression in which only the contribution of the ground state remains. If one was interested in all the decay rates for all possible energies, one would have to find all the poles of the trace of the fixed energy propagator as in Eq. (2.62)

$$
\begin{align*}
G(E) & =\operatorname{Tr}(\delta(\hat{H}-E))  \tag{5.7}\\
& =\frac{1}{2 \pi \hbar} \int \mathrm{e}^{\frac{\mathbf{i}}{\hbar} E T} \int\langle\mathbf{x}| \mathrm{e}^{-\frac{i}{\hbar} \hat{H} T}|\mathbf{x}\rangle d \mathbf{x} d T \tag{5.8}
\end{align*}
$$

where $E=E_{\operatorname{Re}}-\mathrm{i} \hbar \gamma / 2$ has a small imaginary part $\gamma$ such that $\gamma \ll E_{\mathrm{Re}}$. Unlike in the canonical ensemble in which only closed paths of a fixed time interval $T$ (or in

Euclidean time $i T=\beta \hbar$ ) but all possible energies are permitted, in this case one has to sum over all closed paths of a fixed energy $E$, but different time periods $T$ are taken into account. An exact quantum mechanical treatment of $G(E)$ would for example require solving the Schrödinger equation or make use of the path integral formalism for the propagator in Eq. (5.8) and evaluate the path integral. Since neither of these methods allow for an exact solution in the case of more complex multidimensional systems, nor is a numerical treatment feasible for more than a few degrees of freedom, one has to approximate the trace of $G(E)$. Fortunately, the path integral representation of $G(E)$ enables a semiclassical treatment which will be used in the following section and heavily relies on the works of Gutzwiller [44,45] and Miller [19, 31, 46].

### 5.2 Flux Formalism in the Microcanonical Ensemble

In chapter 4 the formulation of instanton theory in the canonical ensemble was introduced via the imaginary $F$ premise. However, one can equivalently use the flux formalism in which the thermal rate constant would be given by the flux operator as defined in Eq. (3.32).

$$
\begin{equation*}
k(\beta)=\langle\mathcal{F}\rangle=\frac{\operatorname{Tr}\left(\hat{\mathcal{F}}^{-\beta \hat{H}}\right)}{\operatorname{Tr}\left(\mathrm{e}^{-\beta \hat{H}}\right)} \tag{5.9}
\end{equation*}
$$

One can show that the flux formalism is equivalent to the imaginary $F$ premise [47]. However, in order to get a semiclassical approximation of the rate constant via instanton theory for the microcanonical case, one has to make use of the flux formalism as described earlier in section 3.4.2. The microcanonical rate constant $k(E)$ is given in Eq. (3.40) as

$$
\begin{align*}
k(E) & =\langle\mathcal{F}\rangle=\frac{\operatorname{Tr}(\mathcal{F} \delta(\hat{H}-E))}{\operatorname{Tr}(\delta(\hat{H}-E))}  \tag{5.10}\\
& =\frac{1}{2 \pi \hbar} \frac{P(E)}{\nu(E)} . \tag{5.11}
\end{align*}
$$

The cumulative reaction probability $P(E)$ as shown in section 3.5 is given by the trace of the product of the flux operator and the microcanonical density operator.

$$
\begin{equation*}
P(E)=2 \pi \hbar \operatorname{Tr}(\hat{\mathcal{F}} \delta(\hat{H}-E)) \tag{5.12}
\end{equation*}
$$

Using the Fourier representation of the delta distribution and the definition of the flux operator $\mathcal{F}$ in Eq. (3.39) one obtains

$$
\begin{align*}
P(E) & =\int d T \int d \mathbf{x}\langle\mathbf{x}| \hat{\mathcal{F}} \mathrm{e}^{-\frac{i}{\hbar}(\hat{H}-E) T}|\mathbf{x}\rangle  \tag{5.13}\\
& =\int d T \iint d \mathbf{x} d \mathbf{x}^{\prime}\langle\mathbf{x}| \hat{\mathcal{F}}\left|\mathbf{x}^{\prime}\right\rangle\left\langle\mathbf{x}^{\prime}\right| \mathrm{e}^{-\frac{i}{\hbar}(\hat{H}-E) T}|\mathbf{x}\rangle  \tag{5.14}\\
& =\int d T \iint d \mathbf{x}^{\prime \prime} d \mathbf{x}^{\prime}\left\langle\mathbf{x}^{\prime \prime}\right| \hat{\mathcal{F}}\left|\mathbf{x}^{\prime}\right\rangle \int_{x(0)=x^{\prime \prime}}^{x(T)=x^{\prime}} \mathcal{D} x(t) \mathrm{e}^{\frac{i}{\hbar}(\mathcal{S}+E T)} . \tag{5.15}
\end{align*}
$$

In order to simplify the following results atomic units $\hbar=m_{\mathrm{e}}=4 \pi \epsilon_{0}=1, c=1 / \alpha$ and mass weighted coordinates $x_{i} \rightarrow \sqrt{m_{i}} x_{i}$ are used from now on. In the next step one moves from real time to imaginary time i $T=\beta \hbar$ and a steepest descent integration is peformed. This yields the following semiclassical approximation [19]

$$
\begin{equation*}
P_{\mathrm{SC}}(E)=\sum_{k=1}^{\infty}(-1)^{k-1} \prod_{i=1}^{D-1} \frac{1}{2 \sinh \left(k u_{i}(E) / 2\right)} \mathrm{e}^{-k \mathcal{W}_{\mathrm{Inst}}(E)} \tag{5.16}
\end{equation*}
$$

The detailed derivation of Eq. (5.16) can be found in Ref. 19. The expression which is used here for $P_{\mathrm{SC}}(E)$ is essentially $P(E, J)$ for $J=0$ as the $J$-shifting approximation $[48,49]$ in which the rotational motion is assumed to be separable from the internal motion is applied throughout the following calculations. Furthermore, chapter 6 contains a more detailed derivation of the expression for the stability parameters $u_{i}$ including a different formulation which will later turn out to be the basis for the numerical algorithms presented in this thesis. The result in Eq. (5.16) has a couple of interesting features that are worth mentioning. First, the exponential factor is given by the instanton's shortened action $\mathcal{W}_{\text {inst }}=\int \dot{\mathbf{x}}^{2} d \tau$.
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This is a direct consequence of the fact that the energy $E$ is kept constant as

$$
\begin{align*}
S_{\text {Inst }}-E \beta & =\int_{0}^{\beta}\left(\frac{\dot{\mathbf{x}}^{2}}{2}+V(\mathbf{x})-E\right) d \tau  \tag{5.17}\\
& =\int_{0}^{\beta}\left(\frac{\dot{\mathbf{x}}^{2}}{2}+V(\mathbf{x})+\frac{\dot{\mathbf{x}}^{2}}{2}-V(\mathbf{x})\right) d \tau  \tag{5.18}\\
& =\int_{0}^{\beta} \dot{\mathbf{x}}^{2} d \tau \equiv \mathcal{W} \tag{5.19}
\end{align*}
$$

and in imaginary time $E=(\mathrm{i} p)^{2} / 2+V(\mathbf{x})$ is conserved along the orbit. The summation of $k$ in Eq. (5.16) is due to the fact that in principle one has to sum over all classical solutions with the same energy $E$, which also includes solutions that pass the instanton's orbit multiple times. Since the contributions of those trajectories are weighted with $\exp (-k \mathcal{W})$, with $k$ being the multiplicity of the orbit, their contributions decay exponentially and can be neglected at low energies. However, for an instanton, with an energy $E$ close to the transition state's energy $E_{\mathrm{TS}}$ this becomes an increasingly bad approximation since close to $E_{\mathrm{TS}}$ the shortened action $\mathcal{W}$ gets smaller and ultimately vanishes at $E=E_{\mathrm{TS}}$. This neglect of contributions from repetitions of the instanton's orbit leads to the familiar overestimation of $k(\beta)$ close to the crossover temperature $T_{c}$, if canonical instanton theory as described in chapter 4 is applied. The term $\prod_{i=1}^{D-1}\left(2 \sinh \left(k u_{i} / 2\right)\right)^{-1}$ represents the second order quantum corrections to the classical solution. The parameters $u_{i}$ are the so-called stability parameters which were first introduced by Gutzwiller in order to calculate a semiclassical approximation for the density of states [45].

### 5.3 Stability Parameters and the Monodromy Matrix

In order to obtain the stability parameters, first the monodromy matrix $\mathbf{M}$ has to be determined. It contains information about how significantly a solution to the classical equations of motion deviates from its reference position and momentum under an infinitesimal perturbation of $\delta \mathbf{x}_{0}$ and $\delta \mathbf{p}_{0}$ after a time period $T_{0}$ has passed. A simple example of such behavior is depicted in Figure 5.2. The


Figure 5.2: The black line shows the position $\left(x_{1}, x_{2}\right)^{T}$ and momentum $\left(p_{1}, p_{2}\right)^{T}$ of the classical solution of a particle of unit mass moving in the potential $V(x, y)=x^{2}+2 y^{2}$. The dotted blue line shows the behavior of the perturbed solution. The red dot indicates the starting point of the trajectory.
monodromy matrix is defined as [45]

$$
\begin{equation*}
\binom{\delta \mathbf{x}}{\delta \mathbf{p}}=\mathbf{M}\left(T_{0}\right)\binom{\delta \mathbf{x}_{0}}{\delta \mathbf{p}_{0}} \tag{5.20}
\end{equation*}
$$

where $\mathbf{M}$ is the solution to the linearized equations of motion

$$
\frac{d}{d t} \mathbf{M}(t)=\left(\begin{array}{cc}
0 & \mathbf{1}  \tag{5.21}\\
-\mathbf{V}^{\prime \prime}((\mathbf{x}(t)) & 0
\end{array}\right) \mathbf{M}(t)
$$

with the initial condition $\mathbf{M}(0)=\mathbf{I}$ and evaluated at $t=T_{0}$ [45]. Thus, the eigenvalues of $\mathbf{M}$ inform about the stability of the trajectory. Eigenvalues with an imaginary part and $|\lambda=1|$ describe a stable deviation whereas real values of
$\lambda$ are connected to unstable modes. Furthermore, in a conservative system there are two eigenvalues with $\lambda=1$. These describe a displacement along the path. Additionally, $\mathbf{M}$ is a symplectic matrix meaning that eigenvalues always appear in pairs. If $\lambda_{i}$ is an eigenvalue, so is $1 / \lambda_{i}$. The stability parameters $u_{i}$ from Eq. (5.16) are then defined as $\mathrm{e}^{ \pm u_{i}}=\lambda_{i}$. Since the instanton solutions in the context of this thesis are always unstable trajectories in a conservative system one always has purely real eigenvalues and at least two eigenvalues which are equal to 1 . So in order to obtain the stability parameters one principally needs to determine the instanton solution and its Hessians along the path, plug it in the differential equation in Eq. (5.21) and determine the natural $\log$ of the eigenvalues of $M\left(T_{0}\right)$ while excluding the modes along the path with $\lambda=1$. However, the numerical integration of Eq. (5.21) turns out to be rather tricky, if the available number of discrete points of the instanton trajectory is very low, which is typically the case in real chemical systems. For these reasons new approximate approaches as well as an alternative evaluation method, based on the numerical evaluation of the Van Vleck propagator, are presented in chapter 6.

### 5.4 Evaluation of $P_{\mathbf{S c}}(E)$ and Summation over Multiple Orbits

If all contributions from multiple instanton orbits ought to be taken into account, the summation over $k$ in Eq. (5.16) has to be performed. In order to achieve this one first uses the series representation of the sinh function,

$$
\begin{equation*}
\frac{1}{2 \sinh \left(k \frac{u_{i}}{2}\right)}=\sum_{n_{i}=0}^{\infty} \mathrm{e}^{-k\left(\frac{1}{2}+n_{i}\right) u_{i}} \tag{5.22}
\end{equation*}
$$

Plugging Eq. (5.22) in Eq. (5.16) results in

$$
\begin{equation*}
P_{\mathrm{SC}}(E)=\sum_{k=1}^{\infty} \sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \cdots \sum_{n_{D-1}=0}^{\infty}(-1)^{k-1} \mathrm{e}^{-k\left(\mathcal{W}(E)+\sum_{i=1}^{D-1}\left(1 / 2+n_{i}\right) u_{i}(E)\right)} \tag{5.23}
\end{equation*}
$$

### 5.4 Evaluation of $P_{S C}(E)$ and Summation over Multiple Orbits

Changing the order of summation and performing the sum over $k$ first gives [19]

$$
\begin{equation*}
P_{\mathrm{SC}}(E)=\sum_{n_{1}=0}^{\infty} \cdots \sum_{n_{D-1}=0}^{\infty} \frac{1}{1+\mathrm{e}^{\mathcal{W}(E)+\sum_{i=1}^{D-1}\left(1 / 2+n_{i}\right) u_{i}(E)}} \tag{5.24}
\end{equation*}
$$

At first one might ask what kind of improvement the series representation in Eq. (5.24) holds. This becomes evident, if one looks at the Eq. (5.24) in the limit in which all orthogonal modes are separable. In this case the stability parameters are given by

$$
\begin{equation*}
u_{i}=\omega_{i} T_{0}=-\frac{d \mathcal{W}}{d E} \omega_{i} \tag{5.25}
\end{equation*}
$$

with $\omega_{i}$ being the frequency of the $i^{\text {th }}$ orthogonal mode and using the fact that $\frac{d W}{d E}=-T_{0}$. In this particular case one can then approximate the argument in the exponential function as [19]

$$
\begin{align*}
\mathcal{W}(E)+\sum_{i=1}^{D-1}\left(\frac{1}{2}+n_{i}\right) u_{i}(E) & =\mathcal{W}(E)-\frac{d \mathcal{W}}{d E} \sum_{i=1}^{D-1}\left(\frac{1}{2}+n_{i}\right) \omega_{i}  \tag{5.26}\\
& \approx \mathcal{W}\left(E-\sum_{i=1}^{D-1}\left(\frac{1}{2}+n_{i}\right) \omega_{i}\right) . \tag{5.27}
\end{align*}
$$

This is a very interesting result since it tells us that if one wants to compute the semiclassically approximated cumulative reaction probability, the energy at which the shortened action needs to be evaluated is reduced by the second order quantum corrections orthogonal to the instanton path. This is due to the same reason which was previously discussed in section 5.1 which treated the semiclassical approximation of the ground state's decay rate. It showed an energy difference between the real part of the ground state's energy and the instanton's energy describing its decay. However, in this formulation it is applicable to energies above the ground state energy. One can generalize the expression in Eq. (5.27) to coupled degrees of freedom by using the following expression [19,50]

$$
\begin{equation*}
W\left(E-E_{n}\right), \text { with } E_{n}=E-\sum_{i=1}^{D-1}\left(\frac{1}{2}+n_{i}\right) \frac{u_{i}\left(E-E_{n}\right)}{T_{0}\left(E-E_{n}\right)} . \tag{5.28}
\end{equation*}
$$
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This yields for the final expression

$$
\begin{equation*}
P_{\mathrm{SC}}(E)=\sum_{n_{1}=0}^{\infty} \cdots \sum_{n_{D-1}=0}^{\infty} \frac{1}{1+\exp \left[\mathcal{W}\left(E-\sum_{i=1}^{D-1}\left(\frac{1}{2}+n_{i}\right) \frac{u_{i}\left(E-E_{n}\right)}{T_{0}\left(E-E_{n}\right)}\right)\right]} . \tag{5.29}
\end{equation*}
$$

So in order to compute $E_{n}$ one has to solve the self-consistent expression on the right in Eq. (5.28), which requires the ability to compute an instanton and its stability parameters iteratively until a solution for a given set of values for $n_{1}, \ldots, n_{D-1}$ is obtained. This then needs to be repeated for every combination of $n_{i}$ in the summation in Eq. (5.29). Nevertheless, in the case of low energies or large values for $u_{i}$ the summation can be truncated after a few terms as contributions for higher numbers of $n_{i}$ decay exponentially.

### 5.5 Summary

Instead of making use of the imaginary $F$ premise, as it is done in the derivation of canonical instanton theory, one has to invoke the flux formalism in which the rate constant can be expressed as the expectation value of the flux operator $\hat{\mathcal{F}}$. In the microcanonical ensemble such a calculation requires in principle the evaluation of the trace of the fixed energy propagator. The expectation value of the flux is then calculated via a steepest descent integration which yields a semiclassical approximation for the cumulative reaction probability $P_{\mathrm{SC}}(E)$. The computation of $P_{\mathrm{SC}}(E)$ then requires the calculation of stability parameters of the instanton's modes which are orthogonal to its path. The stability parameters $u_{i}$ themselves contain information about the orbit's stability but, in this context, are used to calculate second order quantum corrections to the cumulative reaction probability. These fluctuations have the effect of lowering the classical energy at which the instanton has to be evaluated. For example, in the case of the decay of the ground state the corresponding classical energy equals the reactant state energy and therefore corresponds to an infinitely long orbit. The calculation of stability parameters requires solving the linearized equation of motion in order to obtain the monodromy matrix and its eigenvalues. In essence, the formulation of microcanonical instanton theory presented in this chapter has been around since the
late 1970's [19]. However, it has been rarely used for real chemical systems with a high number of degrees of freedom and in general coupled vibrational modes, in particular coupling to the transition mode. The main reason is the lack of efficient and accurate algorithms to compute the necessary quantities. Therefore, in the second part of this thesis, beginning with chapter 6 , new methods to calculate microcanonical and canonical rate constants are presented.
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## Part II

New Methods and Applications

## 6 New Methods to Calculate Canonical and Microcanonical Rate Constants

The second part of this thesis focuses on the derivation of new methods and numerical algorithms to calculate the necessary quantities which are needed in order to compute canonical and microcanonical rate constants. In the canonical case the main interest lies in the development of new methods that enable the calculation of thermal rate constants with the same accuracy as the conventional determinant method as described in section 4, yet without the need for diagonalizing large matrices. In the microcanonical case the main task is the computation of the cumulative reaction probability and consequently the calculation of stability parameters. It turns out that in both ensembles an efficient calculation of the rate constant using instanton theory relies on the accurate calculation of stability parameters $u_{i}$ and additionally in the canonical case the calculation of the rate of change of the instanon's energy with respect to its imaginary time period, $d E / d \beta$. In order to come up with efficient algorithms to calculate these two quantities two principle tools are used. First the method for the calculation of $u_{i}$ is based on an adaptation of the Van Vleck propagator in imaginary time. The second method to determine $d E / d \beta$ relies only on energy conservation. Additionally, different approximation schemes for the calculation of $u_{i}$ are suggested which were the product of earlier works for this thesis. In both cases all suggested methods and results in this part of the thesis have already been published in References 51 and 52.

### 6.1 Fluctuation Factor for Canonical and Microcanonical Rate Constants

The calculation of the stability parameters is based on the Van Vleck propagator [53] whose final form was derived by Gutzwiller using a stationary phase approximation of the propagator's path integral representation [44]. For a particle moving in real time $t$ from $\mathbf{x}^{\prime}$ to $\mathbf{x}^{\prime \prime}$ it is given in atomic units as

$$
\begin{equation*}
\left.K_{\mathrm{SC}}\left(\mathbf{x}^{\prime \prime}, \mathbf{x}^{\prime}, t\right)=\sum_{\text {class. paths }}\left(\frac{1}{2 \pi \mathrm{i}}\right)^{\frac{D}{2}} \sqrt{\left|-\frac{\partial^{2} \mathcal{S}_{\mathrm{cl}}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime \prime}}\right|} \right\rvert\, \mathrm{e}^{\mathrm{i} \mathcal{S}_{\mathrm{cl}}-i \nu \frac{\pi}{2}} \tag{6.1}
\end{equation*}
$$

where $\mathcal{S}_{\mathrm{cl}}$ is the action of the classical path going from $\mathrm{x}^{\prime}$ to $\mathrm{x}^{\prime \prime}$ in real time. The phase factor $\nu$ is called the Maslov-Morse index which counts the number of zeros of the determinant. This is due to the fact that every time the determinant becomes zero or infinite the Fresnel type integrals that appear in the stationary phase approximation are affected by a phase change that adds to the overall phase of $K_{\text {SC }}$ [27]. In order to use the expression in Eq. (6.1) for imaginary time trajectories one can perform the same steepest descent approximation for the Wick rotated path integral $t=-\mathrm{i} \tau$ and obtain [54]

$$
\begin{equation*}
K_{\mathrm{sc}}\left(\mathrm{x}^{\prime \prime}, \mathbf{x}^{\prime}, \tau\right)=\sum_{\text {class. paths }}\left(\frac{1}{2 \pi}\right)^{\frac{D}{2}} \sqrt{\left|-\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial x_{i}^{\prime} \partial x_{j}^{\prime \prime}}\right|} e^{-\mathcal{S}_{\mathrm{E}}+i \nu \frac{\pi}{2}}, \tag{6.2}
\end{equation*}
$$

with the Euclidean action of the classical solution $\mathcal{S}_{E}$ replacing the one in real time. In order to obtain a thermal rate constant expression one first has to calculate the semiclassical approximation for the canonical partition function $Q^{\mathrm{SC}}$. The first step is to take the trace of Eq. (6.2)

$$
\begin{equation*}
Q^{\mathrm{SC}}=\int K_{\mathrm{sc}}(\mathbf{x}, \mathbf{x}, \beta) d \mathbf{x} \tag{6.3}
\end{equation*}
$$

In order to evaluate the trace, a steepest descent integration is performed. Using that for the classical solution $\frac{\partial \mathcal{S}_{\mathrm{E}}}{\partial \mathrm{x}}=0$ and

$$
\begin{equation*}
\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{2}}=\left.\left(\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime} \mathbf{x}^{\prime}}+2 \frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime} \mathbf{x}^{\prime \prime}}+\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime \prime} \mathbf{x}^{\prime \prime}}\right)\right|_{\mathbf{x}^{\prime}=\mathbf{x}^{\prime \prime}=\mathbf{x}} \tag{6.4}
\end{equation*}
$$

one finally gets

$$
\begin{equation*}
Q^{\mathrm{SC}}=\sum_{j} Q^{\mathrm{SC}, j} \tag{6.5}
\end{equation*}
$$

with

$$
\begin{align*}
Q^{\mathrm{SC}, j}= & \sqrt{\frac{\left|-\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}^{j}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime \prime}}\right|_{x^{\prime}=x^{\prime \prime}=x}}{\left|\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}^{j}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime}}+2 \frac{\partial^{2} \mathcal{S}_{\mathrm{E}}^{j}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime \prime}}+\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}^{j}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime \prime}}\right|_{x^{\prime}=x^{\prime \prime}=x}}} \times  \tag{6.6}\\
& \exp \left(-\mathcal{S}_{\mathrm{E}}^{j}-\mathrm{i} \frac{\pi}{2} \nu_{j}\right) \\
& =F_{j} \exp \left(-\mathcal{S}_{\mathrm{E}}^{j}\right) \exp \left(-\mathrm{i} \frac{\pi}{2} \nu_{j}\right) .
\end{align*}
$$

The term $S_{E}^{j}$ describes the Euclidean action of the $j^{\text {th }}$ classical imaginary time trajectory and the $F_{j}$ is the corresponding fluctuation factor containing the second order quantum corrections. Since the classical solution that corresponds to the reactant state is simply a particle at rest, it has no turning points, hence $\nu=0$ and the Euclidean action simply becomes $\mathcal{S}_{\mathrm{RS}}=\beta V\left(\mathrm{x}_{\mathrm{RS}}\right)$. The instanton is a closed orbit and therefore $\nu$ depends on how often the particle reaches the turning points. In this case $\nu$ can have values of $2 k$ where $k$ gives the number of repetitions of the instanton orbit. However, an additional phase factor of $-\mathrm{i} \pi / 2$ has to be added in order to account for the fact that the instanton travels only in the classically forbidden region and therefore only contributes to the imaginary part of the partition function. Considering only one orbit of the instanton results in $\nu=2$ and the fluctuation factor turns imaginary as $\exp \left(-\mathrm{i}\left(\nu \frac{\pi}{2}+\frac{\pi}{2}\right)\right)=\mathrm{i}$. This
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gives for the partition function of the reactant and the transition state

$$
\begin{align*}
Q_{\mathrm{RS}} & =F_{\mathrm{RS}} \mathrm{e}^{-\mathcal{S}_{\mathrm{RS}}}  \tag{6.7}\\
Q_{\mathrm{Inst}} & =\mathrm{i} F_{\mathrm{Inst}} \mathrm{e}^{-\mathcal{S}_{\mathrm{Inst}}} . \tag{6.8}
\end{align*}
$$

The term $F$ can in principle be divergent. This is due to symmetries present in the system which lead to an over-counting of real physical states and therefore to a diverging partition function. Since the instanton is a closed orbit the action is invariant with respect to the choice of the starting and end point as $\mathrm{x}^{\prime}=\mathrm{x}^{\prime \prime}=\mathrm{x}$. Furthermore rotation and translational invariance are also symmetries that lead to diverging terms, yet these can easily be handled as those symmetries are also present in the reactant partition function and therefore cancel one another if one is only interested in their ratios. In order to handle the divergent terms, $F$ is expressed in a different representation. First a matrix $\mathbf{M}$ with the following entries is constructed

$$
\mathbf{M}=\left(\begin{array}{cc}
-\mathbf{b}^{-1} \mathbf{a} & -\mathbf{b}^{-1}  \tag{6.9}\\
\mathbf{b}-\mathbf{c b}^{-1} \mathbf{a} & -\mathbf{c b}^{-1}
\end{array}\right)
$$

whereby $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ are defined as

$$
\begin{align*}
& \mathbf{a}=\left.\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime}}\right|_{\mathbf{x}^{\prime}=\mathrm{x}^{\prime \prime}=\mathbf{x}}  \tag{6.10}\\
& \mathbf{b}=\left.\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime \prime}}\right|_{\mathrm{x}^{\prime}=\mathrm{x}^{\prime \prime}=\mathbf{x}}  \tag{6.11}\\
& \mathbf{c}=\left.\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime \prime} \partial \mathbf{x}^{\prime \prime}}\right|_{\mathbf{x}^{\prime}=\mathrm{x}^{\prime \prime}=\mathbf{x}} \tag{6.12}
\end{align*}
$$

such that the fluctuation factor in Eq. (6.6) can be written as

$$
\begin{equation*}
F=\sqrt{\frac{|-\mathbf{b}|}{|\mathbf{a}+2 \mathbf{b}+\mathbf{c}|}}=\sqrt{\frac{(-1)^{D}}{|\mathbf{M}-\mathbf{1}|}} . \tag{6.13}
\end{equation*}
$$

If $\mathbf{M}$ is represented in its eigenbasis one can immediately see that the right-hand side of Eq. (6.13) diverges as $\mathbf{M}$ has eigenvalues of $\lambda=1$. These correspond to the symmetries of the system. The matrix $\mathbf{M}$ here is the monodromy matrix as
introduced in section 5.3. With the definition $\lambda_{i}=e^{ \pm u_{i}}$, one gets for the fluctuation factor

$$
\begin{align*}
F & =\sqrt{\prod_{i=1}^{D} \frac{-1}{\left(e^{u_{i}}-1\right) \cdot\left(e^{-u_{i}}-1\right)}}  \tag{6.14}\\
& =\sqrt{\prod_{i=1}^{D} \frac{-1}{2-2 \cosh \left(u_{i}\right)}}  \tag{6.15}\\
& =\prod_{i=1}^{D} \frac{1}{2 \sinh \left(u_{i} / 2\right)} . \tag{6.16}
\end{align*}
$$

The fluctuation factor $F$ including all $D$ degrees of freedom is obviously divergent as it has at least one zero-valued stability parameter $u_{i}=0$, in the case of rotational and translational symmetries an additional six, zero-valued stability parameters. For now only the vibrational contributions to the partition function will be considered, such that there is one divergent term remaining due to one zero-valued stability parameter caused by the fluctuations along the path. The fluctuation factor can then be written as

$$
\begin{equation*}
F^{\mathrm{Inst}}=F_{\|}^{\mathrm{Inst}} \prod_{i=1}^{D_{\nu}-1} \frac{1}{2 \sinh \left(u_{i} / 2\right)} \tag{6.17}
\end{equation*}
$$

where $D_{\nu}$ describes the number of vibrational degrees of freedom. The parallel fluctuation factor $F_{\|}^{\text {Inst }}$, which only appears in the instanton partition function, can not be described by Eq. (6.16) due to $u$ being zero. However, it can be addressed by applying the Faddeev-Popov trick to avoid the over-counting of ghost states in order to render the partition function finite [41]. In this case, however, one can use a much simpler approach to find an expression for $F_{\|}^{\text {Inst }}$. The idea is to compare the rate constant obtained by the imaginary $F$ premise with the rate constant obtained by thermally averaging the cumulative reaction probability and from that infer the expression for $F_{\|}^{\text {Inst }}$. One starts first by looking at the thermal
rate constant as described in section 4.1. It is given by

$$
\begin{equation*}
k(\beta)=\frac{2}{\hbar \beta} \frac{\operatorname{Im} Q_{k}}{\operatorname{Re} Q_{k}} . \tag{6.18}
\end{equation*}
$$

Using the semiclassical expressions in Eq. (6.8) and Eq. (6.7) and inserting them into Eq. (6.18) yields

$$
\begin{equation*}
k(\beta)=\frac{2}{\beta} Q_{\mathrm{t}-\mathrm{r}} \frac{2 \prod_{j=1}^{D_{\nu}} \sinh \left(u_{j}^{\mathrm{RS}} / 2\right)}{\prod_{i=1}^{D_{\nu}-1} \sinh \left(u_{i}^{\text {Inst }} / 2\right)} F_{\|}^{\mathrm{Inst}} \mathrm{e}^{-\mathcal{S}_{\text {Inst }}+\mathcal{S}_{\mathrm{RS}}}, \tag{6.19}
\end{equation*}
$$

whereby the term $Q_{t-\mathrm{r}}$ is the ratio of the translational and rotational partition functions of the transition state and the reactant state. Starting in the microcanonical ensemble the thermal rate constant is given by a Laplace transform of $P_{\mathrm{SC}}(E)$ as seen in Eq. (3.29)

$$
\begin{equation*}
k(\beta)=\frac{Q_{\mathrm{t}-\mathrm{r}}}{2 \pi Q_{\mathrm{RS}}} \int_{-\infty}^{\infty} P_{\mathrm{SC}}(E) \exp (-\beta E) d E \tag{6.20}
\end{equation*}
$$

with $Q_{\mathrm{RS}}$ being the vibrational partition function of the reactant state. In order to evaluate Eq. (6.20) one performs a steepest descent approximation of the integral using the semiclassical expression for $P_{\mathrm{SC}}(E)$ in Eq. (5.16) for $k=1$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} F_{\perp}^{\text {Inst }}(E) \mathrm{e}^{-(\beta E+\mathcal{W})} d E \approx \sqrt{\frac{2 \pi}{\frac{d^{2} \mathcal{W}}{d E^{2}}}} F_{\perp}^{\text {Inst }}\left(E_{0}\right) \mathrm{e}^{-\left(\beta E_{0}+\mathcal{W}\left(E_{0}\right)\right)} \tag{6.21}
\end{equation*}
$$

with $F_{\perp}(E) \equiv \prod_{i=1}^{D_{\nu-1}}\left(2 \sinh \left(u_{i}(E) / 2\right)\right)^{-1}$ and $E_{0}$ satisfying the condition $\frac{d}{d E}(\mathcal{W}+\beta E)=0$. From that the relation $\frac{d \mathcal{W}}{d E}=-\beta$ is obtained which results in

$$
\begin{equation*}
k(\beta)=\frac{Q_{\mathrm{t}-\mathrm{r}}}{\sqrt{2 \pi} Q_{\mathrm{RS}}} \sqrt{-\frac{d E}{d \beta}} \prod_{i=1}^{D_{\nu}-1} \frac{1}{2 \sinh \left(u_{i}\left(E_{0}\right) / 2\right)} \mathrm{e}^{-\mathcal{S}_{\mathrm{Inst}}} . \tag{6.22}
\end{equation*}
$$

Given the definition $F^{\text {Inst }} \equiv F_{\perp}^{\text {Inst }} F_{\|}^{\text {Inst }}$ and comparing Eq. (6.19) with Eq. (6.22)
one gets for the parallel fluctuation factor

$$
\begin{align*}
\frac{2}{\beta} \frac{Q_{\mathrm{t}-\mathrm{r}} Q_{\mathrm{Inst}}}{Q_{\mathrm{RS}}} & =\frac{Q_{\mathrm{t}-\mathrm{r}}}{\sqrt{2 \pi} Q_{\mathrm{RS}}} \sqrt{-\frac{d E}{d \beta}} F_{\perp}^{\text {Inst }} \mathrm{e}^{-\mathcal{S}_{\text {Inst }}} \\
\frac{2}{\beta} F^{\text {Inst }} \mathrm{e}^{-\mathcal{S}_{\text {Inst }}} & =\frac{1}{\sqrt{2 \pi}} \sqrt{-\frac{d E}{d \beta}} F_{\perp}^{\text {Inst }} \mathrm{e}^{-\mathcal{S}_{\text {Inst }}} \\
F_{\|}^{\text {Inst }} & =\sqrt{\frac{\beta^{2}}{8 \pi}} \sqrt{-\frac{d E}{d \beta}} \tag{6.23}
\end{align*}
$$

The fluctuation factor along the path therefore depends on the time period in imaginary time given by $\beta$ and the change of the instanton's energy with respect to the change of the period. Thus, in the canonical case one has to locate the instanton at a given $\beta$ and calculate its stability parameters $u_{i}$, as well as $\frac{d E}{d \beta}$. The truncation after $k=1$ keeps the approach consistent with the direct approach used in the imaginary $F$ premise in which only bounce is considered. Furthermore, for a large number of $k$, an instanton solution can no longer simply be obtained, as the necessary instanton solution would be above the crossover temperature $T_{c}$ as $\frac{d \mathcal{W}}{d E}=-\frac{\beta}{k}$. However, at energies close to the transition state energy, where this approximation becomes increasingly bad, one would have to use the summation scheme in Eq. (5.29) and perform the Laplace transform of $P(E)$ numerically, not via the steepest descent approach. In the microcanonical case only the stability parameters $u_{i}$ have to be determined in order to compute $P(E)$. Thus in either the canonical or microcanonical case, a reliable way has to be found to compute the stability parameters. Additionally if the thermal rate constant is obtained via Eq. (6.22) a reliable method to compute $\frac{d E}{d \beta}$ is needed.

### 6.2 Calculation of $d E / d \beta$

In order to determine the change of the instanton's energy with respect to $\beta$ one might be tempted to simply follow a finite difference approach by simply computing two instantons which are a $\Delta \beta$ apart in temperature and calculate $d E / d \beta$ via a difference quotient. While this approach is certainly possible it is rather inefficient as it requires the computation of a least one additional instanton solution.
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However, there exits a more elegant approach which works in the following way. Let's first start by looking at the energy conservation of the instanton solution. Since imaginary time is used, the momentum of the pseudoparticle in the classically forbidden region is purely imaginary and therefore the energy $E$ is given by

$$
\begin{align*}
E & =\frac{\mathrm{i}^{2} \mathbf{p}^{2}}{2}+V(\mathbf{x})  \tag{6.24}\\
& =-\frac{\mathbf{p}^{2}}{2}+V(\mathbf{x}) . \tag{6.25}
\end{align*}
$$

The quantity in Eq. (6.25) is conserved along the orbit. In its discretized form it can be written as

$$
\begin{equation*}
E=\lim _{P \rightarrow \infty}\left(-\frac{\left(\mathbf{x}_{i}-\mathbf{x}_{i-1}\right)^{2}}{2}\left(\frac{P}{\beta}\right)^{2}+\frac{1}{2}\left(V\left(\mathbf{x}_{i}\right)+V\left(\mathbf{x}_{i-1}\right)\right)\right) \tag{6.26}
\end{equation*}
$$

where $\beta / P=\Delta \tau$ is the imaginary time increment for a closed path and $P$ the number of images. The vector $\mathbf{x}_{i}$ is a $D$ dimensional array that contains the positions for every degree of freedom in mass weighted coordinates at the $i^{\text {th }}$ image. Eq. (6.26) implies that $\mathbf{x}_{i}$ is the position of the pseudoparticle at some time $\tau^{\prime}$ and $\mathbf{x}_{i-1}$ its position at time $\tau^{\prime}-\Delta \tau$. Since a change in $\beta$ means that a new instanton solution for a new temperature has to be found one can interpret the points $\mathbf{x}_{i}$ along the trajectory to be a function of $\beta$ such that

$$
\begin{equation*}
\mathbf{x}_{i}=\mathbf{x}_{i}(\beta) \tag{6.27}
\end{equation*}
$$

If Eq. (6.26) is then differentiated with respect to $\beta$ one obtains

$$
\begin{align*}
\frac{d E}{d \beta}= & \lim _{P \rightarrow \infty}\left(\frac{P^{2}}{\beta^{3}}\left(\mathbf{x}_{i}-\mathbf{x}_{i-1}\right)^{2}\right. \\
& -\frac{P^{2}}{\beta^{2}}\left(\mathbf{x}_{i}-\mathbf{x}_{i-1}\right)\left(\frac{d \mathbf{x}_{i}}{d \beta}-\frac{d \mathbf{x}_{i-1}}{d \beta}\right) \\
& \left.+\frac{1}{2}\left(\frac{\partial V}{\partial \mathbf{x}_{i}} \frac{d \mathbf{x}_{i}}{d \beta}+\frac{\partial V}{\partial \mathbf{x}_{i-1}} \frac{d \mathbf{x}_{i-1}}{d \beta}\right)\right) . \tag{6.28}
\end{align*}
$$

In order to evaluate Eq. (6.28) a way is needed to determine the change of an arbitrary point $\mathbf{x}_{i}$ of the trajectory with respect to $\beta$. This can be achieved by first discretizing the classical equation of motion in imaginary time which yields

$$
\begin{align*}
\ddot{\mathbf{x}}(\tau) & =\nabla V,  \tag{6.29}\\
\left(-2 \mathbf{x}_{i}+\mathbf{x}_{i+1}+\mathbf{x}_{i-1}\right) \frac{1}{\Delta \tau^{2}} & =\nabla V\left(\mathbf{x}_{i}\right),  \tag{6.30}\\
\left(2 \mathbf{x}_{i}-\mathbf{x}_{i+1}-\mathbf{x}_{i-1}\right)+\frac{\beta^{2}}{P^{2}} \nabla V\left(\mathbf{x}_{i}\right) & =0 . \tag{6.31}
\end{align*}
$$

Furthermore, it is worth mentioning that the kind of instanton solutions that are used in this context have the property that each image appears exactly twice as the spatial coordinates of the trajectory from the reactant to the product side are the same as on the way back from product to reactant. This leads to $\mathbf{x}_{i}=\mathbf{x}_{P-i+1}$. However, the following calculations do not use this fact and the algorithms are in general valid for any closed trajectory which may or may not posses turning points. The first step is to differentiate Eq. (6.31) with respect to $\beta$. This yields

$$
\begin{array}{r}
\left(2 \mathbf{I}+\frac{\beta^{2}}{P^{2}} \nabla^{2} V\left(\mathbf{x}_{i}\right)\right) \frac{d \mathbf{x}_{i}}{d \beta}-\frac{d \mathbf{x}_{i+1}}{d \beta}-\frac{d \mathbf{x}_{i-1}}{d \beta}=-\frac{2 \beta}{P^{2}} \nabla V\left(\mathbf{x}_{i}\right) \\
\left(2 \mathbf{I}+\frac{\beta^{2}}{P^{2}} \nabla^{2} V\left(\mathbf{x}_{i}\right)\right) \mathbf{q}_{i}-\mathbf{q}_{i+1}-\mathbf{q}_{i-1}=-\frac{2 \beta}{P^{2}} \nabla V\left(\mathbf{x}_{i}\right), \tag{6.32}
\end{array}
$$

with $\mathbf{q}_{i} \equiv \frac{d \mathbf{x}_{i}}{d \beta}$. Eq. (6.32) is a linear system of equations of the form

$$
\begin{equation*}
\mathbf{A q}=\mathbf{b} \tag{6.33}
\end{equation*}
$$

with $\mathbf{q}=\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{P}\right)^{T}$. Alternatively if an index notation is applied one gets

$$
\begin{equation*}
\sum_{i^{\prime}=1}^{P} \sum_{j^{\prime}=1}^{D} A_{i, j, i^{\prime}, j^{\prime}} q_{i^{\prime}, j^{\prime}}=b_{i, j} \tag{6.34}
\end{equation*}
$$

The matrix $\mathbf{A}$ is given by

$$
\mathbf{A}=\left(\begin{array}{cccccc}
\mathbf{K}_{1} & -\mathbf{I} & 0 & \cdots & 0 & -\mathbf{I}  \tag{6.35}\\
-\mathbf{I} & \ddots & -\mathbf{I} & \ddots & \ddots & 0 \\
0 & -\mathbf{I} & \mathbf{K}_{i} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{K}_{i+1} & -\mathbf{I} & 0 \\
0 & \ddots & \ddots & -\mathbf{I} & \ddots & -\mathbf{I} \\
-\mathbf{I} & 0 & \cdots & 0 & -\mathbf{I} & \mathbf{K}_{P}
\end{array}\right)
$$

where $\mathbf{K}_{i}=2 \mathbf{I}+\frac{\beta^{2}}{P^{2}} \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{i}\right)$ and $\mathbf{I}$ is a $D \times D$-dimensional unit matrix. The right hand side of Eq. (6.33) is a $P D$ dimensional vector which contains the $D$-dimensional gradients of each image along the path

$$
\mathbf{b}=-\frac{2 \beta}{P^{2}}\left(\begin{array}{c}
\nabla_{1} V\left(\mathbf{x}_{1}\right)  \tag{6.36}\\
\vdots \\
\nabla_{D} V\left(\mathbf{x}_{1}\right) \\
\nabla_{1} V\left(\mathbf{x}_{2}\right) \\
\vdots \\
\nabla_{j} V\left(\mathbf{x}_{i}\right) \\
\vdots \\
\nabla_{D} V\left(\mathbf{x}_{P}\right)
\end{array}\right) .
$$

Solving the linear system in Eq. (6.33) requires the knowledge of all Hessians as well as gradients along the instanton path. Furthermore, the matrix $\mathbf{A}$ is a symmetric sparse $(P D \times P D)$ matrix. Having obtained the solution $\frac{d \mathbf{x}_{i}}{d \beta}=\mathbf{q}_{i}$ one can now determine $\frac{d E}{d \beta}$ by choosing any arbitrary point $\mathbf{x}_{i}$ and use it in Eq. (6.28). In practice the value of $\frac{d E}{d \beta}$ will slightly vary along the path due to numerical errors. Therefore, one chooses that point of the trajectory which is closest to its neighboring point. This is usually one of the two turning points. The calculation of $d E / d \beta$ is the bottleneck of the thermal rate constant calculation, as solving Eq. (6.33) scales of the order of $\mathcal{O}\left(P^{3} D^{3}\right)$ which is equal to the scaling behavior of a matrix diagonalization of a $P D$-matrix, as used in the determinant method. Nevertheless, solving a sparse linear system of $D P$ equations has a pre-factor in
terms of computational effort which is 1 to 2 orders of magnitude smaller and therefore still allows for a significant improvement in terms of efficiency compared with the determinant method.

### 6.3 Calculation of Stability Parameters

The calculation of the stability parameters is traditionally done by integrating the linearized equations of motions in Eq. (5.21) and then determining the eigenvalues of the monodromy matrix. However, in this thesis several alternative methods are proposed which appear numerically more stable if only solutions with a relatively low number of discrete points are available. The method presented in 6.3.1 is to make use of Eq. (6.9), which allows for the calculation of the monodromy matrix by using the second derivatives of $\mathcal{S}_{\mathrm{E}}$ directly. Furthermore in sections 6.3.2, 6.4.1 and 6.4.2, different approximation schemes are introduced to calculate the stability parameters as additional alternatives to integrating Eq. (5.21) and the method presented in section 6.3.1. Chronologically the approximate methods were used first, since at the beginning of this research project the method in section 6.3.1 hadn't been developed yet and so computation in coupled systems relied on those approximate methods which were published in Ref. 51. Nevertheless, they are still useful computational tools and will therefore be included in the following sections.

### 6.3.1 Numerical Evaluation of Second Derivatives of $\mathcal{S}_{E}$

Since an analytical treatment of the second derivatives of $\mathcal{S}_{\mathrm{E}}$ is only possible in the case of a separable potential in which the orthogonal components of the potential have a linear or quadratic form, a way needs to be found to determine these necessary expressions numerically. Based on the previous work by Richardson [55], one starts with the discretized Euclidean action for an instanton that starts at $\tau=0$ at the point $\mathbf{x}^{\prime}=\mathbf{x}_{0}$ and ends at $\tau=\beta$ at the point $\mathbf{x}^{\prime \prime}=\mathbf{x}_{P}$. Furthermore a constant time interval $\Delta \tau=\beta / P$ is used because an arbitrary open path is considered with $P+1$ images to derive the first and second variations. However, unlike in Ref. 55 the path is then closed by setting $\mathrm{x}^{\prime}=\mathrm{x}^{\prime \prime}=\mathrm{x}$ resulting in $P$
independent images. The Euclidean action is in this case given by

$$
\begin{equation*}
\mathcal{S}_{\mathrm{E}}=\sum_{i=1}^{P}\left[\frac{1}{2} \frac{\left(\mathbf{x}_{i}-\mathbf{x}_{i-1}\right)^{2}}{\Delta \tau}+\frac{\Delta \tau}{2}\left(V\left(\mathbf{x}_{i}\right)+V\left(\mathbf{x}_{i-1}\right)\right)\right] \tag{6.37}
\end{equation*}
$$

The first derivative of Eq. (6.37) is simply the partial derivative with respect to $\mathrm{x}^{\prime}$ and $\mathrm{x}^{\prime \prime}$

$$
\begin{align*}
& \frac{\partial \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime}}=-\frac{\left(\mathbf{x}_{1}-\mathbf{x}_{0}\right)}{\Delta \tau}+\frac{\Delta \tau}{2} V^{\prime}\left(\mathbf{x}_{0}\right)  \tag{6.38}\\
& \frac{\partial \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime \prime}}=\frac{\left(\mathbf{x}_{P}-\mathbf{x}_{P-1}\right)}{\Delta \tau}+\frac{\Delta \tau}{2} V^{\prime}\left(\mathbf{x}_{P}\right) \tag{6.39}
\end{align*}
$$

In order to calculate the second derivative of Eq. (6.37) one has to keep in mind that while $\mathbf{x}^{\prime}$ and $\mathbf{x}^{\prime \prime}$ stay fixed, the points in between can change. In this case $\mathbf{x}_{i}$ for $i \in[1, \ldots, P-1]$ is regarded as a function of $\mathbf{x}_{0}$ and $\mathbf{x}_{P}$. This results in the second variation

$$
\begin{align*}
\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime \prime}} & =-\frac{1}{\Delta \tau} \frac{\partial \mathbf{x}_{1}}{\partial \mathbf{x}_{P}}  \tag{6.40}\\
\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime} \partial \mathbf{x}^{\prime}} & =\frac{1}{\Delta \tau}\left(\mathbf{I}-\frac{\partial \mathbf{x}_{1}}{\partial \mathbf{x}_{0}}\right)+\frac{\Delta \tau}{2} \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{0}\right)  \tag{6.41}\\
\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}^{\prime \prime} \partial \mathbf{x}^{\prime \prime}} & =\frac{1}{\Delta \tau}\left(\mathbf{I}-\frac{\partial \mathbf{x}_{P-1}}{\partial \mathbf{x}_{P}}\right)+\frac{\Delta \tau}{2} \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{P}\right) \tag{6.42}
\end{align*}
$$

If one wants to use these expressions, a method is needed to calculate the terms $\frac{\partial \mathbf{x}_{P-1}}{\partial \mathbf{x}_{P}}$ and $\frac{\partial \mathbf{x}_{2}}{\partial \mathbf{x}_{1}}$. This can be done in the same way as before based on Eq. (6.31). The discretized equation of motions is differentiated with respect to $\mathbf{x}_{\alpha}$, whereby $\alpha$ can be either 0 or $P$. This results in

$$
\begin{align*}
2 \frac{\partial \mathbf{x}_{i}}{\partial \mathbf{x}_{\alpha}}-\frac{\partial \mathbf{x}_{i+1}}{\partial \mathbf{x}_{\alpha}}-\frac{\partial \mathbf{x}_{i-1}}{\partial \mathbf{x}_{\alpha}}+\Delta \tau^{2} \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{\mathbf{i}}\right) \frac{\partial \mathbf{x}_{i}}{\partial \mathbf{x}_{\alpha}} & =0  \tag{6.43}\\
\left(2 \mathbf{I}+\Delta \tau^{2} \mathbf{V}^{\prime \prime}\left(\mathbf{x}_{\mathbf{i}}\right)\right) \mathbf{J}_{i}-\mathbf{J}_{i+1}-\mathbf{J}_{i-1} & =0  \tag{6.44}\\
\mathbf{K}_{i} \mathbf{J}_{i}-\mathbf{J}_{i+1}-\mathbf{J}_{i-1} & =0 \tag{6.45}
\end{align*}
$$

where $i \in[1, \ldots, P-1]$ and $\mathbf{J}_{i} \equiv \frac{\partial \mathbf{x}_{i}}{\partial \mathbf{x}_{\alpha}}$ is a $D \times D$ matrix with the following boundary conditions for $\alpha=1$

$$
\begin{align*}
& \mathbf{J}_{i=0}^{\alpha=0}=\mathbf{I},  \tag{6.46}\\
& \mathbf{J}_{i=P}^{\alpha=0}=0 \tag{6.47}
\end{align*}
$$

and for $\alpha=P$

$$
\begin{align*}
\mathbf{J}_{i=0}^{\alpha=P} & =0,  \tag{6.48}\\
\mathbf{J}_{i=P}^{\alpha=P} & =\mathbf{I} \tag{6.49}
\end{align*}
$$

In principle what is obtained here is another representation of Eq. (5.21). If one takes Eq. (6.43), which is a second order differential equation of the form $\ddot{\mathbf{J}}(\tau)=-\mathbf{V}^{\prime \prime}(\mathbf{x}(\tau)) \mathbf{J}(\tau)$, and transforms it to first order one gets the familiar matrix differential equation of Eq. (5.21). Instead of integrating Eq. (5.21), one first transforms Eq. (6.43) to a linear system of equations of the form

$$
\begin{equation*}
\mathbf{C q}=\mathbf{d}, \tag{6.50}
\end{equation*}
$$

in which $\mathbf{C}$ is matrix of dimension $D^{2}(P-1) \times D^{2}(P-1)$, which is given as

$$
\mathbf{C}=\left(\begin{array}{cccccc}
\mathbf{G}_{1} & -\mathbf{I} & 0 & \cdots & \cdots & 0  \tag{6.51}\\
-\mathbf{I} & \ddots & -\mathbf{I} & \ddots & \cdots & 0 \\
0 & -\mathbf{I} & \mathbf{G}_{i} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{G}_{i+1} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & -\mathbf{I} \\
0 & 0 & \cdots & \cdots & -\mathbf{I} & \mathbf{G}_{P-1}
\end{array}\right)
$$

with I being a $D^{2} \times D^{2}$-dimensional unit matrix and $\mathbf{G}_{i}$ is a $D^{2} \times D^{2}$ matrix of the form

$$
\mathbf{G}_{i}=\left(\begin{array}{ccc}
\mathbf{K}_{i} & & 0  \tag{6.52}\\
& \ddots & \\
0 & & \mathbf{K}_{i}
\end{array}\right)
$$

The right hand side of Eq. (6.50) is given by the column vectors of $\mathbf{J}_{0}$ or $\mathbf{J}_{P}$ depending on whether $\frac{\partial}{\partial \mathbf{x}_{P}}$ or $\frac{\partial}{\partial \mathbf{x}_{0}}$ is calculated. For example in the case of a system with $D=2, \mathbf{d}$ is given by

$$
d=\left(\begin{array}{c}
1  \tag{6.53}\\
0 \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right) \text { for } \frac{\partial}{\partial \mathbf{x}_{0}}, d=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
0 \\
0 \\
1
\end{array}\right) \text { for } \frac{\partial}{\partial \mathbf{x}_{P}}
$$

Correspondingly the solutions are given by

$$
\frac{\partial \mathbf{x}_{1}}{\partial \mathbf{x}_{0}}=\left(\begin{array}{cc}
q_{1} & q_{3}  \tag{6.54}\\
q_{2} & q_{4}
\end{array}\right) \quad \frac{\partial \mathbf{x}_{P-1}}{\partial \mathbf{x}_{P}}=\left(\begin{array}{cc}
q_{D^{2}(P-1)-3} & q_{D^{2}(P-1)-1} \\
q_{D^{2}(P-1)-2} & q_{D^{2}(P-1)}
\end{array}\right) .
$$

This scheme works in general for any path whether it is open or closed. In the closed case one just sets $\mathbf{x}_{0}=\mathbf{x}_{P}$ in Eqs. (6.40), (6.41), and (6.42). Instead of calculating the determinant of a $(D P \times D P)$ matrix, one now has to solve a linear system of equations of the form $\mathbf{C q}=\mathbf{d}$, where $\mathbf{C}$ is a banded matrix of the size $D^{2}(P-1)$. The computational effort of solving a banded matrix is of the order of $\mathcal{O}\left(k^{2} N\right)$ where $k$ is the number of diagonals and $N$ the size of the matrix. Since $\mathbf{C}$ has $D^{2}+2$ non-zero entries, the overall scaling behavior of this method is $\mathcal{O}\left(P D^{6}\right)$.

### 6.3.2 Eigenvalue Tracing

If solving the matrix differential equation in Eq. (5.21) becomes unstable due to a low number of images and the eigenvalues of the monodromy matrix $\mathbf{M}$ that correspond to the orthogonal modes can no longer be distinguished from the parallel modes one might use eigenvalue tracing as an approximate alternative. Let's first consider Eq. (5.21) in imaginary time

$$
\begin{equation*}
\frac{d}{d \tau} \mathbf{M}(\tau)=\mathbf{F}(\tau) \mathbf{M}(\tau) \tag{6.55}
\end{equation*}
$$

with $\mathbf{F}$ given by

$$
\mathbf{F}(\tau)=\left(\begin{array}{cc}
0 & \mathbf{1}  \tag{6.56}\\
\mathbf{V}^{\prime \prime}(\mathbf{x}(\tau)) & 0
\end{array}\right) .
$$

The sign change of the Hessian in comparison to Eq. (5.21) is a consequence of the Wick rotation. If $\mathbf{F}$ was a diagonal matrix, the solution for $\mathbf{M}$ would simply be given by $\mathbf{M}(\tau)=\mathbf{M}_{0} \exp \left(\int \mathbf{F}(\tau) d \tau\right)$. In the next step a transformation matrix $\mathbf{T}$ is introduced which contains the normalized eigenvectors of $\mathbf{F}$ such that Eq. (6.55) can be written as

$$
\begin{array}{r}
\dot{\mathbf{M}}(\tau)=\mathbf{F}(\tau) \mathbf{T} \mathbf{T}^{T} \mathbf{M}(\tau) \\
\mathbf{T}^{T} \dot{\mathbf{M}}(\tau)=\mathbf{T}^{T} \mathbf{F}(\tau) \mathbf{T} \mathbf{T}^{T} \mathbf{M}(\tau) \tag{6.58}
\end{array}
$$

with the following definitions

$$
\begin{align*}
\mathbf{T}^{T} \mathbf{F}(\tau) \mathbf{T} & \equiv \tilde{\mathbf{F}},  \tag{6.59}\\
\mathbf{T}^{T} \mathbf{M}(\tau) & \equiv \tilde{\mathbf{M}} \tag{6.60}
\end{align*}
$$

and using that $\dot{\tilde{\mathbf{M}}}=\dot{\mathbf{T}}^{T} \mathbf{M}+\mathbf{T}^{T} \dot{\mathbf{M}}$ one obtains for transformed differential equation

$$
\begin{equation*}
\dot{\tilde{\mathbf{M}}}=\tilde{\mathbf{F}} \tilde{\mathbf{M}}+\dot{\mathbf{T}}^{T} \mathbf{M} \tag{6.61}
\end{equation*}
$$

Now assuming that the eigenvectors of $\mathbf{F}$ vary slowly with time such that $\dot{\mathbf{T}}^{T} \approx 0$ one obtains for the final solution at period $\beta$

$$
\begin{equation*}
\tilde{\mathbf{M}}(\beta)=\mathrm{e}^{\int_{0}^{\beta} \tilde{\mathbf{F}} d \tau} \tag{6.62}
\end{equation*}
$$

Since $\tilde{\mathbf{F}}$ is a diagonal matrix with the frequencies $\pm \omega_{i}^{2}(\tau)$ of $\mathbf{V}^{\prime \prime}$ as diagonal entries, the stability parameters can be obtained as

$$
\begin{equation*}
u_{i}=\int_{0}^{\beta} \omega_{i}(\tau) d \tau \tag{6.63}
\end{equation*}
$$

In order to use Eq. (6.63) one only takes the orthogonal components of $\mathbf{V}^{\prime \prime}$ along the trajectory. So at each image a reduced Hessian $\tilde{\mathbf{V}}^{\prime \prime}$ for which the parallel mode has been projected out needs to be computed. This is done via

$$
\begin{equation*}
\tilde{\mathbf{V}}^{\prime \prime}=\mathbf{Y}_{\perp}^{T} \tilde{\mathbf{V}}^{\prime \prime} \mathbf{Y}_{\perp} \tag{6.64}
\end{equation*}
$$

where the basis $\mathbf{Y}_{\perp}$ contains all modes perpendicular to the instanton path at a given image and is perpendicular to the translational and rotational eigenvectors. Since the instanton is calculated in configuration space via a Newton search of the discretized Euclidean action functional the momentum at each image is not directly available. The tangent vector $v_{\text {tang }}$ of the instanton path can either be approximated by taking a difference quotient of neighboring images or more precisely by determining the eigenvector of the operator $\left(-\partial_{\tau}^{2}+\mathbf{V}^{\prime \prime}\right)$ in Eq. (4.35) which corresponds to the parallel mode. That eigenvector contains all tangent vectors at each image. The basis $\mathbf{Y}_{\perp}$ does not contain the mode corresponding to $v_{\text {tang }}$, hence its shape is $D \times(D-1)$. In order to perform the integration in Eq. (6.63) one has to keep track of the eigenvalues along the path. This tracing can be achieved if $\mathbf{Y}_{\perp}$ is constructed on a co-moving coordinate system as depicted in Figure 6.1. At first a basis is created using a Gram-Schmidt process to generate an orthonormal basis at the starting image with an arbitrary initial guess basis. The eigenvectors of $\mathbf{V}^{\prime \prime}$ are computed and stored. For the neighboring image, the process is repeated with the guess basis now being the set of $D-1$ eigenvectors of the previous image which have the smallest projection on to the instanton path. This approach enables one


Figure 6.1: Exemplary draft of a co-moving coordinate system in three dimensions. At each image image three basis vectors are created using a Gram-Schmidt process with $\mathbf{y}_{\perp}^{1}$ and $\mathbf{y}_{\perp}^{2}$ being the basis vectors of $\mathbf{Y}_{\perp}$ containing the vectors orthogonal to the path and $\mathbf{y}_{\|}$being the basis vector parallel to the path. The guess basis for the Gram-Schmidt process to create $\mathbf{Y}_{\perp}$ at the $i^{\text {th }}$ image is given by $\mathbf{Y}_{\perp}$ of the previous image.
to create a new coordinate system which is similar to the coordinate system of the previous image and thus allows for eigenvector comparison of two adjacent images. The maximum of the dot-products between eigenvectors of successive images then indicate the connection of the modes along the paths. This process is repeated for all images along the path and the stability parameter can be obtained by using Eq. (6.63).

### 6.4 Direct Calculation of $F_{\perp}$

If one is only interested in the value of the orthogonal fluctuation factor $F_{\perp}$ and not in the individual stability parameters the following approximation methods can be used.

### 6.4.1 Frequency Averaging

For a low number of images $P$, the integration of Eq. (5.21) or the tracing of eigenvalues as described in section 6.3 .2 might become numerically unstable. If
one is only interested in an approximation to the orthogonal fluctuation factor it is sufficient to simply know the eigenvalues of the reduced Hessians $\tilde{\mathbf{V}}^{\prime \prime}$ at each image of the instanton path. The approximate expression for $F_{\perp}$ is derived in the following. One first recalls the expression for $F_{\perp}$ in Eq. (6.17) and uses exponentials to represent the hyperbolic sine function such that

$$
\begin{equation*}
F_{\perp}=\prod_{i=1}^{D_{\nu}-1} \frac{1}{\mathrm{e}^{u_{i} / 2}-\mathrm{e}^{-u_{i} / 2}} \tag{6.65}
\end{equation*}
$$

For large frequencies $\omega_{i}$ or large imaginary time periods $\beta$ the values for $u_{i}$ can become relatively large and therefore Eq. (6.65) can be approximated as

$$
\begin{equation*}
F_{\perp} \approx \exp \left(-\sum_{i=1}^{D_{\nu}-1} \frac{u_{i}}{2}\right) \tag{6.66}
\end{equation*}
$$

Using the discretized expression of the integral in Eq. (6.63) and taking into account the fact that the instantons used in this context have the symmetric property of $\mathbf{V}_{i}^{\prime \prime}=\mathbf{V}_{P-i+1}^{\prime \prime}$ one obtains

$$
\begin{equation*}
\int_{0}^{\beta} \omega_{i}(\tau) d \tau \Rightarrow \sum_{j=1}^{P} \frac{\omega_{j, i}+\omega_{j+1, i}}{2} \Delta \tau=\sum_{j=1}^{P} \omega_{i, j} \frac{\beta}{P} \tag{6.67}
\end{equation*}
$$

where $\omega_{i, j}$ is the $i^{\text {th }}$ orthogonal mode of $\tilde{\mathbf{V}}^{\prime \prime}$ at the $j^{\text {th }}$ image. Plugging the result of Eq. (6.67) in Eq. (6.66) one obtains for the final result

$$
\begin{equation*}
F_{\perp}=\exp \left(-\frac{\beta}{2 P} \sum_{i=1}^{D_{\nu}-1} \sum_{j=1}^{P} \omega_{j, i}\right) . \tag{6.68}
\end{equation*}
$$

The expression in Eq. (6.19) is particularly useful as the order of summation can simply be interchanged. In principle one simply has to compute reduced Hessians at each image of the trajectory, calculate the square root of the eigenvalues to obtain the frequencies and sum them all up, thus no individual stability parameters or tracing is required in this approximation. However, as mentioned in the beginning this is only justified as long as the stability parameters are relatively large.

### 6.4.2 Full Hessians Projection Method

Another method to approximate $F_{\perp}$ is to calculate the second derivatives of the Euclidean action, including all $3 N$ degrees of freedom, first and then afterwards project out the parallel mode as well as the rotational and translational contributions. The relevant eigenvalue equation is then

$$
\begin{equation*}
\mathbf{S}^{\prime \prime} \mathbf{v}_{i}=\lambda_{i} \mathbf{v}_{i} \tag{6.69}
\end{equation*}
$$

where $\mathbf{S}^{\prime \prime}$ is the discretized operator in Eq. (4.35) of dimension $D P \times D P, \lambda_{i}$ and $\mathbf{v}_{i}$ the corresponding eigenvalues and normalized eigenvectors. In the case of no translational and rotational degrees of freedom there is only one zero valued eigenvalue $\lambda_{0}$ corresponding to the parallel mode. The orthogonal fluctuations are then calculated as follows [51]

$$
\begin{equation*}
F_{\perp}=\left(\frac{\beta}{P}\right)^{(D-1) P} \prod_{i=1}^{D P-1}\left(\left|\lambda_{\mathrm{inst}, i}\right|^{1-\left\langle\mathbf{v}_{i} \mid \mathbf{v}_{0}\right\rangle^{2}}\right)^{1 / 2} \tag{6.70}
\end{equation*}
$$

where $\mathbf{v}_{0}$ is the tangent vector corresponding to the parallel displacement along the path. The expression does not stem from a rigorous derivation but is rather motivated by empirical observation. However, in the case of rotational and translational modes Eq. (6.70) needs to be modified in order to take them out of the expression as well. First one defines a quantity $A_{0}$ which is the product of the eigenvalues relating to the zero vibrational frequencies

$$
\begin{equation*}
A_{0}=\prod_{i=1}^{P-1} \lambda_{0, i} \tag{6.71}
\end{equation*}
$$

for which the values of $\lambda_{i, 0}$ are given analytically [56] by

$$
\begin{equation*}
\lambda_{i, 0}=4\left(\frac{P}{\beta}\right)^{2} \sin ^{2}(i \pi / p), \quad i=1, \ldots, P \tag{6.72}
\end{equation*}
$$

This yields for the final result

$$
\begin{equation*}
F_{\perp}=\left(\frac{\beta}{P}\right)^{(D-1) P} \frac{1}{A_{0}^{D_{0}}} \prod_{i=1}^{D P-1-D_{0}}\left(\left|\lambda_{\text {inst }, i}\right|^{1-\left\langle\mathbf{v}_{i} \mid \mathbf{v}_{0}\right\rangle^{2}}\right)^{1 / 2} \tag{6.73}
\end{equation*}
$$

with $D_{0}$ being the number of zero modes that are left out of Eq. (6.73).

### 6.5 Summary

The key quantity needed in order to determine microcanonical and canonical rate constants is the fluctuation factor $F_{\perp}$ which contains the orthogonal fluctuations along the instanton path. The indirect approach of first calculating the instanton's individual stability parameters requires the determination of the monodromy matrix. It can be computed by using the algorithm presented in section 6.3 .1 which yields a linear system of equations $\mathbf{C q}=\mathbf{d}$ whereby $\mathbf{C}$ is a banded matrix which enables a very efficient treatment when compared to the determinant method. A different and approximate approach is to use eigenvalue tracing as described in section 6.3.2 which requires the construction of a co-moving coordinate system in order to separate the orthogonal from the parallel modes. If one is not interested in individual stability parameters but only in an approximation to $F_{\perp}$, one can either use the frequency averaging method from section 6.4.1 or the Full Hessians approach in section 6.4.2 which is less based on mathematical rigor but rather on empirical observations for different system which will become apparent in chapter 7. The calculation of canonical rate constants additionally requires the rate at which the instanton's energy changes with respect to $\beta$. Rather then relying on a finite difference approach one can use the algorithm presented in section 6.2. Like in the case of $F_{\perp}$ the calculation results in a linear system of equations in which $\mathbf{A}$ is a sparse matrix, yet still has entries on the upper right and lower left corners. While this leads to the same scaling behavior as computing the determinant of A, it enables an acceleration of the rate constant calculation significantly due to much smaller pre-factors of available linear solvers when compared to calculating determinants.

## 7 Applications

In this chapter the methods proposed in chapter 6 are applied to different chemical systems. These include purely analytical test potentials such as the Müller-Brown system [57] as well as real-life chemical systems for which uni- and bimolecular reaction rate constants are calculated. The neccessary electronic energies are either obtained from a fitted potential energy surface which is available in the literature or from a density functional calculation. The geometry optimization and the subsequent instanton search is done with DL-FIND [42]. For the density functional calculation ChemShell [58] is used as an interface to the Turbomole software package [59].

### 7.1 Müller-Brown Potential

The Müller-Brown potential is a simple two-dimensional system which can be written in analytic form as

$$
\begin{equation*}
V(\mathbf{x})=\gamma \sum_{i=1}^{4} A_{i} \exp \left(a_{i}\left(x-x_{0, i}\right)^{2}+b_{i}\left(x-x_{0, i}\right)\left(y-y_{0, i}\right)+c_{i}\left(y-y_{0, i}\right)^{2}\right), \tag{7.1}
\end{equation*}
$$
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whereby $\mathbf{x}=(x, y)^{T}$. The parameters are in this case taken from Ref. 57

$$
\begin{align*}
\gamma & =\frac{1}{212},  \tag{7.2}\\
\mathbf{A} & =(-200,-100,-170,15)^{T}, \\
\mathbf{a} & =(-1,-1,-6.5,0.7)^{T}, \\
\mathbf{b} & =(0,0,11,0.6)^{T} \\
\mathbf{c} & =(-10,-10,-6.5,0.7)^{T}, \\
\mathbf{x}_{0} & =(1,0,-0.5,-1)^{T}, \\
\mathbf{y}_{0} & =(0,0.5,1.5,1)^{T} \tag{7.3}
\end{align*}
$$

Using this set of parameters for the Müller-Brown potential, the system has one saddle point and three minima. One minimum on the left, one minimum in the middle and a global minimum on the right as shown in Figure 7.1. In this example the reaction from the intermediate minimum at the coordinates $(-0.05001,0.46669)$ over the barrier with the saddle point at ( $-0.822001,0.624314$ ) to the left minimum is studied. Since this is a two-dimensional system without rotational and translational invariance, there is one zero valued stability parameter and another one representing the fluctuations orthogonal to the instanton path. For a particle of the mass of a hydrogen atom the crossover temperature is in this case given by $T_{c} \approx 2207 \mathrm{~K}$. Figure 7.2 shows the result of the rate constant calculation in a traditional Arrhenius plot for which the determinant method was used. One can see, starting on the left side in the high-temperature region, that the rate constant drops relatively fast until the decline slows down at around 1600 K and starts to plateau at around 900 K where it converges to a constant rate constant of $k \approx 1.78 \cdot 10^{-15}$ in atomic units. This is due to the fact that at very low temperatures only the ground state is occupied and the rate constant becomes temperature independent since only tunneling of the ground state contributes to the reaction and no longer thermal excitations. This converged behavior is therefore typical for a uni-molecular reaction in which a minimum exists in the reactant well. The determinant method is the computationally least efficient way when compared to the other proposed approaches, yet it has proven to be a stable and reliable method. It is therefore regarded as the benchmark in terms of accuracy


Figure 7.1: Contour plot of the Müller-Brown potential using the parameters from Eq. (7.3). The left minimum is at ( $-0.55822,1.44173$ ), the intermediate minimum at $(-0.05001,0.46669)$ and the right minimum on the right at $(0.62350,0.02804)$. The saddle point is situated at $(-0.82200,0.62431)$ resulting in a transition state temperature of $T_{c} \approx 2207 \mathrm{~K}$ for a hydrogen atom of mass $m=1822.88 m_{e}$. The dotted red line shows the instanton trajectory at a temperature of 2150 K whereas the continuous red line shows the low temperature instanton at 500 K .
to which the other methods are being compared to.

### 7.1.1 Stability Parameters and $F_{\perp}$ for the Müller-Brown Potential

Figure 7.3 shows the values for the stability parameters over $\beta$ for the MüllerBrown potential calculated either by integration Eq. (6.55), solving the linear system $\mathbf{C q}=\mathbf{d}$ in Eq. (6.50) or approximated by applying eigenvalue tracing. The representation of the stability parameters as $u / \beta$ signifies the physical inter-
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Figure 7.2: Arrhenius plot for the thermal reaction rate constant in atomic units for the reaction going from the middle minimum of the Müller-Brown potential to the left minimum. The results were obtained using the determinant method from Eq. (4.27).
pretation of the stability parameters as frequencies of the molecule's vibrational modes. The number of images with $P=2048$ is chosen sufficiently high in order to avoid numerical difficulties and enable a comparison of the different methods and examine the consequences of their inherently different approximations. Figure 7.4 shows that the non-approximate algorithms, namely integrating the monodromy matrix in Eq. (6.55) and solving Eq. (6.50) (Cqd), converge to the same value for the stability parameter as one would expect. However, the eigenvalue tracing approximation yields values for $F_{\perp}$ which are too large across the whole temperature range but are relatively close when compared with the two other methods. These results can then be used to calculate $F_{\perp}$ using the non-zero stability parameter in Eq. (6.16). Furthermore one can apply the frequency averaging and full Hessian projection approximation to determine $F_{\perp}$ directly. The results of these calculations are depicted in Figure 7.4. The graph shows the negative natural logarithm of $F_{\perp}$. Figure 7.5 shows the difference between the value of the natural logarithm of $F_{\perp}$ using Eq. (6.50) (Cqd) and all other methods. While integrating the monodromy matrix Eq. (6.55) should deliver the same result given the large number of images, the other methods vary depending on the temperature scale. For the most part of the temperature range, the full Hessian projection method seems to be the most reliable as it tends to be closest to the value of Cqd.

### 7.1.2 Comparison of the Rate Constants

In order to calculate the rate constant one uses Eq. (6.22). Since the MüllerBrown system is a two-dimensional system without translational and rotational degrees of freedom one sets $Q_{\mathrm{t}-\mathrm{r}}=1$. This yields for the final expression

$$
\begin{equation*}
k(\beta)=\frac{1}{\sqrt{2 \pi} \mathcal{Q}_{\mathrm{RS}}} \sqrt{-\frac{d E}{d \beta}} F_{\perp} \mathrm{e}^{-\mathcal{S}_{\text {Inst }}} . \tag{7.4}
\end{equation*}
$$

For the calculation of $\mathcal{Q}_{\mathrm{RS}}$ one can simply take the analytic expression (see section 9.1) for the canonical partition function of the reactant

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{RS}}=\prod_{i=1}^{2} \frac{1}{2 \sinh \left(\omega_{i} \beta / 2\right)} \mathrm{e}^{-\beta V\left(\mathbf{x}_{\mathrm{RS}}\right)} \tag{7.5}
\end{equation*}
$$
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Figure 7.3: Stability parameter over $\beta$ for the reaction from the intermediate to the left minimum. The red line was obtained by computing the second derivatives of the Euclidean action $\mathcal{S}_{E}$ by solving the linear system $\mathbf{C q}=\mathbf{d}$ in Eq. (6.50). The blue line was obtained by integrating the monodromy matrix in Eq. (6.55) via a $4^{\text {th }}$-order Runga-Kutta method. The green line was obtained via eigenvalue tracing as described in section 6.3.2. All calculations were done for $P=2048$.


Figure 7.4: Values of $F_{\perp}$ for the Müller-Brown potential using different methods. The red line labeled Cqd shows the result of solving Eq. (6.50) and the blue line the result of integrating the monodromy matrix in Eq. (6.55). The others represent the results of the different approximation schemes suggested in section 6.3.2, 6.4.1 and 6.4.2. In all calculations 2048 images were used.


Figure 7.5: Difference between the value of the natural logarithm of $F_{\perp}$ using Eq. (6.50), labeled Cqd, and all other methods.
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with $\omega_{1}=0.02382$ and $\omega_{2}=0.06163$ for the reactant at $(-0.05001,0.46669)$. The values for $d E / d \beta$ are calculated by using the method proposed in section 6.2. The results are depicted in Figure 7.6 and agree well with the finite difference estimation, yet is considerably faster as only one instanton has to be located. Using the results shown in Figure 7.6 and combining them with the values in Figure 7.5 by plugging them into Eq. (7.4) yields thermal rate constants as depicted in Figure 7.7. Close to $T_{c}$ all methods result in fairly similar rate constants whereas in the low-temperature region the approximate methods all overestimate the value for the orthogonal fluctuations and therefore lead to a lower rate constant. In this case the approximate methods yield rate constants at 600 K which are approximately $25 \%$ to $30 \%$ lower than the benchmark rate constant using the determinant method. The approach using Eq. (6.50) (Cqd) performs extremely well and is in very good agreement with the determinant method even at very low temperatures. For example at 600 K Eq. (6.50) results in a rate constant of $k=1.78026 \cdot 10^{-15}$ a.u. which is only $0.1 \%$ lower than the determinant method result of $1.78226 \cdot 10^{-15}$ a.u. .

However, these results were obtained with an extremely high number of images which are usually unattainable, if no analytical potential energy surface is given. Figure 7.8 shows how solving Eq. (6.50) (Cqd) compares with the determinant method if the number of images is reduced. At a small number of images the solutions can start to deteriorate quickly since the imaginary time increment $\Delta \tau=\beta / P$ becomes relatively large. However, in this case, the results in Figure 7.8 show a relatively good agreement of both methods even for a smaller number of images.

Since individual stability parameters have been used by the Cqd-method in order to obtain the canonical rate constants one can easily use them to calculate the cumulative reaction probability $P(E)$ and consequently a microcanonical rate constant $k(E)$. In order to obtain $P_{\text {SC }}(E)$ Eq. (5.28) is applied such that for the Müller-Brown case one obtains

$$
\begin{equation*}
P_{\mathrm{SC}}(E)=\sum_{n=0}^{\infty} \frac{1}{1+\mathrm{e}^{\mathcal{W}\left(E-E_{n}\right)}}, \tag{7.6}
\end{equation*}
$$

where $E_{n}$ is determined by solving a self-consistent equation which is in this case

$$
\begin{equation*}
E_{n}=E-\left(\frac{1}{2}+n\right) \frac{u\left(E-E_{n}\right)}{T_{0}\left(E-E_{n}\right)} . \tag{7.7}
\end{equation*}
$$

In order to solve Eq. (7.7) instantons are first optimized for a given set of imaginary time periods $T_{0}$ (or inverse temperatures $\beta=T_{0}$ ) which then provide a set of possible values for $\mathcal{W}(E), E$, and $u(E)$. The required values for $u\left(E-E_{n}\right) /\left(T_{0}\left(E-E_{n}\right)\right)$ are then linearly interpolated and Eq. (7.7) is solved iteratively. Afterwards the shortened action $\mathcal{W}$ is linearly interpolated too, in order to obtain $P_{\mathrm{SC}}(E)$ via Eq. (7.6).

At low energies and for large vibrational frequencies, the sum over $n$ in Eq. (7.6) is truncated after a few terms. At high energies, especially when $E>E_{\text {TS,ZPE }}$, many terms must be included. Here $E_{\text {TS,ZPE }}$ denotes the energy of the transition sate including zero-point energy. At high enough energies, $\mathcal{W}=0$ is assumed to be independent of $E_{n}$. The quantization of vibrational energy levels can therefore be neglected, which results in the classical density of states of the transition state as

$$
\begin{equation*}
P(E)=\frac{\left(E-E_{\mathrm{TS}}\right)^{D-1}}{(D-1)!} \prod_{i=1}^{D-1}\left(\omega_{i, \mathrm{TS}}\right)^{-1} \quad \text { for } E \gg E_{\mathrm{TS}} \tag{7.8}
\end{equation*}
$$

Eq. (7.8) is used for energies above $E_{\mathrm{TS}, \mathrm{ZPE}}+10 \cdot \omega_{\mathrm{TS}, \min }$, where $\omega_{\mathrm{TS}, \text { min }}$ is in general the smallest vibrational frequency of the transition state perpendicular to the transition mode. However, in the case of the Müller-Brown potential there is only one perpendicular frequency. Eq. (7.8) means that the first 10 quanta of the vibrations are explicitly taken into account and then the continuous expression in Eq. (7.8) is used. Figure 7.9 shows the results of this calculation for $P_{\mathrm{SC}}$ as well as the corresponding microcanonical rate constant $k(E)$ which is obtained by using Eq. (3.27)

$$
\begin{equation*}
k_{\mathrm{SC}}(E)=\frac{1}{2 \pi \hbar} \frac{P_{\mathrm{SC}}(E)}{\nu_{r}(E)} \tag{7.9}
\end{equation*}
$$
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Figure 7.6: Change of the instanton's tunneling energy with respect to $\beta$ in the Müller-Brown potential calculated at different temperatures. The value of $\frac{d E}{d \beta}$ is negative for all $T<T_{c}$. The green squares correspond to finite differences between $E$ obtained for instantons at adjacent temperatures. The calculation used $P=2048$.
whereby here the classical density of states for an harmonic oscillator in the reactant valley is taken to be

$$
\begin{equation*}
\nu_{r}(E)=\frac{E^{D-1}}{(D-1)!\prod_{i=1}^{D} \omega_{i, \mathrm{RS}}} . \tag{7.10}
\end{equation*}
$$

However, one has to keep in mind that the semiclassical approximation used here for $k(E)$ is not in the least able to take into account the necessary quantization of the reactant region in the case of a uni-molecular reaction. So $k(E)$ cannot be interpreted as the state specific decay rate of a state at energy $E$. It can be rather regarded as the mean rate of different states which are averaged over an energy interval $\Delta E[38]$. In order to accurately describe state specific decay rates one would have to invoke a full quantum mechanical treatment which takes into account coupling of the modes in the reactant valley and requires a proper time evolution of those states via a solution of the time-dependent Schrödinger equation.


Figure 7.7: Thermal rate constants $k(\beta)$ in atomic units for the Müller-Brown potential, calculated via Eq. (7.4) with the results shown in Figure 7.6 for $d E / d \beta$ and the different values for $F_{\perp}$ depicted in Figure 7.5.


Figure 7.8: Results for the thermal rate constant calculation using the Cqd-method and the determinant method using different number of images at $T=$ 600 K .
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Figure 7.9: Results in atomic units for the cumulative reaction probability $P_{\mathrm{SC}}(E)$ using Eq. (7.6) and the corresponding microcanonical rate constant $k_{\mathrm{SC}}(E)$ which is obtained from Eq. (7.9). The black vertical line marks the ground state energy of the harmonically approximated reactant state.

### 7.2 Decay of Methylhydroxycarbene

The decay of methylhydroxycarbene to acetaldehyde via tunneling has previously been studied experimentally and computationally $[60,61]$. Therefore this reaction is chosen in order to investigate the stability of the Cqd-approach with respect to numerical noise in the gradients and Hessians and to provide data for a system with translational and rotational invariance. The energies and their derivatives are obtained on-the-fly using DFT calculations with the B3LYP hybrid functional [62-67] in combination with the def2-SVP basis set [68]. The calculations are done using Turbomole v 7.0.1. [59]. For the geometry optimizations and and subsequent instanton calculations DL-FIND [42] was used via ChemShell [58] as interface to Turbomole. The focus here is to compare the Cqd-method with the determinant method rather than aiming at high accuracy in comparison to experimental data. Nevertheless, B3LYP (with a different basis set, though) was found to reproduce more accurate calculations quite well [61]. In all subsequent calculations the discretization of the instanton was chosen to be $P=128$ images. The instantons were optimized such that the largest component of the gradient is smaller than $10^{-9}$ atomic units. The self consistent field cycles were iterated until the change in energy was less than $10^{-9}$ Hartree per iteration. Furthermore the $m 5$ grid [69] is used. An exemplary instanton of such a calculation is shown in Figure 7.10.

After optimizing the instanton geometries at a series of temperatures below the crossover temperature of $T_{c} \approx 453 \mathrm{~K}$, the stability parameters $u_{i}$ are calculated using Eq. (6.50). For this 7 -atom system there are 14 non-zero stability parameters. They can be interpreted as frequencies via $\omega_{i}=u_{i} / \beta$, hence wavenumbers in units of $\mathrm{cm}^{-1}$ are chosen for this system. The stability parameters are depicted in Figure 7.11. Most of them are almost independent of the temperature. The stability parameter with the strongest temperature dependence corresponds to the movement of the transferred hydrogen atom perpendicular to the instanton path. At high temperatures, the instanton path is short and in the direct vicinity of the saddle point. Correspondingly, the value of the temperature dependent stability parameter is close to $2660.7 \mathrm{~cm}^{-1}$, the wave number of the $\mathrm{C}-\mathrm{H}$ and $\mathrm{O}-\mathrm{H}$ stretching mode of the transferred H at the transition state. At lower temperature its
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Figure 7.10: Instanton for the decay of methylhydroxycarbene to acetaldehyde at $T=300 \mathrm{~K}$ from top to bottom. The graph at the top shows the starting image of the instanton in the reactant region, the one in the middle an intermediate stage of the reaction and the one at the bottom shows the configuration of the last image in the product region. The color white is used to label hydrogen, red oxygen and grey carbon atoms.


Figure 7.11: The 14 non-zero stability parameters for the decay of methylhydroxycarbene to acetaldehyde using 128 images with the Cqd-method. At high temperatures the value of the temperature dependent stability parameter is close to $2660.7 \mathrm{~cm}^{-1}$, which is the wave number of the $\mathrm{C}-\mathrm{H}$ and $\mathrm{O}-\mathrm{H}$ stretching mode of the transferred hydrogen atom at the transition state. At lower temperature its value increases, tending towards the value of $3736.0 \mathrm{~cm}^{-1}$, which corresponds to the $\mathrm{O}-\mathrm{H}$ stretching mode in the reactant.
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value increases, tending towards the value of $3736.0 \mathrm{~cm}^{-1}$, which corresponds to the $\mathrm{O}-\mathrm{H}$ stretching mode in the reactant, methylhydroxycarbene. The different stages of the reaction are depicted in Figure 7.10. The resulting fluctuation factor $F_{\text {Inst }}$ is shown in Figure 7.12. The temperature-dependence of $d E / d \beta$ is shown in Figure 7.13. An approximate method which calculates $d E / d \beta$ with a finite difference approach, using two instantons with adjacent temperatures, is shown for comparison. The new approach using Eq. (6.28) agrees well with the finite difference estimation, yet is considerably faster as only one instanton has to be located. Using the results shown in Figure 7.11, Figure 7.13 and the classical expressions for $Q_{\text {t-r }}$ (see 9.2 and 9.2) one obtains the thermal rate constants depicted in Figure 7.14. One can see clearly a very good agreement between the Cqd-method and the conventional determinant method. The highest deviations between the methods appear at low temperatures with the rate constant determined by solving $\mathbf{C q}=\mathbf{b}$ being $4.3 \%$ larger than the one calculated via the determinant method. The convergece of both methods with respect to the number of images $P$ is shown in Figure 7.15 for two temperatures, $T=300 \mathrm{~K}$ (top) and $T=150 \mathrm{~K}$ (bottom). For very few images, both methods are inaccurate, but the determinant method is slightly more stable than the Cqd approach. An instanton path with merely 16 images at a temperature so far below $T_{\mathrm{c}}$ results in a rather badly discretized path. At higher numbers of $P$, it is notable that the Cqd method converges faster to the final result than the determinant method. It is most clearly visible at $T=150 \mathrm{~K}$, keeping in mind the different scales of the vertical axes for the two graphs.


Figure 7.12: Results for the orthogonal fluctuation factor $F_{\perp}$ in atomic units using Eq. (6.65) with the stability parameters obtained via the Cqd-method from Figure 7.11


Figure 7.13: Change of the instanton's tunneling energy in atomic units with respect to $\beta$ for the reaction of methylhydroxycarbene to acetaldehyde calculated with 128 images. The value of $\frac{d E}{d \beta}$ is negative for all $T<T_{c}$. The green squares correspond to finite differences between $E$ obtained for instantons at adjacent temperatures.
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Figure 7.14: Rate constants in atomic units for the reaction of methylhydroxycarbene to acetaldehyde. The orange line was calculated using the Cqdmethod and the quantities shown in Figure 7.11 and Figure 7.13. The blue line was calculated with the conventional determinant method.


Figure 7.15: Convergence of the rate constants in atomic units with the number of images $P$ at two different temperatures for the reaction of methylhydroxycarbene to acetaldehyde. The red line was calculated using the Cqd-method of Eq. (6.50) and the quantities determined in Figure 7.11. The blue line was calculated with the conventional determinant method.
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### 7.3 Bi-molecular Reaction $\mathrm{H}_{2}+\mathbf{O H} \rightarrow \mathrm{H}_{2} \mathbf{O}+\mathrm{H}$

So far only uni-molecular reactions have been examined. As test case for a bimolecular reaction the reaction $\mathrm{H}_{2}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$ is chosen here since it has has been investigated in great detail in the literature [31,70-82]. As a consequence of that there are a set of different fitted potential energy surfaces available. In this case a rather old suface by Schatz and Elgersma $[83,84]$ is used since for this PES reference data for the cumulative reaction probability are available from a quantum dynamics calculation [70, 71].
Like in the previous case this system is not chosen in order to gain new physical insights but to compare different methods. All calculations are done in DL-FIND. Like many bi-molecular reactions this system exhibits a pre-reactive energy min-


Figure 7.16: Different stages of the reaction $\mathrm{H}_{2}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$, including the weakly bound pre-reactive Van-der-Waals complex . Graph taken from Ref. 85.
imum, a weakly bound Van-der-Waals complex, as depicted in Figure 7.16. At low pressure, such a complex does not thermally equilibrate and either proceeds over the transition state or decays again. This limits the applicability of canonical instanton theory $[85,86]$. A microcanonical formulation allows the use of the reactant's thermal distribution to calculate thermal rate constants without assuming
thermalization in a pre-reactive minimum. This four-atom system has $12-6=6$ vibrational degrees of freedom and therefore five non-zero stability parameters. The stability parameters are obtained by integrating Eq. (6.55) and via the approximate eigenvalue tracing approach. Since here the PES is given analytically the calculations are performed with a high number of images $P=400$ such that integrating Eq. (6.55) yields sufficiently accurate results. Figure 7.17 shows the results for the non-zero stability parameters. The continuous lines were obtained by integrating Eq. (6.55), the dotted lines via eigenvalue tracing. In the eigenvalue tracing approximation the stability parameters are obtained by integrating the traced orthogonal frequencies, shown in Figure 7.18, in imaginary time from 0 to $\beta$. From the stability parameters shown in Figure 7.17 one can then obtain $P_{\mathrm{SC}}(E)$ via Eq. (5.29). If no individual stability parameters are available the following approximation is used instead of Eq. (5.29)

$$
\begin{equation*}
P(E)=\sum_{n_{1}} \cdots \sum_{n_{5}} \frac{1}{1+\exp \left[S_{0}\left(E-E_{\mathrm{vib}, n}-\sigma / T_{0}\right)\right]} \tag{7.11}
\end{equation*}
$$

with

$$
\begin{equation*}
E_{\mathrm{vib}, n}=\sum_{i=1}^{D-1} \omega_{i, \mathrm{TS}} n_{i} \tag{7.12}
\end{equation*}
$$

where $\sigma=\ln F_{\perp}$ approximates the zero-point vibrational energy and $E_{\text {vib, } n}$ covers vibrational excitations. The results are shown in Figure 7.19. They show a relatively good agreement between the semiclassically approximated $P_{\mathrm{SC}}(E)$ and the probability obtained from the quantum dynamics calculation. The different ground state energy of the quantum calculation compared to $P_{\mathrm{SC}}(E)$ is due to the harmonic approximation which is assumed for the reactant in the semiclassical approximation. Once $P(E)$ is obtained the thermal rate constant can in the bi-molecular case be obtained via a Laplace transformation such that

$$
\begin{equation*}
k(\beta)=\frac{Q_{\mathrm{t}-\mathrm{r}}}{2 \pi Q_{\mathrm{RS}}} \int_{E_{\mathrm{RS}}}^{\infty} P(E) \mathrm{e}^{-\beta E} d E, \tag{7.13}
\end{equation*}
$$
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where $E_{\mathrm{RS}}$ is the ground state energy. For the translational and rotational partition function the classical expression for a bi-molecular reaction is used (see Sec. 9.2 and Sec. 9.2 in the appendix). The result of Eq. (7.13) is shown in Figure 7.20. Even though $P(E)$ obtained from integrating Eq. (6.55) and eigenvalue tracing look very similar, the resulting thermal rate constants are slightly different ( $\sim 13 \%$ ) at low temperature. Obtaining $P_{\mathrm{SC}}(E)$ via frequency averaging or the full Hessians projection method results in pretty good approximations, too. Like in the previous case the approximate methods consistently lead to lower rate constants at all temperatures compared with the determinant method. Using the frequency averaging method also gives very consistent rate constants, even though rather small frequencies perpendicular to the instanton path appear which make the approximation of Eq. (6.63) questionable. However, in this case it seems to work well in practice. The smallest frequency at the reactant side of the instanton (in the pre-reactive minimum) is only $173 \mathrm{~cm}^{-1}\left(\omega=7.9 \cdot 10^{-4}\right.$ a.u.) on the PES which is used here. If one compares the determinant method with the rate constant obtained from integrating Eq. (7.13) one can see that at high temperature the rate constants do not overestimate the temperatures close to $T_{c}$ as the determinant approach does. This is a direct consequence of the fact that the used $P_{\text {SC }}$ contains multiple instanton orbits since for the derivation of Eq. (5.28) the summation is not truncated after the first orbit $k=1$ like in the steepest descent approximation, instead the summation over $k$ is performed explicitly.


Figure 7.17: Non-zero stability parameters of the reaction $\mathrm{H}_{2}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}$. The continuous lines were obtained by integrating the monodromy matrix in Eq. (6.55), the dotted lines via eigenvalue tracing. All calculation were done with $P=400$.
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Figure 7.18: Vibrational frequencies of the perpendicular modes in atomic units traced along the instanton path for the reaction $\mathrm{H}_{2}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}$ +H on Schatz and Elgersma PES [83, 84] at $T=200 \mathrm{~K}$. The time axis is in units of $\tau / T_{0}$ whereby $T_{0}=\beta \hbar$ is the imaginary time period of the instanton solution. The graph stops at $\tau / T_{0}=0.5$ as the path in configuration space from reactant to product is equal to the backwards path.


Figure 7.19: $P(E)$ for the reaction $\mathrm{H}_{2}+\mathrm{OH}$ on the Schatz-Elgersma PES [83, 84] for the different approximations of $F_{\perp}$ or $u_{i}(E)$ discussed in the methods section. Quantum dynamics refers to the reference calculation in Ref. 70,71 . $E_{0}$ marks the ground state energy of the harmonically approximated reactant and $E_{\mathrm{TS}}$ the energy of the transition state structure.


Figure 7.20: Semi-classical thermal rate constants in atomic units obtained via integrating the values of $P_{\mathrm{SC}}(E)$ via Eq. (7.13) in comparison with the determinant method.
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## 8 Conclusion

The calculation of microcanonical and canonical reaction rate constants relies in both cases heavily on adequate methods to compute the fluctuation factor $F$, which contains second order quantum corrections to the instanton solution. In the microcanonical case one is only interested in the orthogonal contributions $F_{\perp}$ in order to compute the cumulative reaction probability. In the canonical ensemble one additionally needs to determine the parallel contributions which can be identified with the rate at which the instanton's energy changes with respect to the orbit's imaginary time period as $F_{\|} \propto \sqrt{-d E / d \beta}$.
The conventional determinant method which has been used so far allows for the direct calculation of $F$ in a very reliable fashion, yet it has two profound disadvantages. First it only gives the full fluctuation factor instead of providing the parallel and orthogonal contributions separately, which makes the procedure unsuitable for the calculation of the cumulative reaction probability. Secondly the determinant method as described in chapter 4 requires the diagonalization of a $P D$-dimensional matrix which is computationally the most demanding approach of all presented methods in this thesis. If, however, $F_{\perp}$ and $F_{\|}$are computed separately, a significant speed-up of the rate constant calculation can be achieved.

The methods to calculate the orthogonal fluctuations $F_{\perp}$ can be divided into two subcategories. Those approaches which require stability parameters from which $F_{\perp}$ is then obtained or approximate methods which can compute $F_{\perp}$ directly without the need for individual stability parameters.
If individual stability parameters are needed, two new methods were presented in this thesis. The first is based on the numerical evaluation of the Van Vleck propagator and leads to the linear system of equations $\mathbf{C q}=\mathbf{d}$ which requires knowledge of all Hessians along the instanton path. Since $\mathbf{C}$ is a banded matrix
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the overall scaling behavior is $\mathcal{O}\left(P D^{6}\right)$ which makes this approach particularly useful if the number of images needs to be increased. As was shown in section 7.2, this method is also applicable in the presence of numerical noise in the gradients and Hessians, which is usually the case for any electronic structure calculation in which the energies are not obtained analytically. Therefore solving $\mathbf{C q}=\mathbf{d}$ provides a rigorously derived and numerically stable way of obtaining stability parameters in multidimensional chemical systems. The second method is to use eigenvalue tracing which allows one to approximate individual stability parameters by tracing the eigenvalues of the Hessians along the path. Whilst being an approximate approach, eigenvalue tracing provides a numerically very stable and reliable method which yields results which are pretty similar to the ones obtained by solving $\mathbf{C q}=\mathbf{d}$ in the investigated cases.
If only the value for $F_{\perp}$ is of interest two alternatives have been presented. In the case of frequency averaging $F_{\perp}$ can be obtained by averaging the orthogonal vibrational frequencies along the path without the need for tracing. While this approach is theoretically only valid for large values of the stability parameters it still gives very consistent rate constants for the investigated systems, even though rather small orthogonal frequencies appeared, e. g. in the reaction $\mathrm{H}_{2}+\mathrm{OH} \rightarrow$ $\mathrm{H}_{2} \mathrm{O}+\mathrm{H}$. The last approach presented was to use the full Hessians projection approach in which the determinant method is invoked in order to compute the full second derivatives of the Euclidean action first and then project out the parallel vibrational mode as well as the rotational and translational contributions. The method lacks mathematical rigour but appears to give results which are as reliable as frequency averaging or eigenvalue tracing, at least for systems investigated in this thesis.

In summary all mentioned methods provide reliable ways of of obtaining $F_{\perp}$. However, for cases in which a high number of images can be computed, solving $\mathbf{C q}=\mathbf{d}$ is the method of choice to calculate $F_{\perp}$ as it contains no inherent approximations and provides individual stability parameters.

If one is interested in canonical reaction rate constants, additionally the parallel fluctuation factor $F_{\|}$has to be determined. In order to achieve that the quantity $d E / d \beta$ needs to be computed in an efficient and reliable fashion. Section 6.2 pre-
sented an elegant algorithm based on the energy conservation of the pseudoparticle in the classically forbidden region. The huge advantage in comparison to a finite difference approach is the omission of a second instanton calculation at a temperature adjacent to the first one. The approach presented in section 6.2 only requires solving a linear system of the form $\mathbf{A x}=\mathbf{b}$ for which the Hessians and gradients along the instanton path are needed. In fact the determinant method does not need gradients, however, they are needed for the instanton optimization, hence no additional effort is required. So if the thermal rate constants for a uni-molecular system are obtained via Eq. (6.22) by using the Cqd-method to obtain $F_{\perp}$ and the approach from section 6.2 to obtain $d E / d \beta$, one get results which are in excellent agreement with the determinant method, as was shown in sections 7.2 and 7.1 for the analytical and DFT-case, yet the new approach is significantly faster due to different pre-factors for the solvers of linear systems of equations in comparison with the calculation of determinants. While the fundamental bottleneck of any reaction rate constant calculation remains the calculation of energies and Hessians, the new approach might be particularly helpful if one is interested in obtaining thermal rate constants at very low temperature for a system for which a fitted analytic PES is available and therefore a high number of images can be computed. In these cases the rate constant calculation can be speeded up significantly.
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## Part III

## Appendix

## 9 Auxiliary Calculations

### 9.1 Analytic Calculation of $Q_{\mathrm{RS}}$

The trajectory of $D$ uncoupled harmonic oscillators in imaginary time is given by

$$
\begin{equation*}
\mathbf{X}(\tau)=\frac{x_{i}^{\prime \prime} \sinh \left(\omega_{i} \tau\right)-x_{i}^{\prime \prime} \sinh \left((\tau-\beta) \omega_{i}\right)}{\sinh \left(\beta \omega_{i}\right)} \hat{\mathbf{e}}_{i} \tag{9.1}
\end{equation*}
$$

for $i \in[1, \ldots, D]$. The corresponding Euclidean action is

$$
\begin{align*}
\mathcal{S}_{\mathrm{E}}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}, \beta\right) & =\int_{0}^{\beta \hbar}\left(\frac{1}{2} \dot{\mathbf{X}}^{2}+\frac{1}{2} \sum_{i}^{D} \omega_{i}^{2} x_{i}^{2}(\tau)\right) d \tau  \tag{9.2}\\
& =\sum_{i=1}^{D} \frac{\left(x_{i}^{\prime 2}+x_{i}^{\prime \prime 2}\right) \cosh \left(\omega_{i} \beta\right)-2 x_{i}^{\prime \prime} x_{i}^{\prime}}{\sinh \left(\omega_{i} \beta\right)} . \tag{9.3}
\end{align*}
$$

The evaluation of the second derivatives of $\mathcal{S}_{\mathrm{E}}$ evaluated at the point $\mathrm{x}^{\prime \prime}=\mathrm{x}^{\prime}=\mathbf{x}$ yields

$$
\begin{align*}
\left.\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}_{i}^{\prime} \partial \mathbf{x}_{j}^{\prime \prime}}\right|_{x^{\prime}=x^{\prime \prime}} & =-\frac{\omega_{i}}{\sinh \left(\omega_{i} \beta\right)} \delta_{i, j}  \tag{9.4}\\
\left.\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}_{i}^{\prime} \partial \mathbf{x}_{j}^{\prime \prime}}\right|_{x^{\prime}=x^{\prime \prime}} & =\omega_{i} \operatorname{coth}\left(\omega_{i} \beta\right) \delta_{i, j}  \tag{9.5}\\
\left.\frac{\partial^{2} \mathcal{S}_{\mathrm{E}}}{\partial \mathbf{x}_{i}^{\prime} \partial \mathbf{x}_{j}^{\prime \prime}}\right|_{x^{\prime}=x^{\prime \prime}} & =\omega_{i} \operatorname{coth}\left(\omega_{i} \beta\right) \delta_{i, j} \tag{9.6}
\end{align*}
$$

Using Eq. (6.13) then yields

$$
\begin{align*}
F & =\sqrt{\frac{|-\mathbf{b}|}{|\mathbf{a}+2 \mathbf{b}+\mathbf{c}|}}=\sqrt{\frac{(-1)^{D}}{|\mathbf{M}-\mathbf{1}|}}  \tag{9.7}\\
& =\prod_{i=1}^{D} \frac{1}{2 \sinh \left(\frac{\omega_{i}}{2} \beta\right)} \tag{9.8}
\end{align*}
$$

which gives for the $\mathcal{Q}_{\mathrm{RS}}$

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{RS}}=\prod_{i=1}^{D} \frac{1}{2 \sinh \left(\frac{\omega_{i}}{2} \beta\right)} \mathrm{e}^{-\beta V\left(\mathrm{x}_{\mathrm{RS}}\right)} \tag{9.9}
\end{equation*}
$$

i.e. the analytic solution of the partition function of a multidimensional harmonic oscillator.

### 9.2 Calculation of the Rotational Partition Function

In order to determine the classical expression for the rotational partition function one first invokes the rigid rotor approximation which yields the following quantized energy levels which apply to diatomic molecules such as OH or $\mathrm{H}_{2}$

$$
\begin{equation*}
E_{\mathrm{rot}}=\frac{\mathbf{J}^{2}}{2 I}=\frac{J(J+1) \hbar^{2}}{2 I} \tag{9.10}
\end{equation*}
$$

where $I$ is the moment of inertia and $J \in \mathbb{N}_{0}$ is the quantum number of the molecule's total rotational angular momentum. Using Eq. (9.10) the canonical rotational partition function gives

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{rot}}=\sum_{J=0}^{\infty} g_{J} \mathrm{e}^{-\beta E_{J}}=\sum_{J=0}^{\infty}(2 J+1) \mathrm{e}^{-\beta \frac{J(J+1) \hbar^{2}}{2 L}} \tag{9.11}
\end{equation*}
$$

where $g_{J}$ describes the degeneracy of the $J^{\text {th }}$ - state. In the case of high temperatures or large $I$, where $\hbar^{2} /(2 I) \ll \beta$ is fulfilled, the quantum number $J$ in Eq.
(9.11) can approximately be treated as a continuous variable such that

$$
\begin{align*}
\mathcal{Q}_{\mathrm{rot}} & \approx \int_{0}^{\infty} g_{J} \mathrm{e}^{-\beta E_{J}} d J  \tag{9.12}\\
& =\int_{0}^{\infty}(2 J+1) \mathrm{e}^{-\beta \frac{J(J+1) \hbar^{2}}{2 I}} d J  \tag{9.13}\\
& =\frac{\beta 2 I}{\hbar^{2}} \tag{9.14}
\end{align*}
$$

which results in the classical expression for a rigid rotor. Additionally one introduces a symmetry factor $\sigma$

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{rot}}=\frac{1}{\sigma} \frac{\beta 2 I}{\hbar^{2}}, \tag{9.15}
\end{equation*}
$$

which accounts for the molecule's symmetries and can be calculated from the rotational subgroups of the molecule's point group [87].

### 9.3 Calculation of the Translational Partition Function

For the classical translational partition function which is used in the gas phase, one starts with the energy levels of a particle in a three-dimensional cubic box of length $L$. The energy levels here are given as

$$
\begin{equation*}
E_{\text {trans }}=\frac{h}{8 M L^{2}}\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\right) \tag{9.16}
\end{equation*}
$$

with $M$ being the mass of the molecule and $n_{x}, n_{y}, n_{z}$ as quantum numbers for each of the possible directions. The canonical partition function is then given by

$$
\begin{equation*}
\mathcal{Q}_{\text {trans }}=\sum_{n_{x}=0}^{\infty} \sum_{n_{y}=0}^{\infty} \sum_{n_{z}=0}^{\infty} \mathrm{e}^{-\frac{\beta h}{8 M L^{2}}\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\right)} . \tag{9.17}
\end{equation*}
$$

Assuming a narrow spacing between the energy levels and moving from a summation to an integration results in

$$
\begin{align*}
\mathcal{Q}_{\text {trans }} & \approx \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \mathrm{e}^{-\frac{\beta h}{8 M L^{2}}\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\right)} d n_{x} d n_{y} d n_{z}  \tag{9.18}\\
& =V\left(\frac{M}{2 \pi \hbar^{2} \beta}\right)^{\frac{3}{2}} \tag{9.19}
\end{align*}
$$

with $V=L^{3}$ being the volume of the box.
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