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Abstract

The development of storage rings as highly brilliant X-ray sources in the early 1970s became a breakthrough for X-ray imaging techniques that allowed overcoming the resolution limits of optical microscopy restricted by the wavelength of visible light. Beside the shorter wave length in the nm range, X-rays have higher penetration depth in order of several $\mu$m providing sufficient contrast for $\mu$m and sub-$\mu$m objects. In the scope of steady minimalization of material feature sizes for various technological applications, e.g. information storage, biology, medicine, energy and material science, X-ray microscopy has attracted an increasing interest. The use of soft X-rays in microscopy gives not only the advantage of the elemental specificity, but also provides information about chemical and magnetic characteristics based on X-ray absorption spectroscopy (XAS) and X-ray circular dichroism (XMCD). The latter is of special interest, because magnetic features, i.e. magnetic domain walls, vortices or skyrmions, in modern nanomaterials reach sizes below few tens of nanometer.

The resolution in standard X-ray microscopes is limited by the focusing element, e.g. Fresnel Zone Plates (FZP), and stays in the range of 20 nm for highly efficient plates. Diffraction imaging techniques with the use of coherent X-ray radiation potentially can achieve wavelength limited resolution solving so-called “phase problem”. During the last years with steadily increasing computing power, which is necessary for the iterative image reconstructions, these methods became highly efficient for high resolution imaging. Ptychography is the combination of diffraction imaging and scanning transmission microscopy that provides images of extended sample areas utilizing iterative reconstruction algorithm, which gives phase and amplitude information from the studied specimens. The main focus of this thesis is the realization of ptychographic imaging on the samples with different scattering power, as well as the investigation and improvement of the microscopic potential of this method in detailed comparison with conventional STXM imaging. The technique is applied to nanoscale systems of current interest in energy and environmental science and magnetic data processing.

In this work X-ray ptychography was adopted to the scanning transmission X-ray microscope MAXYMUS operated on UE46-1 PGM2 beamline at BESSY II synchrotron (HZB, Berlin, Germany). For the adjustment of the ptychographic setup the main parameters of scanning geometry, i.e. overlap ratio, defocus position, dwell time and degree of spatial coherence, have been thoroughly investigated on the test magnetic and non-magnetic samples and the optimal values have been determined.

The scientific part includes experimental investigation of ptychographic imaging for various research related samples with chemical, magnetic and mixed scattering:

1. Charged/discharged Li battery particles. LiFePO$_4$ nanoparticles, which are efficiently used in batteries, have been imaged in lithiated and delithiated states to
investigate the capabilities of ptychography for imaging of highly scattering specimen with prominent chemical contrast. The results showed profound resolution improvement on morphological edges as well as on the borders of the regions with different chemical states in comparison with STXM images. It provides important information on the relation of the corresponding phase transitions and the sample sizes and morphologies.

2. Rock varnish samples. Desert varnish specimens consist of ultra-thin (down to few nanometers) altering layers of Mn, Fe, Si and Al and are found as a crust growing on the rock in desert environments. Ptychographic images were used in order to investigate elemental distribution of basic materials in varnish samples with high spatial resolution revealing layers of 10-20 nm that was never observed in STXM studies. The obtained results give intrinsic information about the rock varnish growth mechanism and climate changes in the specific area with the time span of thousands of years.

3. Cu-Ni core shells. The structures of thin magnetic Ni film deposited on the curved 3D Cu crystal possess complex multi domain structure that is determined by the shape of the substrate. Characteristic length scales of magnetic features induced by magneto-chiral effects and topology have been studied in the tens of nanometer regime accessible only by ptychography. In order to understand the magnetization behavior of separate particles micro magnetic simulations were performed for different geometrical shapes. The results showed correspondence to experimental data and predict the magnetization configurations on different particle faces.

4. Magnetic skyrmion systems. Two different sets of skyrmionic samples with different heavy metals and varying thicknesses of ferromagnetic interlayer have been studied using magnetic sensitive ptychography. The extensive measurements of magnetic parameters have been performed using SQUID. The main highlight is the application of ptychography for the study of sub-100 nm sized magnetic object at room temperature identifying clearly their skyrmionic geometry. The high resolution images have been used for analysis of shapes and sizes of skyrmions in dependence on the compound and thicknesses of the used multilayer, also applied bias fields. Based on the obtained data Dzyaloshinskii Moriya interaction (DMI) was estimated and its influence on skyrmion state stabilization was discussed in comparison with recent literature data.

In the thesis the potential of ptychographic imaging was investigated for purely magnetic and non-magnetic systems showing the significant gain of resolution, in some cases limited only by geometrical constraints of the experimental setup. This provides an excellent foundation for the next steps for achieving wavelength limited resolution down to 1 nm and 3D imaging by tomo-ptychography. The progress in advanced new X-ray CCDs,
will open new possibilities for time-resolved measurements and 4D spectro-microscopy. Potentially, it will offer an unprecedented combination of nm, meV and ps resolution that can be realized at BESSY II in the forthcoming VSR mode starting from 2021.
Kurzfassung


Als Teil dieser Arbeit wurde Röntgenptychografie an dem Rasterröntgenmikroskop MAXYMUS, das am UE46-1 PGM2 Strahlrohr am BESSY II Synchrotron (HZB, Berlin)
betrieben wird, implementiert. Für die Anpassung des ptychografischen Aufbaus wurden die unterschiedlichen Einstellungen der wichtigsten experimentellen Parameter wie Überlappverhältnis, Defokusposition, Belichtungszeit und Grad der räumlichen Kohärenz an unterschiedlichen magnetischen und nicht-magnetischen Testsystemen eingehend getestet. Dadurch wurden die optimalen Einstellungen der experimentellen Parameter bestimmt.

Der wissenschaftliche Teil der Arbeit beinhaltet experimentelle Untersuchungen der ptychografischen Darstellung unterschiedlicher forschungsrelevanter Proben mit chemischer, magnetischer und gemischter Streuung:
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Chapter 1

Introduction

High resolution imaging on nanometer scales is essential for many fields of technology and science. Originally microscopy was introduced with the use of visible light with resolution limited by the wavelength to about 300 nm. Nowadays microscopy methods are also extended to more complex and high resolution applications using electrons and X-rays. Electron microscopy provides information on atomic resolution level, however because of the strong interaction of electrons with matter the method is suitable only for imaging of thin samples and their surfaces \[1\] \[2\]. X-ray microscopy using synchrotron radiation has been in active development for the last few decades \[3\]. Beside the shorter wavelength of a few nanometer soft X-rays have high penetration depth up to several \(\mu m\) in any material that is combined with spectroscopic capabilities providing high chemical and magnetic sensitivity. X-ray light is focused by the special diffraction optics which can be based on diffraction on crystal and gratings, using refractive of reflecting mechanisms. In soft X-ray microscopy, which covers the energy range between 200 and 2000 eV, Fresnel Zone Plates (FZPs) are the most successfully applied focusing devices. FZPs typically have lateral resolution in a range of 20 nm given by the smallest width of the outermost zone. However resolution below few tens of nanometer is still challenging since fabrication of high resolving FZPs is technically very elaborated process and results in low diffraction efficiency of this optics \[4\].

Ptychography is a lenseless diffraction imaging technique which became a promising method in the field of X-ray microscopy providing phase information and higher spatial resolution than conventional scanning transmission X-ray microscopy (STXM). In this case the spatial resolution is not limited by the used focusing optics theoretically reaching wavelength limited resolution \[5\]. Ptychography combines all the advantages of STXM for the nondestructive study of sample structure with a resolution that is only limited by the sample scattering strength and the largest scattering angle measured in diffraction image.
CHAPTER 1. INTRODUCTION

This coherent imaging technique enables probing of extended objects with possibility to reconstruct phase image due to over redundant data obtained from the overlap of neighboring scanning points. Iterative phase retrieval algorithm reconstructs the complex-valued transmission function of the sample and provides information about the illumination profile simultaneously.

The fundamental length scales of magnetic features like domain wall width, exchange length or domain pattern can reach sizes below few tens of nanometer. Therefore the application of highly resolved methods for the imaging of modern magnetic materials is of strongly increasing scientific interest. To find a path to magnetic measurements the X-ray magnetic circular and linear dichroism (XMCD and XMLD) effects are utilized. They provide strong magnetic contrast at L and M edges for the 3d and 4f elements which are contained in nearly any magnetic media. These edges are energetically positioned in the soft X-ray range between 350 eV (La L₃-edge) and 1576 eV (Yb M₄-edge) [6]. The XMCD effect allows the mapping of magnetic moments inside the observed material with high contrast and the inherent possibility the quantitatively determine spin and orbital moments in specific elements basing on sum rules [7].

The ptychographic set up installation with the following experimental work presented in this thesis was done at MAXYMUS scanning transmission X-ray microscope at BESSY II synchrotron operated by the Helmholtz Zentrum Berlin. For the capturing of the diffraction patterns in reciprocal space a fast and sensitive CCD camera was installed and commissioned. That in combination with specially designed highly efficient FZPs allowed to perform fast and reliable high resolution ptychography imaging.

One of the main points of this thesis was to explore how scattering power of the studied sample influences on the contrast and resolution of ptychographic reconstructions. The scattering strength of pure magnetic samples is reduced in comparison with scattering on morphological and chemical features due to smaller dichroic scattering cross section. It produces certain experimental challenges for magnetic ptychographic imaging. Therefore the wide range of research relevant materials with chemical, pure magnetic and mixed scattering have been imaged and studied: LiFePO₄ nano batteries, desert varnish and multilayer film with magnetic domains.

Another line of this work was the investigation of non-trivial magnetization configurations, which occur in skyrmionic multilayer systems and magnetic thin films having curved geometry, using soft X-ray magnetic ptychography. Magnetic skyrmions in multilayer thin films are topologically protected local whirls of the spin configuration, which are proposed as possible candidates for spintronic application. These magnetic structures with the size ranging form few nm till µm can be stabilized in the multilayer and manipulated by external magnetic field or applied current. On the other hand, the magnetization of curved surfaces is under active investigation due to unusual magnetic spin configurations induced by geometry and strain in thin films. The core-shell nano particles with complex 3D shapes have been chosen for this study because thin Ni film shell potentially
can host vortex like magnetic structures and domain walls. The study of sub-100 nm sized skyrmions, vortices and domains allows to explore limitations, advantages and applicability of soft X-ray ptychography for high resolution magnetic imaging.

The thesis is structured as follows. Chapter 2 is a brief introduction of the fundamentals of synchrotron radiation and interaction of X-rays with matter. In particular X-ray absorption and scattering by magnetic materials have been discussed.

Chapter 3 has an overview over existing X-ray imaging methods, their advantages, limitations and application for imaging of magnetic materials. The phase sensitive methods utilizing highly coherent X-ray light, like coherent diffraction imaging (CDI) and ptychography, which solve so-called “phase problem” have been described. The basic concept of diffraction image sampling in CDI and ptychography, as well as iterative phase retrieval algorithm for ptychographic reconstruction are presented.

Chapter 4 describes the realization of ptychography at MAXYMUS microscope. It includes implementation and commissioning of a new in-vacuum CCD camera for soft X-ray detection, also realization of ptychographic reconstruction code at 8 GPUs computing cluster. New FZP optics in-house produced specially for ptychographic use and made out of SiN and Au with improved beam stop have been tested in terms of diffraction efficiency. The detailed analysis of the performance of different ptychographic scanning configurations, e.g. step size, defocus scanning, dwell time, using Au resolution target have been done.

In chapter 5 for the evaluation of image contrast, reconstruction reliability and resolution in dependance on the sample structure and scattering power the ptychographic imaging of various samples with charge and magnetic scattering has been performed. In this chapter reconstructions of LiFePO$_4$ nano batteries and desert varnish sample obtained by ptychography are given in comparison with STXM images. Ptychographic phase and amplitude images of magnetic domain sample exhibiting pure magnetic contrast were analyzed in dependance on X-ray energy and magnetic resolution was estimated.

Chapter 6 describes the imaging of magnetization in skyrmion samples. Multilayer skyrmion specimens with different heavy metals and different thicknesses of ferromagnetic layers have been studied using ptychography. The evolution and shape of skyrmions, as well as their sizes were investigated in dependence on sample composition and applied external magnetic field. Basing on the obtained data Dzyaloshinskii-Moriya interaction (DMI) was estimated and its influence on skyrmion state stabilization was discussed.

In Chapter 7 the magnetization of Ni shell of 3D shaped core-shell nanoparticles have been studied using STXM and ptychographic imaging. The magnetization of Ni shell was simulated for different shapes, particle sizes, cubic anisotropy, without and with external magnetic field.
Chapter 2

Interaction of X-ray radiation with matter

2.1 Synchrotron radiation

The X-ray synchrotron radiation was accidentally discovered as a side effect in 1947 [8] at General Electrics synchrotron accelerator designed as a table top device. The further development of highly brilliant synchrotron radiation sources at dedicated large facilities and their optimization for numerous scientific aims produced completely new and significantly improved methods of X-ray analysis. Nowadays the powerful X-ray radiation generated in storage rings has found multiple applications in various scientific fields like materials science, engineering, life science, paleontology and cultural heritage. Synchrotron light has several advantages compared to laboratory or industrial X-ray tubes and modern high-harmonics laser sources, including [9]:

1. a high photon flux, collimation and brightness with natural source sizes in a range from $\mu$m up to mm;

2. a broad energy spectrum that allows spectroscopic measurements;

3. variable polarization;

4. high beam coherence required for diffraction imaging methods;

5. pulsed time structure of synchrotron X-rays allows pump-probe experiments on a picoseconds scale.
2.1.1 Creation and properties of synchrotron radiation

Synchrotron light is electromagnetic radiation emitted by relativistic particles which move with radial acceleration. In a synchrotron particles move on a circular trajectory which is conventionally guided by the bending magnets. The emitted spectrum of such radiation is determined by a characteristic energy $E_c$ as the central energy value of the emitted light:

$$E_c = \hbar \omega_c = \frac{3q \hbar B \gamma^2}{2m_0}.$$  \hspace{1cm} (2.1)

where $B$ is the magnetic field of the bending magnet, $m_0$ - the mass of the particle at rest, $q$ - charge of the particle, $\gamma$ is a Lorentz factor. The energy scales reciprocal with mass of the particles, thus heavy particles (ion, proton, etc.) oscillations tend to produce infrared light, whereas electrons used on the modern synchrotrons and storage rings, radiate visible, ultraviolet light and X-rays.

![Diagram of electron in moving and laboratory frames](image)

Figure 2.1: The characteristic emission of an electron in the average electron speed and in the laboratory frames. In the electron frame the particle behaves like a Hertzian dipole. The Lorentz transformation in the laboratory system shows the characteristic distortion of the radiation field into the cone in the forward direction with opening angle $1/\gamma$. Adapted from [10].

Due to the Doppler effect the relativistic speed will change the observed frequency by the Lorentz factor $\gamma$:

$$\gamma = \frac{1}{1 - (v^2/c^2)} = \frac{E}{m_0c^2},$$  \hspace{1cm} (2.2)

where $E$ is a total energy of the particle. Because of the relativistic Lorentz compression (figure 2.1) in laboratory system the radiation field of the electron is distorted into the cone. The opening angle of this cone, which is emitting perpendicular to the motion direction in
the laboratory system, is inversely proportional to the Lorentz factor: \(1/\gamma\). For instance, at ESRF synchrotron with the electron energy of 6.04 GeV opening angle is \(\pm 8.4 \cdot 10^{-5}\) rad, while BESSY II provides 1.72 GeV energy with the opening angle of \(\pm 3.0 \cdot 10^{-4}\) rad.

![Synchrotron radiation from bending magnet and undulator](image)

**Figure 2.2:** Synchrotron radiation from bending magnet and undulator: a) sketch of the storage ring with a bending magnet and an undulator on its straight section; b) radiation cones and energy spectra for bending magnet and undulator. Bending magnets cause single curved trajectory movement, its radiation has a broad spectrum comparable to “white light” of X-ray source. Undulators possess weak periodic magnetic fields that makes characteristic emission angle narrowed by a factor of \(\sqrt{N}\), where \(N\) is the number of magnetic periods. As a result it produces very bright coherent X-ray light with a narrow emission spectra width. Adapted from [11].

Particles in the storage ring are not spread uniformly on their trajectory, but modulated into “bunches”, which are distributed according to rf-system of the synchrotron. That means that electrons can be held together in particular positions evenly distributed along the storage ring circumference named “buckets”. For instance, BESSY II has a bucket distance of 60 cm that correspond to a bucket frequency [12]:

\[
f_{ring} = \frac{c}{60\text{cm}} \approx 499.65\text{MHz}.
\]  

The duration of one bunch inside of the bucket usually varies from 20 to 100 ps depending
on operation mode [13].

To enhance brilliance insertion devices as undulators, built of a periodic assembly of magnetic dipoles with different polarity and zero integral of resultant magnet field [11, 14], are implemented in the straight sections of the storage ring (figure 2.2 a). The comparison of the radiation properties of bending magnet and undulator is presented in figure 2.2 b).

### 2.1.2 Undulator radiation

X-ray light in undulator is produced by electrons moving through a periodic magnetic structure as it is shown in figure 2.3. The electrons oscillate and create radiation of an energy which can be varied by changing the gap distance between lower and upper rails.

![Linear polarization](image)

**Figure 2.3:** Schematic drawing of an APPLE II undulator at different settings. Top image: linear mode without shift which results in horizontally polarized light. Bottom image: circular mode. The shift is set to the position with equal amplitudes of the horizontal and vertical magnetic fields (nearly quarter period of the magnetic structure).

**Parameters and properties** The produced radiation is determined by parameters of magnetic system (length of magnetic period, configuration of magnetic fields, their quantity, etc.), as well as an energy of synchrotron. A K-factor is a dimensionless constant, which generalizes all these parameters characterized by the combination of intensity, an-
gle distribution and polarity of undulator radiation. The K-factor is defined as \([15]\):

\[
K = \frac{q B_0 \lambda_0}{2 \pi m c} = 0.934 B_0 \lambda_0
\]  
(2.4)

with \(\lambda_0\) as a period of magnets in an ID, \(q\) - the charge of electron and \(B_0\) - the deflecting magnetic field. For undulators \(K<1\) that results in radiation interference, which produces narrow energy bands (figure 2.2).

Electrons emit electromagnetic radiation according to their periodic motions in the undulator, which is determined by its period \(\lambda_0\). Because of the relativistic Lorentz compression the wavelength period in the frame of electron movement is reduced by a factor \(\gamma\):

\[
\lambda' = \frac{\lambda_0}{\gamma},
\]  
(2.5)

producing radiation at the frequency:

\[
f' = \frac{c}{\lambda'} = \frac{c \gamma}{\lambda_0}
\]  
(2.6)

In the laboratory field of reference (on axis: \(\theta = 0 \rightarrow \cos \theta = 1\)) a wavelength has the frequency which is Doppler shifted:

\[
f = \frac{c}{\lambda_0 (1 - \beta)}
\]  
(2.7)

where \(\beta = v/c\) is the velocity of the observer in terms of the speed of light. Considering that \(\gamma \approx \frac{1}{2(1 - \beta)}\), the observed radiation frequency and wavelength respectively are \([16]\):

\[
f = \frac{2 \gamma^2 c}{\lambda_0} \Rightarrow \lambda = \frac{\lambda_0}{2 \gamma^2}
\]  
(2.8)

Taking into account magnetic tuning through the value \(K\) we can express resulting wavelength for off-axis observation, when \(\theta \neq 0\), as following:

\[
\lambda = \frac{\lambda_0}{2 \gamma^2} \left(1 + \frac{K^2}{2} + \gamma^2 \theta^2\right),
\]  
(2.9)

where \(\lambda^2 \theta^2\) presents the off-axis wavelength variation. This formula is valid only for the first harmonic radiation, but undulators generate higher harmonics as well ([11]-[17]). The odd harmonics are the most prominent with high brightness and narrow spectrum and provide X-rays of higher energies. The observed wavelength is calculated as:

\[
\lambda^2 = \frac{1}{n} \frac{\lambda_0}{2 \gamma^2} \left(1 + \frac{K^2}{2} + \gamma^2 \theta^2\right), n = 1, 3, 5, \ldots
\]  
(2.10)

The equation shows that for producing photons with lower energy (with bigger wavelength) stronger magnetic field is needed, that can be done by reducing the gap between magnetic rails.
Polarization  An APPLE-type undulator is frequently used insertion device. It has rails divided into two, with the ability to shift these rows with regards to each other (figure 2.3). Their relative shifting modifies the magnetic field in the electron path and allows the creation of light which is polarized circularly, elliptically, or linearly in the horizontal and vertical directions.

Normally an electron moving along $Z$-axis in an undulator oscillates in $X$ direction (horizontally). Circular polarization is created by using an undulator with four rows periodic magnets, with two of them placed above the electron orbit plane and other two below. Displacing one of the rails in each pair for one quarter period produces magnetic field which forces the electrons to move on helical trajectory. Also the relative shift of rails is used for creation linear polarized light in arbitrary planes.

2.1.3 Coherence of X-Ray sources

A high degree of coherence is required for the most of the X-ray imaging techniques (STXM, holography, diffraction imaging, ptychography, etc.). In practice coherence determines the interference and diffraction behavior of the X-ray light.

Since a real X-ray beam is not a perfect plane and monochromatic wave, the property of coherence is only valid over so called coherence length, which is determined by the features of radiation source. There are two types of coherence [18, 19]:

- Temporal (longitudinal) coherence length $L_T$, describes variation of wavelength within a beam as it is shown in figure 2.4 (on the left). Considering two waves traveling in phase from the starting point, $L_T$ defines the distance that they can travel keeping their components in phase.

- Spatial (transverse) coherence $L_S$ determines directional relative displacement of two waves coming from the initial point in one phase as it is shown in figure 2.4 (on the right).

The coherence length is the distance when the phase difference between the two waves becomes considerably large, i.e. the minimum of the one wave coincides with the maximum of the other. It means they are out of phase at length $L_T$ and in phase again after the distance $2L_T$ because of the periodic structure of wave oscillations. Dividing the distance into N wavelengths it is possible to conclude that:

$$2L_T = N\lambda = (N + 1)(\lambda - \Delta\lambda), \quad (2.11)$$

where $\lambda' = \lambda - \Delta\lambda$ is a difference between two wavelengths. Rearranging 2.11 and assuming that $N >> 1$ it is easy to calculate the temporal coherence length:

$$L_T = N\lambda = \frac{1}{2} \frac{\lambda^2}{\Delta\lambda}. \quad (2.12)$$
At synchrotron sources temporal coherence is determined by the bandwidth of an undulator and/or the monochromators used for the further decrease of $\Delta \lambda$.

A spatial coherence occurs when two wavefronts differ from each other by the propagation direction for a small angle $\Delta \theta$. These two waves, emitted in phase from two source points and separated by the distance $D$, come in phase again in the distance $2L_S$, as for the temporal coherence length. Basing on the trigonometric principles the angle $\Delta \theta$ can be presented as:

$$\Delta \theta = \frac{\lambda}{2L_S} = \frac{D}{R},$$  \hspace{0.5cm} (2.13)

where $R$ is a distance from the source. Solving the equation 2.13 we can get the formula for $L_S$:

$$L_S = \frac{\lambda R}{2D}.$$  \hspace{0.5cm} (2.14)

The equation 2.14 implies that while reducing the source size $D$ we improve spatial coherence of the source as well as its brightness.

Figure 2.5 shows typical layout of a beamline with elliptical undulator as an insertion device, monochromator and exit slit system. The aperture given by both slits creates the size of a virtual point source. Energy resolution is controlled by the opening of vertical aperture, which results in higher energy resolution with the decrease of the slit gap. The spatial coherence is determined by the opening degree of the horizontal slits which typically a few tens of $\mu m$. The smaller slits opening leads to the higher coherence of the resulting light, but at the same time to significant drop of the beam flux. The relation between coherent flux obtained after spatial and monochromator spectral filtering, $P_{coh}$, and initial flux in the center cone of the undulator, $P_{cen}$, can be expressed as:

$$P_{coh} \propto \frac{(\lambda/2\pi)^2}{(d_x\Theta_x)(d_y\Theta_y)} \cdot N \frac{\Delta \lambda}{\lambda} \cdot P_{cen}. \hspace{0.5cm} (2.15)$$
The first factor refers to the spatial filtering, where \( d_x \) and \( d_y \) are horizontal and vertical pinhole (or slits) size respectively, and \( \Theta_x, \Theta_y \) describe the beam divergence. The second term is a spectral filtering component.

### 2.2 X-ray absorption in matter

X-ray light with incident intensity \( I_0 \) is weakened by passing through matter. The quantitative description of this process is given by the absorption coefficient \( \mu \). The value \( \mu \) depends on the energy of incident X-ray beam and is characteristic for a specific material. Considering \( z \) as a thickness of a specimen and the attenuation of the incoming X-ray beam through this sheet \( \mu dz \), we can describe the intensity of the beam in the medium by the equation:

\[
\frac{dI(E)}{I(E)} = -\mu(E)dz
\]  

Integrating 2.16 we obtain the intensity of the transmitted beam with initial intensity \( I_0 \) after propagation through the sample with thickness \( z \):

\[
I(z) = I_0 e^{-\mu z}
\]
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This formula is an expression of Lambert-Beer’s law. For materials with different atomic density $\rho_a$ in heterogeneous structures, absorption events in layers can also be calculated using total absorption cross-section $\sigma_a$ of these materials:

$$\mu I(z) dz = \rho_a \sigma_a I(z) dz,$$  \hspace{1cm} (2.18)

where

$$\sigma_a = \tau + \sigma_{coh} + \sigma_{incoh} + \kappa_n + \kappa_e + \sigma_{ph}$$ \hspace{1cm} (2.19)

Figure 2.6: Total photon cross section in carbon, as a function of energy, showing the contributions of different processes: $\tau$, atomic photo-effect (electron ejection, photon absorption); $\sigma_{coh}$, coherent scattering (Rayleigh scattering atom neither ionized nor excited); $\sigma_{incoh}$, incoherent scattering (Compton scattering of an electron); $\kappa_n$, pair production, nuclear field; $\kappa_e$, pair production, electron field; $\sigma_{ph}$, photonuclear absorption (nuclear absorption, usually followed by emission of a neutron or other particle). Adapted from [20].

$\sigma_a$ in equation (2.19) includes all X-ray interactions with matter which additively contribute to their attenuation: photoabsorption $\tau$, Rayleigh scattering (elastic scattering) $\sigma_{coh}$, Compton scattering (inelastic scattering) $\sigma_{incoh}$, absorption with forming electron-positron pairs $\kappa_n$ and $\kappa_e$, and photonuclear absorption $\sigma_{ph}$. The contribution of X-ray photoabsorption is energy dependent and often increasing with atomic number roughly
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<table>
<thead>
<tr>
<th>Element</th>
<th>Absorption edge</th>
<th>Element</th>
<th>Absorption edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>$K$ 184 eV</td>
<td>Co</td>
<td>$L_3$ 777.7 eV</td>
</tr>
<tr>
<td>N</td>
<td>$K$ 410 eV</td>
<td>Ni</td>
<td>$L_3$ 852.7 eV</td>
</tr>
<tr>
<td>O</td>
<td>$K$ 543 eV</td>
<td>Gd</td>
<td>$M_5$ 1190 eV</td>
</tr>
<tr>
<td>Fe</td>
<td>$L_3$ 707.3 eV</td>
<td>Tb</td>
<td>$M_5$ 1241 eV</td>
</tr>
</tbody>
</table>

Table 2.1: Absorption edges of basic elements in soft X-ray range (up to 2000 eV).

Proportional to $Z^4$. In the range of energies used for soft X-ray microscopy ($E < 1.2$ keV) the most significant influence on energy attenuation is caused by photo absorption, which is for instance two to three orders higher than Rayleigh scattering that can be neglected (figure 2.6).

In photoabsorption process if an atom absorbs the photon with energy larger than ionization energy of an electron bound to the atomic nucleus it becomes ionized. The emitted electron has a kinetic energy equal to difference of the photon energy and binding energy:

$$E_k = E_{ph} - E_b.$$  \hspace{1cm} (2.20)

Figure 2.7 shows the calculated dependence of absorption cross section on photon energy. The presence of the rapid jumps of absorption is connected with sudden possibility of the atoms to get ionized since the photon energy is large enough to eject an inner shell electron. Between these, so called, absorption edges cross section decreases with the increase of photon energy proportionally to $E^{-3}$. Observed absorption edges correspond to excitation of 1s electron at K-edge, 2s or 2p electrons at an L-edge, 3s, 3p, 3d - M-edge, and they are specific characteristics for every chemical element of periodic table. Table 2.1 presents energy of absorption edges of different materials.

2.2.1 Fermi’s Golden Rule

For the description of X-ray photoabsorption it is considered that an X-ray photon with energy $E = \hbar \omega$ excites a core shell electron from the initial state $|i>$ to the final state $|f>$, which has energy $E_f = E_i + E$ and density of states $\rho(E_f)$. The transition probability $\Gamma_{i \to f}$ from initial to final state is described by Fermi’s Golden Rule [22]:

$$\Gamma_{i \to f} = \frac{2\pi}{\hbar} |\langle \Psi_f | H_{int} | \Psi_i \rangle|^2 \rho(E_f),$$ \hspace{1cm} (2.21)

where $|\langle \Psi_f | H_{int} | \Psi_i \rangle|$ - matrix element of magnetic field operator, $H_{int}$ is a time depended disturbance operator of the Hamiltonian $H_0$ of the atom and can be expressed as:

$$H_{int} = -\frac{e\hbar}{i2me} A_0 \epsilon e^{i(kr-\omega t)} \cdot \nabla = -\frac{e\hbar}{i2me} A_0 \epsilon e^{-i\omega t} (1 - ikr + 1/2(ikr)^2 + ...),$$ \hspace{1cm} (2.22)
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Figure 2.7: Absorption edges of ferromagnetic materials Gd, Co, Ni. Calculations are based on data from [21].

$\epsilon$ - light polarization vector, $k$ - light propagation vector, $r$ - electron position coordinates. Since the core function is extremely localized and $kr << 1$ we can apply dipole approximation [23]. In this case all factors of the exponential Fourier series after the first one can be truncated. At this case the absorption cross section for a photon is estimated as:

$$\sigma(E) \sim |\langle \Psi_f | \epsilon \cdot p | \Psi_i \rangle|^2 \rho(E_f), \quad (2.23)$$

where $p$ - the dipole transition operator. So the transition occurs only when the classic dipole criteria are met. Therefore the following selection rules for excitations have to be consider:

- angular momentum $\Delta l = \pm 1$
- magnetic quantum number $\Delta m_l = 0, \pm 1$
- total angular momentum $\Delta j = 0, \pm 1$

For instance, on K- and L$_{1}$-edges, at s state with $l = 0$, transitions occur only to final states which contain $p$ symmetry. While for L$_{2,3}$-edges, at $p$ states with $l = 1$, transitions happen only to final states containing $s$ or $d$ symmetry. The dipole transition to the final $s$ state is mostly neglected because its transition radial matrix element is about two orders of magnitude lower than transition to $d$ state.
2.2.2 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) is a technique which studies the absorption structures of particular elements in the vicinity of an inner-shell edges. There are two regions to be distinguished Near Edge X-ray Absorption Fine Structure (NEXAFS) covering the energy up to about 10 eV above threshold and Extended X-ray Absorption Fine Structure (EXAFS) which relates to the region higher than 30 eV. In EXAFS the outgoing electron can be treated as a nearly free radial wave. The observed oscillation in the absorption results from interference phenomena of the outgoing and back-scattered wave. With their analysis by FT the atomic arrangement, i.e. the distance to the neighboring atoms, can be determined with relative accuracy less than 10 fm. However EXAFS measurements in soft X-ray range are hard to realize due to difficulties in the subtraction of the background and the appearance of overlapping absorption edges.

The interpretation of the NEXAFS is based on the Fermi’s Golden Rule. In the simplified form the matrix element can be considered as a constant and thus the absorption profile mirrors the density of the final states, which symmetry is determined by the dipole selection rule. However, in the absorption process a highly excited core hole is created, which decays very rapidly on the time scale of \(10^{-14}-10^{-15}\) s that results in a natural broadening of the spectra [24].

Metallic \(L\)-absorption spectra  In principle the density of the final state corresponds to the electronic structure in the presence of a core hole. But if the absorbing atom is embedded in a metallic system, there is an efficient screening of the core hole by the conducting electrons and the spectra can be interpreted as a ground state that is applicable for the \(L_{2,3}\) edges in Fe, Co and Ni components in metallic systems. Here the absorption edge exhibits a very intense, resonance-like peak often called “white line”. This feature can be ascribed to the large matrix element of the 2p-3d transition due to the local overlap of initial 2p and final 3d bands. The strength of the “white line” is directly correlated to the density of the final states in the unoccupied 3d band at the Fermi level. As shown in figure 2.8 a) for Fe, Co, Ni and Cu \(L_{2,3}\)-edges the line intensities decrease with the decrease of number of empty states in the atomic 3d level.

Chemical shift  It has been experimentally observed that changes in the different valence states usually result in variations of the XAS “white line positions”. Empirically it was found that the peaks are shifted to higher energies with the higher valence [26]. Additionally the absolute shifts depend on the variations of lattice energy in the absorbing atom and also are related to strength of valency vs. ionic bonding [26]. Many electron phenomena, like core-hole interaction and multiplet effects, can also affect the XAS. Since in the final state the core has one electron less present, the outer electrons see an effective core with an increase in positive charge by one. This changes the energy position to the stronger...
bonding of the outer electrons and varies the final state that can be reached. Due to this shift to higher binding energy, only locally present on the excited atom, other electron states at higher energy can shift down below the energy of occupied states of the neighbouring sites. In most of the cases measurements of suitable reference compounds can be used in order to interpret the XAS data with the possibility of a convolution of reference spectra [27]. This is shown in figure 2.8 b) for Mn compounds with different valencies.

2.2.3 XMCD

XMCD (X-ray magnetic circular dichroism) effect was firstly predicted in 1975 by Erskine and Stern [28] and practically discovered in late 1980s [29]. The XMCD describes the different absorption of right and left circular polarized X-ray light by magnetic materials. The important application of the XMCD effect is a unique possibility to determine spin and orbital magnetic moments. These values are of crucial importance to give insights in the anisotropic magnetic properties such as coercivity, magnetostriction, magnetic hysteresis, etc.

In the so-called Stoner model the appearance of magnetism in the transition metals can be described based on the principle that the final 3d states correspond to the unoccupied
d-band at the Fermi level. This band-like structure provides the number of holes which is not an integer number. This also explains that the magnetic moment per atom is 2.22 \( \mu_B \) for Fe, 1.72 \( \mu_B \) for Co and 0.62 \( \mu_B \) for Ni - strongly different from the magnetic moment of the single atoms. Especially the orbital moment contribution of 0.09 \( \mu_B \) (Fe), 0.14 \( \mu_B \) (Co) and 0.06 \( \mu_B \) (Ni) is significantly reduced. This reduction is attributed to the quenching of the orbital moment in the crystal field of the lattice.

In the band structure picture the occurrence of a spin moment is correlated to the exchange splitting of the d-like majority and minority states with respect to the Fermi level as it is shown in figure 2.9a. It results in a larger amount of empty minority states. Neglecting an orbital contribution the occurrence of XMCD can be explained in a simplified two-step model [30]:

1. In case of 3d transition metal the 2p initial core level splits energetically in a \( j = \frac{3}{2} \) state (L\(_3\) edge) and \( j = \frac{1}{2} \) state (L\(_2\) edge). In the first state spin and orbit are coupled parallel \((l + s)\), in the second - antiparallel \((l - s)\). If the absorbed light has helicity with parallel vector regarding to the 2p orbital moment, it excites the electrons of preferred spin up (down) direction, for antiparallel orientation - spin down (up) electrons in case of L\(_3\) edge (L\(_2\) edge);

2. The excited electrons move to the 3d valence band. All transitions between orbitals follow the so called selection rules, which allows transitions with \( \Delta l = +1 \) for positive helicity. Since spin flip of electrons is negligible, they can occupy valence states only with the same spin value. In magnetic materials polarized in beam direction spin-down holes are available in higher number than spin-up holes, polarized photoelectrons see different densities of state, and the XMCD spectrum will display net negative L\(_3\) and positive L\(_2\) peaks.

Using sum rule we can get the separate quantitative estimation of spin and orbital moments from the integrated XMCD signal [7]. It allows determination of moments in a good agreement with experimental data with uncertainty around 10-20\%. The spin moment sum rule for L\(_{2,3}\) edges is given by:

\[
S_z + \frac{7}{2} T_z = \frac{3}{2} (10 - n) \frac{\int_{L_3} d\omega (\mu^+ - \mu^-) - 2 \int_{L_2} d\omega (\mu^+ - \mu^-)}{\int_{L_3 + L_2} d\omega (\mu^+ - \mu^- + \mu_0)},
\]

(2.24)

where \( n \) is the number of electrons in the valence state, \( \mu^+ \) and \( \mu^- \) - absorption spectra for left and right circular polarized light respectively, \( \mu_0 \) - absorption spectrum for X-rays linearly polarized along the magnetization direction, \( \omega \) - the X-ray frequency, \( T_z \) - a magnetic dipole term, which expresses the anisotropy of spin distribution within an atom and is less than 10\% within the 3d series of the \( S_z \) value. It can be assumed that \( T_z \) is zero, which is valid only for cubic systems, or this value should be known from experiments.
Figure 2.9: XMCD mechanism at $2p_{3/2}$ initial state: a) the 3d band of magnetic material is probed with X-ray circularly polarized light having opposite polarities, since the band is split the light will see different density of states as a result producing different absorption contrast; b) magnetic materials with different magnetization directions, $\vec{M}$, parallel and perpendicular to vector of X-rays polarization, $\vec{P}$. The XMCD effect is the strongest for parallel (antiparallel) orientation of these vectors.

or theoretical approximation. Another important approximation is that $L_3$ and $L_2$ edges must be clearly separated; otherwise spin sum rule cannot be applied.

The orbital moment sum rule for $L_{2,3}$ edges is given by:

$$L_z = 2(10 - n) \frac{\int_{L_3 + L_2} d\omega (\mu^+ - \mu^-)}{\int_{L_3 + L_2} d\omega (\mu^+ - \mu^- + \mu_0)}, \quad (2.25)$$

In practice XMCD effect reveals itself as an intensity difference of X-rays transmitted through magnetic materials with different magnetization directions, e.g magnetic domains. The magnetic dichroism in this case is a difference of absorption spectra with photon spins parallel $\mu^+$ and antiparallel $\mu^-$: $\Delta \mu_0 = \mu^+ - \mu^-$ (figure 2.9 b). The strength of dichroism depends on the orientation of the sample magnetization, $\vec{M}$, and
vector of X-rays polarization, $\vec{P}$:

$$\Delta \mu / \mu_0 \sim \vec{M} \cdot \vec{P} \cdot \cos \theta,$$  \hspace{1cm} (2.26)

where $\theta$ is the angle between $\vec{M}$ and $\vec{P}$, $\mu_0$ - an average absorption value. In case of orthogonal orientation or non-magnetic absorption $\mu_0$ is defined as:

$$\mu_0 = \frac{\mu^+ + \mu^-}{2}$$  \hspace{1cm} (2.27)

Thereby through the change in the direction of the sample magnetization or polarization of X-rays the difference in absorption can be detected. If the material is magnetized in-plane and illumination is perpendicular to the magnetization direction, no magnetic contrast will appear. In order to get magnetic contrast the sample is tilted respective to the beam axis, normally, by $30^\circ$, which results in 50% of full XMCD contrast.

![Absorption spectra for the Fe, Co and Ni at L$_2$,3 edges using right and left polarized X-ray light, $\mu^+$ and $\mu^-$, in the case when magnetization direction and vector of X-rays polarization are parallel to each other, $\vec{M} \parallel \vec{P}$. The difference of two spectra, $\mu^+ - \mu^-$ gives a pure XMCD signal. Reproduced from [6].](image)

Soft X-rays allow the access to absorption edges of transition metals (Fe, Co, Ni) at L-edges as it is shown in figure 2.10 and rare earth metals at M-edges, e.g. Gd, as the most important elements for magnetism. Here the absorption of X-rays is very intense at
resonance energy values. For example, attenuation length for X-rays in Fe at the L$_3$ and
L$_2$ edges are 16.7 and 32 nm, while just below L$_3$ edge this value equals to 591 nm [31].
In case of rare earth metals, Gd and Dy, the X-ray attenuation lengths are 6.2 nm and 12.1
nm, respectively [31]. It is seen from figure 2.10 that dichroic signal is very large - about
20\% at L$_{2,3}$ edges in Fe, Co and Ni.

2.3 Diffraction

Diffraction of X-ray light (or any electromagnetic waves) occurs when the wave passes
an obstacle or a slit, which is comparable with the wavelength of light, by producing
secondary spherical waves. The sum or interference of the secondary waves determines
the resulting wavefront in the every point of the space. This phenomenon was described
by the Huygens-Fresnel principle [32]. The diffraction of X-ray light provides a powerful
instrument for studying the geometry and orientation of diffracting object by the analysis
of the resulting diffraction pattern.

Analytical description of the principle can be presented as the resulting oscillation in
an observation point on the detector plane coming from the wave surface of the object
plane (figure 2.11):

$$\psi(x, y) = \frac{i}{\lambda} \int \int q(X, Y) e^{ikr} \frac{dX dY}{r}$$

(2.28)

where $q(X, Y)$ is a transmission function at the planar object, $dX dY$ - an infinite small
surface element in the object plane producing secondary spherical wavelets, $r$ - distance
from the source of the secondary waves to the observation point, $k$ - wave number [33].
The distance $r$ is the length of the vector connecting the point in object $(X, Y)$ and detector
$(x, y)$ planes:

$$r = \sqrt{[R^2 + (x - X)^2 + (y - Y)^2]} = \sqrt{(r_0^2 - 2xX - 2yY + X^2 + Y^2)}$$

(2.29)

Assuming $\{R, r_0\} \gg \{x, X, y, Y\}$ we can rewrite equation 2.28 as following:

$$\psi(x, y) \approx \frac{ie^{ikr_0}}{\lambda r_0} \int \int q(X, Y) e^{ikxX + iyY} e^{ikX^2 + Y^2} \frac{dX dY}{2r_0}$$

(2.30)

The second exponential term in equation 2.30 introduces the curvature of the spherical
wavefront, that becomes negligibly small in a far-field geometry.

Far-field and near-field regions of diffraction are defined according to diffraction be-
havior and guided respectively by Fraunhofer or Fresnel models, which are determined by
the relation of distance form aperture to detector plane $r$ and the square of the largest aper-
ture dimension $a$. The Fresnel regime, or near-field diffraction, occurs when $r \approx a^2 / \lambda$,
and far-field Fraunhofer condition fulfills when $r \gg a^2 / \lambda$. 
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Figure 2.11: Propagation of a plane wave through a planar object with transmission function \( q(X, Y) \).

In this work we are going to deal mostly with Fraunhofer regime in the far-field, when diffracted waves become planar. It is defined as being located at a distance which is significantly greater than \( a^2/\lambda \), that means \( X^2, Y^2 << \lambda r \). Observed intensities at Fraunhofer plane can be expressed as:

\[
\phi(x, y) = \frac{-i \exp(ikr_0)}{\lambda r_0} \int \int q(X, Y) \exp \left( -\frac{ik(xX + yY)}{r_0} \right) dXdY. \tag{2.31}
\]

In the most of experimental cases so-called inverse problem has to be solved: the exit wave of the sample should be recovered from the obtained intensity distribution in far-field. It was proposed in 1982 [69] that the structure of isolated non-crystalline objects could be uniquely recovered basing on measured oversampled Fraunhofer speckles, where the missing phase information is obtained by iterative algorithms.

**Diffraction and coherence** In X-ray diffraction imaging fringes or diffraction patterns can be detected due to the interference on an ordered system. If the X-rays are highly coherent the scattering on disordered structures also produces speckled diffraction patterns similar to highly ordered crystal structures [35]. As it is depicted in the figure 2.12 a coherently illuminated sample produces diffraction pattern with multiple speckles which contain information about size and position of the objects relatively to each other. The angular width of these speckles depends on coherently illuminated area \( a \): \( \Delta \theta \approx \lambda/a \). While diffraction from incoherently illuminated sample can be characterized only by the distribution of maximum intensities of the concentric rings which depend on \( \lambda/d \). Incoherent or partial coherent X-rays blur the speckled features of the pattern.
Figure 2.12: Schematic drawing illustrating a) coherent and b) incoherent illumination of the sample with particles placed in averaged distance $d$ from each other. In the case of incoherent illumination, when spatial coherence is smaller than illuminated area, we see characteristic circular pattern which provides information about the period of studied structures. The coherent light gives even illumination of the exposed sample area. It produces interference from the minor sample details resulting in appearance of speckled pattern. Adapted from [35].

The intensity of soft X-rays scattered speckles is not significant but it can be enhanced by using the advantages of synchrotron radiation to tune the necessary resonance energy for specific materials [36]. Using coherent polarized light in magnetic material studies gives the strong dichroic effect and presence of magnetic speckles which allow static and dynamic studies of magnetic nanomaterials.

2.3.1 X-ray scattering

The interaction of the incident X-rays elastically scattered on an object can be expressed by a cross-section value similar to the absorption process. Since from the perspective of X-ray light an atom is nothing else but a cloud of electrons the scattering amplitude can be evaluated as a function of the electron charge density $\rho(r)$. It defines the probability of
an electron to be located at a defined position \( r \) in the atom. In this case the atomic form factor is a Fourier transform of the electron density \( \rho(r) \), assuming that the scattering object has a spherical symmetry with radius \( r \):

\[
F(Q) = \int \rho(r) \exp(iQr) d^3r,
\]

where \( Q \) is a difference between incident wave vector \( k \) and scattered one \( k' \), and \( Qr \) is the phase shift between two neighboring scattering volumes.

\[
\Delta \phi(r) = (k - k')r = Qr
\]

For the forward scattering direction when the scattering angle \( \theta \) is close to 0 we can assume that atomic factor \( F(Q) \) is equal to the number of electrons in the atom \( Z \), \( F(Q = 0) = Z \).

At the absorption edges electrons do not behave as an independent volume anymore, instead they start to show strong correlation with the atomic structure that reduces scattering length of atom. Due to anomalous dispersion near absorption edges the scattering form factor becomes a complex value which can be expressed as:

\[
F(Q)_{res} = f_0 + \Delta f' + i \Delta f'',
\]

where \( f_0 \) is a non-resonant scattering function as it is presented in equation 2.32, \( \Delta f' \) and \( \Delta f'' \) dispersion corrections which are energy depended functions. The first function \( \Delta f' \) is responsible for a phase shift, and \( \Delta f'' \) - for a change of the magnitude in the resonant scattering events. Dispersion correction functions depend on the wavelength of the incident X-ray light and don’t depend on scattering angle unlike the non-resonant scattering function. These values mostly determine macroscopic properties of material interacting with X-rays.

In the processes of X-rays scattering elastic (Rayleigh) and inelastic (Compton) processes normally occur and should be taken into account. In case if the interaction causes the change of the propagation direction of the photons without energy change we have elastic scattering, that mostly happens when electrons strongly bounded to the atom nucleus. Figure 2.6 illustrates that inelastic scattering in a range of soft X-rays has significantly smaller contribution in comparison with absorption and elastic scattering events. Inelastic scattering increases and becomes dominant in hard X-ray range and \( \gamma \)-radiation. Additionally assuming that in transmission geometry only small angle (elastic) scattering contributes to the registered diffraction patterns we can eliminate the presence of the Compton scattering in the diffraction imaging in transmission geometry.

**Index of Refraction**  The atomic form factor is directly related to the complex refractive index. Refractive indices refer to the processes of scattering and absorption, and used for
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A macroscopic description of these interactions. In a forward scattering geometry the incident wave propagated through material exhibits an amplitude change and the phase shift. Since the atomic factor is a complex number the refraction index can be also expressed as a complex value:

\[ n = 1 - \delta - i\beta \]  

(2.35)

The real part \( \delta \) refers to the refraction strength of forward scattered initial waveplane with respect to vacuum resulting in phase shift. The imaginary part \( \beta \) is related to the absorption of X-rays in matter. We can express these values using form factor of atomic scattering:

\[ \delta = \frac{r_e 2\pi N_a}{k^2} f', \]  

(2.36)

\[ \beta = \frac{r_e 2\pi}{k^2} \rho f'', \]  

(2.37)

where \( r_e \) is an electron radius, \( N_a \) - Avogadro’s constant, \( \rho \) - average electron density of the material. The electron density of a material can be found not only from the absorption value \( \beta \), but from the phase shift information as well. The real part of atomic scattering factor can be expressed by the imaginary one using Kramers-Kronig relation:

\[ f'(\omega) = Z^* - \frac{2}{\pi} P_c \int_0^\infty \frac{\omega' f''(\omega')}{\omega^2 - \omega'^2} d\omega', \]  

(2.38)

where \( P_c \) is a Cauchy’s function that allows to avoid singular points when \( \omega' = \omega \). \( Z^* \) differs from atomic number \( Z \) by small relativistic correction: \( Z^* \approx Z - (Z/82.5)^{2.37} \).

It allows to calculate phase shifts occurring in the sample basing only on transmission measurements. In this case the relation between \( \delta \) and \( \rho \) can be derived:

\[ \rho = \frac{2\pi}{r_e \lambda^2} \delta f' \]  

(2.39)

That allows to find the electron densities of studying specimens having quantitative measurement of the phase shift of the incident light that successfully applied in phase contrast imaging techniques.

### 2.3.2 Resonant X-ray scattering for magnetic materials

For investigation of magnetic materials soft X-ray polarized light is used for magnetic scattering analysis. In classical X-ray diffraction theory the role of magnetic scattering was neglected since in the non-resonant state the interaction of X-rays with magnetic moments in ferromagnets is much weaker than the intensities coming from Thomson charge...
interaction. The cross sections of the charge and magnetic scattering off the resonance are proportional to the following terms [37]:

\[
\text{charge(Thomson)} \propto \left( \frac{e^2}{mc^2} \right)^2 N^2, \tag{2.40}
\]

\[
\text{magnetic} \propto \left( \frac{e^2}{mc^2} \right)^2 \left( \frac{\hbar \omega}{mc^2} \right)^2 N^2_m, \tag{2.41}
\]

where \( N_m \) is the number of magnetic electrons which makes around 1/10 of number of all electrons, \( N \). For instance, the ratio of magnetic and charge scattering at hard X-ray range is about \( 10^{-6} \) [38]. However the use of resonant scattering close to absorption edges of chemical elements provides magnetic signal few orders of magnitude higher than off resonance signal.

The use of polarized X-rays makes real parts of the charge and magnetic scattering to interfere, that makes the magnetic scattering contribution few orders of magnitude higher [39]. Since the resulting speckles contain mixed information about charge and magnetic states it is important to be able to perform clean separation of two signals. The relevant elastic scattering amplitude in electric dipole on the near resonance condition can be expressed as following [40]:

\[
f_n(\omega) = f_0(\epsilon_f^* \cdot \epsilon_i) - i f_1(\epsilon_f^* \times \epsilon_i) m_n + f_2(\epsilon_f^* \cdot m_n)(\epsilon_i \cdot m_n), \tag{2.42}
\]

where \( m_n \) - local magnetic moment vector, \( \omega \) - selected photon energy, \( \epsilon \) presents either incoming or final polarizations, which are complex values for circular polarization. The values \( f_0, f_1 \) and \( f_2 \) are monopole, magnetic dipole and quadrupole parts of the scattering amplitudes, respectively. The third term is negligibly small here in comparison with \( f_0 \) and \( f_1 \), so it can be skipped out in further considerations. The part \( f_0 \) refers to the resonant charge scattering \( f'_c + if''_c \), which is larger near the absorption edge and is independent of the magnetic moment. The term \( f_1 \) is the magnetization direction depended scattering \( f'_m + if''_m \) that can be very pronounced on specific absorption edges and gives rise to XMCD effect. Figure 2.13 shows imaginary and real parts of charge and magnetic scattering. The peaks of phase dependent real parts are shifted to pre-edge relative to the resonant energy. The real part of magnetic component is twice smaller than imaginary one at L3 edge, indicating that the phase shift in magnetically contrasted samples is much weaker than absorption signal. The same as \( f'_c \) and \( f''_c \) the real and imaginary parts \( f'_m \) and \( f''_m \) are linked by the Kramers-Kronig relation. The \( f''_m \) values can be derived from the measurement of the XMCD amplitude as a function of energy.

The signal from magnetic scattering depends on the incoming X-ray beam polarization and relative orientation of magnetization direction in the sample. The scattering geometry is shown in figure 2.14. If the signal is observed with circular polarized light in transmission mode, then the scattering is registered in near-forward or \( z \) direction. The forward
scattering geometry is defined by the conservation of beam polarization $\mathbf{e}_\nu = \mathbf{e}_\nu'$ and direction of the wave vector $\mathbf{k} = \mathbf{k}'$. In this case for in-plane magnetization of the sample the charge-magnetic interference and pure magnetic terms disappear and the cross-section only consists of pure charge scattering:

$$\frac{d\sigma}{d\Omega} \propto |\rho(Q)|^2$$

(2.43)

That stays in agreement with absorption angle dependent XMCD effect presented in the previous chapters. For out-of-plane magnetization, when $m(Q) \propto U_3$, considering that $\theta' \neq 0$ and using right circular polarized light, we can express the small angle scat-
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Figure 2.14: Scattering geometry in transmission mode. The incident angle $\theta$ is $90^\circ$ and the scattering angle $\theta'$ is determined with respect to the surface normal. The forward scattering of circular polarized waves for absorptive processes is characterized by conservation of the direction of the wavevector $\vec{k} = \vec{k}'$ and the state of polarization $\vec{e}_\nu = \vec{e}'_\nu$.

Scattering cross-section as:

$$\frac{d\sigma}{d\Omega} \propto \frac{1}{2} (1 + \cos^2(\theta')) \left[ |\rho(Q)|^2 |f_0|^2 + 4\pi^2 M^2(Q) |f_1|^2 - 4\pi \rho(Q) M(Q) (Re \{f_0\} Re \{f_1\} + Im \{f_0\} Im \{f_1\}) \right]$$ \hspace{1cm} (2.44)

having $\rho(Q)$ and $M(Q)$ as charge density and magnetic moment structure factors.

The first two terms in equation 2.44 are pure charge and magnetic scattering which can be observed with linear polarized light as well [40]. The implementation of circular polarization additionally produces the interference term contributing to the final intensity which is proportional to $\rho(Q) M(Q)$. The more detailed description of the X-ray scattering of polarized light in magnetic materials is presented in works [38]-[41].

The atomic consideration of X-ray scattering, as it was described above, is applicable for the scattering description from larger structures in nm-scale. For example, soft X-ray light can be used for probing magnetic samples with magnetic domains with a period around 100 nm. The main advantage of polarized light application is a possibility to eliminate magnetic and charge scattering information as well as their interference part from the collected diffraction data [42]. As it is discussed the detected absorption intensities for
left and right circular light are not the same. In a sense of diffraction theory let assume the transmission profile having charge \( t_c \) and magnetic \( t_m \) contrast components for RCP and LCP light:

\[
E_{t\pm}(x, y) = E_i(t_c(x, y) \pm t_m(x, y)) = c(x, y) \pm m(x, y).
\] (2.45)

In the far field the diffracted wave is expressed as a Fourier transform of \( E_{t\pm}(x, y) \):

\[
E_{d\pm}(x, y) = F\{E_{t\pm}(x, y)\} = C(x, y) \pm M(x, y).
\] (2.46)

As a result the recorded intensities are:

\[
I_{d+} = |C + M|^2 = |C|^2 + |M|^2 + 2|C||M| \cos \Delta \varphi \tag{2.47}
\]

\[
I_{d-} = |C - M|^2 = |C|^2 + |M|^2 - 2|C||M| \cos \Delta \varphi \tag{2.48}
\]

where \( 2|C||M| \cos \Delta \varphi \) is an interference between charge and magnetic components. Taking into account that linearly polarized light is nothing else but a superposition of two circularly polarized waves we can sum \( I_{d+} \) and \( I_{d-} \) which eliminates the interference term. It means that charge and magnetic waves in this case are orthogonal to each other. On the other hand the difference of the intensities with RCP and LCP light will cancel pure magnetic and charge components leaving only the interference part.

### 2.4 Relevant basics of magnetism

In the present work the study of magnetization in thin films produced from ferromagnetic materials will take a significant part. Elemental ferromagnetic metals, like Co, Ni, Fe, Gd, etc., have large positive susceptibility to an external magnetic field and are characterized by a net magnetic moment in the absence of an external magnetic field. These materials show the dependance curve of the flux density in the material \( B \) on the strength of applied magnetic field \( H \) in a shape of characteristic hysteresis loop (figure 2.15). With the field increase magnetization approaches a defined limit, or saturation \( M_s \), and does not return to its original value when the field is set to zero showing residual magnetization. In order to demagnetize the ferromagnetic fully, so called, coercive force, that rearranges magnetic moments, must be applied. The soft and hard ferromagnetic are distinguished by the area of the hysteresis loops and, coordinately, by the coercive force, which should be applied for the full material demagnetization. The soft ferromagnetic have narrower hysteresis profile than hard ferromagnetic.

When the temperature of a ferromagnetic increases beyond a certain level, which is called the Curie temperature, the system can no longer maintain a spontaneous magnetization. In this state the magnetic susceptibility gets infinitely large and ferromagnetic starts to behave as paramagnetic.
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Figure 2.15: Typical hysteresis loop of ferromagnetic material as the relationship between flux density $B$ and magnetic field strength $H$. Points $a$ and $d$ correspond to saturation states, when all magnetic moments aligned in the direction field; points $b$ and $e$ shows residual magnetism, when the applied field goes to 0 after saturation state; points $c$ and $f$ are coercive showing the magnetic field needed to bring sample magnetization to zero. Reproduced from [43]

2.4.1 Energy in ferromagnetic materials

In order to understand the magnetization processes we have to consider the minimum total energy of magnetic materials, which determines their magnetization behavior on different scales [44]. This energy is expressed as an integral of different energy densities over the volume of the specimen:

$$ E = \int_V (\epsilon_{ex} + \epsilon_{an} + \epsilon_{demag} + \epsilon_{ext})dV $$  

(2.49)

The integrated sum of the energies includes: $\epsilon_{ex}$ exchange, $\epsilon_{an}$ anisotropy, $\epsilon_{demag}$ magnetostatic, $\epsilon_{ext}$ external field and $\epsilon_{DM}$ Dzyaloshinskii Moriya interaction (DMI) energies. In the following all energy components involved in equation 2.49 will be introduced in details.

- **Exchange energy** $\epsilon_{ex}$. On the quantum level exchange interaction is based on the Pauli principle that forbids electrons with the same spin to occupy the same orbit. The situation when electrons with the same spin orientation are located on the different orbitals is energetically more favorable. It explains the tendency of ferromagnetic materials to form extended regions with uniform magnetization, so called,
magnetic domains. The exchange energy is a short range interaction that includes only neighboring spins. In material with numbered spins it is expressed as:

$$\epsilon_{i,j} = - \sum_{i,j} J_{i,j} \vec{S}_i \cdot \vec{S}_j,$$

(2.50)

where $J$ is an exchange constant that represents the energy difference between parallel and anti-parallel spin orientations. For example, for ferromagnetic materials $J > 0$ and for antiferromagnetic $J < 0$. $\vec{S}_i$ and $\vec{S}_j$ are the associated spins. In the continuous magnetic material where spins are not perfectly collinear the exchange interaction can be expressed:

$$\epsilon_{ex} = A (\nabla \vec{m})^2$$

(2.51)

$A$ is an exchange stiffness of the material and defined as:

$$A = \frac{JS^2 n}{a},$$

(2.52)

where $n$ is the number of atoms per cell unit, $S$ - the spin of the lattice, $J$ - the exchange integral, and $a$ - the lattice constant of the material. The exchange stiffness can be measured by the methods which probe the magnetic excitations, such as spin-wave resonance experiments, using temperature dependence of the spontaneous magnetization, Brillouin Light Scattering (BLS) or inelastic neutron scattering (NS). Exchange stiffness is difficult for reliable estimation since its value may locally vary depending on defects in the material. As it is seen from the equation exchange energy depends on the angle between neighboring magnetic moments, but not on their relative orientation.

- Anisotropy (magneto crystalline) energy $\epsilon_{an}$. The main source of magnetocrystalline anisotropy is spin-orbit interaction. It results in existence of preferred magnetization directions with respect to the crystal lattice, i.e. easy axis, or vice versa unfavorable directions, hard axis, which require higher energy for magnetization. In case when only one axis direction is energetically degenerated the uniaxial anisotropy occurs. Therefore anisotropy energy can be expressed as a Tailor series with the first term:

$$\epsilon_{an} = K_1 \sin^2 \theta,$$

(2.53)

where $K_1$ is the anisotropy constant of the first order and $\theta$ is an angle between magnetization $\vec{M}$ and direction of the easy axis. Often magnetic moments in material biased towards many particular directions which yield the existence of multiple easy axes. For example, Fe and Ni possess cubic crystal anisotropy that is given by first two orders of Tailor series:

$$\epsilon_{an} = K_1 (\alpha_1^2 \alpha_2^2 + \alpha_2^2 \alpha_3^2 + \alpha_3^2 \alpha_1^2) + K_2 \alpha_1^2 \alpha_2^2 \alpha_3^2,$$

(2.54)
where $\alpha_i$ is a direction cosines of magnetization vector in respect to crystallographic axes, $K_1$ and $K_2$ are anisotropy constants, which depend on temperature and specific for different materials. In case if second term can be neglected for $K_1 > 0$ easy axes are located along the body edges (100) and $K_1 < 0$ the easy axes exist along the diagonals (111). If $K_2 \neq 0$ along with hard and easy axis intermediate magnetization axis can be distinguished. For example, Ni with anisotropy constants $K_1 = -5.7 \cdot 10^3$ J/m$^3$ and $K_2 = -2.0 \cdot 10^3$ J/m$^3$ [45] possesses easy axis along diagonal (111), intermediate and hard axis along (110) and (100), respectively.

Ferromagnetic thin films, single- and polycrystalline, as well as alloys, mostly have uniaxial anisotropy. Magnetocrystalline anisotropy can be modified by stress induced changes in crystal lattice of ferromagnetic material. The tensile or compressive strains change the distances between ions in crystal that modifies spin-orbit coupling in the material. Also anisotropy can be induced by symmetry breaking of the crystal structure at the interfaces and surfaces in multilayer structures.

- **Magnetostatic energy $\epsilon_{demag}$.** The magnetization of ferromagnetic material also can interact with magnetostatic field generated by the sample itself. This magnetic field $H_d$ is demagnetizing or stray field and acts to reduce total magnetization. The energy density is given as:

$$\epsilon_{demag} = -\frac{1}{2} \mu_0 M_s H_d \cdot m,$$

(2.55)

where $M_s$ is the saturation magnetization. The estimation of stray field $H_d$ can be done using some fundamental relations based on Maxwell equations. In the absence of currents the magnetic scalar potential $\phi$ can be introduced as:

$$H_d = -\nabla \phi$$

(2.56)

The magnetic potential $\phi$ can be found as a solution of Poisson’s equation that can be found in [46].

- **External field energy $\epsilon_{ext}$, or Zeeman energy.** This interaction refers to the energy occurring in the ferromagnetic material when it is placed in an external magnetic field. The external field energy correlates to the angle between the material magnetization $M$ and applied field $H_a$:

$$\epsilon_{ext} = -\mu_0 H_a \cdot M,$$

(2.57)

where $\mu_0$ is the vacuum permeability.

The basic magnetic parameters of Ni with face centered cubic (FCC) crystalline structure are listed in table [2.2]
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Parameters | Ni
---|---
Saturation magnetization $M_s$ | $4.9 \cdot 10^5$ A/m
Curie temperature $T_C$ | 627 K
Damping parameter $\alpha$ | 0.05
Exchange stiffness $A$ | $9 \cdot 10^{-12}$ J/m
Anisotropic constant of the 1st order $K_1$ | $-5.7 \cdot 10^3$ J/m$^3$
Exchange length $l_{exch}$ | 9.9 nm

Table 2.2: Magnetic parameters of Ni [47].

**Dzyaloshinskii Moriya interaction (DMI)**. DMI is an additional magnetic interaction which is observed in the systems with a lack of inversion symmetry. DMI is an antisymmetric exchange between two neighboring magnetic spins, which favors a spin canting of (anti)parallel aligned magnetic moments. If we look at the simplified case involving only two neighboring atomic spins $\vec{S}_1$ and $\vec{S}_2$ interfacial DMI is expressed as following:

$$\epsilon_{DM} = \vec{D}_{12} \cdot (\vec{S}_1 \times \vec{S}_2),$$

(2.58)

where $\vec{D}_{12}$ is a Dzyaloshinskii vector, which sign determines left or right magnetization rotation. Initially starting from the ferromagnetic state vectors $\vec{S}_1$ and $\vec{S}_2$ are parallel, the DMI deflects the spins by rotation around $\vec{D}_{12}$. The interaction of two atomic spins with an atom having large spin orbit coupling (SOC) results in $\vec{D}_{12}$ pointing outwards from the plane of the atoms (figure 2.16).

Figure 2.16: DMI interaction imaged at the atomic scales, where blue are ferromagnetic ions and red is an ion of SOC metal. $\vec{S}_1$ and $\vec{S}_2$ are two coupled spins and $\vec{D}_{12}$ is a vector of Dzyaloshinskii Moriya interaction. $\vec{D}_{12}$ is oriented perpendicular towards the triangle plane of involved ions.

The domain patterns of the samples contain information about DMI, since the domain width is determined by the balance between magnetostatic and wall energies. So mea-
measurement of the spaces between domains allows to calculate the surface energy density, $\sigma_{DW}$:

$$\sigma_{DW} = 4\sqrt{AK_{eff}} - \pi |D|,$$

(2.59)

where $D$ is the DMI constant, $A$ is exchange stiffness, and $K_{eff}$ is the effective uniaxial anisotropy constant that includes bulk and surface magnetic anisotropies.

**Shape anisotropy**  
The existence of preferred magnetization direction occurs not only due to crystal structure of the ferromagnetic material but also because of the shape of the structure itself. There are two main magnetization orientations in thin films: in-plane and out-of-plane as it is shown in figure 2.17a. Out-of-plane orientation produces high surface charge ($\vec{m} \cdot \vec{n}$) because all the magnetic moments aligned normally to the surface. Therefore this configuration is energetically less favorable since it requires to produce higher stray field than in-plane magnetization orientation.

![Magnetization configuration](image)

Figure 2.17: Magnetization configuration in materials with: a) shape anisotropy magnetization in-plane and out-of-plane configuration; b) in single domain and two-domain states of magnetization.

Magnetization of the ferromagnetic film can be in multi-domain state or single domain state as it is shown in figure 2.17b. In multidomain state domains with different magnetization direction are separated by domain wall.

**Domain walls**  
The interface separating domains with differently oriented magnetization is a magnetic domain wall. Domain walls are formed in order to reduce the energy
between magnetic domains. Magnetic moments in the walls gradually change their orientation forming Néel or Bloch walls as it is shown in figure 2.18. The Bloch wall has the magnetization direction laying in the plane of domain wall, while Néel wall has magnetization reorientation pointing perpendicular to it.

The width of domain walls depends on the equilibrium of exchange energy and the magnetic anisotropy. It can be estimated as following:

$$\Delta = \pi \sqrt{A/K_{eff}},$$

(2.60)

where $A$ is exchange stiffness, and $K_{eff}$ is effective anisotropy. From the perspective of exchange energy domain walls are an energetically suboptimal state. The alignment of magnetic moments in the same direction make the magnetic walls wider. On the other hand, magnetic anisotropy energy increases when spins are not oriented in the direction of the easy axis and tends to reduce the width of the domain wall. Therefore the larger exchange interaction results in wider walls, when higher anisotropy yields thinner walls. Additionally, the multiple domains formation is beneficial since it significantly reduces stray field.
Chapter 3

X-ray Imaging

3.1 Background

Microscopy is a basic and essential technique with a very wide application in natural sciences and technology. The history of microscopy starts with invention of optical light microscope in the late 16th century. Modern advancement in optics allows to produce optical microscopes with resolution limited by the wavelength of visible light (400-700 nm) or even bypass diffraction limitations using laser stimulated emission depletion microscopy (STED) that provides resolution of 20 nm. Nowadays the most advanced microscopy instruments, transmission electron (TEM) or scanning tunneling microscopy (STM), have resolution in sub-nm scale allowing atomic level imaging [1, 2]. Despite all the advantages of high resolving power these methods have their own limitations. For example, TEM has small probing area, needs a fabrication of very thin specimens due to strong scattering of the electrons in the samples volume, also induces high radiation damage and requires sample cooling. STM and atomic force microscope (AFM) are applicable only for surface scanning and can’t provide bulk information [48].

X-rays can be used for imaging, as a logical extension of optical microscopy, providing wavelength limited resolution in a range of few nm. The potential of the combination of spectroscopic method with high penetration depth of X-rays, chemical and magnetic sensitivity advantage it over other techniques. With the development of X-ray focusing optics, i.e. refractive lenses, Kirkpatrick-Baez mirrors and Fresnel Zone Plates, and new highly coherent and powerful X-ray sources provided by modern storage rings and XFELs, X-ray microscopy became a substantial tool covering a wide range of possible applications in materials science, biology, magnetism and time resolved imaging [49]. Moreover, new lensless diffractive imaging methods significantly improved the spatial resolution of X-ray microscopy to less then 10 nm [50] providing the possibility to retrieve phase contrast.
information.

### 3.1.1 Types of X-ray Microscopy

**Photoelectron Emission Microscopy (PEEM)**

First generation PEEM microscopes were performed already in 1963 with a further development for synchrotron X-ray light application in the late 80s. A direct spectroscopic imaging is available in X-ray PEEM where monochromatic X-rays illuminate the sample. The number of emitted electrons from the illuminated area scales with the absorption cross section. PEEM does not require X-ray optics in the magnification process. Electron optics, electrostatic or magnetic lenses, are used for producing a magnified image of the emitted electrons on an electron sensitive camera. So far the resolution down to 30 nm can be achieved [51].

![Schematic view of PEEM microscope](image)

Figure 3.1: Schematic view of PEEM microscope [47]. Secondary electrons created in the X-ray absorption process in the sample are focused and magnified by electron optics. The sample potential accelerates electrons towards 2D detector.

The process is highly surface sensitive that is governed by photoelectron escape from the surface layer of 1-3 nm thick and does not require membrane deposition. The setup has a glancing incidence of the X-ray beam and sample surface that can be a geometrical limitation in investigation of magnetic out-of-plane components by XMCD. If the surface is 3-dimensional, or rough, that will reduce the spatial resolution of the image. Another limiting factor is the need to put the sample on a very high voltage potential in order to accelerate electrons towards the CCD. In order to ensure a free path for electrons, to avoid sample contamination and residual gas reactions UHV environment is required.
The sensitivity of electron trajectories to magnetic fields limits the method applicability for studying strongly magnetic samples and the use of bias fields.

**Full-field Transmission X-Ray Microscopy**

Transmission X-ray Microscopy (TXM) is also referred to full-field microscopy and was pioneered by Schmahl, Rudolph and Niemann in 1976 [52]. The X-ray beam is focused at the sample plane with a condenser zone plate, the second smaller and high resolution zone plate is placed behind the sample. The small zone plate projects the illuminated area of the sample with certain magnification onto a CCD camera [53]. The resolution of the full-field microscope is limited by the resolution of the used FZP that is determined by the outermost zone width and requires partially incoherent light. High performance commercially produced FZPs have spatial resolution of about 20 nm. Since FZPs have strong chromatic aberrations, which are determined by the total number of zones, they can used only with highly monochromatised X-rays. In order to avoid aberrations capillary condensers are used instead of FZPs [54].

![Schematic view of full-field transmission X-ray microscope. Adapted from [53].](image)

The method is compatible with magnetic fields applied in any direction during the measurements. It allows microscopic studies of magnetization reversal processes. Due to direct imaging of the sample 3-D tomography can be performed by collecting multiple images while rotating the sample along the axis perpendicular to the X-ray beam.

### 3.1.2 Scanning Transmission X-ray Microscopy

Scanning X-ray microscopy was first applied in transmission mode (STXM) by the group of Janos Kirz in 1980 [55]. STXM is an imaging technique based on the raster sample...
scanning by moving it step by step with high accuracy in vertical and horizontal direction perpendicular to the X-ray focused beam. The diameter of focal spot limits the image resolution. Depending on the parameters of the used focusing optics (FZP) it is normally about 20-50 nm. The beam, focused by the FZP, goes to the order sorting aperture (OSA) which removes unwanted diffraction orders, admitting only first order light (figure 3.3). Passing through the sample X-rays get partially absorbed, and the transmitted light can be registered by a point detector (photomultiplier tube, PMT, or avalanche photo diode, APD). The signal is collected from the every spot of the raster scan to built the whole image of the specimen point by point. To reach higher resolution and image quality the step size should be smaller than the focal spot size that helps to avoid aliasing caused by missing areas between the points. The scanning process itself can be done by moving the sample or the zone plate and requires highly precise positioning with moving motors in nanometers range and low level of vibrations.

Figure 3.3: Schematic view of scanning transmission X-ray microscope. Monochromatic and coherent X-ray beam focused by FZP in the sample plane. Order sorting aperture is placed between FZP and sample to block 0th order light. The transmitted light is detected by point detector placed behind the sample.

STXM in the range of soft X-rays (up to 2 keV) is widely used in spectroscopic applications for light elements at K-edge, such as C, N and O in biological imaging, as well as for ferromagnetic materials at L-edge, e.g. Fe, Co and Ni [56], and M-edge (see table 2.1). In addition, STXM with high spatial resolving power is successfully used for dynamic imaging of magnetization behavior with temporal resolution limited by the length of synchrotron bunches < 100 ps [49].

The preparation of the sample should be performed taking into account the total attenuation length of X-rays of the whole target. The thickness of samples with low density, like polymers or biological specimens, should be balanced for satisfactory absorption contrast [57]. For example, at carbon K-edge 300 eV the sample thickness is optimal in a range of 50 to 300 nm, for ferromagnetic samples the thickness of few nanometers is already
sufficient enough for reliable absorption contrast.

**Fresnel Zone Plate**

One of the main components determining the resolution of STXM is the X-ray lens. A conventional binary absorption FZP consist of concentric alternating zones: fully opaque and transparent for the light. Coherent and monochromatic X-ray beam is diffracted on these rings. The light coming from the transparent region interfere, forming the focal spot. The opaque regions block the light which would interfere destructively. As a result several foci, which correspond to different diffraction orders, are formed as it is shown in figure 3.4. The *focal length* of the FZP depends on the X-ray wavelength $\lambda$, its diameter $D$ and width of the outermost zone $\Delta r$. It is expressed as:

$$f = \frac{D\Delta r}{\lambda m}$$  \hspace{1cm} (3.1)

where $m$ is a number of diffraction order. The first order light with the strongest intensity is usually used for imaging. It contains only 10% of initial X-ray light [14]. The higher diffraction orders have shorter focal lengths and much lower efficiency, that is proportional to $1/m^2$.

![Image of X-rays diffraction on a FZP](image)

Figure 3.4: Illustration of X-rays diffraction on a FZP. The image shows diffraction orders of FZP, which have different focal length.

As it was mentioned above the STXM resolution is determined by the size of the illumination spot. When numerical aperture is relatively small the resolving power of the first diffraction order can be evaluated basing on Rayleigh criterion [14]:

$$\Delta r_{Rayl.} = 1.22\Delta r$$  \hspace{1cm} (3.2)

The FZP resolution depends only on the width of the outermost zone. The difficulty to fabricate an extremely thin and at the same time opaque for X-rays outermost zone, for
example, by electron beam lithography (EBL), is one of the main limiting factors in FZP production. New nanofabrication techniques allow to produce FZP with 12 nm outer zone width [58]. However FZPs with so high resolution provide very low efficiency requiring elaborated fabrication process.

Another important characteristic of FZP related to the resolution is a depth of focus (DOF). It defines the distance which sample can be moved along the optical axis without loss of resolution:

\[
\Delta z = \pm 2\left(\frac{\Delta r}{\lambda}\right)^2
\]

For example, FZP with \(\Delta r = 20\) nm at energy 700 eV has a \(DOF = \pm 0.235\) \(\mu m\). High value of DOF denotes that the samples with nonuniform surface topography can be imaged without correction of the sample distance, i.e. without refocusing. Also it assures the stability of the whole set up: small drifts of the sample around the focus will not change the size of the focal point.

### 3.2 Phase imaging and phase problem

In the imaging technique described above light is measured in terms of its intensity only. However the resulting wave consists of two parameters: absorption (related to resulting intensity) and phase shift. As it was discussed the wavefield, which is coming from the sample plane to the detector, is nothing else but the Fourier transformation of the samples transmission function (see equation 2.31). To get a complex value of the amplitude in the object plane the calculation of the inverse Fourier transform is necessary:

\[
q(X, Y) = FT^{-1}(\phi(x, y))
\]

In the result the signal, measured by the detector, contains only intensity information, which is presented as a squared absolute value of the wave amplitude:

\[
I(x, y) = |\phi(x, y)|^2
\]

The loss of the phase information is referred to the “phase problem”. The phase component allows restoring the complex diffracted amplitude from the reciprocal space that, in its turn, gives a unique determination of the density function of the object.

The progress in development of highly coherent X-ray sources was accompanied by the rapid increase of computational power and by the development of phase sensitive imaging techniques for soft and hard X-ray application [59, 60]. The coherent X-ray diffraction imaging, holography and ptychography became very prominent during the last years. They allow the phase reconstruction from the oversampled diffraction images using iterative algorithms.
3.2.1 Holography

X-ray holography is based on the utilizing highly coherent synchrotron light in order to reconstruct the hologram of the illuminated object. Holography with X-rays was initially performed in works [61, 62] in 1987 and 1992 year, respectively, in 2004 the method was revived for soft X-rays using XMCD effect [63] with spatial resolution of magnetic domains of 50 nm.

The main feature of this technique is the use of a golden mask having two holes: sample hole and smaller reference hole transparent for incoming beam as it is shown in figure 3.5. A CCD detector registers scattered X-rays in far-field to detect the characteristic diffraction pattern produced by the light interference between the known reference hole and the object. The hologram contains the sum of the scattering amplitudes associated with the object and the reference beams, their cross correlation and its conjugate [17]. The real space image is obtained by a Fourier transformation of the obtained holograms and followed by the iterative process for phase retrieval.

Therefore holography does not require high resolution focusing optics and provides phase shift information. However the spatial resolution of this method is limited by the size of the reference hole, which is the main confining factor for achieving wavelength limited resolution.
3.2.2 Coherent X-ray diffraction imaging

With the discovery of hard X-ray diffraction on crystals by Bragg in 1913 [64] crystallography has become a powerful instrument for reconstruction of three-dimensional images of regular crystal lattices and molecules with high spatial resolution. However, many objects with non-periodic structure, such as glasses, polymers, inorganic structures, or defects in crystals (dislocation, strains, deformation structures), cannot be visualized using the same approach. In 1980 Sayre proposed the idea of diffraction imaging with non-periodic objects [65] that resulted a creation of a new form of lensless highly resolving diffraction imaging.

The main principle of CXDI is getting a diffraction pattern downstream of the small isolated specimen using X-rays. While it is widely used with X-rays in the range of 0.5-4 keV due to high penetration capability, it can also be applied for electrons and optical light. The resulting diffraction pattern is detected by a CCD detector in far field regime. Using iterative algorithm the obtained pattern is converted into image of the object in real space. The use of coherent X-ray diffraction imaging (CXDI) has been growing rapidly, facilitating numerous discoveries in the field of material science, biology and nanocrystallography [66, 67].

Iterative algorithm  The phase reconstructing algorithm for CXDI was firstly proposed by Gerchberg and Saxton in 1972 for electron microscopy [68]. The phase retrieval algorithm was greatly improved by Fienup by error reduction (ER) and then by hybrid input-output (HIO) methods in 1982 [69].

The basic idea of iterative algorithms is finding a solution for the missing phase information. It is done by refining the initial guess through back and forward Fourier transformations between the real and the reciprocal spaces (figure 3.6). First of all an initial guess defines the object in the real space, $\phi_j(r)$. Using Fourier transform we can get the complex value of the object in the reciprocal space. After replacing calculated intensities with measured ones the updated amplitude value is transformed back to the real space to get a refined object function $\phi_{j+1}(r)$. The procedure should be repeated a number of times till the convergence condition. To guarantee unique reconstruction and to speed up the convergence processes additional information has to be provided. This information is presented by constrains in real and reciprocal spaces. In this case measured intensities in Fourier space determines the Fourier constraint. The real space constraint in ER method is presented by so called “support” [70]. Support is an area with zero electron density which surrounds the sample and it has to be known a priori. The real object boundaries should be close enough to the estimated support to provide reliable reconstruction. ER algorithm searches for a minimum distance value between the real and the Fourier space constraints. However this method often stagnates getting trapped on the local minima without reaching the correct solution. A few modifications of the iterative algorithm were proposed to
Advantages and disadvantages of CXDI  In comparison with conventional methods the resolution of CXDI is theoretically limited by the wavelength of X-rays, but not by the resolution of the used optics. Basically the objective lens is replaced with software, which converts an image from the reciprocal space diffraction pattern into the real space. That means absence of lens aberrations and no sample movement limitations induced by short focal lengths of the used optics. CXDI is a single shot technique not requiring raster scanning or any sample movements. In practice the main limiting factor is a q-space resolution given by the CCD detector size and distance between sample and detector. Also CXDI is dose limited since exposure time can be in a range of tens of seconds for low scattering specimens, e.g. biological samples. There are few further limitations that should be considered:

- The illuminated sample has to be isolated. The sample should be surrounded by “support” with known electron density which should be equal to 0.
- It requires the object to be smaller than an illumination spot of X-ray beam.
- High demands for X-ray coherence.

3.2.3 Ptychography

To overcome all the limitations of CXDI it was extended to ptychographic imaging method. Ptychography became a widely used diffraction imaging technique since its invention in the late 60s for electron microscopy in crystallography. The ptychography imaging is a
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Figure 3.7: Experimental geometry of ptychographic imaging. The sample is raster scanned with focused beam and the sequence of diffraction patterns, frames, is recorded with CCD detector at the distance $L$ for every scanning position.

combination of CXDI method with scanning microscopy. Similar to CXDI ptychography is a route to solve the phase problem. In 90s the ptychography imaging method was extended for non-periodic structures and completed with iterative phase retrieval methods by John Rodenburg [73]. Starting from the late 2000s it has been proven to be highly efficient in imaging with X-rays for material science [50], biology [74] and for characterization of X-ray optics [106]. Depending on experimental set up it can be done with simultaneous fluorescent data acquisition [148] or applied for 3D tomographic measurements [76].

In contrast to CXDI, which uses one diffraction pattern of a small object, ptychographic data set contains numerous diffraction patterns recorded at every scanning step. The basic feature of ptychography is that the sample scanning is done with significant overlapping of illuminating spots at the neighboring scanning positions ($50 - 60\%$). The overlap in the object plain produces data redundancy in diffraction patterns that provides fast convergence of a reconstructing algorithm. Two diffraction patterns from the overlapped regions include the encoded phase information. This redundant data are applied as real-space constraints for ptychographic reconstruction.

Figure 3.7 depicts the schematic setup for ptychography imaging in transmission mode using FZP, which normally has medium resolution of 60-120 nm. The coherent X-ray
beam illuminates the specimen with the focused spot, called probe, with diameter down to hundreds nanometers. Conventionally the sample, or FZP, is moved in raster mode perpendicular to the confined beam. Non uniform scan grid patterns, concentric or spiral, can be used to reduce the mesh artifacts occurring in case of low overlapping degree [77]. The number of diffraction pictures, called frames, are registered in far-field region by CCD for every scanning position. Applying iterative phase retrieval algorithms it is possible to get an image reconstruction of the specimen with a resolution independent of the focusing optics.

The resolution of ptychographic set up is determined by a combination of several factors. Similar to CXDI the numerical aperture of the whole system is an important point since the highest diffraction orders of scattered X-rays in q-space contain the information about the smallest features. The performance of CCD camera is an important factor since scattering should be registered with high signal-to-noise ratio and dynamic range of few orders of magnitude at relatively short exposure time. Also the ptychography resolution strongly depends on the accuracy of the sample positioning during the scan that requires highly precise motor steppers.

The time of data acquisition for a ptychographic scan includes an exposure time and CCD camera read out time for all scanning positions. State-of-art CCD cameras with small pixel size and high read out rate open new opportunities for diffraction imaging. Also development of reconstruction algorithms for fly-scans ptychography, when the specimen continuously moves along the scan direction, can reduce data acquisition time by factor of 25 [78]. However this mode is applicable only for highly scattering samples in hard X-ray range, when the long data acquisition time is not required.

**Ptychographic Iterative Engine (PIE)**

There are several mathematical algorithms dedicated to the ptychographic reconstruction. These algorithms use the overlap of diffraction patterns as a constrain to find a solution. Ptychographic Iterative Engine (PIE) for reconstruction of image from ptychographic data set was firstly proposed by Rodenburg in [79]. For reconstruction of the object function this algorithm requires accurate knowledge of the illumination probe function. In a real experiment it is quite challenging to find a known probe. That is why the PIE was modified to extended PIE (ePIE) [80], where both the probe and the object are updated through the reconstruction.

**Algorithm** Each image frame of the ptychographic scan can be describe by the Fourier transform of the resulting function, which is the product of the probe $P(r)$, illumination function, and the object transmission function $O(r)$, where $r$ is the coordinate of the object plane. The recorded diffraction pattern is proportional to the absolute value of Fourier
transform of the wave function. It allows to introduce the resulting intensity as:

\[ I_j(k) = |F(O_j(r)P_j(r - R_{n(j)}))|, \]  

(3.6)

where \( k \) is a reciprocal coordinate of the real-space coordinate \( r \), \( R_{n(j)} \) is a distance of the probe position (or an object), \( j \) is a number of diffraction pattern and \( n(j) \) is their random sequence.

The algorithm for the reconstruction of the object function is introduced in figure 3.8 and consists of the sequence of the following operations:

1. The exit wave is initially determined by the current guess of the object function \( O(r) \) that is multiplied by the illumination function \( P(r - R_{n(j)}) \) in the current position \( R_{n(j)} \):

   \[ \phi_j(r, R_{n(j)}) = O_j(r)P_j(r - R_{n(j)}) \]  

   (3.7)

Normally, the first object guess is taken as an empty space and the illumination guess as a Gaussian function having zero phase shift.
2. The newly guessed exit wave is then Fourier transformed. Information about phase and amplitude in reciprocal space of this wave is preserved:

$$\Phi_j(k, R_{n(j)}) = FT[\phi_j(r, R_{n(j)})] = A_j(k, R_{n(j)})e^{i\alpha_j(k, R_{n(j)})} \quad (3.8)$$

Since the final exit wave in the reciprocal space is complex, it contains the amplitude $A_j(k, R_{n(j)})$ and the phase components $e^{i\alpha_j(k, R_{n(j)})}$.

3. The reciprocal space function is refined using the measured amplitude of diffraction pattern obtained by CCD:

$$\Phi'_j(k, R_{n(j)}) = \sqrt{I_{n(j)}(k)}e^{i\alpha_j(k, R_{n(j)})} \quad (3.9)$$

4. Inversing transform of the updated guess we get a renewed and improved exit wave in the real space:

$$\phi'_j(r, R_{n(j)}) = FT^{-1} \Phi'_j(k, R_{n(j)}) \quad (3.10)$$

5. Now we can update the object function in the real space. The new object guess is expressed as a sum of the current object guess and the weighted correction of the wavefield:

$$O_{j+1}(\vec{r}) = O_j(\vec{r}) + \alpha \frac{P^*_j(r - R_{n(j)})}{|P_j(r - R_{n(j)})|_{\text{max}}^2} \left(\phi'_j(r, R_{n(j)}) - \phi_j(r, R_{n(j)})\right), \quad (3.11)$$

where $\phi'_j(r, R_{n(j)}) - \phi_j(r, R_{n(j)})$ is a difference between updated exit wave and its first estimation at the $n$th iteration. The term $P^*_j(r - R_{n(j)})$ is a conjugate of the illumination function, $|P_j(r - R_{n(j)})|_{\text{max}}^2$ is the maximum value of the illumination function and $\alpha$ is a feedback parameter, which determines the amount of correction of the running estimate of the object function. It yields to the new guess of the object function. In similar way, we can get a new value for the illumination function:

$$P_{j+1}(r) = P_j(r) + \beta \frac{O^*_j(r - R_{n(j)})}{|O_j(r - R_{n(j)})|_{\text{max}}^2} \left(\phi'_j(r, R_{n(j)}) - \phi_j(r, R_{n(j)})\right), \quad (3.12)$$

where $\beta$ is a constant for altering amount of corrections of the running estimate of the probe function updates.
6. The steps from 1 to 5 are repeated for the next scanning step. The process will continue till all diffraction patterns from the scan are used for object and probe guesses updates.

Basically the algorithm is fitting the set of unknown values to the known ones. Every proposed solution in comparison with recorded data at each iteration is associated with an error. To follow the progress of the reconstruction and to estimate convergence of the algorithm the error metric is used after each full iteration. That is presented as a normalized root mean square value:

\[
E_\Phi = \frac{\sum_j \sum_k \left| \sqrt{I_j(k)} - |\Phi_j(k)| \right|^2}{\sum_j \sum_k I_j(k)}
\]  

(3.13)

To be able to find a unique solution for unknown values the diffraction patterns used for reconstruction have to fulfill additional requirements that they should be oversampled.

### 3.2.4 Sampling in diffraction imaging

Sampling in signal processing is the reduction of a continuous signal to a discrete one. The phase information about the studied sample is encoded in the corresponding far-field diffraction images. As a result we get discrete diffraction pattern measured by the CCD detector with \(N\) amount of pixels. The main requirement, which make the phase retrievable from the encoded information, is an oversampling of the diffraction pattern. The application of oversampling parameters helps to reduce noise, aliasing and improve resolution of recorded data.

There exist different approaches to estimate a proper oversampling rate allowing a reliable phase retrieval in coherent diffraction imaging (CDI). Firstly the phase problem solution by means of oversampling definition was proposed in crystallography by Sayre [81]. It was stated that an object should be sampled at least twice more than Nyquist frequency in each direction for multidimensional objects. If we suggest that the size of the crystal unit cell is \(a\), thus Bragg peaks in reciprocal space occur at the frequency \(2\pi/a\). In order to retrieve the phase the diffraction pattern must be probed at \(\pi/a\) spacing.

Due to experimental limitations diffraction speckles in reciprocal space are registered as discrete points in separate pixels of a CCD camera (figure 3.9). The clear separation of the speckles is a main sign that the diffraction pattern is well sampled. The CCD pixel size \(p\) and the distance between sample and detector \(L\) determine the separation between speckle points. In terms of pixel size of the CCD camera the sampling requirement is described by:

\[
p \leq \frac{\lambda L}{2a},
\]

(3.14)
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Figure 3.9: Intensity modulations of two different diffraction signals probed by the CCD with pixel size $p$. The distance between two neighboring intensity maxima is defined as $L\lambda/a$. The blue curve represents undersampled condition, the maxima peaks located too close that causes information loss. The red curve illustrates 2-fold oversampling condition.

where $a$ is a size of the object, $L$ - distance from the object and detector and $\lambda$ - wavelength.

Consideration of oversampling as a mathematical problem was presented by Bates [82]. The auto-correlation function of any image has a double size of the image itself. Therefore, in every linear direction the phase information can be retrieved from the double oversampling for each direction. It means that for 2D image diffraction pattern should be 4 times and 3D diffraction pattern 8 times oversampled [83].

Another approach to estimate oversampling in coherent diffraction imaging (CDI) was defined by Miao et al [83]. Oversampling parameter is determined as $\sigma$:

$$
\sigma = \frac{\text{total pixel number}}{\text{unknown-valued pixel number}}, \quad (3.15)
$$

where total pixel number includes the surrounding pixels in a field of view, not containing the object as well. Here unknown-valued pixels have to be found. It states that having $\sigma > 2$ allows to solve the phase problem. Multidimensional cases lead to the decreasing
of oversampling, i.e. the oversampling of the Fourier transform magnitude in 1D case must be $> 2$, 2D $> 2^{1/2}$, and 3D $> 2^{1/3}$ in each direction.

In ptychography, due to redundant information coming form the probe overlap, the oversampling requirement is significantly relaxed. As it is shown by Edo et al. the lack of oversampling ratio $\sigma$ can be covered by the size of the overlap of the neighboring probe positions \[84\]. The authors determine a new sampling parameter which is based on sampling in real ($R$) and reciprocal ($U$) spaces:

$$S_{x,y} = \frac{1}{U R} = \frac{\sigma}{1 - \varpi_{x,y}}$$ (3.16)

where

$$U = \frac{1}{d \sigma}$$ (3.17)
$$R = d(\varpi_{x,y} - 1)$$ (3.18)

In these formulas $\varpi_{x,y} \in (0; 1)$ is a ptychographic overlap parameter, $\sigma \in (0; 2)$ is the CDI oversampling ratio and $d$ is a fringe size of the diffraction pattern. If $S_{x,y} = 1$ the sampling requirement is fulfilled, $S_{x,y} > 1$ it is oversampled and $S_{x,y} < 1$ is undersampled. The experimental results showed that even if $S_{x,y} < 1$ and accordingly $\sigma < 2^{(1/2)}$ it is still possible to reconstruct a recognizable object image. This showed that conventional understanding of oversampling in CDI does not really fit for the ptychographic approach \[85\].

### 3.3 Magnetic microscopy

Imaging of magnetic nano structures are routinely performed by a number of techniques, most of which are extensions of the existing microscopic methods like TEM, STM and AFM \[86\].

**Lorentz microscopy**, as a variation of TEM, is one of the methods allowing high resolution magnetic imaging in nm range \[87\]. Electrons passing through the sample experience Lorentz force that deflects them from the initial pass depending on the local magnetization direction of the sample. Electron holography is another TEM technique which is commonly used to study electric and magnetic fields in thin films by measuring shift the phase of the interfering wave passing through the sample. This methods work only in transmission mode that requires very thin samples and it is not element selective. Additionally, the high energy electrons cause irradiation damage of the sample. Lorentz microscopy can not provide depth-selective information, but is suitable for time resolved measurements with less than 1 ps temporal resolution. Recently developed methods based on electron magnetic circular dicroism (EMCD) allow to obtain information on the magnetic properties of the atom using electron energy loss spectroscopy spectra taken in a magnetic fields with opposite helicities.
Magnetic force microscopy (MFM) is an extension of atomic force microscopy (AFM). The force between the magnetic specimen and a ferromagnetic scanning tip is detected locally and allows to reproduce the whole picture with resolution around 20 nm [88]. The method has some difficulties in image interpretation since it reproduces stray field between the tip and sample, not the sample magnetization. Another probe method is spin polarized scanning tunneling microscopy (sp-STM) which uses measurement of current tunneling through the vacuum gap between a tip and the sample that depends on spin polarized band structure of the studied specimen. The tip magnetization can be parallel or antiparallel to the sample magnetization and therefore result in different tunnel currents. The resolution of this method is extremely high, less than 1 nm, but it requires ultrahigh vacuum conditions. The described technique provides information only from the surface and upper atomic layers of the sample.

One of the widely used optical method for magnetic imaging utilizes Magneto-optical Kerr effect (MOKE) which enables scans with large field of view, hundreds of microns. The magnetization of the sample is detected by the change of polarization of light after reflection from the sample surface. The images can be taken in a full field regime or in scanning mode, when the final picture is built point by point by scanning a laser focus. Although this technique provides comparatively low resolution (300-500 nm) being fully optical it is suitable for application with high external magnetic fields, does not require vacuum condition and provides high time resolution (down to 20 fs). However the method does not give direct information about the electronic structure or magnetic moments and it is not element specific.

Recently, a technique that employs a single nitrogen-vacancy defect in diamond as a scanning atomic-size magnetometer to image magnetic surface structures by direct measurement of weak magnetic fields with a nanoscale resolution [89].

Synchrotron X-ray light based techniques Discovery of XMCD and XMLD effects and their application as a contrast mechanism became a breakthrough for magnetic X-ray imaging. XMCD results in different absorption level of domains with parallel and antiparallel magnetization direction to the X-rays helicity. The main strengths is elemental sensitivity and high penetration depth that allows to probe different elements or magnetic layers in the sample by changing the photon energy [90].

One of the method for magnetic imaging that uses XMCD and XMLD, is X-ray photoelectron emission microscopy (X-PEEM). It is based on the detection of secondary electrons coming from the specimen irradiated with X-rays. The intensity of electrons is proportional to the X-ray absorption cross section and can be used for imaging of areas with different magnetization directions with lateral resolution of about 30 nm. The method profits from the large dichroic effect and gives quantitative estimation of magnetization in the specimen. Another XMCD technique is magnetic transmission X-ray microscopy (MTXM) [91], like STXM, it requires focusing optics and measures the intensity of trans-
mitted light to image the sample. In both techniques two images using opposite helicity are collected and subtracted in order to eliminate topographic contrast and get pure magnetic contrast.

Figure 3.10: Diffraction patterns from a CoPt magnetic domain structure taken for X-ray holography using linearly polarized light: a) off the resonant energy of Co L_3 edge (758 eV) and b) on the resonant absorption energy (778 eV). The Fraunhofer rings are coming from the diffraction on a pinhole. Speckled scattering at (b) originates from the scattering on the magnetic domains of the sample. Reproduced from [92].

Also diffraction techniques using highly coherent X-ray light have been shown to be efficient for the imaging of magnetic domains. One of them is holography that became a robust instrument for magnetic contrast imaging in a soft X-ray range [63]. A signal is obtained at the resonant energy, where magnetic scattering is the most significant, and presents interfered light from the sample and the reference hole as it is shown in figure 3.10. The use of circular polarized light provides additional scattering signal enhancement via interference between magnetic and charge scattering channels [42].

CDI single shot imaging was reported to be successfully implemented for Co based magnetic domain structures using linear polarized light with a spatial resolution of 75 nm [93]. Applying external magnetic fields a pure magnetic signal from the sample scattering was obtained as a difference of coercive and saturated coherent diffraction patterns. The saturated speckle pattern includes the total charge scattering and the specular component of magnetic scattering. The pattern measured at the coercive point additionally shows a diffuse scattering from the domain structure at higher q values.

It was shown by Shi et al [94] that magnetic and structural sample heterogeneities can
be imaged with *ptychography* with soft X-rays at Co L$_3$ edge, with a resolution of the magnetic and charge scattered signals of 12 and 10 nm, respectively. FeGd multilayer was studied in a work of Donnelly et al [95] using ptychographic imaging with hard X-rays at the energies of Fe K edge and Gd L$_3$ edge with the resolution of 45 nm.
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Ptychography at the MAXYMUS microscope

The important part of this work was the installation of a new in vacuum CCD camera for soft X-rays in collaboration with PNSensor GmbH (Munich, Germany) at the very early stage of the project. The back illuminated pnCCD camera with a detector chip provided by HHL (MPG Halbleiterlabor) was developed for imaging and spectroscopic purposes. The camera commissioning, calibration and implementation of ptychography were performed at MAXYMUS operated by department Schütz. The very first commissioning was conducted in February 2015 with the first ptychographic tests in July 2015. For ptychography in-house created FIB FZPs [96] and reconstruction software developed at the CXRO/Berkeley [97] have been used. The basics of ptychographic reconstruction software and computing power at MAXYMUS are present in Appendix A. The aim of this extensive upgrade was to improve the spatial resolution and contrast of conventional STXM imaging at MAXYMUS.

4.1 UE46 beamline at BESSY II

BESSY II (Berlin, Germany) is a 3rd generation synchrotron which was built in 1998 and now operates over 50 different experimental stations. The technical parameters of BESSY II storage ring are listed in the table [4.1]. It features a Linac injector that allows top-up operation mode [98], when the charge of each individual bucket is continuously refilled so that the average current stays constant. Depending on the operation mode the length of the electron bunch inside of the bucket varies from few ps to 100 ps, that allows time resolved pump-probe experiments.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam current</td>
<td>300 mA</td>
</tr>
<tr>
<td>Electron energy</td>
<td>1.72 GeV</td>
</tr>
<tr>
<td>Circumference</td>
<td>240 m</td>
</tr>
<tr>
<td>Amount of electron buckets</td>
<td>400</td>
</tr>
<tr>
<td>Bucket frequency</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Amount of bending magnets</td>
<td>32</td>
</tr>
<tr>
<td>Amount of undulators</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters of the BESSY II storage ring.

MAXYMUS microscope was built in 2008 on the dedicated beamline UE46-PGM2. The X-rays are provided by the UE46 undulator, which is an elliptical polarizing insertion device of the APPLE-type, one of 6 helical undulators in operation at Bessy II. The undulator has 72 magnetic periods of 46.3 mm length each. It is specified to generate both linear and circular polarization light with energies starting from 150 eV up to 1900 eV at higher harmonics.

The UE46-PGM2 beamline, depicted in figure 4.1, was designed to provide partially coherent illumination of a zone plate enabling X-ray microscopic imaging under optimal conditions. Monochromatic X-rays are produced utilizing two focusing mirrors and a
plane grating monochromator (PGM), followed by vertical and horizontal slit systems. A single 600 lines per mm blazed grating is used as monochromator covering the wide energy range from 150 to 2000 eV with energy resolution $E/\Delta E \geq 10,000$.

Two independent slit systems are placed on the distance 3 m from the microscope end station and used to filter X-rays with required parameters. The system can be adjusted vertically and horizontally to control the energy resolution, the level of coherence and photon flux of X-ray beam. It is possible to monitor beam position by detecting the photocurrent occurring due to incident radiation on the horizontal slit blades. This ensures much more flexible and fine control of the beam parameters and allows to reduce noise through the feedback loop [47]. The smaller beam size provides higher coherence and as a consequence higher spatial resolution, but at the same time lower photon flux.

To protect the microscope from external factors, such as temperature fluctuations and high frequency vibrations, which induce instabilities and noise, a hutch with high performance air conditioning system was built around the last beamline segment including the exit slit assembly in 2008 [47]. For the reduction of possible floor vibration the microscope is mounted on 1 ton stone block with rubber buffering on top. Five girder movers allow adjusting of the microscope position with 5 degrees of freedom in relation to the beam position.

### 4.1.1 MAXYMUS end station

MAXYMUS is a STXM based on a design originally developed at the ALS (Berkely, USA) [99]. The microscope consists of five main components: exit slit, zone plate, OSA, sample and detector. Figure 4.2 shows sample environment at MAXYMUS. A zone plate for the soft X-ray range has a typical diameter in the range of 100 to 320 $\mu$m and a focal length in the mm range. To allow a change in focal length, as well as to facilitate changing of the zone plate itself, Z translation of the zone plate is used.

The OSA is placed between zone plate and sample and moves only in X-Y plane. It has three circular apertures with different diameters and 500 $\mu$m spacing between them to prevent light spillage through neighboring OSA apertures. The OSA size should be smaller then the center stop ($CS$) of the FZP in order to fully eliminate zero order light. For instance using high resolution FZP available at MAXYMUS with $D = 320 \mu$m, $\Delta r = 18$ nm and $CS = 155 \mu$m requires 120 $\mu$m big OSA hole. The sample is placed behind the OSA at the distance $A_0$ that depends on the focal length, the diameter of the used FZP and on the OSA aperture size.

All the components of microscope should be aligned along the optical axis that requires multiple motor stages for their accurate positioning. X- and Y-translations of the sample have to be performed in a big range of scales: in cm range to bring the sample region of interest into the optical axis, at the same time in nm range for raster scanning. It is fulfilled by stacking motor stage and fine piezo stages on top of each other. As an option
scanning can be performed by moving FZP in X- and Y-direction instead of the sample movement. The zone plate scanning is faster and more stable than the sample scanning due to smaller range and stiffer piezo stages. However it puts limitation on the size of the produced image, since moving FZP too much off the optical axis causes clipping of the light cone on the OSA.

The detector (APD, PMT or CCD) is placed behind the sample and can be moved in X and Y directions to center it on the optical axis, and in Z direction to vary the distance between sample and detector. All detector stages are mounted on a Z-axis sample motor stage that allows to move sample and detector together with the fixed distance between them.

STXM raster scanning, as well as ptychography scanning, requires high precision and repeatability of sample and FZP positions. To control movements of both sample stages and account for drifts and vibrations, the microscope is equipped with a differential laser interferometer system (figure 4.2 b). Laser mirrors are placed on the sample holder and the zone plate mount in vertical and horizontal orientation. Two interferometers for X and Y directions detect differential motions of the stages with the accuracy of 2.5 nm that allows to correct vibration and position drifts.

In order to generate an external magnetic field in the sample plane an assembly of four
permanent magnets can be installed [100], providing up to 250 mT magnetic field with selectable field strength and direction. Stepping motors allow independent movement of all four magnets producing homogeneous magnetic field in the center of the system for in-plane and out-of-plane sample orientation. Figure 4.4 shows a sketch of the magnet system with out-of-plane maximum field and the sample placed perpendicular to the X-ray beam.

Figure 4.3: Overview over the interferometer system: 1 - 50% beam splitter to divide laser beam for X- and Y-axis, 2 - rotation deflection mirrors, 3 - the individual interferometer heads, 4 - end mirrors placed on the frame of the sample holder. The beam comes from the bottom left to the middle of the splitter, from the top and the bottom of the incoming beam returning beams are imaged. Reproduced from [47].
4.1.2 Coherence at MAXYMUS

Coherence after slits

Synchrotron light produced by undulator is only partially coherent. To increase the coherence most of the monochromator beamlines utilizes a set of slits or an aperture. As it was described in previous chapters UE46-PGM2 beamline is equipped with vertical and horizontal slits which allow optimal illumination of FZP located 3 meters downstream of the slits. Normally an FZP with a diameter in a range of hundreds of µm requires very small aperture size to be able to produce diffraction limited resolution. To estimate spatial coherence length of X-rays coming from the single slit we can use following expression [33]:

\[ a_c = \frac{\lambda R}{d}, \]  

(4.1)

where \( \lambda \) is wavelength of incident beam, \( R \) - distance between slit and observation point, \( d \) is the slit opening. The higher the energy of light the smaller the spatial coherence length. For example with the fixed slits opening of 20 µm the light at energies of 1000 eV (\( \lambda =1.24 \text{ nm} \)) and 600 eV (\( \lambda =2.07 \text{ nm} \)) has spatial coherence lengths of 185 µm and 309 µm, respectively.

The complex degree of spatial coherence is used to characterize partially coherent extended light sources [33]. For the slit aperture it can be written as a normalized sinc
Figure 4.5: Degree of coherence of homogeneously illuminated slit apertures having different opening gaps at energy 1000 eV ($\lambda = 1.24$ nm). The smaller slits produce a beam with higher spatial coherence length. The black horizontal line corresponds to half maximum of the peak.

Function:

$$g(\Delta x) = \text{sinc} \left( \frac{\Delta x d}{\lambda R} \right),$$  \hspace{1cm} (4.2)

where $\Delta x$ is an observation area in the far field. The value $|g(\Delta x)|$ lays in a range $[0; 1]$ going from fully incoherent to absolutely coherent light. The degree of coherence for different slit sizes at energy of 1000 eV is plotted in figure 4.5. As it is seen the smaller slit gap produces a beam with higher coherence. To get constructively interfered signal from two separately standing features in the illumination plain the distance between them should be smaller than the full width at half maximum (FWHM) of this function. This value corresponds to spatial coherence length $a_c$.

At the UE46-PGM2 beamline two sets of slits 6 cm apart determine the vertical and horizontal spatial coherence of the beam. The simulated diffraction intensity distribution in the FZP plane is performed in figure 4.6 for simplicity we assume to have rectangular aperture illuminated by an uniform beam. The diffraction pattern forms typical spike-like shapes of intensities occurring perpendicular to the elongated sides of the aperture having maximum peak in the center and the first minima in the position determined by equation 4.1. In the real case intensity distribution at the FZP position is broadened due to the beam being not perfectly flat as a plane wave, but strongly focused in the slits plane.
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Figure 4.6: Simulated intensity distribution of the diffracted light at 3 m distance from the slits. The energy of the light is 1000 eV and the slits are opened for 30 \( \mu m \) and 10 \( \mu m \) in horizontal and vertical directions, respectively. For simplification we assume that slits are illuminated by a plane wave beam with uniform intensity.

As already mentioned smaller slits opening assures higher spatial coherence length, that is correlated with a drastic drop of the beam flux and reduced photon count rate. The observed effect happens when X-rays are diffracted on the small apertures, which produce wider illumination beam spot on the FZP spreading the light over bigger area. It requires a trade off between optimal exit slit settings for sufficient beam flux and degree of X-ray coherence.

The UE46-PGM2 beamline generates an X-ray beam with the focus size of 15 \( \mu m \) in vertical direction and 45 \( \mu m \) in horizontal direction at the position of the exit slits. The size of the focus spot is estimated as FWHM of Gaussian function assuming that the light within these dimensions is close to maximum monochromatisity and coherence. The Gauss shape explains the linear gain in intensity when opening the slits wider than the focus spot size, since only lower parts of the Gauss shaped curve get unblocked. However when the slits gap is smaller than focus spot size the photon flux behaves non linear and depends on diffraction processes happening on the slit system.

The temporal coherence of the X-ray beam doesn’t depend on aperture parameters and can be estimated from the bandwidth of the undulator’s center cone:

\[
\frac{\Delta \lambda}{\lambda} = \frac{1}{iN},
\]  

(4.3)
where \( N \) is the number of magnet periods, and \( i \) - undulator harmonics order. The AP-PLE II undulator at UE46 beamline has 72 magnetic periods, that at 3rd harmonic results in bandwidth \( \Delta \lambda / \lambda = 1/216 \). The temporal coherence, according to equation 2.12, is about 223 nm at wavelength corresponding to 1000 eV, which is much smaller then spatial coherence. Further tuning of the energy resolution by the monochromator and the slit system provides \( \Delta \lambda / \lambda > 1/10000 \) and improves the temporal coherence to the values higher than 6 \( \mu \)m at the energy of 1000 eV.

Coherence after focusing by a FZP

X-rays diffracted by focusing optics, like FZPs, change their coherence properties. Determination of the coherence degree in the focus spot is vital for the success of diffraction based imaging methods. We consider two different cases which are defined by the degree of coherence of the incident X-ray beam that illuminates an FZP: fully coherent and partially or low coherent illumination.

In order to reach the best FZP performance and to get diffraction limited focus spot size the spatial coherence length in illumination spot of X-ray beam coming from the slit system has to be bigger than FZP size. If we have fully coherently illuminated FZP we can estimate the spatial coherence length in the focus spot \( a_F \) using following expression [101]:

\[
    a_F = \Delta r_{Rayl.} \cdot \sqrt{1 + \frac{Z^2}{D^2} \cdot \frac{a_c}{Z}},
\]

(4.4)

where \( \Delta r_{Rayl.} \) - size of the first order focus spot, \( Z \) - size of the X-ray beam on the FZP, and \( D \) - FZP diameter. Strongly focusing FZPs, with small outermost zone width and big diameter, posses lower spatial coherence length in the focus spot.

Figure 4.7 represents the calculation of spatial coherence in the focus spot obtained from FZPs which are available at MAXYMUS microscope. We assume that FZPs are coherently illuminated with a beam coming from the vertical slits opened for 20 \( \mu \)m. The FZPs have different parameters of \( D \) and \( \Delta r \) which, according to equation 4.4, mostly determine the degree of coherence in the focused X-ray beam. The graph shows that strongly focusing FZP with \( \Delta r = 18 \) nm and \( D = 320 \) \( \mu \)m produces beam with smaller spatial coherence values. The FZPs with \( D = 100 \) \( \mu \)m and \( \Delta r = 70 \) and 120 nm produce focus spot with higher spatial coherence length. In a range of soft X-rays, spatial coherence in the focused beam produced by coherently illuminated FZPs has values bigger than few hundred nm that exceeds in size the diameter of focused spot. Therefore in order to produce coherent light in the focus spot we just need to illuminate all the area of FZP with coherent X-ray beam.

Let’s consider the case when an FZP illuminated incoherently. In other words the FZP has bigger size than coherence length of an incident beam. The focus spot will be broadened because of diffraction effect and final incoherence in the focus spot. As a result
Figure 4.7: Spatial coherence length in the first order focus spot of coherently illuminated FZPs depending on photon energy with the slit width of 20 μm. Strongly focusing FZP with small $\Delta r=18$ nm, which is used for conventional STXM operation, produces a beam with smaller coherence length.

The FZP only modifies the radius of curvature of the X-ray beam illuminating it. The degree of spatial coherence in the FZP focus spot is evaluated as following [101]:

$$ a_F = a_c \cdot M $$

(4.5)

$M$ is a magnification factor and presented as:

$$ M = \left| \frac{f}{R - f} \right| $$

(4.6)

Here $f$ is a focal length of FZP determined by equation [3.1]. $R$ is a distance between slits and focal plane. The difference between the coherence length in the FZP focus spot produced in the cases of fully coherent illumination and incoherent illumination varies strongly (table 4.2). In the second case coherence length can be smaller than size of the focus spot that should be taken into account. Ptychographic set up does not demand the use of highly resolved FZPs with big aperture, but comparatively small FZPs with big $\Delta r$
and diameter, which do not require spatial coherence length of the X-ray beam bigger than 200 $\mu$m.

<table>
<thead>
<tr>
<th>Vertical slits opening, $\mu$m</th>
<th>Coherence length on FZP, $\mu$m</th>
<th>Spatial coherence in focus spot, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>265.68</td>
<td>295.14</td>
</tr>
<tr>
<td>20</td>
<td>132.84</td>
<td>147.57</td>
</tr>
<tr>
<td>30</td>
<td>88.56</td>
<td>98.38</td>
</tr>
<tr>
<td>40</td>
<td>66.42</td>
<td>73.78</td>
</tr>
<tr>
<td>50</td>
<td>53.14</td>
<td>59.03</td>
</tr>
</tbody>
</table>

Table 4.2: Spatial coherence length for different vertical slits opening at 1400 eV, FZP diameter 100 $\mu$m and outermost zone width 70 nm. Spatial coherence in focus spot is calculated for the case of incoherent illumination of FZP.

Table 4.2 shows the theoretical calculation of spatial coherence at the position of FZP and in the focused spot. The vertical slit width varied in a range from 10 to 50 $\mu$m at X-ray energy of 1400 eV in order to obtain high and low degree of spatial coherence in illumination spot. For the calculation focusing FZP with diameter of 100 $\mu$m, outermost zone width of 70 nm and size of focus spot of 85.4 nm was used. Spatial coherence of X-ray beam from the aperture opened to 10 and 20 $\mu$m is larger than FZP diameter which ensures optimal illumination and results in highly coherent focus spot. With 30 $\mu$m slits gap the FZP is illuminated partially incoherently but it is still sufficient enough to provide coherence in the focus higher than the size of the focus spot. The degree of coherence decreases rapidly at both positions if the vertical slit gap is increased.

### 4.2 Ptychographic imaging implementation in STXM

For implementation of ptychography a highly efficient and fast in-vacuum CCD camera was installed and commissioned. The camera is designed for registration of X-rays in soft energy range and capable of single photon counting operation. The detailed information about CCD parameters and operation is given in Chapter 4.2.1.

The detector stage was modified in order to place the CCD in the optical axis of the beam. Figure 4.8 shows the scheme of MAXYMUS microscope with CCD camera placed behind the sample. All the other components, i.e. FZP, OSA and sample, stay in the same configuration as for normal STXM operation. Due to space limitations and compact collocation of the stages it is not possible to move the CCD camera closer then 8 cm to the sample. The distance can be reduced to 4 cm by removing the sample piezo stages that provides two times higher scattering angle coverage by the CCD and improves the
resolution of the reconstructed image twice. In this case the raster scanning is performed by FZP movement instead of the sample movement.

In order to make initial alignment of all STXM components and easily navigate the sample position, an APD detector is attached to the top of the nozzle of the CCD metal cover, in the way that it is located 7 cm closer to the sample than CCD. Therefore the detectors can be easily switched just by changing Y-position of the detector stage without opening the chamber. The signal from the CCD camera is obtained using integrated digital/analog converter. It produces a voltage signal from the digitized read out for each CCD frame that is used by the STXM software as output signal of a point detector. This low resolution image is obtained simultaneously with ptychographic measurement and helps to determine the position of a running scan.

Figure 4.8: Scheme of MAXYMUS endstation with CCD camera setup: 1) sample, 2) sample piezo stage, 3) CCD camera, 4) flanges for cooling system, 5) connecting cables, 6) detector stage.

For ptychography a set of low resolving FZPs with $\Delta r$ in a range of 75-120 nm and diameter of 100-120 $\mu$m have been designed in order to produce relatively large focus spot to ensure reasonably fast scanning, at the same time, having high efficiency for bright illumination. The step size of the raster scan was chosen in agreement with the size of FZP focus spot providing at least 20% overlap of FWHM of the neighboring regions. Single exposure time for each scanning point varied from 100 to 500 ms to assure sufficient photon count rate at the high diffraction angles in reciprocal space. The exposure time was changed depending on the scattering power of the used specimen. A dark field was
recorded before each ptychographic scan and subtracted from the diffraction patterns. The experimental calibration of the scanning parameters is presented in Chapter 4.4.

4.2.1 The CCD camera for X-ray detection

The first CCD camera was developed in 1969, Bell laboratory, USA. Due to the wide range of advantages over other types of detectors CCD cameras became a breakthrough in astronomy also for X-rays detection [102].

For efficient X-ray photon detection in diffraction imaging experiments the following characteristics of CCD are the most important:

- **High dynamic range** is an important feature since the central area of a diffraction pattern normally has few orders of magnitude more photon counts than distant areas with higher scattering angles. High dynamic range ensures that the diffraction image is not overexposed in the center and at the same time each photon on the weakly illuminated border areas of the CCD chip is detected.

- **Quantum efficiency** (QE) is the probability of a detector to respond to the photon signal and convert it to the measurable signal. To assure the best QE parameter the CCD camera has to be designed for specific energy range that is correlated with the thickness of the doped region.

- **Signal-to-noise ratio** (SNR) characterizes the ultimate performance of a detection system representing the ratio of the measured X-ray light signal to the noise which mostly consist of dark noise and read out noise. Dark noise is related to thermal current that is a result of spontaneous generation of electrons and holes not depending on whether the detector was exposed by X-rays or not. Read out noise is the result of converting CCD charge carriers into voltage signal and mostly comes form the on-chip preamplifiers.

**Fast in vacuum CCD camera at MAXYMUS**

**Features**  PnCCD is a full frame fully depleted silicon detector for direct X-ray detection. This camera has image area $12.7 \times 12.7 \text{ mm}^2$ and pixel size $48 \mu\text{m}$ which can act as energy spectrometer or photon counter depending on operation mode. In comparison with other commercially available CCDs suitable for in-vacuum operation in soft X-ray range (Princeton Instruments, Andor, Hamamatsu, etc.) the current camera has comparatively big pixel size and small area. However taking into account sampling criteria and optical geometry of the set up it is sufficient for high numerical aperture and oversampling in the q-space. Implementation of frame store operation and column parallel readout, when all pixels in a row are processed in parallel, allows detector frame rate up to 930 Hz. The optimal operation frequency used for diffraction pattern capturing with sufficient statistics
is about 440 Hz corresponding to 440 frames per second (fps). Normally, operation frequencies of the cameras with comparable size, readout noise and efficiency, are an order of magnitude smaller.

In order to provide high-speed operation it works in split frame transfer mode (figure 4.9). Each half image with 132 lines and 264 channels is transferred within 50 µs to the corresponding storage region which is shielded from X-rays [103]. The high speed operation of the CCD dramatically reduces time for data acquisition during ptychographic measurements.

The main advantage of this CCD camera is a high dynamic range in combination with a high readout rate. Commonly double exposure technique is used to increase the dynamic range of detector. It combines long and short exposures in one diffraction frame for each scanning point [50]. However using this approach noticeably increases data acquisition and calculation time. The high performance of the CCD and application of the dynamic stacking of frames allow to use only single exposure diffraction data set. Due to this approach very fast read out rate do not reduce dynamic range of the registered patterns. The optimal settings for the experiment can be found as a combination of readout rate and gain to ensure noise level as low as possible and at the same time accurate registration of desired diffraction features.

The pnCCD has large detection volume with the thickness of 450 µm that helps to achieve high quantum efficiency for soft X-rays. As it is shown in figure 4.10 the quantum efficiency is above 95% in the range from 3 to 10 keV. The CCD camera used at
MAXYMUS has 150 nm optical light stop layer made of Al that corresponds to red curve on the graph. For soft X-rays the most efficient part of $80 - 90\%$ stays in the energy range of 700-2000 eV. The main characteristics of the pnCCD camera are summarized in the table 4.3 [103].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pixels</td>
<td>$264 \times 264$</td>
</tr>
<tr>
<td>Pixel size</td>
<td>$48 \mu m$</td>
</tr>
<tr>
<td>Image area</td>
<td>$12.7 \times 12.7 \text{mm}^2$</td>
</tr>
<tr>
<td>Frame rate</td>
<td>up to 1 kHz</td>
</tr>
<tr>
<td>Quantum efficiency</td>
<td>95 % at 3-10 keV</td>
</tr>
<tr>
<td>Read out speed</td>
<td>28 MPixel/s</td>
</tr>
<tr>
<td>Read out noise (RMS)</td>
<td>$&lt;3 \text{e}^-/\text{pixel}$</td>
</tr>
<tr>
<td>Full well capacitance</td>
<td>$10^5 \text{e}^-$</td>
</tr>
<tr>
<td>Charge transfer efficiency</td>
<td>0.99995</td>
</tr>
</tbody>
</table>

Table 4.3: Specification of in-vacuum pnCCD detector

**Cooling** To reduce the dark current the CCD camera is operated under the optimized temperature $-25^\circ C$. At this low temperature and frame rate 440 Hz dark current noise contribution is less than $1 \text{e}^-/\text{pixel RMS}$. Cooling is produced by thermoelectric modules with 31W cooling power each, which are connected to a copper heat exchanger cooled by water with a temperature of $19^\circ C$. The cooling water for the thermoelectric cooler comes from the external cooling circuit through two flexible vacuum hoses (figure 4.11).

The CCD camera should be fully cooled in order to switch on the voltages. The cooling can be started when vacuum chamber of STXM is under sufficiently low pressure, in a range $10^{-5} \text{mbar}$. It prevents condensation of residual gases from the chamber on the surface of the CCD chip. To vent the chamber for sample change all the procedure has to be done in reversed order.

**Data acquisition** To provide the voltages, which are necessary for pnCCD camera operation, a control unit with programmable power supplies is introduced and placed outside of the microscope vacuum chamber. The sequencer that works as a pattern generator produces pulses for charge transfer from one pixel to another, controlling clocks for CAMEX amplification and 4 analog-digital converters (ADC). In case of the power failure at BESSY the uninterruptible power supply (UPS) unit ensures back up to avoid camera damage. Transmission of data from ADC with approximate speed of 450 Mbit/s is made by two high-throughput fiber connection, which are stored in the Linux-based computer.
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Figure 4.10: Quantum efficiency of the pnCCDs as a function of energy for a 450 $\mu$m thick pnCCD detector with different light blocking filters. Red curve - Al coating of 150 nm, green curve - Al coating of 100 nm, blue curve - Al coating of 50 nm, black curve - a thin SiO$_2$ and Si$_3$N$_4$ passivation layer [104].

The fast data acquisition, filtering and transfer to the storage PC allows to perform data processing in real time.

**Dynamic stacking** For ptychography data acquisition the single diffraction pattern is created by stacking the multiple frames during the dwell time for each scanning point. Stacking the frames is a way to enhance the image contrast by reducing noise and increasing the dynamic range. Since the noise of the separate frames changes randomly from one to another, summing them together decreases the overall amount of background noise. At the same time the signal from the diffraction speckles is similar for all frames that results in enhancing of the real signal. The correct gain mode and slits opening gap are chosen in the way that the diffraction image is not overexposed at the region with high illumination and at the same time it is possible to distinguish dim speckles. Stacking helps to increase the number of possible digitized values linearly with the number of stacked images. In this case the dynamic range is improved by accumulating the signal from the dim regions which in case of one frame image would be drowned in the noise. The number of stacked
frames is determined by the dwell time for each scanning position and frame rate of the CCD. The process is done automatically using CCD software.

Figure 4.12 shows radial profiles of the diffraction patterns obtained from the magnetic labyrinth domain sample (see Chapter 5.3) with dwell times 100 ms, 300 ms and 500 ms. The profiles demonstrate that the most of the photons concentrated in the first order diffraction of FZP that is equivalent to zero order light in regard to scattering. At the higher spatial frequencies we see drastic drop of the counts with variations in background signal depending on the dwell time. The shorter the dwell time the higher the noise, for instance, 100 ms dwell time has the noise about 2 times higher than signal at 500 ms. As a result using longer dwell time in diffraction imaging helps to improve contrast of the reconstructed image due to increase of SNR value.

**Diffraction pattern correction**

The CCD camera doesn’t have a global shutter, so it is still sensitive during the signal transfer towards the frame store areas. Therefore diffraction data need to be processed in order to reduce the artifacts produced by the signal from the highly illuminated first order of FZP, which is located in the center of the CCD chip. The noise creates long streaks propagating to the very edges of the diffraction image (figure 4.13). The CCD consist of two halves, and signal acquisition is done by transfer of the electrons as they are shifted from the center to both sides of the split CCD. The correction is done by subtraction of the median array obtained from the first and last 30 columns from the corresponding left and right halves of diffraction pattern. As a result it helps to avoid unwanted artifacts in
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Figure 4.12: Radial profiles of diffraction images obtained from the low scattering sample using different dwell times: 100 ms, 300 ms and 500 ms.

reconstruction images, that normally would result in vertical periodic stripes and reduction of contrast.

Figure 4.13: Correction of diffraction pattern: a) raw diffraction image and b) the same image with read out noise filter, both images are in logarithmic scale.
4.3 FZPs for ptychography

The FZPs used for ptychographic measurements at MAXYMUS microscope have been custom made by ion beam lithography (IBL) in department Schütz of the MPI-IS. This technology showed a great potential for comparatively fast and robust fabrication of high resolution FZPs for soft X-ray application. A set of FZPs listed in table 4.4 with different diameter, width of outermost zone, fabrication material (Au and Si) and beamstop method depositions have been produced.

**Au FZPs** For IBL FZP fabrication Si$_3$N$_4$ X-ray transparent 100 nm thick membranes were coated with a gold layer by electron beam evaporation. Gold was chosen as a fabrication material due to high absorbency in soft X-ray energy range and appropriate performance for FIB micromachining. A Ga$^+$ ion beam with 30 keV energy and 30 pA current was applied for patterning that resulted in a nominal beam size of 16 nm. The zones were milled starting from the outer part towards the center. A Pt center stop was made by successive electron and focused ion beam induced depositions on the not milled part in the center of FZP. The center stop is around 1 µm thick and designed for efficient blocking of the not diffracting part of the incident beam. Since the center stop is deposited after milling the FZP zones, Pt is sputtered at the neighboring from the beamstop regions that reduces diffraction efficiency of FZP and its general performance.

**SiN FZPs** The FZPs made out of SiN were fabricated due to potentially higher efficiency in the soft X-ray range then ones made out of Au. The process of fabrication starts with Pt beamstop deposition using laser lithography. Unlike the previous technique it allows to produce thick beamstop not affecting adjacent diffracting area of FZP. Thicker beamstop reduces background light providing higher signal-to-noise ratio and higher contrast in scattering pattern.

The SEM image of IBL FZP with beamstop formed by laser lithography is shown in figure 4.14 a). The thickness of beamstop material is about 45 µm. After the fabrication of beamstop the diffracting zones of FZP were written by IBL as it was described above.

**Diffraction efficiency** The efficiency of FZP is a main parameter which is defined by how much of the initial X-ray beam intensity ends up in the focus of particular diffraction order. In order to determine diffraction efficiency (DE) of the FZPs an aperture serving as a reference of incoming beam intensity was milled by FIB in the membrane. A pinhole placed in the sample position was scanned in focus of the first diffraction order to get the image of the focus spot and light spot coming from the aperture. The ratio of intensities

---

1The fabrication of ptychographic FZPs was performed by Umut Sanli, Margarita Baluktsian and Kahraman Keskinbora
in the focal spot to the amount of incident X-ray light on the active area of the FZP determines the value of DE. The incident light from the FZP active area $I_{\text{tot}}$ was calculated as following:

$$I_{\text{tot}} = I_{\text{ref}} \cdot \frac{S_{FZP}}{S_p},$$

(4.7)

where $S_{FZP}$ is a diffracting area of FZP, $S_p$ is the area of the scanned pinhole and $I_{\text{ref}}$ is the light coming through the reference hole.

The distance between the aperture milled in FZP membrane and the FZP itself is around 125 $\mu$m. A 4.4 $\mu$m wide pinhole was made on a separate silicon nitride membrane covered with 6.4 $\mu$m thick gold film for scanning the focus spot and the incident X-ray beam from the aperture. Measurements of efficiency of SiN FZP were done without reference hole since it doesn’t have opaque Au layer around diffracting zones. The reference X-ray incident beam was obtained in the substrate area 140 $\mu$m distant from the focus spot as it is shown in figure 4.14(b).

As seen in table 4.4 FZPs with a beamstop deposited by FIB has significantly lower
Table 4.4: Parameters of ptychographic FZPs used at MAXYMUS

<table>
<thead>
<tr>
<th>FZP parameters</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material thickness (nm)</td>
<td>Au</td>
<td>Au, 240</td>
<td>Au, 240</td>
<td>SiN</td>
</tr>
<tr>
<td>Diameter (µm)</td>
<td>50</td>
<td>120</td>
<td>100</td>
<td>120</td>
</tr>
<tr>
<td>Beam stop (µm)</td>
<td>30</td>
<td>60</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Outermost zone width (nm)</td>
<td>125</td>
<td>100</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>Focus spot size (nm)</td>
<td>152.5</td>
<td>122</td>
<td>91.5</td>
<td>122</td>
</tr>
<tr>
<td>Diffraction efficiency 800 eV (%)</td>
<td>-</td>
<td>-</td>
<td>0.51</td>
<td>7.99</td>
</tr>
<tr>
<td>Diffraction efficiency 1200 eV(%)</td>
<td>-</td>
<td>0.64</td>
<td>1.45</td>
<td>4.98</td>
</tr>
</tbody>
</table>

efficiency then FZPs with laser lithography beamstop. The energy range, where SiN FZP exhibits the highest efficiency of 7.99 %, is around 700-800 eV and goes down to 4.98 % with the increase of energy to 1200 eV. The efficiency of FZPs with FIB deposited center-stop have efficiency of around 0.51 % below 1000 eV with a maximum of 1.54 % at 1400 eV.

4.4 Ptychography resolution

4.4.1 Coherence and ptychography

To study the influence of X-ray coherence on the resolution of ptychographic reconstruction measurements of a strongly scattering test sample (FZP made out of Au with smallest structures of 30 nm) were performed. The FZP used as a focusing optics had diameter of 100 µm and an outermost zone width of 70 nm, yielding a size of focus spot of 85.4 nm. Different degrees of coherence were created by tuning the gap of the vertical slits from 10 to 50 µm at X-ray energy of 1400 eV, in accordance with calculation presented in the Chapter 4.1.2. Since the spatial coherence of the beam at the slits position in horizontal direction is around 45 µm the opening of horizontal slits can be freely varied within this width in order to keep photon flux the same for different vertical gaps. Reconstructed phase images on figure 4.15 showed no loss in resolution for slits gaps 10, 20 and 30 µm, since the spatial coherence is bigger than the focus spot. The images taken with vertical slits gap of 40 µm significantly degraded, at 50 µm - structures of the test target are not resolved. The observed degradation of the reconstructed images stay in a good agreement with estimated coherence values. However, even illumination spot with spatial coherence less than its size can provide usable ptychographic reconstruction as it was observed with the 40 µm slits gap.
4.4.2 Numerical aperture

The resolution of diffraction imaging methods is determined in the first place by the highest scattering angle that can be measured by the CCD, that is expressed as a numerical aperture (NA) of the system. The property of the system to detect a diffraction pattern in accurate way relates to the sampling criteria. Since the diffraction pattern is recorded by the discrete pixels of CCD detector in reciprocal space we can estimate the sampling distance in the real space. Having feature size $\Delta x$, the CCD placed on distance $L$ from the sample and wavelength $\lambda$ we can calculate the speckle size in q-space as:

$$\Delta q = \frac{\lambda L}{\Delta x} \quad (4.8)$$

If pixel size of the CCD is $p$ and amount of pixels in 1D direction is $N$ the sampling size in the real space, or in other words, the pixel size of a reconstructed image is expressed as following:

$$\Delta x = \frac{\lambda L}{Np} \quad (4.9)$$

According to equation 4.9 a bigger the CCD chip area, higher energies or a shorter distance between sample and detector would result in a higher detection aperture and resolution.
Figure 4.16 shows the difference in numerical apertures with CCD placed at the distances $L$ and $2L$ from the sample. The closer placement of the CCD results in higher q-space coverage and, potentially, in higher ptychography resolution.

At MAXYMUS microscope the conventional stages assembly allows minimal distance between detector and sample of 8 cm. In this case the CCD size of $12.7 \times 12.7 \text{ mm}^2$ at energy 1200 eV give the resultant pixel size of 6.5 nm. Removal of the piezo sample stage allows to reduce distance to 4 cm that gives twice smaller sampling distance in real space. However this configuration is not possible if experimental set up involves a magnet system which is placed in front the CCD restricting its movement closer than 8 cm. Figure 4.17 shows the simulation of two ptychographic reconstructions taken by the systems with different numerical apertures. The diffraction pattern a) captures smaller scattering angles in q-space cutting off high diffraction orders. The diffraction pattern b) have twice bigger NA, that for example could correspond to twice smaller distance between detector and sample. As a result we have reconstructions with different pixel sizes, figure 4.17c) has pixel size of 19.4 nm that is twice bigger than pixel size of 9.7 nm in figure 4.17d), that directly reflects on the resolution and contrast.

4.4.3 Flux and scattering power

Sufficient flux and photon count rate at high scattering angles are another important factors for image resolution. In this case a high number of photons per area results in better spatial resolution of ptychographic reconstruction. In order to evaluate coherent intensity $I_c$ at
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Figure 4.17: Comparison of two ptychographic reconstructions of Siemens Star obtained by systems with different NA: a) is a diffraction pattern with twice reduces NA obtained from diffraction pattern b) by cutting off q values at high diffraction orders. Images c) with pixel size of 19.4 nm and d) with pixel size of 9.7 nm are corresponding ptychographic reconstructions.

the focus spot the following equation can be used [105]:

\[ I_c = \frac{F_c}{A_{eff}} \propto B r \times \frac{\Delta E}{E} \times N A^2 \times T, \]  

(4.10)

where \( F_c \) - coherent flux obtained by the focusing optics, \( A_{eff} \) - the effective area of the diffraction limited focus \( A_{eff} \propto (\lambda/NA)^2 \), \( Br \) - brilliance of X-ray source, \( \Delta E/E \) - the energy bandwidth, \( NA \) - numerical aperture of FZP, and \( T \) is the efficiency of FZP. Thus the highly efficient optics with big numerical aperture should be used for the larger fluence in diffraction signal. However ptychography needs comparatively big focus spot (around 100 nm) to ensure reasonably fast scanning that requires FZP with smaller NA.

In any case the intensity of a scattering signal strongly depends on the scattering power of a sample. For example, scattering from magnetic samples based on XMCD have signifi-
Figure 4.18: Averaged diffraction patterns from the ptychography scans of a) strongly scattering resolution target Siemens star made of Au at 800 eV, and b) weakly scattering magnetic domain structure at the Co-edge energy 780 eV. c) shows radial profiles of these diffraction patterns, where green curve corresponds to the resolution target, red curve - to the magnetic sample.

Significantly lower intensities than from charge scattering samples. Figure 4.18 shows diffraction patterns averaged over two sets of ptychographic data, one of a resolution target (Siemens Star, Zeiss) made of Au about 150 nm thick at the energy of 800 eV, the other of a magnetic domain sample scanned at Co edge (780 eV) with total thickness in the multilayer of 15 nm. Since the sample materials and structures are not the same it gives only general understanding of the difference between charge and magnetic scattering systems. Scattering from the magnetic sample doesn’t show strong pronounced speckles, but a faint halo around zero order at the low q-space frequencies. The diffraction pattern from the resolution target has higher level of scattering as shown in the radial profile graph in figure 4.18 c). At higher energies diffraction speckles from the resolution pattern can be clearly
visible at the very edges of the CCD detector providing NA limited resolution.

Since the radiation damage of the magnetic multilayer systems can be neglected the scattering statistics is improved by increasing dwell time for every scanning step. The basic issue in experiments with long exposure times is the specimen contamination with carbon that occurs due to the interaction of X-rays and residual gases in vacuum chamber. The carbon layer is built up on the surface of the scanned area that worsen the contrast of the resulting image. Also thermal drifts of the sample during long scans can be an issue causing resolution worsening.

4.5 Optimization of diffraction pattern acquisition

A Siemens star resolution sample was used to test the reliability of the ptychographic set up, scanning parameters and the result of phase retrieval algorithm. By reconstructing an object with high chemical scattering and known performance it is possible to identify system limitations, reliability of the reconstructing algorithm and possible artifacts. The further details about interpretation of phase images and relevant artifacts in phase reconstruction, as well as methods for resolution estimation used in this work, are presented in Appendices B and C.

4.5.1 Overlap ratio of scanning points

The overlap ratio of illumination probes of the neighboring scanning points determines the number of diffraction patterns for one image. In order to cover bigger area, minimizing the amount of frames and, as a result, time needed for one scan, the optimal value for overlapping ratio of scanning points should be determined.

In order to evaluate the effect of overlapping ratio on the quality of ptychographic reconstruction measurements with different step sizes have been performed. For the measurements FZP with outermost zone width $\Delta r = 100$ nm and focus spot size 122 nm was used. The size of the illumination spot in focus plane is determined as the FWHM of sinc shaped profile of airy disk illumination spot. The scanning step was changed from 20 nm to 160 nm with 20 nm increment. In case of 20 nm step the overlapping ratio of the neighboring scanning spots is around 83% as it is imaged in figure 4.19 a). Performing scanning steps equal or bigger than the focus spot, i.e. in a range of 120-160 nm, the overlap region decreases and includes low intensity parts of the illumination peak as it is shown in figure 4.19 b).

SEM image of inner part Siemens Star (Zeiss) with 30 nm wide structures is presented in figure 4.20. Figure 4.21 shows the resulting amplitude ptychographic reconstructions of the Siemens Star. The gradual increasing of step size till 120 nm did not show a noticeable change of the reconstruction quality. In figure 4.21 d) the scan with 120 nm step size is
shown. This step size is out of FWHM of illumination profile, but reconstruction results in the same image resolution and contrast. Therefore step size as big as focus spot can be used for imaging of highly scattering samples without affecting the image quality and significantly reducing scanning time. The raster artifacts appear at the scans with the step size of 140 nm, the structures get partially unresolved in figure 4.21 f) when the step size is 160 nm.

As it is shown a strongly reduced overlap of the neighboring spots in raster scanning leads to the grid artifacts in the image and resolution degradation. It is caused by inhomogeneous illumination at each scanning spot and, as a result, the lack of scattering signal in overlap region that negatively influences the retrieval process.
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4.5.2 Defocus scanning

In order to cover bigger area during ptychographic raster scan not only overlap ratio can be changed but also the size of the illumination spot itself. It is done by shifting the sample out of focus as it is shown in figure 4.22 c). As it was reported in [106] resolution of ptychographic reconstruction isn’t sensitive to the position of the sample relative to the FZP focus plane. Figure 4.22 b) is a simulated illumination profile in defocus position. It has a doughnut like shape, which comes from the divergent light cone of the first order light, and posses an order of magnitude less intensity than in the focus spot (figure 4.22 a), that has to be taken into account. The illumination spot size is estimated as

\[ S = \delta \frac{D}{f}, \]

where \( \delta \) is defocus distance, \( D \) - diameter of FZP, and \( f \) - focal distance.

The experiment was done by gradually increasing distance from focus position with 5 \( \mu \)m step moving sample backwards from FZP. Figure 4.23 a) shows image in focus with 120 nm scanning step size and corresponding focus spot size of 122 nm, determined as FWHM. Figure 4.23 b) shows beam profile in 25 \( \mu \)m out-of-focus position with 140 nm scanning step size and illumination spot of around 387 nm. In real conditions the spot size might be smaller due to less defined boundaries and possible non-uniformity of the illumination in defocused position. As it was discussed in previous chapter, when the sample is in the focus position and scanned with the step of 140 nm, the reconstruction suffers from grid artifacts since the scanning step is significantly higher than FWHM of the focus spot (figure 4.23 a). In out-of-focus position the reconstruction doesn’t posses...
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Figure 4.22: Simulated illumination profiles at sample position: a) in focus spot and b) 25 µm out of focus position; c) a schematic illustration of the scanning configuration with the sample in focus and out-of-focus positions.

artifacts at 140 nm scanning step and the 30 nm features are resolved as it is seen in figure 4.23 c).

Figure 4.23: Ptychographic images obtained at 800 eV: a) in focus position with scanning step size of 140 nm and b) 160 nm; c) 25 µm out of focus with the step of 140 nm and d) 35 µm out of focus with the step of 160 nm.
Further increase of defocus distance haven’t showed the same behavior. In figure 4.23 d) reconstruction with the defocus distance of 35 \( \mu m \) and step size of 160 nm has the characteristic grid pattern. Although the 30 nm structures are resolved and the image has better quality in comparison with in focus configuration (figure 4.23 b). The presence of artifacts can be caused by inaccuracy of the initial guess of illumination function. The quality of reconstruction is also affected by a significant drop of the beam intensity in the unfocused illumination spot which reduces scattering statistics.

### 4.5.3 Resolving power and dwell time

For the estimation of ptychographic resolving power and its correlation with the numerical aperture (NA) of the setup 15 nm structure size Siemens Star (Applied Nanotools) was imaged. The scan was done at energy 708.4 eV and 9 cm detector distance that results in NA with 12.5 nm output pixel size. Therefore the smallest structures of the inner circle would result in around 1 pixel size in the reconstructed image. Figure 4.24 shows amplitude and phase reconstructions of clearly resolved Siemens star that proofs that we get NA limited resolution.

![Siemens star](image)

Figure 4.24: Siemens star with 15 nm wide inner circle structures imaged by ptychography: a) amplitude and b) phase reconstructions.

As it was discussed, in order to increase scattering statistics in diffraction the data dwell time per each scanning point should be increased. The main effect on the reconstructions is the increase of the contrast that improves the visibility of imaged features. In figure 4.25 the graph shows the dependance of ptychographic reconstruction contrast on the dwell time for a highly scattering sample, i.e. Siemens star, and low scattering magnetic domain structure multilayer Ta(5)/[CoFeB(1.5 nm)/MgO(2 nm)/Ta(3 nm)]15. The
contrast of amplitude image was estimated as a Michelson contrast \[107\]:

\[
Contrast = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}},
\]

where \(I_{\text{max}}\) and \(I_{\text{min}}\) represent the intensities of bright and dark regions, respectively. In the first case the change of the contrast doesn’t not have a strong dependance on the dwell time, relative rise is within 2\% that is still in the range of standard deviation error. Therefore high scattering from the morphological edges of the Au features provides sufficient photon count statistics and signal to noise ratio even at 50 ms dwell time. At the same time, we see that magnetically scattering sample has 20\% contrast change between 100 and 500 ms dwell times. At the higher dwell time values the exponential curve gets into plateau evidencing that further increase will not improve image quality.

![Figure 4.25: Contrast dependance of ptychographic amplitude images on scanning dwell time. The blue curve represents contrast change of magnetic domain sample obtained at Fe-edge 708 eV, the red curve - Siemens Star with 30 nm structures at energy 800 eV. The curves are fitted with exponential fits. The error bars are determined as standard deviation within 5 contrast measurements.](image)

The observed behavior proves that quality of ptychographic reconstruction is mainly defined by the scattering properties of the sample itself and can’t be endlessly improved by the change of signal accumulation time. As it was shown the increase of dwell time for charge scattering samples doesn’t improve the reconstruction quality, extremely high
scanning time rather can cause the sample drift and carbon layer formation on the sample surface. For the further ptychographic measurements optimized dwell time values of 300-400 ms for pure magnetic contrast samples and 100-200 ms for charge scattering samples are used.

4.6 Conclusion

A fast in-vacuum CCD camera (PNSensor) with high readout speed and quantum efficiency has been installed and commissioned at MAXYMUS X-ray microscope at Bessy II in Berlin. With the use of CUDA based SHARP software running on a 8 GPUs computing cluster ptychographic imaging has been successfully implemented. The low read out noise, the high read out rate and, additionally, the dynamic stacking of the frames make this ptychographic set up very fast and sensitive for low scattering specimens. For higher ptychography performance a set of FIB FZPs were fabricated in cooperation with Micro/Nano Optics group (MPI IS) for ptychographic imaging at MAXYMUS. Laser lithography deposition allowed to produce 45 µm thick beamstop, additionally, the use of SiN instead of gold for FZP fabrication significantly improved their diffraction efficiency.

The coherence parameters of the beamline were estimated in dependance on the degree of the of the vertical and horizontal slits opening, focusing power of FZP and used energy. Low resolution FZPs with comparatively small diameter, which were used for ptychography, produce highly coherent focused spot in case if they are coherently illuminated. The resolution degradation of ptychographic images was observed when the spatial coherence length after focusing by FZP is less then illumination spot.

The calibration of scanning parameters was done using two Siemens star resolution targets with smallest structures of 30 nm and 15 nm. It was observed that the overlapping degree of FWHM of the neighboring scanning points for such highly scattering objects can be in a range of few percent for a reliable phase retrieval. The Siemens star with 15 nm structures was resolved with set-up configuration providing 12.5 nm out put pixel size, that close to be NA limited resolution. The possibility to move CCD detector to up to 4 cm distance from the sample using FZP scanning mode provides the reconstruction output pixel size of about 2-3 nm for X-ray energies higher than 1200 eV.

Out-of-focus ptychographic imaging potentially allows to reduce scanning time due to increase of the probe size. It was shown that providing comparatively big overlap, e.g. 60 %, of the neighboring illumination spots the ptychographic reconstruction gives artifact free image in defocused FZP position with the step size bigger then in-focus illumination spot. Further increase of the illumination spot by moving more out of focus did not show reliable results. Therefore defocused configuration could be applied only for highly scattering specimens that would guarantee high statistics even with low flux of the unfocused illumination spot. At the same time such measurements require a correction for the initial
guess of illumination function, which no longer has a Gauss but a doughnut shape.

Dwell time optimization showed no considerable improvement of the image contrast of a highly scattering resolution target in the range from 100 to 700 ms. At the other hand, low scattering domain magnetic sample gained 20% of contrast with increase of dwell time from 100 to 300 ms and with no significant changes till 500 ms dwell time. It demonstrates that quality of the reconstructions can not be endlessly improved by increase of the dwell time values.
Chapter 5

Ptychographic chemical and magnetic contrast

5.1 Chemical contrast in LiFePO$_4$ battery nanoparticles

Today LiFePO$_4$ particles are prominent materials for energy conversion and storage, that is efficiently realized in electrochemical systems, where a phase-separating battery electrode consists of numerous nanoparticles packed in dense (up to $10^{15}$ cm$^{-3}$) ensembles [108]. These electrodes can be chemically inhomogeneous on nanoscale that causes uneven distribution of current load, as a result directly affecting their life cycle. Therefore it is crucial to understand the nature of Li migration and its insertion on nanoscale level by investigation of the corresponding particle morphology and processes occurring during (de)lithiation. As an actual system for energy storage the LiFePO$_4$ battery nanoparticles have been investigated and spectroscopically imaged by soft X-ray ptychography.

The lithiation process, when FePO$_4$ transforms to LiFePO$_4$, results in a change of the Fe oxidation state from Fe$^{3+}$ to Fe$^{2+}$. A high spatially integrated reference spectra of the lithiated and delithiated batteries obtained at different energies across the Fe L$_2$ and L$_3$ absorption edges are shown in figure 5.1a). As it is seen from the reference spectra these transformation causes a significant change, especially in the Fe L$_3$ edge structure. The corresponding energy scans taken at the MAXYMUS STXM in figure 5.1b) are of reduced quality due the instabilities in the energy scan accompanied with difficulties of the $I_0$ monitoring. Nevertheless the images taken at 708.2 eV and 710.3 eV allows a clear separation of these two phases in correspondence with the particle structure, size and morphology.

The LiFePO$_4$ nanoplates were produced and studied in collaboration with Department
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of Materials Science and Engineering of Stanford University (USA). The extensive investigation of lithiation processes in these samples can be found in the following publications [109, 110, 111]. Till the recent time a significant limitation for studying these chemical reactions in the single-crystal particles was the narrow range of tools which provided sufficient spatial resolution and chemical sensitivity for the visualization at sub micrometer level. The first ptychography imaging of nano batteries have been performed at ALS (Berkeley, USA) and presented in papers [50, 110, 151].

![Absorption spectra of LiFePO₄ nanoplates](image)

**Figure 5.1:** Absorption spectra of LiFePO₄ nanoplates: a) absorption reference spectra of lithiated and delithiated areas of the battery. Adapted from [113]; b) the same spectra obtained at MAXYMUS on the LiFePO₄ batteries over L₃ absorption edge with peaks at 708.2 eV and 710.3 eV.

The STXM image of a typical nano platelet is shown in the figure 5.2 d)-f), it has around 1-2 µm wide and 2-3 µm long. The sample was scanned along Fe-edge for probing different oxidation states of Fe in charged and discharged phases. Ptychographic images, as well as STXM, show coexistence of two different oxidation phases Fe²⁺ and Fe³⁺ at the same time within one nanoplate. Optical density (OD) images a), b) and c) show that the lithiated area is located inside of the nanoplate and surrounded by the delithiated regions. The value of complex refractive index β of two phases differs for order of magnitude. For the same reason comparing images at different absorption edges we see that OD is much higher for the delithiated area. It provides significant contrast of the interface materials that makes this specimen a good test target for chemically sensitive high resolution ptychography.

The STXM images have obtained with FZP having Δr = 25 nm with spatial resolution of about 30 nm, while ptychographic reconstructions have the real space pixel size of 11 nm at Fe absorption edge and 8 cm distance from sample to detector. Chemical contrast of the ptychographic images is estimated by the step width between two chemical phases which show sharp border at the neighboring regions. The width of the edge
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Figure 5.2: Comparison of STXM and ptychography imaging of chemical contrast in LiFePO$_4$ nanoplates: a),b),c) OD images obtained by ptychography with a pixel size around 11.3 nm, d),e),f) OD STXM images obtained with 24 nm resolution focusing FZP with scanning step of 10 nm. Images a),d) and b),e) show Fe$^{2+}$ and Fe$^{3+}$ oxidation states, respectively, e) and h) correspond to overlap maps of two phases, where red is Fe$^{2+}$ and green is Fe$^{3+}$ phase.

is determined by the distance from 10% to 90% of intensity as it is seen in figure 5.3 b). The step width is 30.2 nm for ptychography and 59.7 nm for the STXM image that is about 2 times resolution improvement in the ptychographic image. The selected particles in the STXM and ptychography image sets are not the same and may have slightly different inclination relative to the beam direction. Therefore the measured profile values can not be used as an ultimate resolution evaluation giving just a general understanding of the resolution improvement.

The minor features, which would not be resolved at STXM images, are visible on the surface of the nanobatteries, e.g. cracks. It was shown in [50] that cracks occur along the longer side (c-axis) of the crystal due to lattice shrinkage along the shorter side (a-axis) during the transition of LiFePO$_4$ to FePO$_4$. The thin crack marked with blue arrow
of about 23-50 nm in thickness is visible on the right edge of the nanoplate and reveals unreacted region below.

Resolution evaluation was done by measuring width of the step of the line profile going over the morphological edge of the particle from the substrate. Ptychography and STXM showed 15.9 nm and 43.0 nm step width, respectively, that corresponds to more than 2.7 times resolution improvement (figure 5.3 b). Therefore the half pitch resolution of ptychographic images is around 8 nm.

Pre-edge images were taken initially in order to get pure chemical contrast of the lithiated and delithiated regions by subtracting them from on-edge images. However pre-edge images were significantly blurred with some artifacts pronounced on the edges of the nanoplates. The observed artifacts are caused by the reduction of atomic scattering in the pre-edge region, where scattering factor $f_2$ has value close to zero and $f_1$ is negative. At the same time the presence of high scattering from morphological features, i.e. edges, produces disconformity of the scattering signal causing the problems in image reconstruction.

## 5.2 Rock varnish sample

Rock varnish is a black, in some cases red or brown layer with shiny surface that grows on slowly weathering rocks not depending on their lithology (figure 5.4 a, b). Similar rock varnishes have been observed in a wide variety of terrestrial environments and there have been quite a number of studies discussing the origin of these coatings. Both biological
and inorganic processes, as well as a combination of both, have been suggested.

The main chemical components of varnish are poorly crystallized Mn oxides, which are incorporated with layers of Fe oxides and clay minerals. Presumably the clay mineral fraction in varnish is formed by the atmospheric dust deposition. However the origin and precipitation of Mn are not yet fully understood. To conceive the genesis of varnish layer is of particular interest for specimens from arid deserts, because it would allow the study of climate changes on the timescale of the whole history of Earth. Therefore a specimen, labeled as CA14 JC-8, collected in Johnson Canyon of Death Valley (California, USA) was investigated using ptychographic imaging.

Figure 5.4: Preparation of the CA14 JC-8 rock varnish sample: a) cut of slice 0.5 cm thick made perpendicular to the varnish coating, b) example of a micro-basin chosen for FIB preparation, c) SEM image of FIB slice of the varnish sample.

Rock varnish has dense fine-grained layers and is formed on the atmosphere facing side. The side contacting with the soil was covered by an orange-red coating. Since the sample was taken from the ground a few to tens of centimeters of the sample consist of pebbles and small rocks which directly contacted with soil. In order to prepare thin slices for soft X-ray imaging and spectroscopy in transmission the sample was milled by FIB (Ga+ ion beam) to sizes of about $50 \times 30 \, \mu m$ and thicknesses of about 100-200 nm. The region containing thicker varnish, so called micro-basin that is a small depression on horizontal rock surfaces, was chosen for the cut and located by scanning electron microscopy (SEM) (figure 5.4c). The main challenge in the sample slicing for

2The rock-varnish sample was provided by the Biogeochemistry Department, Max Planck Institute for Chemistry (Mainz, Germany).
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STXM imaging was to cut the varnish strictly perpendicular to the direction of the layered structure. Even in case of insignificant inclination of the layers in respect to the X-ray beam direction the spectroscopic signal will not reveal the layers with different chemical compounds.

Previous study with conventional STXM presented in [114, 115] showed the presence of certain elements of interest, i.e. Fe, Mn, Ca, and C. The distribution of these elements in the sample has been recorded as images at discrete energies and combined in elemental maps. In this work we concentrate on the Mn and Fe content, because layers of these elements might reflect paleoclimate fluctuations. The main assumption is that Mn- layers represent wet climates and Fe rich layers dry climates [116].

![Figure 5.5: Element distribution maps obtained by scanning transmission X-ray microscopy: a) overview image of Mn map with white frame showing the region chosen for higher resolution imaging and presented on b) and c); b) Mn map; c) Fe map [114].](image)

A femtosecond laser ablation-inductively coupled plasma-mass spectrometry (fs LA-
ICP-MS) with a spatial resolution of 10-40 µm for the sample CA14 JC-8 is presented in paper [115] and provides determination of major, and in particular, trace element concentrations. Typically in the area close to the underlying rock Fe abundance is about 20% higher than Mn concentration. Closer to the varnish surface, the Fe$_2$O$_3$ amount rises to 50% and the MnO$_2$ concentration increases significantly to 25%. At the outer rim of the varnish, MnO$_2$ and Fe$_2$O$_3$ have approximately the same abundance, with high Fe$_2$O$_3$ and MnO$_2$ concentrations of up to 50%. The region in the middle of the varnish sample (around 12 µm from the rim) displaying high amount of Mn (figure 5.5 a) was chosen for STXM element maps. The resolution of STXM images is 35 nm. Figure 5.5 b) and c) show alternating Mn- and Fe-rich layers, continuous and parallel to the host rock surface. From the Mn map we see that sample has 100-500 nm thick Mn-rich and Mn-poor layers. Fe map has a similar layered pattern but with additional more compact grains of few hundred nanometers in size. These grains refer to morphology of the varnish itself that showed the presence of cavities, which are homogeneously distributed inside the varnish. Fe-containing minerals were mapped in some of these cavities.

The presence of Mn can be explained by two mechanisms, abiotic and biotic, which both can be involved in Mn layer formation. The first suggestion is an abiotic mechanism, when Mn oxides are formed by chemical reduction and precipitation in rainwater with acidity pH $\approx$ 5.7 and reduction potential $E_h \approx 0.8$ [117]. The second variant is a biotic mechanism when Mn reduction occurs due to biological realization by Mn reducing bacteria [118].

The presence of different oxides of Mn is a sign of the formation of different mineral phases or mineral compositions from the beginning of the varnish precipitation. Also they could appear as a result of redox reactions of thinner layers which had the same oxidation state in the beginning. In case of abiotic formation mechanism the presence of different phases can be explained by oxidation process from Mn$^{2+}$ to Mn$^{4+}$. This process happens in two steps: initially Mn precipitates as an oxyhydroxide (MnOOH) that secondly forms Mn$^{4+}$ oxides, e.g. MnO$_2$. Pure Mn$^{3+}$ minerals are unusual and mostly known as transition oxidation state. Mn$^{3+}$ oxides can be present as oxyhydroxides which are formed also from oxidation of Mn$^{2+}$ in the presence of abundant Fe oxyhydroxides, which are found in varnish.

**Ptychography at rock varnish**

The main goal of a ptychographic study is to investigate different oxidation states in varnish samples that could potentially explain the formation mechanism of Mn layers. Naturally varnish has Mn of 2+, 3+, 4+ oxidation states. The X-ray absorption spectrum in figure 5.6 g) shows all three of them in the sample CA14 JC-8. Usually different oxides of Mn do not produce pure phases, instead they exist in a mix with other oxides in various ratios.
Ptychographic images were done with CCD camera placed downstream of the sample at the distance of 8 cm. The setup results in about 12.5 nm output pixel size at Mn absorption L$_3$-edges of different oxidation states 2+, 3+ and 4+ (642.6 eV, 643.4 eV, 645.8 eV), 11 nm at Fe L$_3$-edge (712.6 eV) and 5 nm at Al K-edge (1569 eV). Diffraction images at each scanning point were dynamically stacked for 100 ms. The strong scattering on the edges of layered structure provided high photon count rate at the high diffraction orders.

The chemical distributions of three oxides Mn$^{4+}$, Mn$^{3+}$ and Mn$^{2+}$ are imaged in figure 5.6 a), b), c), and the image e) is an overlay of Mn$^{2+}$ and Mn$^{4+}$. The ptychographic views on desert varnish sample showed that it has much finer structure that it was found in previous STXM studies. Few hundreds nm thick layers of Mn, which were observed on STXM images, exhibit thinner layers with thicknesses in a range of 18-20 nm, that is in agreement with a previously conducted energy filtered transmission electron microscopy (EFTEM) study which found layers of <20 nm [119].

Some layers possess much higher percentage of only one oxide, other areas have intermixed state without noticeable domination of one chemical phase over others. As it is seen on the Mn$^{4+}$ and Mn$^{3+}$ maps they have similar elemental distribution, that means these two oxides are incorporated in the same layers. Mn$^{2+}$ map has significantly different pattern, that has less fine structures and distributed more homogenous over all the imaged area. It means that MnO$_2$ minerals do not, or only in very small quantities, contain Mn$^{2+}$. The alternating oxidation states of the individual Mn-rich layers contradict the idea of a simple leaching and re-precipitation process of layers along a sedimentary lamination, subsequent to a biogenic precipitation of concentric shells.

The ptychographic image in figure 5.6 f) shows overlay of Mn$^{4+}$ and Fe$^{3+}$ maps. Alike STXM images the Fe$^{3+}$ map obtained with ptychography shows layered structure, which has wider layers in comparison with the Mn$^{4+}$ map, and more compact inclusions evenly distributed in varnish. The layers of Fe belongs to the matrix which crystallized in-situ. The bigger visible spots of Fe on the images are Fe-rich dust grains, which were incorporated in the Mn- and Fe-rich layers from the precipitated mineral dust. Since Mn and Fe behave quite similar, they could be both included in the same mineral. Usually, Fe oxyhydroxides either incorporate Mn in the lattice structure by substitution, or they just absorb Mn from the sedimentary minerals.

Clay minerals, which comprise the bulk of the rock varnish (50-70%), are composed of Mg-Al-Si oxides and cemented by Fe-Mn layers. Therefore Al-rich silicate mineral is distributed fairly homogeneously in rock varnish. Aluminum absorption K$_1$ edge has a peak at 1559.6 eV that results in 5 nm pixel size of the reconstructed ptychography image. Figure 5.7 shows the amplitude reconstruction with about 10 nm thin layering of Al. Such thin layering in varnish would not be resolved by normal STXM imaging. Aluminum fine layering confirms the sedimentary genesis of the rock varnish coatings.

Taking into account the general growth rate of rock varnish of 1-40 µm per 1000 years
Figure 5.6: Element distribution in varnish sample CA14 JC-8 imaged by ptychography: a) Mn$^{4+}$ map; b) Mn$^{3+}$ map; c) Mn$^{2+}$ map; d) Fe$^{3+}$ map; e) overlay of oxide maps of Mn$^{4+}$ and Mn$^{2+}$; f) overlay of Mn$^{4+}$ and Fe$^{3+}$; g) absorption spectrum of Mn.

[120] with layers representing a continuous environmental record of surrounding area [121] time span of separate layers are assumed to be in a range of 0.5-18 years. This provides a paleoclimate record with a high temporal resolution which can be compared with
Figure 5.7: a) Al map of varnish sample obtained by ptychography with 5 nm pixel size; b) magnification of the area from the image a); c) profile along the red line in image b) fitted with double Gauss curve. FWHM of the peak on the line profile showed that layers have around 10.2 nm in thickness.

such paleoclimate records as speleothems, lake sediments, tree rings, or ice core records, which result in annual or even seasonal temporal resolution [122]. However the unique information for desert environment obtained from varnish by high resolution ptychographic studies can not be found in none of the above materials. Sub-10 nm ptychographic resolution is able to provide insight into the analysis of these samples to track paleoclimate changes with high temporal resolution.

5.3 Magnetic ptychography at domain labyrinth structure

Magnetic labyrinth domains were used as a test sample to evaluate ptychographic imaging of the specimens with pure magnetic contrast. The formation of magnetic labyrinth domains in films is caused by the interplay of exchange interaction (short-ranged), dipole-dipole interaction (long-ranged), perpendicular magnetic anisotropy (PMA) and DMI. If sufficiently large external magnetic field is applied it will overcome anisotropy energy and magnetization of all domains will be oriented in the direction of easy axis, which are turned in the direction of the applied field. Magnetic labyrinth structures have been used as a test sample for holography [63] as well as for ptychography [94] magnetic imaging, with the reported magnetic resolution up to 10 nm of the domain walls width of 10-15 nm.

A Ta(3)/Pd(3)/[Co(0.5)/Pd(0.8)]n/Pd(1.2) multilayer (see figure 5.8 c) was deposited
by magnetron sputtering with thicknesses marked in round brackets in nm, and the number of layer repetition \( n = 30 \). A 100 nm thick SiN window was used as a substrate for multilayer with additional Pd and Ta layers as buffer and protective layers. In STXM images the thin film sample showed strong out-of-plane magnetization with formation of magnetic labyrinth structure having about 100 nm wide domains at zero bias field.

Ptychography measurements were performed at the Co L\(_3\) resonant edge, 853 eV, with the use of circular polarized light. The CCD detector was placed 8 cm from the sample position yielding 9.8 nm pixel size in real space image. The magnetic domain sample with 15 nm total thickness of the Co layers and strong out-of-plane magnetization showed promising results even with the use of low dwell time of 50 ms per scanning frame. Magnetization of the domains is either parallel or antiparallel to the beam direction that corresponded to bright or dark contrast in the amplitude image shown in figure 5.8 a).

![Image](image.png)

Figure 5.8: Ptychographic imaging of magnetic labyrinth domain structure: a) amplitude image of a 10 × 10 \( \mu \text{m} \) region; b) Fourier ring correlation (FRC) of two independent images of magnetic domains resulting in 17.2 nm half period resolution; c) multilayer structure of Ta/Pd/[Co/Pd]\(_n\)/Pd sample.

FRC was calculated for resolution estimation using two independent images of the same region, which were aligned with subpixel precision \[123\]. This approach helps to differentiate real features that are resolved in both individual images from noise and artifacts randomly appearing in the reconstructions. The FRC resolution of ptychography images is 17.2 nm half period using 1/7 threshold as it is shown in the figure 5.8 b), with domain wall width in a range of 30-40 nm estimated for multilayered Co/Pd samples.

---

\(^3\)The sample was provided by the group of Prof. S.Eisebitt TU Berlin
The step width of line profile over the edge of domain resulted in 28-30 nm.

Figure 5.9 shows phase and amplitude images depending on photon energy values with regard to $L_3$ Co edge. The magnetic contrast at the amplitude images has a maximum directly on the peak of the $L_3$ edge as expected. The phase contrast images however demonstrate higher magnetic contrast on the pre-edge with contrast reversal right after the resonance absorption peak. Figure 5.10(a) is a graph representation of phase and amplitude magnetic contrast obtained from the same domain in dependance on photon energy. The pre- and post-edge of absorption ptychographic reconstructions suffer from the contrast drop, artifacts and in some cases reconstruction failure due to lack of scattering signal. That is observed in the corresponding curve points, marked by brackets, which are quite deviate from the smooth curve propagation.

The obtained curves are proportional to the real and imaginary parts $f'_m$ and $f''_m$ of magnetization direction depended scattering factor and correspond to $\beta_m$ and $\delta_m$ of the optical constant for magnetically saturated Co. At the peak of the $L_3$ edge the scattering contrast is highly absorptive, the real dispersive factor is close to zero. In this case the total magnetic scattering is mostly determined by the forward scattering cross section that corresponds to magnetic absorption. Non-resonant magnetic contrast from Co and absorption from SiN substrate, Ta and Pd layers contribute to the background attenuation.

![Figure 5.9](image)

**Figure 5.9:** Phase and amplitude images of the reconstructed ptychographic images obtained using left circular polarized X-ray light as a function of energy across Co $L_3$ edge (781.4 eV).

Figure 5.10(b) shows the curves of the ptychographic measurement of the phase signal (black line) and reference spectrum calculated from the amplitude ptychographic data using Kramers-Kronig relations (red line). Although both stay in agreement the measured phase is asymmetric around x-axis and shifted up in comparison with calculated one.

The possibility to measure both helicities allows to get pure magnetic contrast eliminating background contribution. XMCD contrast was calculated as a difference between
images obtained with left- and right circular polarized light, $I^-$ and $I^+$, normalized by their sum signal:

$$I_{XMCD} = \frac{I^- - I^+}{I^- + I^+}. \quad (5.1)$$

The resulting XMCD at the absorption peak at Co $L_3$ edge is 0.51.

### 5.4 Conclusion

It has been shown that ptychographic images with high morphological and chemical diversity showed significant resolution improvement compared to STXM. The potential have been demonstrated on two target studies:

1. The phase distribution in the (de)lithitated nanoplates provides a contrast mechanism for different Fe oxidation states with much higher sensitivity that is not available in STXM. The resolution of ptychographic reconstructions of morphological features was 2.7 times and chemical 2 times higher than corresponding STXM image resolution. Ptychography images revealed structural details, like few tens of nm wide cracks, in the nanoplate crystal that could be a valuable information for understanding of material wearing during $\text{LiFePO}_4 - \text{FePO}_4$ transition.

2. Chemical distribution of thin altering layers of Mn, Fe and Al in desert rock varnish sample was studied using ptychography. Mn with different oxidation states, which
are naturally occur in varnish, were found to form 18-20 nm thick layers. The different oxidation states of Mn have not been imaged before with sub-100 nm resolution. Due to capturing high spatial frequencies in reciprocal space ptychographic images provide higher tonal resolution of alternating varnish layers than STXM imaging. It makes ptychographic X-ray imaging a unique method for gathering oxidation state specific information at such small scales. The presence of 10 nm thick Al layers allows to assume that Mn forms layers with the same thickness or below. That leaves a room for further high resolution imaging studies of rock-varnish specimens.

First magnetic ptychography at MAXYMUS was done using multilayer structure exhibiting magnetic labyrinth pattern with 100 nm wide domains. Phase and amplitude images have been obtained in dependance on the energy value scanned around Co absorption edge and showed corresponding curves proportional to real and imaginary parts of magnetic scattering factor $f'_m$ and $f''_m$. The flip of the domain color in the phase images corresponds to the change of sign of the real part of magnetic scattering factor. Even without sharp morphological or chemical edges in the deposited thin film the magnetic contrast is big enough to result in reliable and high quality image reconstruction with 9.8 nm pixel size. The obtained information allows direct estimation of scattering factors, charge and pure magnetic, that gives a throughput into fundamental studies of the investigated materials.
Chapter 6

Ptychographic imaging of skyrmions

In this chapter high-resolved ptychographic imaging was performed on 2 types of typical room temperature skyrmions systems consisting of Ta/CoFeB(wedge)/MgO, Pt/CoFeB(0.6 nm)/MgO and Pd/CoFeB(0.6 nm)/MgO multilayers. Additionally careful magnetization characterization by SQUID have been performed on the same samples measured at the MAXYMUS. On the basis of the domain-spacing model DMI values have been deduced [125]. Furthermore an overview of the skyrmionic systems in terms of their applicability in real data storage devices have been performed.

6.1 Basics of skyrmions

Magnetic skyrmions are quasi-particles with “vortex-like” configuration which were theoretically predicted to exist by Tony Skyrme in 1962 [126]. Skyrmions can be defined as small vortex patterns of spins, which have the center spins oriented anti-parallel to the spins in the surrounding magnetization direction as it is shown in figure 6.1. Depending on the progression of the spin rotation two types of skyrmions are defined: Bloch (spiral) and Néel (hedgehog). Bloch skyrmions have spin orientation within DW and spins in Néel skyrmions point perpendicular to DW (figure 6.1).

Theoretically skyrmions are topologically protected structures that provides high physical stability, so the skyrmion state can be an energetically favored system condition. The stability of skyrmions is provided by the interaction of exchange energy, magneto-static energy and bulk or interfacial Dzyaloshinskii Moriya interaction (DMI) [128][129]. The bulk DMI arises from the spin-orbit coupling occurring in the points of broken crystal in-
version symmetry. The first skyrmions have been experimentally observed in bulk samples such as MnSi at low temperatures and FeGe close to RT.

The interfacial DMI effect is observed on the interfaces of multilayers, when magnetic material is coupled with a nonmagnetic 4d or 5d heavy metal as shown in figure 6.2. In this case DMI is induced due to the influence of the strongly Z dependent spin-orbit interaction at the interface. In monoatomic layers, as Co or Fe (1 ML)/Ir(111), the combination of large DMI due to inversion symmetry breaking and strong spin orbit coupling leads to the formation of skyrmions of only few nanometer size at very low temperatures $\approx 10$ K as described in [134].

Room temperature skyrmions have been proven to exist in various multilayer structures. A prerequisite for the appearance of skyrmions is the small thickness of magnetic layer, below 1.5 nm that corresponds to about 6 monolayers. The majority of the investigated specimens has a thickness of 0.6 to 1 nm. In these materials the magnetic domains are often formed worm-like structures with OOP magnetization at zero field. By increasing an external OOP field, magnetic skyrmions can be formed due to the
presence of DMI.

### 6.1.1 Methods to determine DMI

DMI values in multilayers are estimated experimentally using various methods based on domain wall studies. Here the basic experimental methods for DMI estimation are described.

- **Brillouin light scattering (BLS)** [138, 139]. The BLS method allows a direct estimation of DMI constant by measuring the frequency difference between counter-propagating Damon-Eshbach (DE) spin waves induced by DMI. The BLS geometry is shown in figure 6.3, where magnetic field is applied perpendicular to the incidence plane that allows spin waves propagation in in-plane direction. S-polarized laser light is incident on the sample and the p-polarized component of the back-scattered light is collected. The spin waves propagate in the plane of incidence with momentum \( |k| = \frac{4\pi \sin \theta}{\lambda} \), where \( \theta \) is an incident angle of laser beam and \( \lambda \) its wavelength. The Stokes \( f_S \) and anti-Stokes \( f_{AS} \) modes, which correspond to negative and positive frequency relative to that of the incident light, respectively, are then determined from the BLS spectra.

![Figure 6.3: BLS in back-scattering geometry where the inelastically scattered light is collected in the direction of the incident p-polarized light. Adapted from [138].](image)

In order to quantify the constant \( D \) the spectra over a set of various angles of the incident beam is measured and subtracted, that is resulted in a simplified formula:

\[
\Delta f = f_S - f_{AS} = \frac{2\gamma}{\pi M_S} D k, \tag{6.1}
\]

where \( \gamma \) is the gyromagnetic ratio.
Another approach for DMI measurements based on DE spin waves was suggested in [140]. The spin waves have been excited by a microwave antenna in the shape of a coplanar waveguide with wave vector $\vec{k}$ propagating on either side of the antenna. The dynamic of the spin wave propagation was imaged by time-resolved Kerr microscopy that allowed to detect wave numbers a factor of 3 smaller than the thermally activated spin waves studied by BLS [140].

The advantage of the method is that only the value of $M_s$ and the gyromagnetic ratio $\gamma$ have to be known.

- **Creep motion of domain walls.** In this method for DMI calculation the asymmetric domain wall creep velocity along the direction of an applied in-plane field is evaluated [141]. The in-plane field component breaks the rotational symmetry caused by the DMI effective field ($H_{DMI}$) that facilitates the anisotropic domain expansion. The behavior of the domain movement, its direction and speed, allows to determine chirality of DWs and extract the $H_{DMI}$ using the creep law fitting [141, 142]. The DMI constant $D$ is extracted by using the following equation:

$$D = \mu_0 M_s H_{DMI} \Delta,$$

where $\Delta$ is domain wall width.

- **Domain spacing model.** The dependence of domain widths with bright and dark contrast in multilayer film imaged by STXM or ptychography allows to calculate domain wall surface energy $\sigma_{DW}$ using domain spacing model described in [125]. Knowing the thickness of the film, $t$, total period of domains with opposite magnetization orientation at low field, $d$, and saturation magnetization, $M_s$, $\sigma_{DW}$ is derived as following:

$$\frac{\sigma_{DW}}{\mu_0 M_s^2 t} = \frac{d^2}{t^2} \sum_{n=1, odd}^{\infty} \frac{1}{\pi n^3} \left[ 1 - (1 + \frac{2\pi(2n-1)t}{d}) \exp\left(\frac{-2\pi(2n-1)t}{d}\right) \right],$$

where $\mu_0$ is a vacuum permeability. Knowing the exchange stiffness, $A$, and the effective uniaxial anisotropy constant, $K_{eff}$, the DMI value is calculated using equation $\sigma_{DW} = 4\sqrt{AK_{eff}} - \pi |D|$.

The main drawback of the domain spacing model is a necessity of reliable estimation of $M_s$, $K_{eff}$ and especially $A$ of the actual sample. In the corresponding publications these values are sometimes partially taken from of the literature bulk values. As shown in the following chapters a careful magnetization measurement of magnetic properties is required for accurate DMI estimation. For the ultra thin magnetic layers, less than 1 nm,
any dead layer occurring at the interfaces reduces the effective thickness. Furthermore it has been proven that the Curie temperature $T_C$ drops dramatically for magnetic layers below 1 nm \cite{143, 144}. Therefore the exchange constant $A$ may be significantly smaller than assumed bulk values of 10-20 pJ/m. On the other hand, due to the broken symmetry at the interface an increase of the surface magnetic moment can occur. All this mechanism are strongly dependent on the local morphology, which can vary dramatically due to instabilities and trapping of domain walls and skyrmions itself \cite{145}. Therefore the understanding of a microscopic picture of nano magnetism in this systems can be rather complex task.

6.1.2 Skyrmion imaging

The imaging of skyrmions can be performed by a wide range of magnetic sensitive techniques. With the use of magnetic force microscopy or spin-polarized scanning tunneling microscopy these features can be imaged with a nearly atomic resolution. Electron based techniques, as Lorentz TEM and electron holography, provide about 10 nm resolution \cite{146, 147}. Few nm big magnetic structures can be investigated by spin-resolved low-energy electron emission microscopy (SPLEEM) \cite{148} and spin polarized STM \cite{149, 150}. Larger skyrmions with several 100 nm of diameter are accessible by MOKE microscopy \cite{151, 152, 153}. Soft X-ray imaging methods, like PEEM, TXM, STXM and X-ray holography, are successfully utilized providing magnetic contrast using XMCD effect providing spatial resolution of 20-30 nm \cite{125, 133, 154, 155, 156}. X-ray ptychographic imaging, as reported in this chapter, was never utilized before for imaging of skyrmions with potential resolution below 20 nm. As a result the highly accurate visualization of sub-100 nm skyrmions in a wide field of view have been performed.

6.2 Ptychography on skyrmion systems

In this work the magnetization of skyrmionic structures in two typical multilayer systems have been studied. DMI constants have been estimated using the domain spacing model. For the accurate estimation of main magnetic parameters of multilayers ($M_s$, $K_{eff}$ and $A$) SQUID studies have been performed on the same sample systems that have been used for X-ray ptychography. The details of magnetization parameters calculation are presented in Appendix D.

6.2.1 CoFeB based multilayers with different heavy metals: Pd and Pt

The thin films [Pd(5)/CoFeB(0.6)/MgO(2)]15 and [Pt(5)/CoFeB(0.6)/MgO(2)]15 (see figure 6.4) were deposited by magnetron sputtering on SiN substrate with thickness of single
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CoFeB layer of 0.6 nm and 15 times stack repetition. The multilayer was formed as a thin wire, or track, 2 \( \mu \text{m} \) wide and 5 \( \mu \text{m} \) long contacted by two gold striplines. The track was formed with electron beam lithography and lift-off process. The reason for nano structuring of the system was the intent to perform dynamic studies.

Figure 6.4: Multilayer structure of Pd/CoFeB/MgO and Pt/CoFeB/MgO samples.

Magnetization measurements

Due to the geometrical constriction of multilayer race track the amount of magnetic material was rather low that complicated measurements of sample magnetization. An estimation of these values (table 6.1) was performed using the IP and OOP M(H) curves obtained by SQUID shown in figure 6.5. The hysteresis indicates a saturation magnetization for both ferromagnetic components about 0.5 MA/m, which amounts to \( \approx 1/3 \) of the CoFeB bulk value. These strong reduction will be discussed in context of the next chapter. The \( K \) values have significant difference for two compositions: 0.026 MJ/m\(^3\) for Pt and 0.015 MJ/m\(^3\) for Pd based samples.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Pd/CoFeB/MgO</th>
<th>Pt/CoFeB/MgO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total film thickness, ( t )</td>
<td>15 ( \times ) 7.6 nm</td>
<td>15 ( \times ) 7.6 nm</td>
</tr>
<tr>
<td>Total thickness of CoFeB, ( t_m )</td>
<td>15 ( \times ) 0.6 nm</td>
<td>15 ( \times ) 0.6 nm</td>
</tr>
<tr>
<td>Total periodicity of domains, ( d )</td>
<td>300 ( \pm ) 50 nm</td>
<td>600 ( \pm ) 100 nm</td>
</tr>
<tr>
<td>Saturation magnetization, ( M_s )</td>
<td>0.53 MA/m</td>
<td>0.59 MA/m</td>
</tr>
<tr>
<td>Effective anisotropy, ( K_{eff} )</td>
<td>0.015 MJ/m(^3)</td>
<td>0.026 MJ/m(^3)</td>
</tr>
<tr>
<td>Exchange stiffness, ( A )</td>
<td>1.37 pJ/m</td>
<td>1.11 pJ/m</td>
</tr>
<tr>
<td>DMI constant, (</td>
<td>D</td>
<td>)</td>
</tr>
</tbody>
</table>

Table 6.1: Magnetic parameters of skyrmion multilayer samples.

Ptychographic imaging

The ptychographic imaging was done at Co L\(_3\) absorption edge with the distance between CCD and sample of 9 cm, that resulted in 11.3 nm pixel size in real space. STXM images

\(^4\)The sample was provided by the group of Prof. Kläui, University of Mainz
also were performed using high resolution FZP with estimated resolution of 22 nm in order to get a reference data set. Before imaging samples were saturated at 240 mT OOP magnetic field, which was then reduced to 0 mT in order to get labyrinth magnetic domain state. Afterward the magnetic field was continuously decreasing till the condition when circular shaped small magnetic domains, or skyrmions, were observed. XMCD images (figure 6.6) were obtained by scanning the sample using polarized X-rays with left (-) and right (+) helicities.

Comparing images of two multilayers presented in figure 6.6 we see that Pt based sample has much wider domains packed less dense in comparison to the Pd sample. Resulting skyrmion sizes are in a range of $193 \pm 7$ nm at the Pt sample and $97 \pm 3$ nm at the Pd sample, a factor of two difference. The skyrmions do not form lattice and appear in isolated state. As it is seen the Pt based sample approaches much faster to the skyrmion state with a field sweep and possesses twice bigger diameters of magnetic structures. Com-

Figure 6.5: IP and OOP hysteresis loops for a) Pd/CoFeB/MgO and b) Pt/CoFeB/MgO multilayer structures.
plete saturation state was observed at -50 mT external field. The Pd based sample showed higher stability during magnetic field swap with the first skyrmion formation at -60 mT. Going further with the field results in pure skyrmion state at -90 mT till the full saturation at about -100 mT.

Figure 6.6: XMCD ptychographic images of domains evolution of Pd/CoFeB/MgO and Pt/CoFeB/MgO multilayers in applied external OOP magnetic field.

In order to calculate DMI values the domain spacing model is applied using the widths of the imaged domains at 0 bias field [157].

The Pt/CoFeB/MgO multilayer has higher values of DMI constant $|D|$ and anisotropy constant $K_{eff}$, which correspond to the twice bigger domain width and low skyrmion density in comparison with the Pd/CoFeB/MgO multilayer. The lower value for $K_{eff}$ of Pd/CoFeB/MgO multilayer is indeed corresponds to the higher density of the skyrmions. Skyrmions with lower $K_{eff}$ are stable over a broader range of applied OOP fields as it is proved by experimental data. Pt/CoFeB/MgO sample has much higher DMI value twice bigger skyrmions and domains are observed, while Pd/CoFeB/MgO multilayer has narrower domains exhibiting lower value of DMI. It implies that isolated skyrmions are bigger in the systems with higher DMI values as it is discussed in [158].
6.2.2 Skyrmion samples with different thickness of ferromagnetic layer

In order to understand the influence of ferromagnetic layer on the properties of skyrmion formation in the HM/FM/MgO systems a set of multilayers with different CoFeB layer thickness have been produced and studied in collaboration with the group of Prof. Dr. Guoqiang Yu from Beijing National Laboratory for Condensed Matter Physics. The multilayer stacks Ta(5)/[CoFeB(0.8-1.4 nm wedge)/MgO(2)/Ta(3)]15 (numbers are thickness of layer in nm) was formed by magnetron sputtering on a thermally oxidized SiN substrate that had 5 cm in length. The film was annealed at 200°C for 30 minutes to enhance its PMA. The CoFeB layer was deposited as a wedge shape on the substrate, that gave a single interlayer thickness variation from 0.8 till 1.4 nm across the stack of 15 repetitions as it is seen in figure 6.7. Dividing this continuous film into 7 smaller pieces we got a set of magnetic samples with different thicknesses of ferromagnetic layer. Samples have been numerated from 1 to 7 for the corresponding total ferromagnetic wedge thickness from 11.7 to 21.7 nm, respectively.

Figure 6.7: The sketch of sample stack of Ta/CoFeB/MgO/Ta with wedged CoFeB layer with thickness variation from 0.8 nm up to 1.4 nm.

Magnetization measurements

The OOP saturation field values gradually go down with the decrease of ferromagnetic layer thickness from about ±150 mT down to ±70 mT as shown in figure 6.8 a). Samples 4 and 5 have the highest coercivity, while samples 1, 2, and 7 have almost zero value of coercive field. The corresponding IP hysteresis loops and calculated $K_{eff}$ values for samples with different CoFeB thicknesses are shown in figure 6.8 b) and c), respectively.
Figure 6.8: Magnetization of multilayer samples with different thicknesses of ferromagnetic layer numerated from 1 to 7 for the corresponding total ferromagnetic wedge thickness from 11.7 to 21.7 nm, respectively: a) hysteresis loops of out-of-plain with STXM images of the corresponding samples taken at zero magnetic field. The images of the thinnest sample 1 and 2 showed no contrast, samples starting from 3 to 7 have labyrinth domain pattern. The size of STXM images is 1 µm x 1 µm; b) in-plane magnetization measured by SQUID; c) calculated $K_1$ from IP and OOP hysteresis loops for samples with different CoFeB thicknesses.
X-ray imaging

Pre-characterization was done with STXM using circular polarized X-ray light at Fe $L_3$-edge using FZP ($\Delta r = 18 \text{ nm}$) with estimated resolution of $\approx 22 \text{ nm}$. The absorption signal shows magnetic contrast at the samples 3-7, which correspond to 14.7 - 21.7 nm CoFeB total thickness (1.0-1.4 nm single layer thickness), and no contrast at thinner samples 1 and 2 with CoFeB 11.7 and 13.2 nm thick. The images have dark and light areas corresponding to up or down magnetization direction in respect to the film surface as it is shown in figure 6.8 a). The shape and the distribution of magnetic structures in the domain state are not the same for different samples. The thickest sample 7 possesses higher curvature of the domains 100-125 nm wide looking as a maze pattern. In comparison, the specimens 4, 5 and 6 have straighter structures with higher irregularity of the domains shape and more diverse width of magnetic domains. For example, sample 6 shows domains width variation from 95 nm up to 165 nm. The thinnest imaged sample 3 has significantly reduced contrast with densely packed 50-60 nm wide domains.

With the use of ptychographic imaging the samples were initially examined in the domain state in order to evaluate the amount of magnetic contrast depending on the thickness of the ferromagnetic layer (figure 6.9). The magnetic domains were clearly visible only at samples 5, 6 and 7 which correspond to 18.2 nm, 20.0 nm and 21.7 nm CoFeB thickness (with 1.2, 1.3 and 1.4 nm single layer thickness), respectively.

A directional tilt of magnetic domains observed on the images at zero OOP field possibly originates from the interfacial stress induced by multiple layer stacking over the initially large sample area of few cm. Beside the magnetic structure some inhomogeneities in the deposited multilayer are visible, which are possibly related to chemical inclusions and impurities.

Using ptychography images it is possible to estimate the width of domain walls by measuring line profiles perpendicular to domain propagation. The width of $180^\circ$ DW can be calculated as $\Delta = \pi \sqrt{A/K_{eff}}$, where $A$ is exchange stiffness, taken to be $A=4.65 \text{ pJ/m}$, and $K_{eff}=0.028 \text{ MJ/m}^3$. The DW width then is about 40.3 nm wide. Comparison of the magnetic domain wall width imaged by STXM and ptychography is presented in figure 6.10. Ptychographic image resulted in DW width of 40.6 $\pm$ 4.8 nm, while DW width imaged by STXM was in a range of 63.3 $\pm$ 6.6 nm. The ptychographic DW width estimation is the same as a calculated one with value variation within 1 pixel. The reduced resolution of the edge profile at STXM image could happen due to broadening of focus spot because of the FZP chromatic aberrations or insufficient coherence of X-ray light.

Size of the skyrmions

In order to get to the skyrmion state each sample was initially saturated at positive out-of-plane magnetic field (+240 mT). The change of the external magnetic field to smaller values results in increase of the domains with dark contrast, i.e. the area with the bright
contrast decreases. At some point of the field sweep skyrmions start to appear propagating from the mixed state, where skyrmions and extended magnetic domains are observed, to the pure skyrmion state (figure 6.9). With a further increase of field the skyrmions progressively disappear and fully vanish at saturation. Depending on the thickness of interlayer of the sample different levels of magnetic bias field are required to create a skyrmion state. The corresponding fields and skyrmion sizes obtained from the ptychographic data for samples 5, 6 and 7 are listed in table 6.2.

The sizes of skyrmions were compared for different samples in order to evaluate their change with reduction of ferromagnetic layer thickness using a FWHM of the Gaussian fit of their profiles measured through the center. The evaluation was done basing on the averaged value of 5 FWHM measurements of skyrmion profiles. It can be seen that the effective anisotropy increases with the decreases of CoFeB thickness for samples 5, 6 and 7.
Figure 6.10: Comparison of domain wall width for the sample 7 at domain state using STXM (15 nm scanning step) and ptychography (11 nm real space pixel size). Ptychography shows DW of 40.6 ± 4.8 nm, STXM - 63.3 ± 6.6 nm. The profile data were fitted with sigmoid fit. The width of the edge is determined by the distance from 10% to 90% of intensity.

Table 6.2: Parameters of multilayer skyrmion samples with different thickness of CoFeB.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness of FeCoB (nm)</td>
<td>1.2×15</td>
<td>1.3×15</td>
<td>1.4×15</td>
</tr>
<tr>
<td>Saturation magnetic field (mT)</td>
<td>-115</td>
<td>-140</td>
<td>-175</td>
</tr>
<tr>
<td>Magnetic field at skyrmion state (mT)</td>
<td>-105</td>
<td>-110</td>
<td>-130</td>
</tr>
<tr>
<td>Saturation magnetization, $M_s$ (MA/m)</td>
<td>0.88</td>
<td>0.97</td>
<td>1.18</td>
</tr>
<tr>
<td>Anisotropy constant, $K_{eff}$ (MJ/m$^3$)</td>
<td>0.37</td>
<td>0.11</td>
<td>0.028</td>
</tr>
<tr>
<td>Exchange stiffness, $A$ (pJ/m)</td>
<td>2.54</td>
<td>3.54</td>
<td>4.65</td>
</tr>
<tr>
<td>DMI constant, $D$ (mJ/m$^2$)</td>
<td>0.19</td>
<td>0.52</td>
<td>1.12</td>
</tr>
<tr>
<td>Average skyrmion size (nm)</td>
<td>86.4±24.7</td>
<td>88.3±22.3</td>
<td>91.9±11.4</td>
</tr>
</tbody>
</table>

Although the effective anisotropy is quite different, the skyrmion size in these three samples are essentially the same, in a minimal range of 85-90 nm right before disappearance, proving that anisotropy is not the main factors to decide skyrmion size.

The values of the exchange stiffness, obtained by temperature dependent SQUID measurements, are more than factor 3 smaller than volume literature values. The reduced $A$ result in higher DMI values in comparison with expected values for comparable multilayer structures [153, 159]. DMI is the highest for sample 7 and gradually reduces at samples 6 and 5, that correlates with obtained data showing stable skyrmionic state only at sample 7.

Figure 6.11 a) shows that the skyrmion sizes decrease with the increasing of absolute value of applied OOP magnetic field. The size of the magnetic skyrmions progressively goes down and demonstrate sub-100 nm scales at magnetic fields close to saturation value. A line profile in figure 6.11 b) over a skyrmion at -165 mT bias field allows to conclude that skyrmions have compact shape without a plateau in the central area. Figure 6.12 a) and
CHAPTER 6. PTYCHOGRAPHIC IMAGING OF SKYRMIONS

Figure 6.11: Skyrmion sizes a) as a function of OOP bias field for sample 7 imaged by ptychography. Error bars evaluated as a standard mean deviation of five independent measurements of skyrmion width; b) line profile of a skyrmion with the size of about 95 nm imaged by ptychography at -165 mT bias field.

Figure 6.12: 3D profiles of the skyrmions under bias field of -165 mT imaged by a) STXM and b) ptychography.

b) show skyrmions imaged by STXM and ptychography in 3D surface plots. The contrast between magnetic features to background is more prominent for the ptychographic image showing smoother profiles of the observed skyrmions. The smallest skyrmions of sample 7 showed an average skyrmion width of $87 \pm 3$ nm in the ptychographic images that is in the same size range derived from the STXM images.

The direct estimation of differences in skyrmion sizes measured by STXM and pty-
Ptychography was not deduced due to impossibility to perform these measurements on the same skyrmions which are not repeatable in different cycles of bias field swap.

Due to possibility to cover bigger sample area using ptychography the statistical data of size distribution depending on applied magnetic field values were performed. The histogram of size distribution was obtained for 99 skyrmions at -145 mT field and 45 skyrmions at -165 mT from the same sample area. The size distribution in figure 6.13 shows that the maximum of the peak is shifted to the smaller values at higher magnetic field, from 118 nm to 113 nm.

Figure 6.13: Histogram of skyrmion size distribution imaged by ptychography on sample 7. The lower magnetic field -165 mT shows the displacement of skyrmion sizes towards smaller values.

After nucleation most of the skyrmions stay visible with minor size deviations during further field change of 5-10 mT. Around 10% of observed skyrmions could survive more than 10 mT field change. In this case the stability of magnetic features can be explained by the pinning on the impurities of the multilayer [160], which potentially create different local DMI values. The initial assumption was that skyrmion reach critical smallest size before the collapse. However the results showed broad size distribution of the skyrmions before the disappearance with the average diameter of $106 \pm 6.9$ nm. While the smallest skyrmions imaged by ptychography are in a range of 80-86 nm, that makes around 20-25% of the size variation.

A pure skyrmion state wasn’t reached at the samples 5 and 6 as it is visible from the figure 6.9. The skyrmions show higher variety of sizes and different saturation field
distribution and shape

Table 6.3 shows the parameters of skyrmion shape of sample 7 and their distribution which were analyzed using BioVoxxel Toolbox in ImageJ image processing program [161]. The density of skyrmions shows their amount in one square $\mu m$. This evaluation ignores the differences in skyrmion shape and sizes. The distance to the nearest neighbor determines the statistical distribution of the magnetic features. Table 6.3 includes the shortest mean distance value measured for all skyrmions in a field of view of $4 \times 4 \mu m$ with a standard deviation as an error. According to the data we have the biggest amount of skyrmions at the magnetic field values of -140 mT and -150 mT, 99 for the both cases. With the increase of the magnetic field the density gradually goes down and mean distance between skyrmions gets bigger.

Both ptychography and STXM images showed that skyrmions are shaped not perfectly round, most of the structures are slightly elongated and get more symmetric at higher values of magnetic field as it is seen in figure 6.14. The longer axis of skyrmion coincides with the long axis of former magnetic stripe domains. The roundness of the skyrmions presented in table 6.3 was calculated as:

$$Roundness = \frac{4 \cdot S}{\pi \cdot d_{max}^2} \approx \frac{b}{a},$$  \hspace{1cm} (6.4)

where $S$ - area of a skyrmion, and $d_{max}$ its the biggest diameter. The roundness corresponds to the inverse value aspect ratio of the long skyrmion axis, $a$, to the short one, $b$. The value of roundness varies from 0 to 1, where 1 corresponds to fully round structure. The shape mostly changes along the longer axis and present around 20% of size reduction starting from the moment of formation and ending at the point of disappearance, while along short axis the reduction has only 5%.
Figure 6.14: Skyrmions imaged by ptychography at -135 mT and -155 mT. The ratio of major and minor axis of elliptically shaped skyrmions gets smaller with propagation towards higher magnetic fields. Therefore the skyrmion has the ratio $a_1/b_1 = 1.37$ at lower field, and $a_2/b_2 = 1.17$ at higher field.

Elongated skyrmions shapes can occur because of so called elliptical instability as it was discussed in [162, 163]. As it is described in [162] the isolated skyrmions exist in metastable condition above a critical field. With the decrease of the field below this value the skyrmions transformed into lattice state or isolated skyrmions continue to exist with the observed uniaxial misshape. The same elliptic instabilities of magnetic bubbles have been described at a certain critical magnetic field [164]. The strip-out of the separate skyrmions starts at different fields and can be influenced by defects [162] or lattice strains in the surface layers [165]. Additionally thickness variations and structural disorders throughout the samples determine the pinning distribution, since these regions can have different values of DMI, saturation magnetization, interface anisotropy or exchange stiffness. These parameters have a direct influence on the skyrmion shape and stability [160].
6.3 Comparison of STXM and ptychography for skyrmion imaging

To compare two different imaging methods, STXM and ptychography, several aspects should be taken into account: resolution, speed and magnetic contrast sensitivity (table 6.4).

Power spectral densities have been calculated for STXM and ptychography images of sample 7 in the domain state (figure 6.15). The STXM image \(5 \times 5 \mu m \) big was obtained with line scan with 25 nm step size, and a ptychography amplitude image \(4 \times 4 \mu m \) big was done at Fe-edge with 11.5 nm pixel size. The thresholds of double noise level are plotted with dotted lines with corresponding real space resolutions. The main peak of frequency distribution is around 147-150 nm of half period real space values. At the same time PSD curve of the ptychographic image has smoother and wider peak corresponding to bigger frequency range in comparison the STXM PSD curve. It denotes that ptychography image provides more information about size variations of the imaged magnetic features than STXM.

![Power spectral density curves for STXM and ptychography images of sample 7 in domain state. Threshold values correspond to the real space pixel sizes of the images.](image)

Figure 6.15: Power spectral density curves for STXM and ptychography images of sample 7 in domain state. Threshold values correspond to the real space pixel sizes of the images.

High resolution STXM images with 20 ms dwell time and 15 nm scanning step were compared with ptychographic images. The line profiles over the DWs imaged by ptychography and STXM in figure 6.10 also showed about 1.6 times resolution improvement in ptychographic image.
The Michelson contrast evaluation of STXM and ptychography images in dependence of external magnetic field were performed for sample 7 with 21.7 nm CoFeB total thickness. Analyzing the ptychographic images we see the large drop of contrast for the samples in skyrmion state. As it is shown in figure 6.16 the contrast for domain state is about 72%, while skyrmion state showed around 23% of contrast. Comparatively rapid change in contrast is observed when magnetic domains are narrow enough and separate skyrmions start to appear. The decrease of image contrast occurs due to reduced scattering from the small magnetic structures. As a result influence of background noise increases producing artifacts in reconstructed images, in some cases the resolution degradation and broadening of the edges of magnetic features. The contrast of STXM images obtained by fast line scan varies from 8.8% to 4.1% as it is seen in figure 6.16 the line fits have less significant contrast drop as ptychographic data. The contrast of ptychographic images is several times higher due to background retrieval that boosts the contrast of the useful features and suppresses background signal.

Figure 6.16: Contrast change of the images obtained by ptychography and STXM at sample 7 propagating from domain state to the skyrmion state by sweeping external magnetic field. The data fitted with line fit.

The comparable contrast change is observed at the samples with thinner ferromagnetic layer. The skyrmion multilayer samples 3 and 4 with total thickness of 16.1 nm and 16.5 nm CoFeB showed recognizable domain pattern at STXM images, however ptychographic scattering signal from the thinner specimens were not high enough for successful reconstructions.
To get more statistical data about skyrmion size variations ptychographic images have been used. Time for one STXM scan is determined by the step size of the scan, which should be smaller than focus spot to provide reliable photon count statistics. For the FZP with $\Delta r$=18 nm and 20 ms dwell time for each step $2 \times 2 \, \mu m$ big image is finished within 6 minutes. The total scanning time for one ptychographic image $4 \times 4 \, \mu m$ size with 200 ms dwell time, 10 ms point delay and 100 nm step size takes about 5.6 minutes. The pixel size of ptychographic reconstruction on Fe-edge is 11 nm, that results in effective dwell time per reconstructed pixel around 3 ms. The iterative process consisted of 200 iterations, that is sufficient for finding stable solution, including illumination and background retrieval takes less then 1 minute. That assures 4 times bigger image for the approximately the same scanning time.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>STXM</th>
<th>Ptychography</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure time</td>
<td>Point by point scan with 20-30 ms per scanning step</td>
<td>Dwell time of 200 ms per scanning point results in 3 ms per reconstructed pixel</td>
</tr>
<tr>
<td>Resolution</td>
<td>Determined the $\Delta r$ of FZP: 22 nm full pitch resolution using optics with $\Delta r = 18 \text{nm}$</td>
<td>Limited by the NA of the detector: 11 nm full pitch resolution at Fe-edge and 8 cm distance from sample to detector</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>Highly sensitive for low contrast samples</td>
<td>Significant drop of the contrast at low scattering features</td>
</tr>
<tr>
<td>Information</td>
<td>Absorption</td>
<td>Amplitude and phase</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of STXM and ptychographic methods for magnetic imaging at Fe-edge.

### 6.4 Conclusion

Two different sets of skyrmion samples have been studied using magnetic sensitive ptychography: with different heavy metals and different thicknesses of ferromagnetic interlayer. The main advantage of ptychography for skyrmions studies is its suitability for imaging of extensive areas with the fixed output pixel size that as a result produces 4 times bigger field of view with the same scanning time as STXM technique. Background retrieval helps to get higher contrast of observed magnetic structures when it is in magnetic domain state. Ptychography resulted in higher resolution with about 1.5 smaller domain wall width than STXM. The size of the skyrmions for STXM and ptychography methods are in agreement.
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The STXM imaging revealed magnetic structures on the samples with thinner Co-FeB layers and showed to be more sensitive for magnetic contrast than ptychography. Ptychographic imaging using three samples with the thickest CoFeB ferromagnetic layer have been done. The significant difference between the sizes of skyrmions in samples with different CoFeB thickness was not observed indicating that possible size variations are beyond the provided resolution, i.e. less then 11 nm of the pixel size. The smallest skyrmions imaged by ptychography is around 80-85 nm that is a confident result illustrating method applicability for sub-100 nm magnetic imaging of pure magnetic contrast samples.

High throughput ptychographic imaging revealed a great potential for it’s implementation for magnetic sensitive investigation of such systems, that can provide an insight in complex mechanism governing skyrmionic behavior. A main drawback of ptychography at MAXYMUS for skyrmionic studies is non suitability for dynamic imaging for visualization of driven motions of skyrmions.

Basing on the analysis of the ptychographic images the DMI values were determined with the domain spacing model. In order to use correct room temperature parameters of \( M_s, K_{eff} \) and \( A \) for the actual samples the overall characterization of the system by numerous temperature dependent measurements of the hysteresis loops have been performed. It was established that the Curie temperature drastically decreases, thus \( M_s \) and \( A \) decrease as well, with decreasing FeCoB layer thickness.

The high variety of skyrmionic systems accompanied with tremendous amount of related research boosting during the last years give a vast overview on the state of art in this field. The literature observation allows to conclude that the properties of the skyrmions strongly depend on the composition, as well as the deposition routes and multilayer geometry performed in various ways in different works. As a result the big amount of skyrmionic systems with different structures and probably strong local variation of the magnetization landscape in and out-of plane are performed. Therefore to deduce reliable information on the DMI value correlations and the skyrmion phenomenon in general is not straightforward.

These might question the common statement that skyrmions can be used as a bit structure for future data processing technologies in small, fast and low-power devices. The room-temperature structures have sizes about 100 nm requiring a current line of about 300 nm that is significantly larger than structures in the present CMOS technologies. The current induced motion is rather slow not faster than 100 m/s = 100 nm/ns. Additionally multiple time-resolved measurement of current driven skyrmion motion showed that the typical currents necessary to move these feature with a speed of 100 m/s is above \( 10^{11} \, A/m^2 \). This has to be taken into account for race track memory application since such high current densities can cause the temperature rise and electromigration, which change nearly all magnetic parameters of the devise and result in its fast damage. Moreover, a
controlled creation/annihilation and guiding of magnetic features can be obstructed by impurities and minor defects in multilayer film.
Chapter 7

3D magnetization of Cu-Ni core shell nano particles

Hetero-nanostructures have been under active investigation since they can exhibit unique properties tailored by their size, shape and composition [166, 167]. Controllable fabrication of core shell nanoparticles allows to vary their mechanical, chemical, optical and magnetic properties. Also some magnetic properties of nanocrystals, such as magnetic saturation, blocking temperature or permanent magnetization, depend on surface anisotropy effects which are governed by the shape of the crystal [168].

Cu-based nano materials have attracted great interest because of the high cost efficiency in applications for conductive electrodes, plasmonics and catalytic processes [169]. In order to protect Cu nanoparticles they are covered by a coating metal, which is resistive for water, air and diluted acids, often by Ni [170] one of the elemental ferromagnetic. Cu-Ni nanoparticles are well studied in terms of morphology [171, 172] and thermo-magnetic properties [172]. Their finite size, complex geometry, breaking symmetry of the crystals and presence of surface strain can potentially result in nontrivial magnetization states in the thin magnetic film shell of such particles [173]. In most of the studies the magnetization of nanoparticles is investigated basing on the integrated data obtained from the big clusters of particles only [171, 172]. In this chapter high resolution magnetic sensitive ptychography is applied for investigation of magnetization of the separate core-shells.
7.1 Particle shape

7.1.1 Cu single crystal

The crystalline growth direction is determined by the surface free energy: it grows in the direction of higher surface energy in order to eliminate these planes and reduce surface energy of the hole crystal. Figure 7.1 a) shows that a single crystal of Cu has a cuboctahedral equilibrium shape. Different growth rates in the [111] and [100] directions, which are shown in figure 7.1 b) 174, change the shape of the particle from cubic to octahedral. If the growth in the [111] direction is higher than in [100] the crystal is shaped as a cube. If [100] direction growth rate increases and is comparable with [111] growth rate two different facets (100) and (111) become visible. In figure 7.1 a) the octahedral shape corresponds to the condition when [100] ∼ [111] that results in 6 facets in (100) and 8 facets in (111) directions. If the growth rate in [100] direction becomes dominant we get a truncated octahedral crystal that is followed by a fully octahedral shape. The crystal growth of single crystal nanoparticles can be controlled using different capping agents 175.

Figure 7.1: Single crystal shape of Cu: a) crystal shape evolution of Cu nanosized core 174; b) cuboctahedral shaped Cu crystal with growth directions [111] and [100] corresponding to FCC lattice shape.
7.1.2 Twinned particles

The variation of the crystal shapes of a Cu core is observed when small counterparts form so called twinned or multiply twinned particles (MTPs). MTPs consist of regular tetrahedra which are stacked across [111] facets with the lowest energy and arranged around the fivefold symmetry axis. The most common MTP shapes for the fcc crystals are decahedral and icosahedral (figure 7.2). Decahedron is a bipyramid and contains 5 tetrahedra, which are stacked around single symmetry axis. Icosahedron has 20 tetrahedral subunits assembled around the 6 fivefold axes. The process of stacking occurs via the consecutive attachment of new subunits that results in the presence of intermediate state nanoparticles with the lower number of tetrahedra.

Figure 7.2: Typical morphologies observed in MTPs: a) decahedron, the bottom pyramid is hidden below the upper half, and b) icosahedron.

Along with the decahedra and icosahedra crystal shapes one-dimensional structure like nano-wires or nano-rods can be observed [176]. These structures are formed due to the anisotropic growth of the crystals along one axis that happens because of the angular misfit leading to lattice transformations or lattice defects. The presence of these defects introduces self-propagating ledges which work as active sites for crystal growth. Anisotropic growth can be controlled by the seed mediation, surfactant or by template [177]. In figure 7.3a) MTPs with decahedral shape exhibit anisotropic growth along the symmetry axis in [110] direction that results in the prism structure capped with pentagonal pyramids from the ends. The growth of decahedra also appears in the directions of the edges of twin planes that stretches the nanoparticle shape into asymmetric flat plate as it is shown in 7.3b). Icosahedral particles show less tendency for anyisotropic growth since they are close to spherical shape and have minimal surface energy [176].

The appearance of the crystal nanoparticle in 2D projection in transmission imaging is strongly depends on its orientation on the substrate that challenges the identification of the particle shape. Therefore microscopy sensitive for the surface morphology, i.e. SEM or AFM, is required for the analysis of the particle shape.
7.1.3 Twin boundaries and strain

When different counterparts of the twinned crystals are placed together under certain angle the boundary region with two-dimensional defects is formed in the junction area. For example, in order to form pentagonal pyramid the assembly of five tetrahedral units need to fill the gap of 7.4° that comes from the mismatch of the angles. Types of junction boundaries depend on the tilting of the two crystal planes relative to each other and have different energy. Two examples of boundary types, twin boundary and tilt, are presented in figure 7.4.

Comparatively small particles (up to 10 nm) with five fold symmetry made of metals with FCC symmetry have twin boundary between neighboring facets. In this case atomic arrangement on one side of the twin boundary is mirrored to the other side (figure 7.4 a). The energy of twin boundary is very low because of the perfect atomic fit between two
crystal planes. Also twin boundaries are observed on the relatively large structures with grains in the micrometer range and twin boundaries with up to a few tens of nanometers wide. A tilt boundary produces a tilt angle between neighboring lattice planes of the same type in adjacent faces as it is imaged in figure 7.4 b). It consists of a regular array of the dislocations at the plane edges and can have low (up to 10-15°) or high tilt angle. Dependence of the grain boundary energy on the angle orientation grows exponentially and comparatively higher than twin boundary energy.

7.2 Ni shell on Cu core grown by epitaxy

The Cu and Ni have both face-centered cubic (FCC) structure and similar lattice constants: 3.597 Å for Cu and 3.499 Å for Ni.

Small mismatch of the Ni and Cu lattices for 2.5% initiate pseudoamorphical growth of first monolayers (ML) of Ni that is observed up to 10 ML. Therefore the Ni film strain elastically in order to match the spacing between its atoms with the Cu substrate. With further growth of the film thickness strain accommodation is not possible and dislocation defects at the interface may form. The resulting film returns to its original lattice structure above the film/substrate interface. The strain from the interface of two metals decays as a logarithmic function with decrease of the distance from the core.

Nucleation of Ni atoms during epitaxy can take place on mono-atomic steps, on defects, or directly on the surface. Besides the performing dislocation defects with strain relief the thin film can repeat the crystal defects of the substrate material. High energy regions of the substrate, like boundaries, cause islands formation instead of homogenous layer by layer epitaxial growth that might affect thin film properties.

7.2.1 Ni shell magnetic properties

Shape anisotropy usually dominates over magneto-crystalline anisotropy in thin films fabricated out of soft magnetic materials, especially, with cubic symmetry. However previous studies of ultra thin Ni grown on top of the Cu substrate showed that magnetization properties of Ni films have a dependence on the thickness and the symmetry of the substrate surface. It was shown in [178, 179, 180, 181] that Ni in the initial stage of growth on Cu(100), Cu(110) and Cu(111) has in-plane magnetization. A Ni thickness up to 7-8 ML on Cu(100) [178] and Cu(111) [179], also 8-9 ML thick Ni on Cu(110) [180] result in domination of an out-of-plane magnetization component. It was established that the perpendicular magnetic anisotropy in Ni/Cu(001) systems is caused by strain in Ni films with the thicknesses between 10 and 75 MLs [181]. Above this critical thickness level films become relaxed in order to reduce the strain and show bulk magnetic properties with in-plane magnetization [182].
In general, defects determine magnetic properties of thin films since they act as local the minima of energy producing stable conditions for domain allocation that causes the pinning of magnetic domain walls [183].

3D curved shape of a substrate under a magnetic thin film also can be a source of anisotropic and chiral effects [184]. The curvature of the surface induces an additional energy contribution to the magnetic exchange energy. Theoretically, the existence of a curvature-induced effective anisotropy and Dzyaloshinskii-Moriya-like interaction were predicted that opens a new range of magnetic properties in the curved magnetic materials. The effect of topologically induced magnetization have been studied for various shapes, like cylinders or hollow tubes, cones, spheres and hemispherical caps [184].

7.3 Sample preparation

Cu-Ni core-shell particles were fabricated in the Central Scientific Facility (CSF) (MPI IS, Stuttgart) by the group of Dr. Gunther Richter. The particles have been grown under ultra-high vacuum conditions by molecular beam epitaxy (MBE) on a 100 nm thick $Si_3N_4$ membrane. MBE provides deposition of a mono-crystalline film produced of highly pure elements with precise control of surface morphology.

The deposition process is shown in figure 7.5. The membrane was initially covered with 30 nm amorphous carbon layer by magnetron sputtering for better Cu diffusion, core crystal nucleation and growth. The Cu element was heated at the separate effusion cell and deposited on the substrate with the rate of 0.05 nm/s. 100 nm thick Cu was formed on the rotating substrate which was heated to $710^\circ C$. The rotation of the sample ensures even growth of the depositing material over its surface. The temperatures of the Cu effusion cell are used to control the flux of an atomic beam. For the homogenous heating of this cell two elements on top and bottom with corresponding temperatures of $1220^\circ C$ and $1148^\circ C$ were used. After the deposition process of Cu that took 50 minutes the sample was cooled down till $20^\circ C$. Afterward a Ni layer 10 or 15 nm thick was deposited at room temperature at the rate of 0.01 nm/s with the same sample rotation.

The deposition process was optimized for the formation of crystal Cu nano particles with highly defined facets. Initially the Cu layer was deposited on $Si_3N_4$ substrate without additional carbon inter-layer. The low diffusion of Cu adatoms on the uncovered $Si_3N_4$ resulted in undefined particle crystal shapes with rounded edges. Figure 7.6 a) shows Cu-Ni particles with the size of 200-300 nm deposited on $Si_3N_4$ substrate without carbon layer with thicknesses of Cu of 45 nm and Ni 15 nm.

Figure 7.6 b) shows a SEM scan of the core-shell sample obtained by MBE with 30 nm C layer. As it is observed from the image particles vary in size range of 400-1000 nm and possess different shapes: extended in one direction rods or wires, flat platelets or 3D crystals with multiple facets (figure 7.7).
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Figure 7.5: Deposition process of Cu-Ni core-shell particles: SiN substrate covered with 30 nm C layer is heated to 710°C for Cu diffusion and crystal core formation. 10 or 15 nm thick Ni film is deposited on top of the whole membrane area when it is cooled down to 20°C.

Figure 7.6: SEM image of Cu-Ni core-shell particles deposited by MBE: a) without C layer on the substrate with Cu thickness of 45 nm and Ni 15 nm; b) with 30 nm C layer on the substrate with Cu thickness of 100 nm and Ni 15 nm.

The heating of the substrate at the deposition process of Cu is a key component for crystal grain growth. It helps to obtain a high mobility of the adatoms on its surface due to low interaction with the amorphous C layer that provides a continuous formation and...
growth of the Cu core particles. The room temperature of the substrate at Ni deposition promotes formation of small and closely packed islands because the adatom mobility is comparatively small. For a strained Ni epilayer with small interface energy, initial growth occurs layer-by-layer, but thicker 10-15 nm layers obtain higher strain energy and start to form isolated islands in order to relax this strain. Therefore we observe Stranski-Krastanow (SK) growth mode \[185\].

As it is seen in figure 7.7 a) the surface of the particular core-shells and the substrate
around mostly form grainy structure with the grains having rounded shapes. The regions on the junction parts of the facets have much denser grain packing that makes edges look smoother and prominent over the flat surface of the adjoined facets. However the morphology of Ni layer is not the same on the surface of the particles. Figure 7.8 shows particle with the pentagonal upper part which has been grown in the [100] direction and exhibit heterogeneous morphology on the different crystallographic facets. The low energy (111) facets have grainy surface with 40-45 nm grain size, when the regions in between and on the junction areas have smooth surface. The substrate surface next to the particle is not uniform as well, but has smaller grain sizes. The inhomogeneous growth of Ni on the different crystal planes of the Cu core could be referred to the dissimilar growth mechanisms in the different crystallographic directions.

7.4 Magnetic properties

Hysteresis loops were obtained by SQUID at room temperature with magnetic field parallel and perpendicular to the sample deposited on the SiN membrane (figure 7.9).

Ni was deposited on the whole surface of the $5 \times 5$ mm big substrate, excluding minor areas where it was fixed for deposition that isn’t taken into further considerations. Knowing the film thickness of Ni the volume magnetization per cm$^3$ and the density flux value were evaluated.

The core-shells with different thickness of Ni layer of 10 and 15 nm have been studied and both showed anisotropic behavior as it seen in figure 7.9 a) and b). The samples have in-plane easy axis orientation and weak ferromagnetic properties. The samples get into saturation around the same values: $\pm 850$ Oe in-plane (IP) and $\pm 6000$ Oe out-of-plane (OOP) sample orientations. The coercivity values for the sample with 15 nm Ni were estimated to be 12.9 Oe, while for the sample with 10 nm Ni - 7.3 Oe. In comparison, bulk Ni has smaller coercivity of about 0.7 Oe and higher density of flux of 646 mT [186], versus 370 mT OOP and 509 mT IP flux density for 15 nm Ni shell.

The hysteresis loop with applied magnetic field perpendicular to the film plane in figure 7.9 b) indicates that different parts of the film change the magnetization in different ways. The perpendicular magnetization curve approaches slower to the saturation state and shows a less pronounced hysteresis. This behavior relates to the presence of 3D shaped magnetic particles on the membrane (see figure 7.6) with inhomogeneous magnetization of their facets. Obviously, the particles change OOP magnetization direction at different values of applied external field.
7.5 STXM spectroscopy and magnetic contrast of core-shell structures

The particles with 100 nm Cu and 15 nm thick Ni shell were studied at MAXYMUS microscope. STXM imaging has shown the presence of Cu only in the core shell particles itself and bigger round shaped islands homogeneously distributed on the surface of the membrane as it can be seen from SEM image in figure 7.6. The islands, which remain from non-crystallized Cu covered with Ni, look like a uniform film and have much lower
optical density than crystallized particles. The elemental maps of a separate core-shell particle are presented in figure 7.10. Cu is observed in the center of the particle with Ni homogeneously covering the core. The image profile in figure 7.10(d) were made across the particle and shows Cu core of about 1 \( \mu \)m with total particle size of 1.1 \( \mu \)m. Since the edges of the particle are not perpendicular to the surface of the membrane, but tilted under a certain angle determined by the particle geometry, Ni shell thickness seems to be higher than expected.

![Figure 7.10: STXM resonant absorption images of core shell particles: a) Cu-map; b) Ni-map; c) overlay of Ni and Cu maps; d) line profile over the particle marked as red line on the image c).](image)

Magnetic absorption spectra were obtained using polarized light with positive and negative circularity over L\(_3\) Ni edge on the membrane and on the core-shell particles (figure 7.11). Most of the particles showed pronounced XMCD effect of around 15\% that corresponds to 12-13 nm Ni thickness. The reduced thickness value is referred to the fact that upper Ni layers get oxidized and coordinately do not contribute to the XMCD signal. The spectra obtained on the membrane do not show the contrast difference between left and right polarized light absorption as expected for in-plane magnetization orientation.

Figure 7.12 shows 8 \( \times \) 8 \( \mu \)m STXM XMCD overview image including few particles of different shapes, substrate and non crystallized round structures covered with Ni. Without an applied bias field the substrate doesn’t show any magnetic domains that proves that film deposited on the substrate has in-plane magnetization. The round flat structures with the diameter of 2.5 \( \mu \)m have out-of-plane magnetization that is revealed in comparatively
big magnetic domains as it is marked with a blue circle in figure \ref{fig:7.12} with 0 mT OOP field. The particles exhibit single domain magnetization in case if it has 2D geometry (red circle in figure \ref{fig:7.12}), the ones with a 3D facet orientation (white circle in figure \ref{fig:7.12}) show different magnetic contrast within one particle.

Figure 7.12: Overview STXM XMCD images of a core-shell sample obtained at different OOP magnetic fields. Blue circle denotes non-crystallized Cu, red circle - a flat particle, white circle - a 3D shaped particle with facets oriented under different angles relative to substrate plane.

Increasing OOP external magnetic field the change of magnetization orientation is observed, that is nicely visible at the non crystallized round structures. Two domains with bright and dark contrast get to the uniformly magnetized single domain state. As much as it is seen from the overview scan, magnetization of the particles becomes oriented in the direction of the applied bias field and have more homogeneous magnetic contrast.

The STXM overview image does not resolve separate facets due to resolution limitations. That is why it is hard to conclude weather the XMCD effect comes from the out-of-plane magnetization of Ni grown on the Cu crystal or it is a result of the various
tilts of in-plane magnetized facets of the 3D shaped particle.

Figure 7.13: SEM and STXM XMCD images of a core-shell having pentagonal pyramid shape obtained at different OOP magnetic fields.

Close up of the particle with pentagonal pyramid shape was performed using point by point scanning mode with 20 ms dwell time and 15 nm scanning step size as shown in figure 7.13. The triangular facets have different magnetic contrast due to unequal angle orientations towards the direction of X-ray beam. The junction region between two upper facets is more magnetically absorbing which indicates that magnetization oriented out of plane. The increase of OOP bias field changes magnetization of the particle facets in different manner: some areas get magnetized in the direction of external field faster than the others, which are partially not fully magnetized in the direction of the bias field of 250 mT. Simulations of icosahedral and decahedral particles with the field are presented in Appendix E, showing that 250 mT bias field results in partial IP magnetization of the facets oriented perpendicular, or close to perpendicular, to the direction of the magnetic field, that is in agreement with the STXM data.

7.6 Simulation of 3D magnetization

Micro-magnetic simulations of nanoparticle magnetic shell magnetization were performed using open source MicroMagnum software [187]. It runs on CPUs as well as on GPUs and utilizes CUDA platform. MicroMagnum is a Python module that can be extended for the simulation of magnetic 3D shell with defined geometrical shape.

In order to determine the discretization of the simulated object and its size a grid is defined in accordance with the cell size in X, Y and Z-directions. The algorithm allows
to predefine the magnetic parameters of the used material. For example, for Ni shell the values of $M_s$, $\alpha$, $A$ and $K_1$ have been set according to the data in table 2.2. The initialization of the structures requires a geometrical pattern to resemble the core shell particles. The shape class extension code 5 allows to define the outer shell and inner particle, i.e. core, and to fill the magnetization in between those two structures.

The solve method computes the evolution of a magnetic system in time and stops if the relaxed state, which is determined by a termination condition, is reached. The solve method is based on Landau-Lifshitz-Gilbert equation (LLGE) with possibility to include following effective fields: demagnetization field, exchange field, uniaxial and cubic anisotropy field, also external bias field. The simulated data are saved as .omf file with every 0.5 ns of simulation time. For visualization of simulated 3D particle magnetization Wolfram Mathematica package has been used [188].

The simulations of magnetization of 15 nm thick Ni shells of different sizes, 300, 500 and 700 nm, with and without cubic anisotropy and applied bias field are presented in Appendix E. The simulation of 700 nm big particles of icosahedral and decahedral shapes without anisotropy are discussed in the following chapters.

### 7.6.1 Magnetization simulation of icosahedral shape

Figure 7.15 shows the images of 700 nm big particle with magnetization vectors observed from the different sides of its 3D shape which are marked in figure 7.14. The magnetization is mostly governed by the geometry of the facets and has similar behavior for the opposite sides. The views from above or below (figure 7.15a, d) show two facets magnetized homogeneously in the same direction, which don’t form separate magnetic domains. The front and back images (figure 7.15b, e) show that neighboring facets have opposite magnetization direction. On the junction area the flip of the magnetization is observed over the whole length of the edge in a counterclockwise direction with magnetic vectors whirling into vortex like configuration in the center of the edge from the both sides. As it is seen in figures 7.15c and f) magnetization vectors change their orientation along the narrow region at the facet edge when the adjusting regions have opposite magnetization direction without forming a magnetic whirl in the center as well. Figure 7.14 demonstrates the general vector magnetization orientation on the one half of the icosahedron. It shows that magnetic vectors are wrapped around the particle without formation of multiple domains within separate faces.

In practice magnetic contrast, observed with X-rays in transmission geometry, is only the projection of magnetization vector on the plane oriented perpendicular to the beam and depends on the orientation angle between beam direction and vector magnetization of the material. For the better understanding how magnetic contrast would look like in STXM image the magnetization vectors have been projected on the different planes assuming the

---

5the extension code was developed by Kai Litzius
Figure 7.14: Icosahedral particle in XYZ coordinates with corresponding view from above, right and front.

X-ray beam passing through the particle in X, Y and Z directions. As it is shown in figure 7.15 g), h) and i) the normals of vectors on all three planes XY, XZ and XZ are found from the corresponding observation points: from right, front and above. The colors of the faces show the normalized size of the magnetization vector on the projection planes and varies from 0 black to 1 white, corresponding to IP and OOP magnetization, respectively. The arrows on the projection images correspond to the main directions of magnetization vectors. Since the angles between neighboring faces are comparatively large, dihedral angle is \( \approx 138^\circ \), the faces in the center of the projection are oriented only with 21° tilt from the perpendicular position relative to the beam direction. It gives good overview of the magnetization vector orientation with respect to the facet surface.

It can be seen in figure 7.15 g), h) and i) that magnetization vectors are mostly oriented in-plane of the faces that corresponds to white color on the projections. The surrounding faces which are observed under certain angle have a tilt out of projection plane and have darker color. The areas between faces with opposite direction of magnetization have also IP rotation of vectors over the edge that is seen on the images of YZ and XZ plane projections. The vortex like object is projected as a localized dark round domain at the projection on the XZ plane.
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Figure 7.15: The magnetization of 700 nm big icosahedral particle shown from the different observation points as it is depicted in figure 7.14: a) above, b) front, c) right, d) below, e) back and f) left. The color refers to the orientation of magnetization relative to Z direction, with -1 anti-parallel and 1 parallel orientations; projections of magnetization vectors from the below, back and left observation points on the g) XY plane, h) XZ plane and i) YZ plane, respectively.

7.6.2 Magnetization simulation of pentagonal dipyramid shape

The simulation of magnetization of the pentagonal dipyramid shell was performed for 700 nm size as it is shown in figure 7.16. The above view shows that three faces magnetization bend around the pyramid surface in clockwise direction around the pyramid top, while 2 others have opposite vector direction (figure 7.17 a). The bottom view has 4 faces magnetized in clockwise direction while only 1 face has opposite magnetization direction (figure 7.17 d). For all configurations the vectors seem to be oriented in the face planes along the
base edge of the pyramid. The edges, where the faces with opposite magnetization start up or meet, have out-of-plane component and don’t coincide for top and bottom pyramids. Front and back views show that the faces of upper and bottom pyramids magnetized in opposite direction (figure 7.17 b,e). Unlike in case with icosahedral particle we do not observe any specific magnetization turn on the junction due to much sharper angle between them.

Figure 7.16: Pentagonal dipyramid shape of the particle in XYZ coordinates with marked views from above, right and front.

Figure 7.17 g), h) and i) shows the projections of magnetization vectors on the planes YZ, XZ and XY in a way as they would look in transmission images with beam as a normal of the according plane. The orientation of the particle in 3D space is given in figure 7.16 with corresponding views, from above, right and front. The magnetization on the two side edges mentioned before on XY projection has comparatively low out-of-plane component and is shown in light gray color. It can be explained with a small angle of about 37.5° between a side edge and base plane of the single pyramid. In general faces look uniformly magnetized in-plane, with magnetic contrast arising mostly from the different orientation angles of faces relative to the beam direction.

7.7 Magnetic ptychography on core-shells

For ptychographic imaging core-shell structures with the most defined shape of twinned particles have been selected by high-resolution SEM images, which allow to observe the particles from the upper side. The icosahedral particles have been more frequently observed than pentagonal dipyramids. At 850 eV absorption Ni-edge and 5.3 cm sample to
detector distance pixel size of ptychography scan is 6.1 nm, at Cu-edge energy of 930 eV the pixel size is 5.6 nm. In order to perform measurements with applied external magnetic field the detector was moved away from the sample to the distance of 8.3 cm that corresponds to pixel sizes of 9.5 nm at Ni edge and 8.8 nm at Cu edge.

SEM image of 3D shaped particles with 500-700 nm sizes is presented in figure 7.18 a). The corresponding amplitude ptychography and STXM scans of the same particles are presented in 7.18 b) and c), respectively. The ptychography image exhibits more structural
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Figure 7.18: Images of core shell particles with 15 nm Ni thickness obtained with a) SEM, b) ptychography and c) STXM. XMCD images of the same particles were calculated from d) ptychography and e) STXM scans with left and right X-ray light polarization.

details on the edges of the particles.

Figure 7.19: Line profiles over the a) magnetic and b) morphological edges of core shell particles shown in the figure 7.18.

The line profiles, marked by lines in figure 7.18, crossing the edge of a region with
different magnetization and the morphological edge were obtained from the same particles and presented in figure 7.19. The step width over the border of two magnetic domains resulted in 39.1 nm in ptychographic image versus 70.1 nm in STXM image, and respectively 19.1 nm and 68.8 nm over the morphological edge of the particle. STXM image suffers from the edge jitter because of the incorrect pixel distribution that is enhanced in XMCD image due to misalignment.

XMCD images showed that magnetic domains on the Ni shell are mostly governed by the facet shape providing a single domain phase on the flat crystal surfaces. Some smaller details in magnetization are revealed in the ptychographic image, for example, small line on one of the faces marked by arrow in figure 7.18 d).

FRC for resolution evaluation in figure 7.20 was obtained from the same diffraction data set divided into two subsets and reconstructed into two individual images. The output pixel size of the images was 6.1 nm. The FRC with $1/7$ threshold level resulted in 8.3 nm half period resolution for charge and 12.2 nm for magnetic contrast.

In figure 7.21 three particles, which give an observation of icosahedral 3D shape from the different sides, are imaged with SEM and ptychography with the use of XMCD contrast. Since the average icosahedral angle is about $138^\circ$ in case of normal beam orientation to one of the faces other ones would make around $48^\circ$ relative to the beam direction. Even if all the faces in-plane magnetized we should see strong magnetic contrast provided by the orientations of face planes. In ptychographic XMCD images beside the uniformly magnetized faces the smaller magnetic features, like dots in images 7.21 a) and c) or a line along the face junction in image 7.21 b) marked with white arrows are observed.
The SEM images do not show any unexpected morphological features on the surface of these regions. Therefore the observed magnetic structures might be a result of geometrical whirling of vectors or structural impurities of Ni film. The size of the observed small domain in image 7.21 a) is around 40 nm, while in image 7.21 c) it is around 72 nm.

Some of the investigated particles showed undefined magnetization even exhibiting almost perfect pentagonal symmetry in their shapes. For example a particle in figure 7.21 c) has some unexpected minor magnetic domains in the central facet.

In figure 7.22 SEM and ptychographic XMCD images of core-shells with various and less defined shapes are shown. In image 7.22 a) a particle with big facet area of about $460 \times 650$ nm elongated along one axis exhibits out-of-plane magnetization with multiple
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Figure 7.22: Core-shell particles with various shapes imaged by SEM and ptychography using XMCD contrast: a) 1.5 \( \mu \text{m} \) big particle with a large facet area; b) extended along one symmetry axis; c) pentagonal pyramid with a flat profile.

domains in Ni shell within one face. Core-shells, extended along one symmetry axis and having narrow faces as it is shown in image 7.22b), mostly have faces uniformly magnetized through all particle length. A particle in image 7.22c) shaped as a pentagonal pyramid has small height to edge length ratio, that makes its profile flat. In this case the orientation angle between neighboring faces is too large and we observe magnetic domains going over the facet edges. The magnetization pattern on such particle surface is no longer defined by the particle geometry.

Experimental data and simulations

The most of the core-shell particles have deviations from the ideal geometry of the simulated shapes. Additionally, they are oriented under different angles relative to the surface and only one side of the particle can be observed. Therefore in order to find a correct correspondence with simulated magnetization the estimation of particle position and shape is required. It has also to be considered that in some cases a particle is inhomogeneously covered with Ni that depends on its orientation and placing on the membrane. It might happen that the bottom part can be hardly reachable and get less Ni during the deposition. This fact can also affect the magnetization configuration, since simulation assumes homogeneous particle coverage with Ni.

The particle in figure 7.23a) is turned with a pentagonal cap towards the beam with a slight tilt upwards, so that we can see side face on the bottom of the particle. X, Y and Z components of vector magnetization should be considered if we would look at the
Figure 7.23: Icosahedral particles: imaged by SEM, the same particles in XMCD image obtained from ptychography measurements and simulated magnetization vectors. Red background here and after is used for better vectors visibility.

particle from right above with a small tilt from X axis. In this case we assume that our projection plane YZ is tilted for about $30^\circ$ that corresponds to the peak of the side cap. Therefore the vector coordinates were corrected using Euler rotation matrix around Y axis, additional small tilt in X direction was not taken into account. Figure 7.23 a) shows simulated particle magnetization oriented in a way that it corresponds to the ptychographic image. On the both images we see only two faces having magnetization vectors pointing out of projection plane. These faces seem to be separate with some in-plane magnetized region on the top point of the pentagonal structure, that is observed in the measured data as well. A dark spot is seen on the edge of two faces with opposite magnetization which create a narrow region where vectors change their orientation for $180^\circ$. Since the precise angles of particle orientation relative to the beam direction are unknown only qualitative
estimation of measured and simulated magnetization can be done.

The same correction of vector coordinates has been done for particles in figure 7.23 b) and c) in order to get accurate vector projection from the certain rotation angles. The core shell in image 7.23 b) corresponds to $60^\circ$ vector rotation around Z axis. In the simulated image we see two neighboring faces having dark magnetic contrast, while three others have magnetization almost parallel to the projection plane. It is similar to the measured data, although we see that the core-shell is partially distorted on its right side. This shape difference produces a morphological edge with a step that visible on SEM image and might be a source of a dark thin edge line on the XMCD image. Also a small magnetic domain of about 60 nm is observed near to one of the edge.

The core-shell in image 7.23 c) have round shaped 72 nm big magnetic domain right in the middle of the morphological edge, that has been observed in simulated data. If the vectors of the simulation have a turn for about $30^\circ$ around X axis XZ projection would give similar particle orientation as it is imaged by ptychography. The magnetization on the side faces indeed looks inhomogeneous having relatively small magnetic contrast. The center of the whirl of the simulated magnetization vectors is located at the same position and potentially exhibit out-of-plane magnetization.

Figure 7.24: SEM, ptychographic XMCD and corresponding simulated magnetization images of core-shell particle shaped as pentagonal pyramid.

In figure 7.24 a pentagonal pyramid, only half of simulated dipyramid, is shown and oriented with its base slightly tilted out the substrate plane. For the magnetization vector correction the tilt in all three directions has been taken into account. The simulation of pentagonal shape showed that all faces have in-plane magnetization directed along the base edges of the pyramid. Therefore magnetic contrast of the facets mostly a result of its complex tilt. Additionally in the XMCD image the brighter magnetic contrast on the front edge is observed. This region corresponds to magnetization vectors oriented along the side edge. Some minor magnetic domains are present on the faces which are not shown in simulation and presumably caused by Ni film features.
7.8 Conclusion

The magnetization of separate 500-800 nm big core-shell particles with twinned symmetry crystal, i.e. icosahedral and pentagonal dipyramid shapes, have been studied with the use of X-ray ptychography. The half period of charge scattering resolution of obtained ptychographic images estimated with FRC is 8.3 nm for charge and 12.2 nm for magnetic contrast and showed significant improve in comparison with STXM images. It is possible that magnetic contrast in ptychographic images have been additionally enhanced due to strong scattering from the morphological edges of the facets.

Core-shell nano structures with Cu crystal core and epitaxially grown Ni film have been investigated and presented large diversity of particle shapes and sizes. Micromagnetic simulations of magnetization in Ni shell of twinned particles with complex geometries showed dependance of magnetization configuration on the 3D shape of the structure. It denotes the possibility to tailor the magnetic properties by changing the crystal geometries of the core. According to the simulation icosahedral shape has magnetization vectors wrapping around the particle and forming vortex like structures from the opposite sides of the shell. It happens due to comparatively big angles between neighboring facets in icosahedron, so it is close to the spherical shape. Pentagonal dipyramid simulation resulted in magnetization of two pyramids be quite independent from each other and have vectors laying in plane of the facets along the base edges. Unusual magnetization configurations occur on the junction areas right along the edges where facets with opposite magnetization meet. The cubic anisotropy simulations resulted in insignificant vectors turn more in the facet plane that corresponds to their reorientation along easy crystallography axis of magnetization. However the general magnetization configuration is determined by the shape anisotropy of Ni shell.

Ptychographic imaging showed more structural and magnetic details on the core-shell surfaces than STXM images that allowed to determine the complex multidomain state of the magnetic shell. Due to geometrical deviations of the real core-shell structures from the simulated ones the various magnetization configuration have been observed. Particles with comparatively big faces exhibit magnetic state with multiple domains, as the facet areas are big enough that single domain state is already energetically unfavorable. The small magnetic dot like domains of 40-70 nm diameter size have been observed on the face edges. The origin of these magnetic domains is geometrical or caused by magnetic domains pinning on the Ni film impurities caused by dislocations in the junction areas. The point like magnetic domains on the edges and line domains along the facet edges showed a good agreement with simulated data. The observed correspondence reveals that magnetization is governed by the particle shape and can be predicted and controllable modified by varying the angles between the facets. At the same time the reproducibility and homogeneity of the particle shapes have been found to be of a great importance for the magnetization studies.
Chapter 8

Summary and outlook

Ptychography at MAXYMUS microscope  A new ptychographic imaging technique was implemented at the MAXYMUS beamline at BESSY II in Berlin as a part of this thesis. For this purpose a highly efficient, low read out noise and fast CCD camera, optimized for the soft X-ray range, was installed and commissioned. In order to produce ptychographic reconstructions a SHARP code developed at ALS (USA) was implemented on a computing cluster with 8 GPU processing units. In collaboration with Micro/Nano Optics group of department Schütz special Fresnel Zone Plates (FZPs) optimized for ptychographic imaging were designed and produced by ion beam lithography. They had an outermost zone width from 75 nm to 125 nm to speed up the data acquisition. The FZPs have been tested for diffraction efficiency at different X-ray energies to ensure a high photon flux in illumination spot in order to provide high scattering statistics in diffraction images of ptychographic scans. SiN FZPs with extra thick beamstop produced by laser lithography deposition exhibit highest efficiency of 8.0 % for the energies of 700-800 eV versus 0.51 % for conventionally produced Au FZP.

To optimize resolution and contrast of ptychographic reconstructions different scanning parameters, like overlap ratio of neighboring scanning points, defocused position, different numerical apertures, dwell time and degree of coherence, were tested using a strongly scattering Au Siemens Star pattern. The optimized overlap degree showed successful reconstruction results even with step size as big as focus spot. The larger step size reduces scanning time significantly, while the further increase of scanning step produces a grid artifact pattern. In defocused configuration the sample was moved back from the FZP that resulted in artifact free reconstructions with the step size 15 % bigger than illumination spot in the focused position. It proved independence of the method from the sample position relative to the focus of the used optics. The reduced photon flux in defocused position is a main limitation for this configuration application for low scattering specimens.
The tests with the real data set of the Siemens star sample showed the direct dependence from the pixel size of the reconstruction on the amount of diffraction orders captured by CCD. The imaging of 15 nm innermost feature size Siemens star with 12.5 nm output pixel size was performed in order to illustrate numerical aperture limited resolution of the used setup. Therefore for highly scattering samples the resolution is mostly determined by the pixel size of the reconstructed image.

Since the photon statistics in diffraction pattern is crucial for reconstruction quality the dependence of the image contrast on dwell time for highly scattering Siemens star and low scattering magnetic domain sample have been studied and showed different behaviour. The increase of dwell time for the charge scattering samples doesn’t improve the reconstruction quality significantly. However for the magnetic sample the contrast improvement of 20% with a plateau value around 300-400 ms is observed. The further increase of the dwell time did not show any changes in image quality. The degree of coherence of the beamline after aperture slit at FZP position and after FZP in the focus spot was evaluated for the set of different FZPs available at MAXYMUS. A confident agreement with experimental data for different degree of coherence obtained by the change of vertical slits opening have been observed at 1400 eV. If the coherent length is smaller than the focus spot the features of resolution target were not resolved. In general if FZP is illuminated coherently the coherence length in focus spot is always adequate for artifact free ptychographic reconstruction.

A set of research related samples, made from specific materials with high scattering, have been chosen for ptychographic imaging in order to test its perspectives for experimental use and to compare it with conventional STXM imaging. LiFePO$_4$ nano batteries with lithiated and delithiated phases showed profound resolution improvement on morphological edges as well as on the borders of the regions with different chemical states. Ptychography reveals structural details with sizes in order of few tens of the nanometer which can be hardly resolved with STXM. Desert varnish specimen consisting of ultra thin altering layers of Mn, Fe, Si and Al are found as a crust growing on the rocks in desert environments. Ptychographic images at Al-edge revealed 10 nm thick layering of the material that was never imaged or investigated before.

As a result the MAXYMUS microscope was successfully upgraded for high resolution ptychographic imaging of wide range of samples. The system allows ptychography with applied external magnetic fields, a possibility to rotate sample for 30° and use of a cooling device for low temperature measurements. The combination of the sensitive CCD camera with high read-out rate, the high efficiency FZPs and the powerful computing system allows realization of fast and reliable imaging of scientifically relevant samples. The resolution scales achieved using highly scattering samples resulted in a confident improvement in comparison with STXM allowing qualitatively new level in investigation of research related materials.
Ptychographic magnetic imaging of skyrmions  Investigation of the skyrmionic state of multilayer samples using ptychographic imaging was a further subject of this thesis. Skyrmions are claimed to be promising candidates for spintronic applications. This would require an effective control over their sizes, which can be as small as few nanometers. Therefore high resolution imaging of small sub-100 nm skyrmions at room temperature would allow to investigate such specimens giving an insight in understanding of the role of various magnetic interactions occurring in various multilayer systems.

Different sets of multilayer samples [Pd and Ta/CoFeB(0.6nm)/MgO]×15 and [Ta/CoFeB (wedge 0.78 - 1.45 nm)/MgO]×15 with OOP easy axes have been imaged using ptychographic reconstructions with XMCD contrast. The existence of skyrmions is indicated to be in isolated state with sizes strongly varying in dependence on the used heavy metal. The sizes of domains and skyrmions were changed by applied external magnetic field perpendicular to the film surface. The temperature dependent SQUID characterization on the same samples has been performed to determine the accurate values of $M_s$, $K_{eff}$, and $A$. The sample with lower $K_{eff}$ showed much denser and smaller domain packing. DMI values were calculated using domain spacing model. The strong variation of the results and the deviation from various literature values proved a complexity of force interplay in multilayer systems that determines the skyrmion formation. Therefore, the size and stability of magnetic skyrmions are obviously correlated not only to the DMI, but also to the exchange interaction, anisotropy and dipolar interaction as well as the magnetization. All these values are found to be sensitively dependent on the layer composition, sample quality and defect structure.

A special focus was given on the comparison of STXM and ptychography in terms of magnetic sensitivity for imaging of skyrmions and domains. The contrast of two sets of images showed different behaviour depending on the size of observed magnetic features. In skyrmion state ptychography has a strong contrast drop due to reduced scattering that reflects on the background retrieval of the reconstruction process. In general, STXM showed to be more sensitive for the magnetic contrast at the samples with thinner ferromagnetic layer, which did not show any contrast at ptychography. At the domain state ptychography resulted in comparatively higher resolution for domain wall width with the image contrast and visibility much higher than at the STXM images. At the same time the method was used for collecting high amount of statistical data about shape and size of skyrmions. Due to large field of view and faster scanning it was possible to depict around 100 skyrmions within one image in the same time as 4 times smaller STXM image. The thorough investigation of shape change of the separate skyrmions depending on the applied magnetic field has been done and showed some uniaxial misshape.

Ptychography showed certain advantages as a research instrument due to suitability for extended area imaging and fast scanning. Additionally it provides phase information that allows direct estimation of the magnetic scattering factors of studied materials.
Core-shell magnetization Magnetization of complex 3D geometrical shapes has been studied with ptychography on core-shell Cu-Ni nanoparticles. The thin magnetic film deposited on a curved or bended substrate possesses complex multi domain state that is determined by the shape of the substrate and influences their magnetic response. Characteristic length scales of magnetic features induced by magnetochiral effects and topology due to a DMI-like interaction have been studied in the tens of nanometer regime by ptychography. Ni grown by epitaxy on top of variously shaped polycrystalline Cu structures showed shape anisotropy with in-plane easy axis. 3D shaped magnetic particles on the membrane result in additional magnetic component causing saturation of OOP magnetization at different values of applied external field. STXM images with bias magnetic field showed that speed of re-magnetization of the particle facets along applied field is determined by their orientation to the membrane surface.

The fabricated particles exhibited various shapes, sizes and ratio of their spatial lengths and were pre-characterized with SEM. The XMCD ptychography revealed smaller magnetic structures, in a range of 40-50 nm, which were not observed with STXM. Magnetic ptychographic contrast was additionally enhanced by strong scattering from morphological edges, which in some cases coincided with the borders of magnetic domains.

In order to understand the magnetization behaviour of separate particles micromagnetic simulations were performed for different geometrical shapes. The python code for simulation of shape dependent magnetization has been developed for the Micro Magnum simulation environment. The results showed correspondence with experimental ptychography data and predict the magnetization configurations on different particle faces. The magnetization vectors are “wrapped” around the particle with interaction of neighbouring faces dependent on their mutual orientation angle. In particular edge effects and small dot domains, supposedly vortex like magnetization, have been imaged. Simulation with applied OOP external magnetic film stayed in agreement with the experiment showing in-plane magnetization component for the separate faces laying almost perpendicular to the beam direction. Due to high resolution of ptychography it was observed that at the facets of the real core shell particle in contrast to the expected singles domain state a multi-domain structure can be favoured.

This preliminary study indicates that ptychography has a big potential for imaging of such complex structures. In combination with strong chemical and morphological scattering components from particle edges it provides magnetically sensitive imaging with resolution higher than STXM imaging.

Outlook This study has shown promising results for magnetic sensitive X-ray ptychography that in some particular applications revealed details which are not resolved by conventional STXM imaging or other methods. The further steps for the method development at MAXYMUS beamline would be the implementation of ptychographic time-resolved imaging of magnetic structures, as well as 3D tomography for imaging of the bulk sam-
amples or samples with 3D shape as used in this thesis. In order to perform measurements in 3D mode the rotating sample holder with goniometric system must be implemented, that is technically possible in the existing set up. The late ptychography studies [189, 190] showed a potential for high resolution 3D ptychographic tomography even for magnetic material application [191]. Some approaches for time-resolved ptychography have been proposed earlier in [192] and use single-shot ptychography approach for reconstruction of multiple frames from a single camera snapshot with 150 ps temporal resolution. For the time resolved imaging of magnetic structure pump-and-probe synchronized system for ptychographic application has to be realized.

For the higher sensitivity of pure magnetic contrast in ptychographic images the reconstruction algorithm has to be tuned by enforcing background retrieval to enhance the weak contrast of imaged structures.
Appendix A

Ptychographic reconstruction engine at MAXYMUS

A.1 Reconstruction software

A few software packages [193, 194] have been developed for reliable performance in experimental application.

Ptychographic reconstruction at MAXYMUS microscope was performed with CUDA based SHARP software (Scalable Heterogeneous Adaptive Real-time Ptychography) initially developed for the ptychographic setup at the Advanced Light Source [195, 196]. The thorough description of the SHARP software based on the iterative phase retrieval algorithm (see the Chapter 3) is presented in [97]. Here the basic sequence of algorithm is presented. A typical reconstruction includes following steps:

- Input data are provided in CXI file format and include set of diffraction patterns \( I(q) \) and translation matrix \( x \) that contains coordinates of the sample subregions.

- If initially not provided, an illumination \( w^{(0)} \) is generated as a Fourier transform of the square root of the average frame. If initial image \( \varphi^{(0)} \) is not included in input CXI file it is built by producing the image with randomly distributed values in the range of [0,1).

- Generation of the illumination operator \( Q \), which scales the extracted frame point-wise by the illumination function \( w \). Additionally \( Q^* \), \( (Q^*Q)^{(-1)} \) and frames \( z^{(0)} = Qw^{(0)} \) are determined.
• Each frame $z$ is updated according to [197] projector operators $P_Q$ and $P_a$:

$$z^{(l)} := [2\beta P_Q P_a + (1 - 2\beta) P_a + \beta (P_Q - I)] z^{(l-1)},$$  

(A.1)

where $I$ is the identity operator, $\beta \in (0.5, 1]$ is a scalar value of Relaxed Averaged Alternating Reflection (RAAR) algorithm, $P_a$ is a projection function, which ensures that the frame $z$ matches the experiment, and $P_Q$ is a projection function, which checks that overlapping frames are consistent with each other.

• The image $\varphi^{(l)}$ is updated using the expression:

$$\varphi \leftarrow \frac{Q^* z}{Q^* Q}$$  

(A.2)

• The new illumination function $w$ is calculated from the object function $\varphi$ and updated frame $z$. The illumination Fourier mask and the illumination Fourier intensities constraints are applied in order to improve the contrast of high frequencies signal. The center of mass of illumination is computed and shifted for the fixed translation of the object.

• Background retrieval can be performed by the estimation of static background and its removal in the iteration as described in [198].

• To monitor the progress of the reconstruction metrics Fourier error $\epsilon_a(z)$ and overlap error $\epsilon_Q(z)$ are used. When one of the metrics drops below the limit, defined by a user, the iterative process will be stopped. The metrics are defined as the normalized mean square root error of the corresponding projection $z$:

$$\epsilon_a(z) = \frac{||(P_a - I) z||}{||a||}$$  

(A.3)

$$\epsilon_Q(z) = \frac{||(P_Q - I) z||}{||a||}$$  

(A.4)

At the end of the iterative process reconstructions real and imaginary parts of illumination function $w$ and object function $\varphi$ are returned.

• Images of the phase, $\varphi$, and amplitude, $A$, are calculated from real and imaginary parts of the reconstruction as following:

$$\phi = \arctan \frac{\text{Imag}}{\text{Real}},$$  

(A.5)

$$A = \sqrt{\text{Real}^2 + \text{Imag}^2}.$$  

(A.6)
A.2 Computing power

The code is implemented in CUDA, running in NVIDIA GPU environment. The parameters of reconstructing computer, which was installed at MAXYMUS microscope for ptychographic data processing, are listed in the table A.1.

The computing cluster has 8 GPUs that allows processing the images up to 170×170 frames. The number of GPUs to be used can be selected by the user before reconstruction process. To provide the optimal timing of reconstruction the amount of frames per GPU shouldn’t be lower then 600 frames, otherwise frames division and afterward summing over the multiple GPUs result in increase of the total reconstruction time. As it is shown in figure A.1 a) big amount of GPUs for the reconstruction of comparatively small images, 50 × 50 or 60 × 60 frames, leads to increase of the time that is caused by inefficient frames distribution. The calculation of the error metrics obtained for the reconstruction of Siemens Star resolution target run with 200 iterations is presented in figure A.1 b). It shows that ptychographic reconstruction reaches a stable solution after about 60 iterations. Further increase of the number of iterations (>400) doesn’t improve the output image and in some cases causes the rise of reconstruction errors.

The figures A.2 a) and b) show the characteristic reconstruction of phase and amplitude of the illumination function obtained from the simulated data. The line profile through the middle of the amplitude in figure A.2 c) shows the expected illumination intensity profile in the FZP focal plane.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of GPUs</td>
<td>8</td>
</tr>
<tr>
<td>Cuda cores</td>
<td>24576</td>
</tr>
<tr>
<td>GPU memory</td>
<td>96 GB</td>
</tr>
<tr>
<td>RAM CPU</td>
<td>128 GB</td>
</tr>
<tr>
<td>Performance</td>
<td>up to 56 TFlops single precision floating point (peak); up to 1.6 TFlops double precision floating point (peak)</td>
</tr>
<tr>
<td>Data storage</td>
<td>36 TB storage, 1 TB SSD working volume</td>
</tr>
</tbody>
</table>

Table A.1: Parameters of ptychography reconstructing computer at MAXYMUS.

Figure A.2: a) Amplitude and b) phase reconstruction in radians of illumination function of a simulated data set; c) profile of the center of illumination amplitude.
Appendix B

Phase imaging and phase information

B.1 Interpretation of phase information

The retrieval of phase information is one of the main advantages of ptychographic imaging. Reconstructed phase image gives an enhanced contrast of weakly absorbing objects. The phase information can be used to calculate electron density and mass density of an investigated specimen. The phase image contrast is proportional to $2\pi \delta t/\lambda$, while the natural log of the amplitude image gives $2\pi \beta t/\lambda$. In order to evaluate the correctness of the reconstructed phase image the thickness of resolution target Siemens Star with height of structures of $150 \text{ nm} \pm 10\%$ is calculated. The refraction index component $\delta = 0.0028543$ for Au at 800 eV X-ray energy.

The phase reconstruction was corrected by background image subtraction (figure B.1a) in order to minimize effect of carbon contamination in the center of Siemens Star. The background image was generated from the phase image using Subtract background tool in ImageJ package. According to the calculated image in figure B.1b) the height of the structures in the inner circle is $127 \pm 25$ nm, the second row with bigger structures has $135 \pm 25$ nm in height. A slight deviation from the expected values might be explained by the real discrepancy of the height of 30 nm structures to the specification data. That might occur due to difficulty to produce structures with the same height to thickness aspect ratio for all resolution features during fabrication process. The tendency of the structure height growth towards outer circles with bigger structures allows to conclude so. Another possible source of inaccuracy is the background correction that has the most significant impact in the area with the smallest structures.
APPENDIX B. PHASE IMAGING AND PHASE INFORMATION

Figure B.1: Estimation of the height of the Siemens Star 30 nm big structures using phase contrast: a) phase reconstruction of Siemens star and background correction image; b) calculated thickness of the Siemens Star from the phase image.

B.2 Artifacts

It occurs very often that ptychographic phase reconstructions suffer from the different types of imaging artifacts. One of them is phase halo that is known from optical phase sensitive microscopy and Zernike X-ray microscopy [199]. This effect is pronounced whenever there is a significant difference in the indices of refraction between the neighboring sample regions. Figure B.2 a) shows the ptychographic phase reconstruction of LiFePO$_4$ nanoplate imaged on Fe absorption edge (see Chapter 5.1). The areas with different oxidation states show different contrast of halo occurring at the edge of the particle. Whether it is bright or dark contrast is determined by the ratio of the phase shift in the particle itself and in the background media. So the center part of the nanoplate produces dark halo on the border with background that has lower phase shift as it is seen from the graph in figure B.2 b). The dark regions of nanoplate have bright halo because the phase shift is smaller then in background media (figure B.2 c). The bright halo near the sample edge is a result of refracted X-rays on the interface which is summed up with the direct beam outside the sample area [200]. This effect is a limiting factor for studying process occurring at the edges of a specimen since it is hard to distinguish the real features contrast and contrast coming from the halo artifacts. However it is observed only at the samples exhibiting sharp morphological edges.
Another possible artifact leading to incorrect phase image projection is a missing or incorrect unwrapping of the phase. The phase difference bigger than $\pi$ results in incorrect phase unwrapping. The phase wrapping is shown in figure B.3 a) that is projected as a black area with big negative values in the region supposedly having positive phase shift. The figure B.3 b) is a corrected phase image obtained by changing the values which have jumps greater than $\pi$ to their $2\pi$ complement. This process is called phase unwrapping that is free from $2\pi$ jumps and returns the wrapped phase to a continuous phase signal. The image was corrected using Python programming language.

Another source of error is differential phase clipping which occurs when the phase changes within one pixel. Mainly it happens at the edges of highly scattering objects, when the change of the phase from background to the particle is comparatively high.
Figure B.3: Phase images of LiFePO$_4$ nanoplate: a) shows the wrapping of the phase to negative values that cause incorrect color projection, b) corrected phase image.
Appendix C

Methods for resolution evaluation

Spatial resolution is a fundamental parameter of any imaging technique. As it was discussed in the previous chapters resolution of a reconstructed ptychographic image depends on many experimental factors: scattering power of sample, coherence, numerical aperture of detector, as well as external noises and sample deformations. Therefore resolving power of ptychography must be analyzed using the reconstructed image itself. Besides the conventional methods of resolution evaluation, e.g. imaging of test targets or measurement of step profile of the regions with different contrast, there are methods which examine image resolution in the Fourier space, described in literature [201, 202, 203, 204]. In the current work power spectral density (PSD) and Fourier ring correlation (FRC) are used.

**Power spectral density (PSD)** shows the strength of the signal in reciprocal space as a function of frequency. In this case resolution of the image is estimated as a signal power depending on the spatial frequency in Fourier space. It derived as following:

\[
PSD = FT[\rho(r)],
\]

where \(\rho(r) = x(r) \cdot x(-r)\) is an auto-correlation function of the signal \(x(r)\). The 2D PSD function is presented as a 1D radial profile spectrum over all \(\phi\) in reciprocal space. The spatial frequency analysis indicates the achievable reconstruction resolution that is determined as a double level of statistical noise. The flat profile at the highest frequencies end of PSD curve can be regarded as the noise level.

**Fourier ring correlation (FRC)** is a method that initially was used for the evaluation of resolution in electron microscopy [202]. However it became commonly used for diffraction imaging techniques. FRC estimates the similarity of two independent ptychographic reconstructions of the same sample in the reciprocal space. It determines the resolution threshold at which both reconstructions are consistent. To calculate the correlation a diffraction data set of one image has to be split into two sets and reconstructed.
into two independent images, which then are Fourier transformed and multiplied. The normalized average correlation is computed for \( N_r \) concentric rings of increasing radius, which correspond to increasing spatial frequencies in the Fourier space, and expressed as following:

\[
FRC(R) = \frac{\sum_{i \in R} I_1(r_i) I_2(r_i)^*}{\sqrt{\left(\sum_{i \in R} |I_1(r_i)|^2\right) \cdot \left(\sum_{i \in R} |I_2(r_i)|^2\right)}},
\]

where \( R \)-ring number, \( r_i \)-the individual pixel at radius \( R \), \( I_1 \) and \( I_2 \) Fourier transforms of two ptychography images. The number of rings determines the binning of the FRC curve.

Determination of resolution in FRC is still controversial issue [205]. Currently three basic threshold methods are used:

- The 1/2-bit threshold is a method when the intersection of the threshold line with the FRC curve defines the point where information per pixel is equal to 1/2 bit.

- The fixed threshold of 0.143 [206] that is an estimated value representing the average signal-to-noise ratio in a reciprocal space resolution ring and the error in the structure factors.

- The threshold of \( \sigma \)-factor aims to determine the high-frequency limit, where the signal stays significantly above the random-noise level. So the intersection of the FRC curve with this threshold line corresponds to the value where the FRC begins primarily represent high frequency noise.

The described methods are used for resolution evaluation in this thesis.
Appendix D

Magnetic properties of skyrmion multilayer with different thickness of ferromagnetic layer

Multilayer films Ta(5)/[CoFeB(1.1 nm wedge)/MgO(2)/Ta(3)]15 (numbers are thickness of layer in nm) with total CoFeB layer thicknesses between 11.55 and 21.75 nm have been magnetically investigated by SQUID magnetometry at different temperatures from 5 to 350 K. The samples were numbered from 1 to 7 in accordance with the FeCoB single layer thickness as following: No.1=0.8 nm, No.2=0.9 nm, No.3=1.0 nm, No.4=1.1 nm, No.5=1.2 nm, No.6=1.3 nm, No.7=1.4 nm.

The intrinsic magnetic material parameters were determined: saturation polarization $J_s$ (or saturation magnetization $M_s = J_s/\mu_0$), exchange constant $A$ and magnetocrystalline anisotropy constant $K_1$ as it is shown in figures D.1 and D.2.

The saturation polarization $J_s$ is directly obtained with the approach to saturation of the magnetic polarization in the OOP hysteresis loops shown in figures D.3, D.4, D.5. The samples with higher CoFeB layer thicknesses have larger $J_s$ values for a given temperature as it is seen from figure D.1 a). The exchange constant $A$ relates to the strength of interaction between neighboring magnetic moments due to exchange interaction and cannot be determined directly. It is evaluated as a function of temperature from the temperature dependence of the saturation polarization, that is given as following:

$$A(T) = \frac{J_s(T)D_{sp}}{2g\mu_0\mu_B} = \frac{J_s(T)k_BT_C}{2g\mu_0\mu_B} \left( \frac{0.117\mu_0\mu_B}{J_s(0)} \right)^{2/3},$$

where the parameter $g$ is the Landé g-factor, $D_{sp}$ is the spin wave stiffness constant, $\mu_B =$
9.274 \times 10^{-24} \text{ A/m} is the Bohr magneton, $J_s(0)$ describes the spontaneous magnetic polarization at $T = 0$ K, $T_C$ is the Curie temperature and $k_B$ is the Boltzmann constant. The parameters $J_s(0)$ and $T_C$ can be determined by plotting $J_s(T)$ versus $(T/T_0)^{3/2}$ and extrapolating it to the axes. The exchange constant continuously increases with increasing of CoFeB thickness as it is seen from figure D.1 b).

The anisotropy describes the energy required to rotate the magnetization vector from easy to hard direction in ferromagnetic. The temperature dependent magnetocrystalline anisotropy constant $K_1(T)$ for skyrmion samples have been determined by using following expression:

$$K_1(T) = K_1(0) \left( \frac{J_s(T)}{J_s(0)} \right)^3 \quad (D.2)$$

Initially the $K_1(0)$ values have been obtained by inserting the experimentally derived $K_1(RT)$ and $J_s(RT)$ values into equation D.2. Opposite to the behavior observed for the saturation polarization $J_s$ and exchange constant $A$ the magneto-crystalline anisotropy constant decreases with the increase of CoFeB thickness as it is shown in figure D.2.

Curie temperature $T_C$ can strongly depend on the thickness of ferromagnetic layer. It is found to drop significantly for the Ta systems as it is shown in figure D.6.
Figure D.1: Temperature dependent magnetic properties of Ta/CoFeB/MgO/Ta skyrmion samples with different thickness of ferromagnetic layer: a) polarization saturation $J_s$ and b) exchange stiffness $A$. 
Figure D.2: Temperature dependent anisotropy constant $K_1$ of Ta/CoFeB/MgO/Ta skyrmion samples with different thickness of ferromagnetic layer.
Figure D.3: Temperature dependent hysteresis loops for skyrmion samples No. 1 and 3.
Figure D.4: Temperature dependent hysteresis loops for skyrmion samples No. 4 and 5.
Figure D.5: Temperature dependent hysteresis loops for skyrmion samples No. 6 and 7.
Figure D.6: Dependence of Curie temperature on the thickness of CoFeB layer in skyrmion multilayer.

[Graph showing the relationship between Curie temperature ($T_C$) and sample thickness (nm) with a linear fit and a point at 7.84 nm]
Appendix E

Magnetisation simulation of nanoparticle Ni shell

E.1 Cell size of the simulations

The cell size requirement for the simulation is defined by the exchange length of Ni, which is 9.9 nm. Since the thickness of Ni core is 15 nm the cell size of 5 nm was chosen that assures the complete coverage of the surface of simulated volume with square subunits. The size of the cell determines the processing time of simulations, since the total amount of calculated points is scaled with a cube of the cell size. Amount of simulated cells is also limited by computational power of the GPUs: the maximum total particle size is $255 \times 255 \times 255$ for 1 GPU.

The simulated shell volume was calculated as a difference of the total volume of the particle and the core volume. In order to estimate the simulated shell volume let’s consider icosahedron shape. The volume of icosahedron shell is determined as:

$$V = \frac{5(3 + \sqrt{5})}{12}(a_{part}^3 - a_{core}^3), \quad (E.1)$$

where $a_{part}$ and $a_{core}$ are the edge lengths of the whole particle and the core, respectively. If particle size is 700 nm and $a_{part}$=368 nm the simulated volume is $1.27 \cdot 10^7 \text{ nm}^3$. Using 5 nm cell size it results in $1.02 \cdot 10^5$ simulated cells in total. All the values related to the core of the particle are set to zero.
E.2 Icosahedral particle

The following simulations have been performed for the different sizes of the core-shell particles: 300 nm, 500 nm and 700 nm. The basic parameters of particle sizes are present in the table E.1.

<table>
<thead>
<tr>
<th>Total size (nm)</th>
<th>Edge length (nm)</th>
<th>Face area (µm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>157</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>263</td>
<td>0.03</td>
</tr>
<tr>
<td>700</td>
<td>368</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table E.1: Parameters of the simulated icosahedral shapes.

The thickness of Ni shell of 15 nm have been simulated with and without cubic anisotropy. Figure E.1 shows all 6 configurations for different core shell sizes and anisotropy considerations. The color of the magnetization vectors presents their orientation relative to Z direction and gives general view on the magnetization on the particle surface. As it is seen from the 3D views of the simulations there are insignificant changes in magnetization whether the cubic anisotropy is taken into account or not. The minor differences in the facet planes are observed in the bigger 700 nm particles that might be caused by the larger facet area. Cubic anisotropy changes the magnetization vectors relative to Z direction, for example the light green face gets yellow coloring in the case when cubic anisotropy is present. It means that magnetization tends to orient in the direction of its easy crystallographic axis, in Ni FCC it is [111] direction. If Ni film is grown on (111) icosahedral face it gives higher in-plane component for magnetization vectors, that we observe in the simulation. Since the particles of 500 nm and 700 nm in size have larger facets the magnetization looks more regular, the edge effects are scaled down and look more localized.

E.3 Pentagonal dipyramid particle

The magnetization simulations of Ni pentagonal dipyramid shells of different sizes, 300, 500 and 700 nm, as well as with and without cubic anisotropy are shown in figure E.2.

We assume that each pyramid consist of 5 tetrahedrons with a right angle and equal edges on the front side of the pyramid. The basic parameters of the simulated particles are listed in the table E.2. The areas of the faces are almost twice bigger than face areas in icosahedral particles with the corresponding total sizes. The angle between faces of two pyramids is about 75°, which is steeper than the angle between faces of the separate pentagonal pyramid, 108°. The color scale of the faces reflects magnetization vector
Figure E.1: Simulation of magnetization of 15 nm thick Ni shell on the surface of icosahedral particle which have 300 nm, 500 nm and 700 nm in size. The magnetization is simulated with and without cubic anisotropy. The color of the magnetization vectors presents their orientation relative to Z direction.

<table>
<thead>
<tr>
<th>Total size (nm)</th>
<th>Edge length (nm)</th>
<th>Face area (µm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>193</td>
<td>0.023</td>
</tr>
<tr>
<td>500</td>
<td>321</td>
<td>0.063</td>
</tr>
<tr>
<td>700</td>
<td>450</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table E.2: Parameters of the simulated pentagonal dipyramid shape.
Figure E.2: Simulation of magnetization of 15 nm thick Ni shell on the surface of pentagonal dipyramid particles which have 300 nm, 500 nm and 700 nm in size. The magnetization is simulated with and without cubic anisotropy. The color of the magnetization vectors presents their orientation relative to Z direction. Again a minor vector orientation change is more noticeable for 500 nm and 700 nm big particle in case if the cubic anisotropy is considered in the simulation. The change of the color, for example, observed on the two front faces which have orange and magenta shades without cubic anisotropy and turn red with magnetic anisotropy. In the second case magnetization get turned more in the face plane, almost parallel to the base edge, that again might correlate to the vectors reorientation along the easy crystallographic axis. In all configurations the most noticeable change of direction is
observed in two junction regions which have vectors turned along the side edges pointing up and down relative to Z axis. In the images these areas have green and blue vector colors as it is seen in figure 7.17 from above and bottom views. On the bigger particle this effects look much more localized.

### E.4 Simulation with external magnetic field

The simulated external magnetic field of 250 mT was applied along X axis of the icosahedral and pentagonal dipyramid particles as it is shown in figure E.3 a) and b), respectively.

![Simulated particles in external magnetic field](image)

Figure E.3: Simulated particles in external magnetic field: a) icosahedral shape in 3D space with field applied along X axis; b) pentagonal dipyramid shape in 3D space with field applied along X axis.

To simplify the calculations the cubic anisotropy of Ni was not taken into account. YZ and XZ projections of icosahedral particle magnetization have vectors laying in projection plane for most of the observed faces (figure E.4). The orange background is used here and after to improve the visibility of the vectors. In case if all vectors are turned along the magnetic field the YZ projection should look totally dark, although we see that magnetization vectors still have big in-plane component and just partially turned along the applied field. Indeed, according to the OOP hysteresis loop measurements the full saturation of the 15 nm thick Ni film happens around 600 mT.

The same behavior is observed for pentagonal dipyramidal shape of the particle in figure E.5. The faces oriented perpendicular or under small angle towards the magnetic field direction still have magnetization component partially laying in plane. The YZ projection imaged from the left above observation component shows that two side faces are totally black corresponding to vectors completely turned along the applied field. However the faces which point to the front in the YZ projection are still dark gray.
Figure E.4: Projections of magnetization vectors of icosahedral particle placed into magnetic field with direction along X axis on the YZ, XZ and XY planes.

The simulated data with external magnetic field are in agreement with the observed magnetization behavior studied with STXM (figure 7.13). The magnetization flip on the faces, turned almost perpendicular to the membrane surface, was much slower than on other faces. Due to limitation of the magnet system to 250 mT field the complete out-of-plane magnetization of the Ni shell couldn’t be reached.
Figure E.5: Projections of magnetization vectors of the particle placed into magnetic field with direction along X axis on the YZ, XZ and XY planes. The projection on YZ plane has additional view from above to demonstrate faces not visible from the right observation point.
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