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Abstract

Automotive electronic devices are exposed to substantially harsher thermo-mechanical loads compared to commercial consumer electronic products. Inside an electronic device, there is a large number of solder joints, supporting the electrical as well as the mechanical interconnections. In terms of mechanical properties, solder joints are a weak point of the whole device assembly and can ultimately determine its reliability. In the past two decades, significant efforts have been made to set up methodologies for lifetime prediction of solder joints in automotive applications. Finite Element Analysis (FEA) is being increasingly employed with the aim to support product design and qualification process. However, constitutive FE models for solder alloys capable of describing their mechanical behavior at the relevant conditions of automotive applications are still not widely established. The currently employed state of the art material models applied in industry and research are based on uni-axial stationary creep. Thus, they naturally fail to describe properly the complex cyclic time-, strain rate, and temperature dependent behavior under the full temperature range of accelerated qualification lab tests and operation conditions. Furthermore, intrinsic degradation processes due to cyclic thermo-mechanical loading are not still completely investigated and are not taken into account within FE-calculations. Current FE-reliability prediction methodologies for solder joints are not possible without the usage of lifetime models (e.g. Coffin-Manson) and their calibration on a substantial set of experimental data. Due to the lack of models mapping intrinsic material degradation, the current prediction methods remain strongly constraint to a single solder type and loading conditions used within the lifetime experiments. More advanced techniques, originally proposed for steel alloys, employ viscoplastic constitutive models and damage mechanics and provide a powerful framework for predictive FE-based lifetime assessment. The goal of the present work is to build on these concepts and extend them for usage in solder joint simulations. An important part of the methodology development is the advanced experimental characterization necessary to obtain the material behavior, which extends the currently available research activities on solder alloys. The experimental investigations are focused on the intrinsic mechanical and aging properties of a Sn-based solder alloy and used for the formulation of a suitable FE-material model within the frame of damage mechanics. Within the thesis, a material testing procedure has been developed in order to perform mechan-
ical characterization on standardized specimens. The test program includes strain rate controlled cycling, stress relaxation phases, uniaxial and multiaxial Low Cycle Fatigue (LCF) as well as creep tests in the temperature range: -40°C up to 125°C. As a first step, the mechanical and microstructure properties of the material in the initial state prior degradation are investigated. A viscoplastic material model of two viscous functions originally proposed by Chaboche et al. has been numerically implemented for 3D simulations. The model maps the observed stress dependence on temperature, time and strain-rate of the alloy in both low and high strain rate regimes. A step by step procedure for calibration of the model parameters in the temperature range -40/125°C is detailed and discussed. As a second step, aging mechanisms are investigated by means of creep and fatigue tests. A lifetime concept based on creep-fatigue partitioning is worked out and applied for the lifetime assessment of a real Surface Mounted Device (SMD) chip resistor under temperature cycling. The method’s predictions are correlated to reported experimental lifetime data within the project LiVe [1]. The proposed creep-fatigue partitioning approach provides means for fast estimation of solder joint reliability and might be used as a support of the design process of electronic devices. Finally, a full Continuum Damage Mechanics (CDM) model, which involves intrinsic damage propagation inside the material, has been developed and implemented for 3D simulations. Based on the observed aging properties, the damage model formulation takes into account local material softening due to creep-fatigue interaction. The CDM-simulation reveals the evolution of degradation in the solder joint component throughout its complete loading history. The main findings are discussed and put into perspective for future works dedicated to the implementation of the CDM approach for reliability prognosis and engineering lifetime concepts.
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<table>
<thead>
<tr>
<th>variable</th>
<th>dimension</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{ij}$</td>
<td>vector $[1 \times 6]$</td>
<td>true stress tensor</td>
</tr>
<tr>
<td>$D$</td>
<td>scalar</td>
<td>total damage variable</td>
</tr>
<tr>
<td>$E_{ijkl}$</td>
<td>fourth rank tensor $[6 \times 6]$</td>
<td>elastic stiffness matrix</td>
</tr>
<tr>
<td>$\varepsilon_{kl}$</td>
<td>vector $[1 \times 6]$</td>
<td>total strain</td>
</tr>
<tr>
<td>$\varepsilon^p_{kl}$</td>
<td>vector $[1 \times 6]$</td>
<td>plastic strain</td>
</tr>
<tr>
<td>$\varepsilon^{th}_{kl}$</td>
<td>vector $[1 \times 6]$</td>
<td>thermal strain</td>
</tr>
<tr>
<td>$\mu$</td>
<td>scalar</td>
<td>shear modulus</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>scalar</td>
<td>bulk modulus</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>scalar operator</td>
<td>Kroenecker operator</td>
</tr>
<tr>
<td>$\alpha_{CTE}$</td>
<td>scalar</td>
<td>material constant: CTE</td>
</tr>
<tr>
<td>$T$</td>
<td>scalar</td>
<td>current temperature</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>scalar</td>
<td>reference temperature for CTE</td>
</tr>
<tr>
<td>$\mathbf{v}$</td>
<td>vector $[1 \times 6]$</td>
<td>volumetric tensor $[1 \ 1 \ 1 \ 0 \ 0 \ 0]$</td>
</tr>
<tr>
<td>$\tilde{\sigma}_{ij}$</td>
<td>vector $[1 \times 6]$</td>
<td>effective stress</td>
</tr>
<tr>
<td>$\tilde{S}_{ij}$</td>
<td>vector $[1 \times 6]$</td>
<td>effective deviatoric stress</td>
</tr>
<tr>
<td>$\text{Tr}$</td>
<td>operator</td>
<td>trace of vector</td>
</tr>
<tr>
<td>$X_{ij}$</td>
<td>vector $[1 \times 6]$</td>
<td>back stress</td>
</tr>
<tr>
<td>$c_i$</td>
<td>scalar $i = 1 \ldots 3$</td>
<td>material constant: Prager's term</td>
</tr>
<tr>
<td>$\gamma_i$</td>
<td>scalar $i = 1 \ldots 3$</td>
<td>material constant: dynamic recovery</td>
</tr>
<tr>
<td>$d_i$</td>
<td>scalar $i = 1 \ldots 3$</td>
<td>material constant: static recovery</td>
</tr>
<tr>
<td>$\phi$</td>
<td>function</td>
<td>cyclic softening function</td>
</tr>
<tr>
<td>$\phi_{\infty}$</td>
<td>scalar</td>
<td>material constant: amplitude first softening</td>
</tr>
<tr>
<td>$b_k$</td>
<td>scalar</td>
<td>material constant: rate of softening saturation</td>
</tr>
<tr>
<td>$\varepsilon^p_{acc}$</td>
<td>scalar</td>
<td>accumulated plastic strain</td>
</tr>
<tr>
<td>$R$</td>
<td>scalar</td>
<td>isotropic hardening variable</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>scalar</td>
<td>material constant: initial yield stress</td>
</tr>
<tr>
<td>$Q$</td>
<td>scalar</td>
<td>material constant: amplitude first hardening</td>
</tr>
<tr>
<td>$b_q$</td>
<td>scalar</td>
<td>material constant: rate of hardening saturation</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>scalar</td>
<td>viscous stress</td>
</tr>
<tr>
<td>$\dot{\varepsilon}^p$</td>
<td>scalar</td>
<td>equivalent plastic strain rate</td>
</tr>
<tr>
<td>Symbol</td>
<td>Type</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>$K_2$</td>
<td>scalar</td>
<td>material constant: drag stress in creep regime</td>
</tr>
<tr>
<td>$m_2$</td>
<td>scalar</td>
<td>material constant: Norton’s exponent in creep regime</td>
</tr>
<tr>
<td>$K_1$</td>
<td>scalar</td>
<td>material constant: drag stress in viscoplastic regime</td>
</tr>
<tr>
<td>$m_1$</td>
<td>scalar</td>
<td>material constant: Norton’s exponent in viscoplastic regime</td>
</tr>
<tr>
<td>$D_1$</td>
<td>scalar</td>
<td>fatigue damage variable</td>
</tr>
<tr>
<td>$\varepsilon^p$</td>
<td>scalar</td>
<td>equivalent plastic strain</td>
</tr>
<tr>
<td>$\bar{\sigma}_{eq}$</td>
<td>scalar</td>
<td>effective von Mises stress</td>
</tr>
<tr>
<td>$a_1$</td>
<td>scalar</td>
<td>material constant: linear fatigue damage</td>
</tr>
<tr>
<td>$a_k$</td>
<td>scalar</td>
<td>material constant: damage rate after crack initiation</td>
</tr>
<tr>
<td>$\delta$</td>
<td>scalar</td>
<td>material constant: transition between $a_1$ and $a_k$</td>
</tr>
<tr>
<td>$D_a$</td>
<td>scalar</td>
<td>material constant: damage at crack initiation</td>
</tr>
<tr>
<td>$b_1$</td>
<td>scalar</td>
<td>material constant: fatigue damage, strain exponent</td>
</tr>
<tr>
<td>$q$</td>
<td>scalar</td>
<td>Clausmeyer quotient of multiaxiality</td>
</tr>
<tr>
<td>$b_{qm}$</td>
<td>scalar</td>
<td>material constant: multiaxiality exponent</td>
</tr>
<tr>
<td>$D_2$</td>
<td>scalar</td>
<td>creep damage variable</td>
</tr>
<tr>
<td>$a_2$</td>
<td>scalar</td>
<td>material constant: linear creep damage</td>
</tr>
<tr>
<td>$b_2$</td>
<td>scalar</td>
<td>material constant: creep damage, stress exponent</td>
</tr>
<tr>
<td>$c_c$</td>
<td>scalar</td>
<td>material constant: creep damage, strain exponent</td>
</tr>
<tr>
<td>$c$</td>
<td>scalar</td>
<td>material constant: ASME bilinear coefficient</td>
</tr>
</tbody>
</table>
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CDM Continuum Damage Mechanics
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IKTS Institut für Keramische Technologien und Systeme (Fraunhofer Dresden)
LVDT Linear Variable Differential Transformer
MPA Materialprüfungsanstalt (Universität Stuttgart)
N-R Newton-Raphson
ONERA Office National d’Etudes et de Recherches Aérospatiales
PCB Printed Circuit Board
RF Relaxation Fatigue
RVE Representative Volume Element
SAC SnAgCu (tin-silver-copper) solder alloy
SEM Scanning Electron Microscope
SMD Surface Mounted Device
SVAR State Variable
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1. Introduction

1.1. Motivation

The ongoing developments in the automotive industry follow the trend towards electric drives and autonomous driving in the long run. Especially in the context of electromobility, the demand for high performance electronic devices in cars is constantly increasing. As a consequence, a higher and more efficient integration of both logic and power components is needed [2]. In contrast to commercial consumer electronic products, automotive electronic devices must fulfill much higher requirements. On one hand, they are exposed to substantial thermo-mechanical loads. On the other hand, long term device reliability has to be guaranteed for a safe operation estimated to 15 years or 300000 km [3], which is meanwhile well beyond the usage period of many consumer products.

In terms of durability, the solder joint has been identified as a potentially weak point of the electronic assembly [1], which can ultimately determine the lifetime of the electronic devices in long term operation. Solder joints ensure the interconnection between electronic components (e.g. chip resistors, capacitors, power chips or diodes) and the substrate, which can be for example an epoxy Printed Circuit Board (PCB) or a ceramic substrate like a DBC (Direct Bounded Copper), see Fig.1.1. In order to prevent a possible pre-damage of the components and substrates during the assembly, the soldering process has to be carried out at temperatures below 250°C, which strongly restricts the choice of the materials used for soldering. Until 2006, tin-lead alloys have been the standard materials for soldering in electronic applications, as they were abandoned from production due to environmental reasons [4]. As substitutes for lead solder ternary alloys from the tin-silver-copper system were successfully introduced. Typical tin-based lead free solders for automotive electronics have a melting temperature of 220°C and contain around 3 to 4% of silver and 0.5% of copper. However, lead-free solder materials show different microstructure properties and thermo-mechanical behavior compared to the typical lead-solder alloys [1]. As a consequence, failure mechanisms and methods for their modeling became necessary.

Despite significant efforts for characterizing lead-free solder alloys and establishing reliability guidelines for the solder material within automotive applications, the
state of the art methodology is still limited. It is not able to provide an accurate lifetime prediction for different solder geometries and various loading profiles without significant experimental effort on component level used for calibration of empirical lifetime equations. One of the reasons is the incompleteness of experimental investigations focused on the intrinsic deformation and damage behavior of the material in the complete temperature range of applications. Recent improvements in both experimental and simulation techniques propose better description of the viscoplastic deformation and damage properties of solder materials [6]. This work aims to extend the knowledge concerning the mechanical behavior and damage mechanisms of lead free solder alloys. This is achieved by performing an experimental characterization, extending the already available data. Based on modeling the deformation and damage behaviors, a new approach is proposed to calculate the degradation of solder joint materials under combined thermal-mechanical load cycles.

### 1.2. State of the art

**Microstructure of SnAgCu (SAC) solder joints**

A large number of components are usually assembled by SMD technology (Surface Mounted Device), which is currently the industrial process in use to fabricate electronic devices in serial production. For example, a chip resistor is connected to the
During reflow soldering, a solder paste containing dispersed solder particles is heated up above the melting temperature of the solder and cooled down in a controlled manner using optimized temperature profiles.

After solidification, the solder joint comprises a tin-rich matrix of the $\beta$-Sn phase, in which the intermetallic phases $\text{AgSn}_3$ and $\text{CuSn}_5$ are randomly distributed. The $\beta$-Sn phase exhibits a tetragonal centered crystal structure with anisotropic stiffness \[8\]. Moreover, the $\beta$-Sn matrix has birefringent properties which make visible the grain structure using polarized light microscopy \[9\]. After the soldering process, the joint has a structure with a rather homogeneous crystal orientation, see Fig.1.2(a). This observation is confirmed by a Scanning Electron Microscope (SEM) analysis Fig.1.2(b) where only two large grains are identified in the initial state prior to thermo-mechanical loading.

After 1000 temperature cycles $-40^\circ\text{C}/125^\circ\text{C}$, the microstructure of the solder joints changes and a large number of small grains are identified in the micrograph Fig.1.3(a). The occurring recrystallization process affects both standoff and meniscus region of the solder joint. On the Fig.1.3(a), the standoff region is cracked after 1000 cycles and the crack propagates further near the soft termination of the chip resistor but still through the bulk solder material, towards the meniscus region. The inter-granular crack propagates along the multiple grain boundaries which formed by a recrystallization process, see Fig.1.3(b).

The crack results from thermo-mechanical fatigue of the material due to the un-
equal coefficients of thermal expansion of the joining partners, respectively PCB and Al₂O₃-chip resistor in this assembly. The solder joint, here the softer material, has to accommodate the thermal deformation driven by the neighboring materials which results in repetitive irreversible deformation occurring during each temperature change. Furthermore, at the homologous temperature of $T_h=0.84$, for $T=125^\circ C$ ($T_h=T/T_m$, $T_m$ is the melting temperature), plastic deformation accompanied by creep processes are expected for tin based alloys [10]. The influence of high homologous temperature on the mechanical properties of the lead free solder alloy has been widely studied, and microstructure evolution has been interpreted as a result of temperature activated creep mechanisms with a pronounced time dependency [11, 12]. Finally, in accordance with former investigations [1, 13, 14], the damage mechanisms for solder materials under passive temperature cycles can be considered as a complex interplay between creep and cyclic fatigue damages interacting under a wide range of homologous temperatures. The successive temperature cycles and thermally induced deformations continuously transform the microstructure of the material, indicating recrystallization of the $\beta$-Sn matrix. Starting from the initial state characterized by the presence of few large grains, a fine-grain polycrystalline structure and an inter-granular crack are observed after 1000 cycles indicating an ongoing degradation of the solder joint.
Current methods for reliability assessment of solder joints

Empirical models

Under field conditions, a potential solder joint degradation evolves over large periods of years. For this reason, an acceleration of aging mechanisms is necessary in order to study them. Basically, the quality and reliability of solder joints are investigated in laboratory using temperature controlled chambers. The devices are cycled between hot and cool temperature phases, with varying dwell time periods as well as temperature rates during the phase’s transition. Due to the over-dimensioned thermal-loads applied, the failure occurs within a reasonable testing time. Thus, the challenging task for reliability engineers remains the lifetime extrapolations, from the accelerated lab loads towards field-like loading conditions using Acceleration Factors (AF). Acceleration factors are typically estimated empirically by using existing lifetime component data, for example following the approach proposed by Norris and Landzberg [15].

\[
AK = \frac{N_{field}}{N_{test}} = \left( \frac{\Delta T_{test}}{\Delta T_{field}} \right)^a \left( \frac{f_{field}}{f_{test}} \right)^b \exp \left( c \left( \frac{1}{T_{field}} - \frac{1}{T_{test}} \right) \right)
\]

(1.1)

However, in a recent publication, Dudek pointed out the discrepancy of AFs over field and labor testing condition for different components, which limits the application of Eq. (1.1) for lifetime prediction of various solder geometries [14].

Other methods focused on the deformation undergone by the solder material, stressed by its joining partner under temperature cycles. Engelmaier adapted the isothermal equation of Coffin-Manson and proposed a shear strain based lifetime equation [16].

\[
N_f = \frac{1}{2} \left( \frac{\gamma}{\varepsilon_f} \right)^B, \quad B = \frac{1}{0.442 + 6 \times 10^{-4} T_{mean} - 1.74 \times 10^{-2} \ln(1 + f)}
\]

(1.2)

where \( f \) corresponds to the number of cycles per day and \( T_{mean} \) the mean temperature of a cycle. The fit parameters have been calibrated using lifetime data for tin lead solder components. The shear strain \( \Delta \gamma \) in Eq. (1.2) can be estimated for example using the CTE difference of the joining partners. If only the standoff of the solder joint is considered, an approximation is given in Eq. (1.3) [17].

\[
\Delta \gamma = \Delta CTE \times \Delta T \times \frac{l}{h}
\]

(1.3)

where \( l \) and \( h \) are respectively length and thickness of the standoff region in case of a chip resistor solder joint. Nevertheless, Eq. (1.3) does not take into account either
the influence of the meniscus part nor the mechanical properties of the solder material. Therefore, numerical simulations supported by Finite Element Methods (FEM) are preferably used for lifetime estimation of solder joints. On one hand, they enable an accurate modeling of the solder joints geometries as well as complex thermal-load profiles. On the other hand, stresses and strains can be calculated on a local scale, and used as an indicator for the resulting local loads and a lifetime prognosis.

**Physics-of-Failure approach supported by FE-simulation**

FE based methods have been widely employed in the recent years, since the simulation techniques have been implemented and are available within commercial codes [18]. They enable reliability engineers to make fast variation of different design configurations, including geometrical variation and combination of various materials. Furthermore, the most loaded part of the product can be determined by simulation, giving crucial insight concerning the reliability and lifetime estimation of the product components. Actually, FE analysis have accelerated the development phases of electronic products, since in some cases, they can replace experimental reliability tests which are much more expensive and time consuming. Based on experimental characterization focused on secondary creep regime, phenomenological FE-material models were proposed assuming stationary creep as the main inelastic deformation mechanism for solder materials within the full temperature range of application [11, 19].

Garofalo proposed Eq.1.4 to model the secondary creep regime of metals and describe the time dependent plastic deformation using a single equation [20]. Metasch et al conducted series of incremental step creep tests on a lead free solder alloy and parametrized the Garofalo model for use in FE simulation [21].

\[
\dot{\varepsilon}^p = c_1 \sinh \left( \frac{\sigma}{c_2} \right)^n \exp \left( - \frac{Q_c}{RT} \right) \quad (1.4)
\]

However, creep models have been calibrated using creep experiments which are usually performed under a unidirectional load of a constant force magnitude [12] which strongly differs from typical automotive operating conditions. These imply cyclic thermal loads leading to varying strain rates, on one hand, and dwell time periods at a constant temperature where stress relaxation is expected, on the other hand. Thus, properties of the material under cyclic loads are expected to differ from those observed under uniaxial loads and high deformation amplitudes typical for secondary creep regime. Furthermore, secondary creep models neglect strain hardening properties as well as recovery processes being outside the stationary regime but more
pronounced during the primary creep regime in which actually the cyclic deforma-
tions are expected during typical automotive testing conditions.

In the state of the art methodology, damage-related parameters are derived from
secondary creep models and used for lifetime prediction of solders joints under tem-
perature cycles [1, 22]. These lifetime prediction methods combine results from FE
simulations and existing lifetime components data. Damage-related quantities e.g.
plastic strain $\varepsilon^p$, plastic strain energy $W^p$, are evaluated using FE simulation and used
in an Coffin-Manson-based lifetime equation, s. Eq.(1.5)-(1.6). The fit constants $a_1$,
$b_1$, $a_2$, $b_2$ are then determined using existing lifetime components data [22].

$$N_f = a_1 \times (\varepsilon^p)^{b_1} \quad \text{(1.5)}$$
$$N_f = a_2 \times (W^p)^{b_2} \quad \text{(1.6)}$$

Research works have demonstrated that empirical lifetime models like Eq.(1.5)
are not universal and cannot be applicable to all the solder geometries [1, 14, 22].
For instance a BGA solder ball exhibits different $a_i$ and $b_i$ coefficients than a chip
resistor solder joint [1]. Thus, when a new solder geometry differs too much com-
pared to the geometry for which the $a_i$ and $b_i$ coefficients have been calibrated, a
deviation from reality is expected and one has to perform the experimental reliability
testing again for the new solder geometry. This discrepancy strongly limits the benefit
of simulation techniques for lifetime prediction purposes since experimental reliability
testing remains necessary for each new solder geometry. At least, state of the art
methods may provide a relative comparison between two designs in term of reliabil-
ity, but fails to predict absolute lifetime of new untested designs. On one hand, the
material model used may be not accurate enough in the specific range of deformation
corresponding to the mission profile. On the other hand, the damage-related param-
eters employed may not be sensitive enough to all relevant failure mechanisms and
loading profiles considered.

Improvement of current methods

In the last decade new experimental techniques for material characterization of lead
free solder alloys under cyclic loading have been reported [23, 24]. These works
aimed to investigate solder mechanical behaviors under cyclic deformations, close to
typical mission profiles of solder joints. Later, Yamamoto et al. carried out extended
material testing on solder alloys with a focus on the interaction creep-fatigue, by vary-
ing strain rates and holding time periods [25] revealing a complex interplay of creep and fatigue damage mechanisms. Metasch et al. developed a customized experimental set-up for testing solder alloys in a wide temperature range, from -40°C to 150°C. They pointed out a strong hardening behavior in the low temperature regime below 25°C whereas moderate stress relaxation until a non-zero stress value were observed during holding time periods at 1% strain deformation for all the temperatures [26]. In fact, significant improvements in experimental characterization techniques including cyclic loads highlighted mechanical properties of solder materials like strain hardening in plastic domain, sensitivity to strain rate variation, stress relaxation under constant strain, cyclic stress softening etc. Thus, secondary creep models were not capable to map these mechanical properties and, in consequence, new material models for solder alloys become necessary.

Actually, similar mechanical properties are observed for steel- and Ni-based alloy above 0.5 homologous temperature, taking place in the area of gas turbine components [27, 28]. Such applications were the driving force for the development of unified viscoplastic material models capable of mapping the complex interplay of plastic deformation, hardening and creep. Furthermore, continuum viscoplastic models can be extended in the framework of continuum damage mechanics and therefore, enable lifetime prediction based on the simulation of the intrinsic damage evolution of the material [29, 30]. Recently, Kuna et al. adapted a viscoplastic Chaboche model with static recovery terms to address the strong viscous behavior of a lead free solder alloy observed during strain rate variation and relaxation tests and a Cock’s pore evolution damage model for the description of the solder softening behavior [6, 31]. Yao et al. simulated solder alloy behavior using a phenomenological damage model of Lemaitre coupled with the viscoplastic equations of Chaboche [32]. Both authors postulated fatigue damage as predominant and calibrated their damage models with cyclic softening experiments. However, an application on creep damage observed experimentally within tertiary creep stage experiments [33] as well as enhanced softening after crack initiation [32] have not been reported. Moreover, a unified description of cyclic fatigue, stress relaxation behavior, unidirectional primary, secondary and tertiary creep within one material model has not been shown by now for solder alloys. Although creep damage was not taken into account, a damage mechanics approach for lifetime prediction of solder joints show very promising perspectives. Indeed, damage variables can be monitored over the cycles and provide the evolution of degradation, from its initial state up to significant degradation stage, as reported by Wippler et al. for a 2D simulation of chip resistor solder joint [33].
1.3. Outline of the thesis

As highlighted in recent research reports, lifetime of electronic components in automotive applications is often limited by solder joints reliability [1, 3]. The present work is focused on solder joints durability on the material level and, specifically, the modeling of the material behavior. The theoretical foundation concerning the phenomenological modeling of materials, and particularly the models employed on metals are presented in chapter 2. This theoretical part includes the basics of continuum mechanics in terms of nonlinear plasticity extended in the field of damage mechanics. Most of the concepts have been applied for steel based alloys loaded at high temperature. It will be shown within the thesis, that the viscoplastic and damage models originally formulated for steel alloys can be employed as well to model lead free solder material behavior in the temperature range corresponding to automotive applications. In chapter 3 the experimental setup exclusively developed to measure the mechanical properties of solder alloys is presented. The mechanical behavior is revealed through standardized tests: cyclic strain rate variation and stress relaxation tests characterize the deformation properties whereas cyclic fatigue and creep tests are carried out to investigate the damage properties. The resulting microstructure evolution during the measurements is analyzed by EBSD microscopy (Electron BackScatter Diffraction). The experimental evidence reported in chapter 3 constitute the basics for the new material model formulation presented in the following chapter. The mathematical framework for numerical integration into Finite Element (FE) code is briefly described in chapter 4 although the successful implementation has been a crucial step for enabling simulations of complex geometries using FE commercial packages. The second part of the chapter 4 deals with the procedure for model parameters identification, which has been worked out within the thesis and employed for the solder alloy studied here. In chapter 5 the lifetime prediction methods based on 3D FE-simulations is illustrated on a chip resistor example under thermal cyclic loads. Finally, the simulated lifetime is compared to existing lifetime component data for validation of the methodology. The last chapter summarizes the main findings of the work and proposes further developments to improve lifetime prediction based on damage simulation of solder joints.
2. Theory for the mechanical behavior of metals

Continuum mechanics builds the foundation for a phenomenological description of the macroscopic behavior of a material submitted to a mechanical load and subsequently undergoing deformation. During recent years, numerous advanced material models have been developed. One of them, which initiated numerous further works in both the scientific and industrial communities, dates back to the 1970’s and the work of Chaboche [34]. The author proposed constitutive equations of nonlinear plasticity and viscoplasticity for a description of the mechanical behavior under cyclic repetitive loads of steel-alloys up to 600°C. This temperature corresponds roughly to \( T_h = 0.5 \) in terms of the alloy’s homologous temperature (Eq. (2.1)) with \( T_m \) as the melting temperature in K.

\[
T_h = \frac{T}{T_m} \quad \text{(T in K)}
\]  

Later, the basic equations were extended to model other metals as copper, nickel, aluminum [35]. Finally, the Chaboche model has been adapted into the framework of damage mechanics. The constitutive equations provide not only the mechanical response but also the intrinsic damage of the material described at the macroscopic scale by internal state variables. [36]. Such a damage model is mainly employed in the reliability assessment of critical applications as, for example, high temperature alloy for turbine blades [27]. Besides, a modified Chaboche-damage model was recently employed for lifetime prediction of solder joints [6, 33].

2.1. Modeling deformation

2.1.1. Elastic-plastic deformation

Under small deformations, the material is assumed elastic: under loading, the material deforms proportionally to the tension (s. Eq. (2.2)). This linear rule (Hook’s law) is applied particularly for metals in the elastic domain.
\[ \sigma = E \varepsilon^{el} \]  
(2.2)

Within the generalized linear equation Eq. (2.2), the stress \( \sigma \) and elastic strain \( \varepsilon^{el} \) are proportional to the coefficient \( E \) which is defined as the Young’s modulus of the material. If the deformation is sufficiently large and the stress generated beyond the yield stress \( \sigma_0 \), the material can deform plastically. In continuum mechanics, the strain deformation comprises a sum of an elastic, plastic and a thermal part (s. Eq. (2.3)).

\[ \varepsilon = \varepsilon^{el} + \varepsilon^p + \varepsilon^{th} \]  
(2.3)

The elastic law is given in Eq. (2.2). An overview of the common plastic laws employed for metals is depicted in next section. The thermal strain \( \varepsilon^{th} \) refers to the volume expansion or contraction of the material in response to a change of temperature with respect to a reference temperature \( T_{ref} \). At the temperature \( T_{ref} \) the material is assumed to be in its stress-free state.

\[ \varepsilon^{th} = \alpha_{CTE} \times (T - T_{ref}) \]  
(2.4)

The Coefficient of Thermal Expansion \( \alpha_{CTE} \) (CTE) is often considered constant for small temperature ranges. For metals, the CTE is typically an increasing function of the temperature [37].

When the material deforms in the plastic domain, its resistance increases with increasing force load: in this case the material hardens. Hardening results as a consequence of inelastic deformation, which leads to an irreversible change in shape. The inelastic deformation can be separated into plastic and viscous part. The corresponding stress response is related to both, e.g. the hardening due to deformation (strain hardening) and hardening due to time (viscoplasticity). Some phenomenological models treat both in separate ways [18, 38, 39]. The class of viscoplastic models employed here formulate the inelastic strain within a unique plastic strain variable [40, 41]. Such models are usually referred to as unified. The fractions of time and strain hardening are strongly dependent on the material and the temperature. At the microscale level, the plastic deformation is interpreted in terms of microscopic processes. Ashby and Frost classified the different deformation mechanisms as a function of homologous temperature, the relative magnitude of shear load and the rate of deformation [10]. In this way, regions are formed, which correspond to the dominant mechanism, creating a so-called deformation mechanism map, as depicted in
In automotive applications including laboratory and field-like loading conditions, solder joints can be exposed to temperatures between \( T_h = 0.47 \) (\( T = -40^\circ C \)) and \( T_h = 0.86 \) (\( T = +125^\circ C \)). Under these conditions, strain rates in the range of about \( r = 10^{-2} \ldots 10^{-8} \) s\(^{-1}\) are expected during the phases of heating, dwell-times, as well as long-time cooling of the hardware assembly. Therefore, according to the Ashby map, dislocation climbing (at high rate, low temperature) and grain boundaries sliding (at low rate, high temperature) are expected to govern the deformation of the material at the atomic scale. Back to the macroscale level described by constitutive material models, the deformation mechanisms are mapped by strain- or time-hardening terms. On one hand, plasticity due to dislocation glide occurs at high strain rates, high stresses and low homologous temperatures. This mechanism can be associated with strain hardening and quasi-time-independent plasticity. On the other hand, viscous effects dominate at lower strain rates and high homologous temperatures. However, strain hardening cannot be completely neglected in this regime as reported by Chaboche [40] and Nouailhas [42] for steel alloys under intermediate temperatures. Thus, dislocation climb and grain boundary sliding processes at the microscale level are considered as a superposition of time and strain hardening effects at the macroscale level. Under high homologous temperatures time hardening properties are expected to dominate, whereas strain hardening is more pronounced in the low temperature regime.
2.1.2. Strain hardening

The hardening law is formulated by a plastic flow rule which describes the inelastic behavior and leads to nonlinear stress evolution in the plastic domain. For isotropic materials, as considered here, there are two types of hardening rules which can be combined, namely kinematic and isotropic hardening. The kinematic hardening rule assumes constant yield surface shape. The yield surface can be represented by a sphere in the principal deviatoric stress plane (see Fig.2.2). The radius of the sphere corresponds to the yield stress \( \sigma_0 \) so that elastic deformation occurs for stress states located inside the sphere. In order to fulfill the consistency condition under plastic deformation, \( f = 0 \) Eq. (2.5), the stress has to be located on the yield surface.

\[
f = J_2(\sigma - X) - R - \sigma_0
\]  

In order to maintain this condition true, the back stress variable \( X \) moves the yield sphere in the deviatoric stress plane as schematically shown in Fig.2.2. Finally, the evolution of \( X \) matches the nonlinear stress-strain flow after yielding, i.e. during plastic deformation. Widely used for modeling the mechanical behavior of metals under cyclic and monotonic loads, the integration of Eq. (2.6) takes into account the transient hardening behavior in each stress-strain loop.

\[
\dot{X} = \frac{2}{3} c \dot{\varepsilon}^p - \gamma X \dot{\varepsilon}^p 
\]  

In this form, the equation Eq. (2.6) was initially proposed by Armstrong and Fredericks [43], as an improvement of the description of the Bauschinger effect. The first linear term (also called Prager’s term [44]) describes the smooth hardening transition after yielding, where \( c \) is a material parameter. The second term is referred to as a recall term or dynamic recovery and is responsible for the nonlinear hardening evolution with the increase of plastic strain. The ratio \( c/\gamma \) matches the maximal value of \( X \) after large plastic deformation. The simplicity of Eq. (2.6) enables relatively easy calibration of the material parameter \( c \) and \( \gamma \), for which only strain controlled cyclic or monotonic tests are necessary.

In contrast, isotropic hardening characterizes the growth of the yield surface with the accumulation of plastic strain. It describes the slow change of hardening with a monotonic increase of the isotropic variable \( R \) superposed to the yield stress of the material \( \sigma_0 \), as shown in Fig.2.2. The evolution law is given in Eq. (2.7)

\[
R = Q (1 - \exp(-b \varepsilon_{acc}^p))
\]  
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Fig. 2.2: Strain hardening modeled by kinematic and isotropic flow rules represented in deviatoric stress planes and stress-strain behavior under reversal loads

The effect is observed under strain controlled cyclic loads by an increase of the peaks of maximal stress after the first cycles. After sufficiently large number of cyclic loads, the relative increase of peak stress within subsequent cycles saturates, which leads to the stabilization of cyclic hardening. The material parameters $Q$ and $b$ describe respectively the asymptotic value of stress reached after stabilization and the speed of saturation, which is a function of the accumulated plastic strain $\varepsilon^{p}_{acc}$. As mentioned above, strain hardening (pure kinematic or combined isotropic and kinematic) is related to the amount of stress generated in response to an applied deformation. Within the previous equations (2.6)-(2.7), time effects are omitted, i.e. the generated stress remains constant during a strain rate variation test, or a stress relaxation test. This model has been adapted for the description of the mechanical behavior of metals at a relatively low homologous temperatures [45]. At higher homologous temperatures, viscous properties become more pronounced. In this regime, a correct description of the stress-strain interaction requires the integration of time hardening effects.

2.1.3. Viscoplasticity

Solder materials are employed in industrial applications at high homologous temperatures of $T_h > 0.45$. As a consequence, the time hardening properties of the material cannot be neglected. Initially proposed to model stainless steels above 600 °C, Chaboche et al. developed a new class of material model for the description of time hardening effects. The viscoplastic material model proposed is now often referred
to the author’s name. The unified viscoplasticity framework of Chaboche makes use of both time independent strain hardening and rate dependent plasticity. Kinematic and isotropic hardening parts are both incorporated to describe the strain hardening effects of the primary creep domain. Moreover, the time effect is introduced by a thermodynamically consistent approach, defining a viscoplastic potential $\Omega$ Eq.(2.8) from which irreversible deformation can be derived Eq.(2.9) [36].

$$\Omega = \Omega(\varepsilon, \sigma, T, X, R)$$ (2.8)

$$\dot{\varepsilon}^p = \frac{\partial \Omega}{\partial \sigma}$$ (2.9)

The choice of the viscoplastic potential determines the plastic flow rule. Theoretical works have identified phenomenological potential function $\Omega$, which is based on experimental observations like e.g. the strain rate dependency, steady state creep behavior and stress relaxation behavior. A detailed overview of the theory is given in a paper by Chaboche [46] where the interaction creep-viscoplasticity is discussed. In the viscoplastic theory of Chaboche the potential is based on the viscous stress $\sigma_v$ which is a function of the internal state variables $R$ (isotropic hardening) and $X$ (back stress for kinematic hardening) in Eq.(2.10).

$$\sigma_v = J_2(\sigma - X) - R - \sigma_0$$ (2.10)

In the following years, different potentials have been proposed in literature from which various rate dependent plastic flow rules have been derived. The simple power function Eq.(2.11), is often used as the rate dependent part of the Chaboche model. Combined with the strain hardening rules Eq.(2.6)-(2.7), the unified material model has been implemented in FE-commercial software ANSYS [18].

$$\Omega = \frac{K}{n + 1} \left( \frac{\sigma_v}{K} \right)^{n+1} \Rightarrow \dot{\varepsilon}^p = \left( \frac{\sigma_v}{K} \right)^n$$ (2.11)

However, the flow rule in Eq.(2.11) shows limitations for the description of the rate dependency at high strain rate regime. Nouailhas observed a vanishing stress dependence on strain rate at rapid loading of stainless steels [42]. Thus, the authors proposed the potential function Eq.(2.12) incorporating the saturation of time hardening using an exponential term $\alpha$.

$$\Omega = \frac{K}{n + 1} \frac{1}{\alpha} \exp \left( \alpha \left( \frac{\sigma_v}{K} \right)^{n+1} \right) \Rightarrow \dot{\varepsilon}^p = \left( \frac{\sigma_v}{K} \right)^n \exp \left( \alpha \left( \frac{\sigma_v}{K} \right)^{n+1} \right)$$ (2.12)
Outside the saturation domain at high strain rate, the viscous stress remains a power function of the plastic strain rate, i.e only a logarithmic dependency stress vs. strain-rate covers the intermediate and low strain rate regimes. Finally, a potential function later proposed by Chaboche Eq.(2.13) describes two distinct strain rate regimes, for which the slope at high strain rate is not necessarily horizontal (see Fig.2.3), in contrast to the model from Eq.(2.12).

This plastic flow rule is referred to as ONERA2 model, initially proposed by the author in 1989 [40]. In comparison to the other flow rule Eq.(2.11)-(2.12), the double exponential equation Eq.(2.13) is more flexible, capable to fit rate dependency for high and low strain rate when the slope of the curve varies over the strain rate decades as illustrated in Fig.2.3.

Until now, the Eq.(2.13) represents one of the most advanced viscoplastic potentials within the unified viscoplastic theories. The two slopes describe the rate dependency at high and intermediate strain rates. Experimentally, it can be investigated by cyclic loading tests under strain rates of moderate deformation speed. The low strain rate regime can be addressed using creep tests under loads, which naturally reside in the regime of low stresses. In order to describe both strain rate regimes, further non-unified models have been developed. Cailletaud proposed a two yield surfaces model which implies two dissociated plastic strains: one for quasi time independent plasticity and one for rate dependent creep deformation [38, 39]. Although the parti-
tioning of the inelastic strain into creep- and viscoplastic flows renders the calibration of the parameters easier, the consistent numerical integration of this class of models is more complex and the stress algorithms are less efficient compared to unified viscoplastic models as it has been evaluated in [41]. The main reason is related to the number of state variables, which have to be numerically calculated solving a nonlinear algebraic system of equations. The number of equations for non-unified models is higher than for the unified ones, thus increasing the computational effort. Nevertheless, a non-unified model has been successfully implemented into the commercial FE-software ABAQUS [47] with two yield surfaces. The model is available at the MPA University of Stuttgart. Some applications using the model can be found in [27, 28, 29, 30].

2.1.4. Time recovery effect (static recovery)

As mentioned in the previous section, the unified viscoplastic theory incorporates both strain and time hardening effects through a single plastic flow rule. However, a correct description of stress relaxation and steady state creep strain requires some modification of the basic strain hardening rules. A crucial improvement is the extension of the back stress terms by static recovery terms $d(J_2(X))^{m-1}$ as in Eq.(2.14).

$$\dot{X} = \frac{2}{3} \dot{\varepsilon}^p - \gamma \dot{\varepsilon}^p - d(J_2(X))^{m-1} X$$

(2.14)

The viscous properties of materials can be measured using three types of tests: by variation of the strain rate, the strain rate dependency in the higher strain rate regime is obtained. In order to evaluate the share between time and strain hardening, a stress relaxation test can be performed. These two tests are schematically represented in Fig[2.4], associated with their state variables $X + R$ (strain hardening part) and the viscous variable $\sigma_v$. The stress state $S$ does not follow the yield surface like in a pure strain hardening model (see Fig[2.2]) but is located on the equipotential visco-surface. This surface is represented by a sphere of radius $\sigma_v + R$. When the strain rate increases, the equipotential visco-surface grows and the stress calculated increases whereas at the same time the quantities $X$ and $R$ remain constant (strain hardening), independently from the strain rate. During stress relaxation, the strain is maintained constant. If the material exhibits viscous properties, then the stress would relax. Typically, an exponential relaxation is observed as a function of time until a non-zero stress level is reached. As there is no explicit time influence in the formulation of $X$ and $R$ Eq.[2.6]-[2.7] (no static recovery), the quantity $X + R$ remains
constant. This value is equal to the one reached at the end of the loading phase. Therefore, the viscous stress can decrease down to this value. Wippler reported a high amplitude of stress relaxation for solder material above 65°C, which decreases beyond the theoretical strain hardening limit $X + R$ after two hours [6, 33]. In order to describe this behavior the authors implemented a static recovery term in the back stress similarly to the Eq.(2.14). Thus, the static recovery terms in the back stress amplify the stress relaxation by decreasing the strain hardening parts, which relax as a function of time (see Fig.2.4). The influence of static recovery during strain variation is negligible for the high strain rate (typically for $\dot{\varepsilon} > 1 \times 10^{-5}$ s$^{-1}$), because the effect takes place only after a significant period of time, i.e. at very low strain rates or during several hours of stress relaxation periods.

The third possibility to investigate the viscous properties of the material is to perform creep tests. Under constant temperature and force load the deformation is measured over time until rupture. Typical creep strain curves are divided in three parts: primary creep and secondary creep stages are considered driven by viscous deformation. The tertiary creep state is related to creep damage development which will be discussed in the next section.

During primary creep, the strain hardening state variable $X + R$ increases and stabilizes. This stabilization characterizes the beginning of the secondary creep state where strain and time hardening are in an equilibrium state. Therefore, the strain

Fig. 2.4: Scheme of state variable evolution during strain rate variation tests and relaxation tests. Strain and time hardening properties are represented by the state variables $X + R$ and $\sigma_v$, respectively.
rate develops in a stable manner within the secondary creep stage. As shown in Fig. 2.5, the static recovery plays as well a role in the description of the steady state creep strain rate. The time recovery term reduces the back stress over time, which leads to a simultaneous increase of the time hardening part and consequently the corresponding strain rate. A correct description of the strain rate in the secondary creep state and the strain rate variation in the higher strain rate regime necessitates an extended viscous function Eq. (2.13), as well as time recovery terms in the strain hardening part (Eq. (2.14)).

Extensively investigated during recent years, solder materials reveal a pronounced time dependent mechanical behavior [1, 19], as well as strain hardening properties at lower temperatures, for instance when loaded by strain controlled cyclic loads [48]. Chaboche and co-workers developed a flexible material model from which the different terms can be adapted to map the mechanical behavior of various metals. However, the lack of sufficient material data for lead-free solder, combined with the complexity of the procedure to find the material parameters, have limited the use of Chaboche-based material model for description of the mechanical properties of solder materials. Recently, Wippler and Kuna simulated the behavior of a Sn-solder alloy using a Chaboche model with static recovery Eq. (2.14) and one power yield function Eq. (2.11). A good agreement was found for strain rate variation and stress relaxation behavior, however no investigation and modeling of the creep strain behavior at low stress was reported [6]. In the present work, a double power viscous function Eq. (2.13) combined with strain hardening and recovery terms Eq. (2.14) are implemented in order to model both the cyclic and creep deformation behavior of solder materials within an extended temperature range from -40°C to +125°C.

Fig. 2.5: Schematic representation of the back stress evolution ($X$) during primary and secondary stage of a creep test
2.2. Modeling damage mechanisms

2.2.1. Continuum Damage Mechanics (CDM) approach

Advancements in measurement techniques for detecting and characterizing defects in materials and structures, established the basis for the development of phenomenological evolution laws mapping damage evolution for various material classes: metals, composite, ceramics, as well as concrete [49]. Numerous works shed light on the correlation between the mechanical response of a solid, its loading history as well as the type, quantity and distribution of defects in its structure. Dislocation movement, defects at grain boundaries as well as crack initiation due to local irreversible deformations have been observed at microstructure level [50, 51, 52, 53, 54]. Such inelastic processes leading to damage, are localized at the microscale. In order to take into account the collective influence of microscopic damage sources on the macroscopic scale, damage state variables have been introduced in the constitutive material models [36]. This lead to the development of the Continuum Damage Mechanics CDM framework (see Fig.2.6).

However, the influence of local damage cannot be easily accessed and quantified as it is the case for strains and stresses typically measured on standardized samples. The damage state variable $D$ has been introduced by Kachanov as the local ratio between the density of micro-defects $\delta S_D$ regarding the infinitesimal surface $\delta S$ of a Representative Volume Element RVE where the defects are locally estimated by Eq. (2.15) [56].

$$D = \frac{\delta S_D}{\delta S} \quad (2.15)$$
After homogenization, the effective surface of the RVE $\delta S$ becomes $\delta \tilde{S}$ in which the theory of continuum mechanics can be further applied. According to Kachanov’s definition Eq. (2.15), $D = 0$ corresponds to virgin material in its initial state, whereas $D = 1$ occurs at the breaking up of the RVE which generally corresponds to a macroscopic crack initiation [51]. From an engineering point of view, the present damage theory and CDM approach turns promising for lifetime prediction of complex structures. Indeed, the main advantage provided by the CDM approach is that the induced progressive material deterioration through the decrease of strength, which can end up to crack initiation and propagation can be calculated on complex structures. The concept of effective stress Eq. (2.16) couples the mechanical properties and damage quantities. The elastic and hardening equations are continuously modified which enables the description of an intermediate damage state of the material $0 < D < 1$, occurring before crack initiation.

$$\tilde{\sigma} = \frac{\sigma}{1 - D}$$

(2.16)

The different damage mechanisms are separately formulated as a function of appropriate mechanical quantities, and are integrated into the $D$ variable. From a practical point of view, the damage mechanisms can be identified and quantified within experimental tests using standardized samples. Fatigue and creep tests are used to assess damage development in the material under specific controlled loading conditions e.g. controlled strain-rate and strain amplitude, temperature or stress magnitude of the load. In the next sections, the formulation of equations governing the damage mechanisms relevant for the degradation of solder joints are discussed on the basis of results from different testing methods suitable to reveal and quantify the evolution of damage in the material.

2.2.2. Fatigue damage

A metallic material subjected to repetitive loads above the elastic limit can fail due to resulting stress levels much lower than that sufficient to cause fracture in an unidirectional static tensile test. The fracture occurring under cyclic condition is also called fatigue failure [55]. Failure investigations in metallic materials reveal that the fatigue process includes two domains. The first domain corresponds to high loads which cause high plastic strain deformation at each cycle. This domain is associated with low number of cycles to failure and is referred to as Low Cycle Fatigue (LCF). The second domain of cyclic loading is associated with small loads under which the material deforms mainly within the elastic domain. Under such condition, the material
can undergo a large number of cycles without failure and the corresponding domain is referred to as High Cycle Fatigue (HCF). Both domains are relevant for the design of electronic modules and reliability assessment of solder joints. For example, the failure caused due to mechanical vibration is located in the HCF domain. Pure thermal loading profiles on electronic components in an accelerated laboratory tests cause solder joints failure well below ten thousand cycles [14, 22]. Consequently, the fatigue domain of solder joints under laboratory thermal cycling is the Low Cycle Fatigue (LCF) as defined in [55] for cyclic failure occurring under 10000 cycles. The LCF domain is typically characterized by repeated cyclic strain controlled loads on a push-pull specimen.

The Coffin-Manson-Basquin approach

The Coffin-Manson-Basquin approach is employed to calculate analytically the number of cycles to crack initiation \( N_a \). Initially developed to describe the fatigue behavior of steel alloys at a moderate homologous temperature [57, 58, 59], this simple empirical relation associates the number of cycles \( N_a \) to the strain amplitude \( \Delta \varepsilon^{\text{tot}} \) which can be divided into elastic and plastic part \( \Delta \varepsilon^{\text{el}} \) and \( \Delta \varepsilon^{\text{pl}} \), respectively (s. Eq. (2.17)).

\[
\Delta \varepsilon^{\text{tot}} = \Delta \varepsilon^{\text{el}} + \Delta \varepsilon^{\text{pl}} = \frac{\sigma'_f}{E} (N_a)^b + \epsilon'_f (N_a)^c \tag{2.17}
\]

\( E \) is the Young’s modulus of the material. \( \sigma'_f \) is the fatigue strength coefficient and \( b \) the fatigue strength exponent which corresponds to the slope of the curve in the HCF domain, where the elastic strain prevails. \( \epsilon'_f \) is the fatigue ductility exponent which is approximately equal to the true fracture strain in unidirectional tension. \( c \) is the fatigue ductility exponent, corresponding to the slope of the curve in the LCF domain where plastic strain prevails. Basically, elastic and plastic strain are evaluated on the stress-strain hysteresis as illustrated in Fig.2.7(a). Considering the deformation purely elastic after reversing the direction of deformation, the plastic strain amplitude can be calculated by \( \Delta \varepsilon^{\text{pl}} = \Delta \varepsilon^{\text{tot}} - \Delta \sigma/E \), where \( \Delta \sigma/E \) is identified as the elastic strain amplitude.

The double logarithmic scale is used to establish the Coffin-Manson-Basquin diagram where elastic and plastic strain define two notable domains in Fig.2.7(b). The empirical approach proposed by the authors is intended for a fit of the fatigue behavior of metal alloys. ASM (American Society for Metals) reported that the exponent \( b \) and \( c \) vary respectively between \(-0.05 \cdots -0.12\) and \(-0.5 \cdots -0.7\) [60], where a low value of \( b \) and \( c \) corresponds to a material with a long fatigue life. This approach is
Fig. 2.7: Evaluation of fatigue damage using the Coffin-Manson-Basquin approach for strain controlled cyclic tests. (a) stress-strain hysteresis cycle, (b) Coffin-Manson-Basquin diagram

also widely used for estimation of lifetime of real components and is also mentioned in a standardized guideline for reliability calculation [61]. However, a direct application of Eq. (2.17) in case of non-isothermal loading conditions is not possible, because the parameters $E$, $\epsilon'_f$, $b$, $\sigma'_f$ and $c$ are temperature dependent and only valid for isothermal cycles. Moreover, the Coffin-Manson approach takes the strain amplitude over one cycle as a damage-relevant parameter without taking into account cyclic softening specific for various alloys. Besides, the continuous evolution of damage modifies the mechanical properties, such as the distribution of elastic and plastic strain varies with the accumulation of cyclic loads. In fact, the Coffin-Manson-Basquin Eq. (2.17) is appropriate to estimate the lifetime of a component only if the load and the mechanical properties remain unchanged over the cycles. Otherwise, the damage can only be properly modeled by a continuous description of the mechanical behavior, from the initial state of deformation, and towards the stage I, II and III of the cyclic fatigue up to the rupture of the sample (see Fig. 2.8).

**Modeling cyclic softening**

Basically, the mechanical properties of a metal can change during its service-life which is the result of microstructure modifications and aging phenomena observable at the microstructure level. The environment temperature, and specific loading conditions are responsible for these modifications which affect the stiffness and strength of the material.
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Fig. 2.8: Cyclic behavior of the material under strain controlled loading conditions during a LCF test

The mechanical response associated to cyclic fatigue can be divided in three stages throughout the life of the sample. In the first stage (I) $0 \ldots N_s$, a fast cyclic hardening (type 1.) or softening (type 3.) can be observed. The damage development in this phase is considered low, and the cyclic hardening or softening is attributed to microstructural rearrangement with the accumulation of plastic strain [45]. The cyclic hardening or softening can be modelled by the isotropic hardening variable $\mathcal{R}$ Eq.(2.7), setting a positive or negative value of $Q$, respectively. Cyclic softening has been also modeled by a progressive increase of the dynamic recovery term in the kinematic back stress Eq.(2.6). Marquis proposes the $\Phi$ function in Eq.(2.18) for this purpose [45].

\[
\Phi(\bar{\varepsilon}_{acc}) = \phi_{\infty} + (1 - \phi_{\infty}) \exp(-b_k \bar{\varepsilon}_{acc})
\]  

(2.18)

The stage (II) comprises the major part of the specimen life from the stabilized state $N_s$ up to crack initiation at $N_a$ cycles. During this phase, depending on the material and the temperature, the strength reduces resulting in a decrease of the peak stress with each repeated cycle. After $N_a$, the cyclic softening accelerates which corresponds to an initiation of a macroscopic crack in the sample. The decrease of the peak stresses follows in the phase (III) until the rupture of the sample at $N_f$. Typically, SAC based solders alloys show either type II or III, depending on the applied temperature, see Chap.3. Besides, the solder material tends to behave from a light cyclic hardening to a more pronounced cyclic softening by increasing the temperature.
Since the validity of damage mechanics beyond crack initiation is still under debate, most of the established damage models are only able to describe the stage I and II of the cyclic softening curve. Among them emerge two classes of models: those which are thermodynamically consistent, e.g. Lemaitre’s model on one hand, and the phenomenological fatigue models, on the other hand.

**Lemaitre’s damage model**

Lemaitre formulated the fatigue damage evolution as a function of the accumulated plastic strain and the current stress state. The equations are derived from the elastic energy release $Y$ (Eq. (2.19)-(2.20)), and considered as thermodynamically consistent. Two material coefficients $s$ and $S$ are employed to adjust the model to experimental data. The damage rate is formulated (Eq. (2.19)) as a nonlinear function of stress (through the $Y$ variable) multiplied by the linear accumulation of plastic strain. The popularity of this model is probably due the simplicity of these equations and consequently the calibration of the material coefficients $S$ and $s$ is possible within a moderate effort and a relatively small amount of experimental data [55]. Besides, the linear accumulation of plastic strain makes the linear extrapolation of $D$ possible, for example under cyclic loading condition. In this way, one can considerably reduce the computational time by calculating a few cycles and then extrapolating the damage variable up to crack initiation where the evolution of $D$ becomes nonlinear [54].

\[
\dot{D} = \left(-\frac{Y}{S}\right)^s \dot{\varepsilon}^p 
\]  

(2.19)

\[
-Y = \frac{1}{2(1-D)^2E} \left(\frac{2}{3} (1+\nu)\sigma_{eq}^2 + 3(1-2\nu)\sigma_H^2 \right) 
\]  

(2.20)

However, only a linear dependency between the plastic strain and the damage development is given by Eq. (2.19)-(2.20). The non-linearity in these equations is with respect to the stress in which the damage rate follows a power function. For very ductile material, as a solder alloy at high homologous temperatures, the damage is much more sensible to the plastic strain than to the stress generated. Thus, the description of fatigue damage accumulation by Lemaitre’s model is in this case limited, particularly at low strain amplitudes and high temperatures, where solder alloys show high ductility [41].

[33, 41]
MPA phenomenological fatigue model

Alternative equations to model fatigue damage have been proposed, as for example at the MPA Stuttgart University. The goal was to find a suitable mathematical formulation to describe the damage evolution observed during cyclic loads at various strain amplitudes. A strong dependence of the accumulated plastic strain has been observed, which reveals a nonlinear evolution at different strain amplitudes [27, 29]. The damage Eq. (2.21) does not derive from an obvious thermodynamic potential or energy release like in the Lemaitre’s model, however, this phenomenological equation provides a better description of the observed damage evolution.

\[ D_1 = A_1 \times \varepsilon_{acc,1}^p + B_1 \times \left( \varepsilon_{acc,1}^p \right)^{C_1} \]  

Eq. (2.21) is integrated in a complex viscoplastic-damage material model available at MPA (CNOW-model [28]). As the damage parameter \( D \) is coupled with the mechanical equations, the stages II and III depicted in the cyclic softening curve (see Fig. 2.8) can be reproduced in the simulation. The first linear term accounts for the slow decrease of peak stresses observed during stage II. The second term (power function of \( \varepsilon_{acc,1}^p \)) describes the progressive acceleration of damage-rate just before crack initiation. In principle, this model is capable to describe the fast stress fall after crack initiation (stage III in Fig. 2.8). Nevertheless, the transition between the stage II and III can be very smooth for some materials, and in this case the damage-rate simulated with Eq. (2.21) can be too high after crack initiation as reported by [28]. In contrast, for the lower strain amplitudes, this formulation can lead to more conservative predictions compared to experimental data.

2.2.3. Creep damage

On one hand, fatigue damage can take place during the repetitive accumulation of plastic deformation under cyclic loads. On the other hand, creep damage has been typically attributed as the slow degradation of the material subjected to a tensile load over a long period of time. Creep damage is commonly investigated using uniaxial creep tests. Microstructure analysis performed by means of SEM on creep test samples reveals the formation of cavities and creep pores and reveal an inter-granular crack growth [41], commonly attributed to creep damage also in other metal alloys. Creep is experimentally assessed by tension creep tests, schematically shown in Fig. 2.9.

During a creep test, sample-elongation is measured over time until rupture. The
Fig. 2.9: Creep damage development during creep test where the testing sample is maintained under constant temperature and constant tensile force which results in creep strain deformation over time in three stages: primary I, secondary II and tertiary III creep stages, until rupture of the sample.

The first two stages of the curve (I+II) until the stabilization of the strain rate, are governed by deformation mechanisms [55]. Without considering damage development, the strain rate would follow the minimum strain rate $\varepsilon_{\text{min}}$ reached in the steady state phase. In fact, the time at the minimum strain rate is considered as the beginning of damage [55]. After this time, the strain rate increases exponentially until the rupture of the sample.

**The Larson-Miller’s concept of master curve**

The failure caused by creep damage processes is still under research, and remain a crucial issue in the design for reliability. Besides, many effects interact during creep damage development which also depends on the intrinsic nature of the metal. From a macroscopic point of view, the interplay between the applied stress and temperature and the observed rupture time of the sample has been first identified. The equation of Larson-Miller [62] associates the Larson-Miller Parameter $P_{LM}$ as an empirical power function of the stress to describe the time to failure at different temperatures.

\[
P_{LM} = (T + 273) \times (C + \log(t_r)) \quad T \text{ in } ^\circ\text{C} \tag{2.22}
\]

\[
f(\sigma) = \sigma^m \tag{2.23}
\]

\[
P_{LM} = B_1 + B_2 \times f(\sigma) + B_3 \times (f(\sigma))^2 \tag{2.24}
\]
The Larson-Miller parameter builds up the concept of master-curve for creep damage illustrated schematically in Fig.2.10. The four material specific parameters $C$, $B_1$, $B_2$, $B_3$ and $m$ are calibrated to fit the applied stress $\sigma$ and $P_{LM}$, which represents an equivalent creep damage parameter. A polynomial function of the stress often suits with the time to rupture $t_r$ at different temperatures $T$, see Eq.(2.23), Eq.(2.24).

The Larson-Miller approach is employed as standard method for estimation of creep rupture time for steel alloys [61]. The calculation of creep rupture by Larson-Miller is well adapted for components loaded repetitively within defined and constant stress state because the formulation excludes the other mechanical quantities e.g. strain or strain rate. For creep damage calculation within complex loading conditions, some assumptions have to be done particularly when the loading conditions are strain driven. In [27], the author used the median stress within the relaxation period to calculate the creep fraction of damage. Besides, the relation do not address the development of damage occurring within different strain stages, because only the stress is taken into account in Eq.(2.22) and Eq.(2.23).

Another empirical macroscopic relation for damage based on the strain rate variation during a creep test was proposed by Chaboche and Lemaitre [51],

$$D = 1 - \left( \frac{\dot{\varepsilon}_{\text{min}}}{\dot{\varepsilon}} \right)^{1/N}$$  \hspace{1cm} (2.25)

The coefficient $N$ is associated to the viscosity of the material, and therefore, strongly depends on the temperature and the stress magnitude applied during the creep test.
Kachanov model

Kachanov modeled creep damage using a scalar variable, later included into the damage mechanics framework. As a power relation associates strain rate and stress, and considering that the creep damage follows as well a power function of the strain rate (Eq.(2.25)), Kachanov integrates both relations to formulate the creep damage as a function of the input stress and temperature in Eq.(2.26) [56].

\[
\dot{D} = \left( \frac{\sigma}{A_D(1 - D)} \right)^{r_D}
\] (2.26)

\(A_D\) and \(r_D\) are temperature dependent material coefficients. A direct integration of Eq.(2.26) gives the time to rupture as a function of the applied stress. Thus, creep data can be analytically fitted and the material constants \(A_D\) and \(r_D\) are calibrated to match the time to rupture of experimental creep data [56]. The simplicity of the Kachanov’s model and the good agreement of the power law to experimental creep rupture time of many metals enabled a wide usage of this approach to predict creep damage, usually for structures submitted to monotonic loads at high homologous temperatures (e.g. thin walled pipes under internal pressure) [55, 63]. However, Kachanov’s equation is not adapted to describe the damage development under combined creep-fatigue loads, for instance, when the load switches from stress to strain driven situation. In fact, Eq.(2.26) is independent of the strain magnitude, which results to an over-prediction of creep damage at low strain and high strain rate, since stress in this regime is high due to the significant strain-rate dependence (viscosity) of the material.

MPA creep model

Phenomenological creep damage equations were developed at the MPA Stuttgart University and applied on steel alloys under creep-fatigue loading above 500°C [28, 29]. As for the fatigue damage Eq.(2.21), the creep damage Eq.(2.27) is later integrated into the material routine CNOW for finite element simulations. The equivalent value of the creep strain \(\dot{\varepsilon}_p\) is introduced in the Eq.(2.27) as an improvement of the creep damage model regarding the Kachanov’s formulation Eq.(2.26). Thus, the creep damage follows a nonlinear evolution within a monotonic creep test, with low value in the first and second creep stages, until an exponential increase in the tertiary creep state.

\[
\dot{D}_2 = (1 - D_2) \times 10^{-A_2} (\sigma_{eq})^{B_2} (\varepsilon_p)^{C_2}
\] (2.27)
This nonlinear evolution, as well as the sensibility of the creep damage development at different strain amplitudes can be fitted by the exponent $C_2$. Eq. (2.27) reveals good agreements to the damage evolution under combined creep-fatigue loading, by means of LCF-fatigue tests with incorporated dwell time relaxation periods [27, 29]. Besides, the Eq. (2.27) relates the creep damage rate and the equivalent von Mises stress with a power function. Although the MPA model fits most of the monotonic creep data, a first order power function of the stress overestimates the creep damage development for the lower stresses, as reported by [28]. To describe the creep behavior even in the low stress regime, Schemmel introduced a superposition of stress functions, which map discrete strain rate regimes.

Considering the physical meaning of creep damage, as a progressive growth of cavities and pores in the material, its intrinsic development should be enhanced under tension loads and rather limited under compression. Wippler and Kuna [6, 33] postulated this property for solder material and adapted their model to accumulate damage only within a tension stress state. The multiaxial character of loads and its influence on the creep damage development is still in research and a clear relation between the stress triaxiality and a generally valid damage development is not established for ductile materials at high homologous temperatures. One reason concerns the challenge to investigate experimentally the creep behavior under pure compression i.e. within a constant negative hydrostatic pressure. One possibility remains to perform combined strain controlled LCF tests with dwell time periods, where the strain during the dwell time period is maintained constant under compression. This experiment has been performed and reported by [25] for a Sn-based solder material at moderate temperature (40°C). Yamamoto et al. reported on the fatigue-creep interaction within multiaxial load profiles and observed that successive positive stress relaxations affected the fatigue-life whereas comparable lifetimes were obtained for pure LCF and LCF combined with negative stress relaxation. This study argues with Kuna’s postulate that creep damage can be neglected under negative hydrostatic pressure. This assumption is adopted in this work and implemented in the material model.

2.2.4. Interaction creep-fatigue

In practice, solder joint components are damaged due to both fatigue and creep phenomena. A first step consists in understanding separately each damage phenomenon. In a second step, the interaction between both damages shall be investigated and understood. Previous investigations on creep-fatigue defects were done for steel alloys or reinforced polymers [49, 51, 55, 64]. For these materials, a system-
Creep damage $D_2$ increases due to the interaction between trans-granular (fatigue damage) and inter-granular (referred to creep damage) defects [49]. Creep induced cavities enhance crack propagation (fatigue damage) in the material which also increases the internal stress on the remaining effective surface (effective stress concept [56]). Thus, an increase of effective stress favors the nucleation and the coalescence of voids resulting in an increase of creep damage. Safety components integrated into critical applications as power plants are substantially submitted to both creep and fatigue, also within a high homologous temperature environment. Not considering the creep-fatigue interaction would lead to an under-estimation of damage and therefore to a non-conservative estimation of the component lifetime. For this reason, the simple linear accumulation of creep and fatigue damage was typically replaced by a nonlinear accumulation rule. Reliability engineers established analytical rules for this type of application and standardized the calculation of damage in a guideline design of components submitted to creep and fatigue damage at high homologous temperature [61], some applications can be found in the work of Schellenberg [64].

A symmetrical bilinear rule calculates the total damage respectively for creep and fatigue dominated loads in Eq. (2.28)-(2.29). The inflection point $c$ (here $c = 0.3$ or $c = 0.12$) is a specific material parameter dependent on temperature. The diagonal in the diagram Fig. 2.11 corresponds to the linear rule $D_1 + D_2 = D_{tot}$ whereas the
nonlinear rule is given by Eq.(2.28)-(2.29) for creep and fatigue dominated loads, respectively.

\[
D_2 = 1 - \frac{1}{c} \times D_1 \quad \text{for } D_1 \leq c \tag{2.28}
\]

\[
D_2 = \frac{c}{c-1} \times (D_1 - 1) \quad \text{for } D_1 > c \tag{2.29}
\]

The evaluation of creep and fatigue parts, \(D_2\) and \(D_1\), are based on the Miner-Palmgren’s, Eq.(2.30) and Robinson’s rule, Eq.(2.31), [65, 66, 67].

\[
D_1 = \sum_i \frac{n_i}{N_{f_i}} \tag{2.30}
\]

\(n_i\) being the number of cycles at a given loading and temperature, corresponding to \(N_{f_i}\) cycles to rupture (typically calculated using Coffin-Manson-Basquin Eq.(2.17)). If the stress varies during the dwell time period, which is the case for strain driven cyclic loads (a stress relaxation occurs), the creep damage should be integrated over time.

\[
D_2 = \int \frac{dt}{t_r(t, \sigma)} \tag{2.31}
\]

where \(t_r(t, \sigma)\) is the creep rupture time corresponding to the stress level \(\sigma\) acting at time \(t\) which can be extracted from the Larson-Miller master curve Eq.(2.22). The method can be applied relatively easy in case of uniaxial loads, constant temperature and rapid cyclic loads between two dwell time periods.

However, if the material is cycled at a low frequency, creep may superimpose on fatigue during slow load variations. This interaction cannot be addressed by the Miner-Palmgren-Robinson’s rules. For that, a continuous approach is needed. In the 70’s, Chaboche and Lemaitre extended the CDM framework and integrated the nonlinear damage accumulation into the differential equations [53].

\[
dD = dD_1(D) + dD_2(D) \tag{2.32}
\]

The total damage increment results in the contribution of fatigue and creep damage rates (respectively \(dD_1\) and \(dD_2\), which are also dependent on the amount of the accumulated total damage \(D\) at this time.

\[
dD_1 = \left[ 1 - (1 - D)^{\beta+1} \right]^{\alpha(\sigma_{\text{max}}, \bar{\sigma})} \times \left[ \frac{\sigma_{\text{max}} - \bar{\sigma}}{M(\bar{\sigma}) \times (1 - D)} \right]^\beta dN \tag{2.33}
\]

\[
dD_2 = \left( \frac{\sigma}{A} \right)^r \times (1 - D)^{-K(\sigma)} \, dt \tag{2.34}
\]
The equations Eq. (2.33) and (2.34) represent the nonlinear damage accumulation evolution which can be applied continuously to any loading histories without differentiating load variations and dwell time periods which is a prerequisite for applying the Miner-Palmgren-Robinson’s rule.

The construction of nonlinear damage evolution laws requires material tests in which both creep and fatigue damage functions are activated. Typically, strain controlled cyclic loads with dwell time periods and low frequency cyclic loading are performed for this purpose. Whereas for steel and high temperature alloys such a database exists, a very small number of experiments on lead-free solder materials are available by now, for establishing a nonlinear accumulation rule like in Fig.2.11. Moreover, a detailed guideline for reliability of solder components based on creep and fatigue damage variables like in the ASME standards [61] for steel alloys is currently lacking.

2.2.5. Damage development under multiaxial-loads

The theoretical basis described above treats the damage development in a structure submitted to uniaxial loads. However, the durability of the material can be strongly influenced by the multiaxiality of the loads. For example, in pressure-vessels and pipes under inner-pressure at high temperature, the part of the structure submitted to a tensile-dominated stress state is much more affected compared to the part under compression, although both parts experience the same equivalent stress [28]. This observation indicates that the equivalent von Mises stress $\sigma_{eq}$ is not sufficient to address accurately the damage development in structures submitted to multiaxial loads. Clausmeyer et al. proposed an evaluation of the multiaxiality using the ratio $q$ defined in Eq. (2.35) [68]

$$ q = \frac{1}{\sqrt{3}} \frac{\sigma_{eq}}{\sigma_{H}} $$

(2.35)

where $\sigma_{eq}$ is the equivalent stress (after von Mises), and $\sigma_{H}$ the hydrostatic pressure (equal to a third of the trace of the stress tensor). Following this definition, the stress state within multiaxial loads can be simplified using one representative volume element as schematically depicted in Fig.2.12.

Here, the dominant loading direction is vertical and in case of unidirectional loads (case 1. and 2.), a constant $q$ ratio is obtained $q = \pm \sqrt{3} \approx 1.73$. By applying an additional horizontal load, a multiaxial stress state is induced. In the different cases 4...6, the ratio between the deviatoric and volumetric part of the stress varies, which leads...
1. $q = \sqrt{3}$  
2. $q = -\sqrt{3}$  
3. $q = -\infty \ldots -\sqrt{3}$  
4. $q = \sqrt{3} \ldots \infty$  
5. $q = 0 \ldots \sqrt{3}$  
6. $q = -\sqrt{3} \ldots 0$

Fig. 2.12: Classification of multiaxial stress states using Clausmeyer's definition of $q$

to either a more shape-change dominated load (3. and 4.) or a volume-change dominated load (5. and 6.). Nevertheless, there is a limited number of experimental works reported, which show the influence of $q$ such as the Fig. 2.12 suggests. Experimental works are hampered by technical difficulties in the design of a sample with a homogeneous volume distribution of pre-defined $q$ ratios. A common technique consists in modifying the geometry of the testing sample, such that a $q$ ratio can be achieved in the critical zone where most of the damage is expected [69]. Typical variation of the geometries include

- notch specimens
- hole-cylinder (with and without notch)

Furthermore, by investigating these samples within tension-torsion conditions, one obtains the stress state corresponding to 3. and 4. In contrast, by applying hydrostatic pressure through the hole, the stress state represented in case 5 and 6 in Fig. 2.12 can be obtained. Thus, creep and fatigue damage under multiaxial loads can be investigated by applying either unidirectional static or repetitive cyclic loads.

In [69], hollow cylinders of a steel alloy under axial force and inner-pressure at high temperature have been investigated on notched and not-notched samples. They obtained a $q$ ratio near 1. As a result, substantial reduction of the creep time to rupture was observed in comparison to the uniaxial creep ruptures for equivalent stresses. The faster development of creep damage was attributed to the growth of cavities density which resulted from the positive hydrostatic stress state occurring during the inner-pressure load. In order to model this effect, they adapted the creep damage formulation of Graham-Walles [70] and integrated it in the constitutive equations of the material model.
\[ \dot{D} = A_D \left[ \left( \frac{\sqrt{3}}{q} \right)^\alpha \times \sigma_{eq} \right]^{n_D} \times (\dot{\varepsilon}^p)^{m_D} \quad (2.36) \]

For uniaxial loads, a value of \( q = \sqrt{3} \) results, and Eq. (2.36) follows the original form of the Graham-Walles relation. The coefficient \( \alpha \) governs the sensitivity of the material regarding the value of \( |q| \) and the substantial life reduction under high, positive hydrostatic loads (\( |q| < 1.73 \)). However, in cases of a negative value of \( q \), the equation (2.36) is not appropriate. It would predict a negative damage rate or, in other words, a healing effect. Negative values of \( q \) correspond to compression stress states which are expected to only reduce the development of creep damage. In accordance to the physical interpretation of creep damage, compression is expected to hamper the nucleation, growth and the convalescence of voids and cavities inside the material [71, 72].

The experimental results are presented in the next chapter (Chap. 3), followed by the modeling of the mechanical and damage behavior (Chap. 4) of the investigated solder material. The model developed in the present work comprises two flow rule functions, following the formulation in the ONERA2 model [40]. Kinematic and isotropic hardening are integrated in the model to describe the cyclic mechanical behavior. Two separate damage variables are employed for mapping the observed fatigue and creep damage development in the material. Finally, using the available experimental data, a nonlinear accumulation rule, similar to the one in ASME-standards [61], is proposed for the solder alloy.
3. Experimental investigation

3.1. Material characterization of solder joint materials

Within this work, extensive material characterization has been carried out on standardized samples, which reveals the properties of the material under controlled loading conditions. This builds the foundation for understanding the mechanical behavior in real situations where solder joints subsequently undergo complex thermo-mechanical loads. The different tests are performed within the relevant temperatures -40°C, 25°C, 75°C and 125°C according to the temperature loads used during lab qualification tests and real temperature profiles in service operation. During start and shut-down phases of the car engine, and/or internal heat generation in power components, the solder joints experience a repetitive cyclic thermo-mechanical loads due to the differences in thermal expansion between the assembly components. The governing damage mechanisms specific for the solder alloy resemble a complex interplay between plastic and creep deformation in the solder material. In order to separate thermal and mechanical effects, the different tests on standardized samples are performed under controlled isothermal conditions. The investigated mechanical loads correlate to the mechanical loads expected in real solder joints within typical electronic devices. For example, strain rate controlled cyclic loads represent the loading conditions during start and shut down phases. Combined creep and relaxation tests address the stationary loads during operation (higher temperature) and standby regime (lower temperature) of several hours. When the engine is turned off, the electronic components cool down to the environment temperature and the solder joint undergoes stress-relaxation during this period.

The experimental characterization of the material fulfills two goals. First, the database of standardized tests for lead-free solder material is extended and covers varying load profiles. This database includes information about the deformation and damage properties of the material in the temperature range of interest. For reliability prediction of real components, such experimental characterization is a crucial step. Indeed, most of guideline rules for lifetime estimation are based on phenomenological models which are derived from the characterization of the material using standardized bulk sample tests [61]. Such experiments reveal quantitative information on the behavior of the material which can be later described using constitutive models. The


different tests are designed on purpose to facilitate the formulation of the material
model. The calibration of model parameters to match the real behavior in various
loading conditions remains an issue, which is even more challenging when the com-
plexity of the material model is high. Thus, a proper design of testing program, is
an important prerequisite for understanding the properties of the material and for a
formulation and calibration of a constitutive model.

3.2. Experimental setup

Because of the small size of the solder joint components and its complex geometries,
a systematic local measurement of forces and deformations on the real component
remains challenging. For this reason, the material characterization has been per-
formed on bulk samples with test region diameter of 6 mm (see Fig 3.1) which have
generally a larger size than the dimension of a common solder joint (<1 mm). Thus,
it is important to verify that the bulk material is representative for the one in real sol-
der joint components. In the following section, the microstructure of the of the bulk
sample after fabrication is inspected using different microscopy techniques and com-
pared to the microstructure of real solder joints after soldering, which is presented in
Chapter 1.

3.2.1. Testing samples

The testing samples are produced by re-melting of the tin-based solder alloy and
casting into a cylindrical form. Subsequently, the form is cooled down to ambient
temperature. In a next step, the final geometry of the specimens is prepared by
drilling of the raw solder cylinders (see Fig 3.1).

<table>
<thead>
<tr>
<th>sample diameter $d$</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IKTS-Dresden [26]</td>
<td>4 mm</td>
<td>6 mm</td>
<td>6 mm</td>
</tr>
<tr>
<td>produced within this work</td>
<td>produced within this work</td>
<td>produced within this work</td>
<td></td>
</tr>
<tr>
<td>length $l$</td>
<td>6 mm</td>
<td>12 mm</td>
<td>50 mm</td>
</tr>
</tbody>
</table>

Two kinds of sample geometries are machined for cyclic tests in tension and com-
pression domains (a)-(b) and unidirectional creep tests (c), respectively. On both
sample-sides, a thread is drilled ((b) and (c)), which is used to fix the sample in the
material testing machine. The sample (a), produced by the Fraunhofer IKTS institute
in Dresden, has a rectangular grip region to be clamped in their testing machine [26].
The resulting cyclic tests conducted with this samples are later utilized within this
Fig. 3.1: Sample geometries: (a) as casted Fraunhofer IKTS push-pull sample [26, 48]; (b) LCF sample and (c) creep sample produced during this work. Unit: mm

work and referred to the work of Metasch et al. [26]. Also for cyclic tests, the sample (b) has a test region of 12 mm length and 6 mm diameter. Thus, following the design rules for material testing in the tension-compression domain [73] the ratio diameter-to-length of the test region is \( r = l/d = 2 \). In contrast, the creep tests are exclusively performed in the tension domain where larger sample lengths are more appropriate. The test region of the creep sample tests has a length of 50 mm (Fig. 3.1(c)). In order to decrease roughness and to avoid irreproducible surface crack initiation the samples have been polished, which is an important preparation step for obtaining high sample quality as described in [73].

3.2.2. Initial state of the material

Typical lead-free solder alloys comprise the elements tin (Sn), silver (Ag) and copper (Cu) as described in Chapter 1. Chemical analysis of the sample material has been performed using plasma optical emission spectrometry and show a similar composition compared to typical tin-based alloys employed in industrial applications [1]. After drilling the samples in their final shape, the microstructure of the material is analyzed on polished cross sections in the xy plane of the samples (see Fig. 3.1). A Scanning Electron Microscope (SEM) with a sub-micrometer resolution reveals the microstructure in its initial state as depicted in Fig. 3.2.
The microstructure of the solder material in its initial state is composed of a rich tin matrix (structure $\beta$-Sn) and intermetallic phases distributed throughout the material. Shape and size of the intermetallic phases vary from 1 $\mu$m to 10 $\mu$m. Small eutectic precipitations (<1 $\mu$m) are visible throughout the Sn-matrix forming the tin-eutectic dendrite arms with approximately 10-20 $\mu$m distance between dendrite arms. The observed size and distribution of intermetallic phases and eutectic dendrites correlate well to the microstructure of real solder joints after soldering process (see Chap. 1).

The micrograph Fig. 3.2 is processed by assembling the intensity of Backscattered Electron (BSE) being emitted from areas of the sample differing in atomic number ($Z$). Because the solder alloy is composed by different elements, a high contrast separates the tin-matrix from the binary intermetallic phases $\text{Ag}_3\text{Sn}$ and $\text{Cu}_6\text{Sn}_5$. Besides, as $Z_{\text{Cu}} < Z_{\text{Ag}} < Z_{\text{Sn}}$, the silver-based intermetallic appears brighter than the copper-based intermetallic, since brightness is proportional to the atomic number $Z$ for BSE images. In addition, the local element composition on the surface is verified by Energy Dispersive X-ray analysis (EDX) and the composition of the observed intermetallic phases are highlighted in Fig. 3.3.

The corresponding EDX-spectra at the locations indicated in Fig. 3.3 and provided in Appendix A.1 confirm the presence of the elements Sn, Ag and Cu. The spot (1) reveals mainly copper and tin and negligible amount of silver. In (2) mainly the element Sn is detected whereas in (3) tin and silver are observed with negligible amount of copper (see Appendix A.1). Finally, the composition is measured on a
Fig. 3.3: EDX phase composition analysis along the dashed line in the SEM image. Single spots denoted (1), (2) and (3) indicate the positions of further EDX-analysis (the spectra are provided in Appendix A.1)

line-path crossing different phases. The concentration of the elements as a function of the position on this path is plotted in Fig 3.3. The matrix is composed by a rich Sn phase, which includes binary and tertiary eutectic elements of silver and copper in small concentrations. The Sn-matrix elements are present at the beginning and at the end of the line path. According to the thermodynamic phase equilibrium in the ternary system Sn-Ag-Cu, copper- and silver-rich intermetallic phases are expected [74]. The EDX-line profiles of the silver- and copper-concentrations strongly suggest the presence of the phase \( \text{Cu}_{6}\text{Sn}_{5} \) (dark gray in Fig 3.3), as well as the phase \( \text{Ag}_{3}\text{Sn} \) in its vicinity (light gray). The \( \text{Ag}_{3}\text{Sn} \) phase and tin-rich matrix are expected to appear with similar contrast as observed in Fig 3.3 since the atomic number of silver and tin, being respectively 47 and 50, should produce similar contrast in the BSE-image. The SEM investigation suggests that the casted bulk samples and real solder joints after soldering process obtain a common phase composition. The size and morphology of the different phases of the alloy are comparable for the bulk sample and the solder joint. However, the SEM does not provide detailed information about the grain orientation and grain boundaries of the material. The different contrast of the tin-matrix in Fig 3.2 indicates several large grains extending over the dimension of the analyzed cross section (>150 \( \mu \)m).

More detailed information on the grain structure has been gained by means of Electron Back-Scattered Diffraction techniques (EBSD). The EBSD technique is well suited for the analysis of polycrystalline micrographs, since it gives spatial information
Fig. 3.4: EBSD micrograph of bulk sample in its initial state. Material: SAC after sample fabrication. The EBSD picture has been made in the TU-Dresden.

on the relative crystal orientation of individual grains. Fig. 3.4 shows the results of a bulk sample EBSD-analysis in the initial state (prior to aging).

In its initial state, after casting, the bulk sample obtains a homogeneous crystal orientation (reference orientation 001), suggesting the presence of a large grain, which extends beyond the sample test region. Localized sites throughout the cross-section indicate regions of small relative misorientation (<15°) of crystal lattice. These results suggest local distortions of the grain lattice, suggesting the formation of a sub-grain structure. The micrograph does not indicate the presence of pores and other defects, which can be attributed to the casting process. These observations on the bulk sample are in accordance to the EBSD microstructure analysis in real solder joints where large grains with a sub-grain structure were reported (see Chap.1).

The microstructure analysis suggests that the material state obtained in the bulk sample correlates well to the one of a solder joint, despite the difference in absolute dimensions. Both show close similarities regarding the presence of intermetallic phases, morphology of the tin-matrix, as well as grain structure after casting/soldering. Thus, in the present work, we assume, that the mechanical properties of the solder alloy determined on bulk samples (see Fig. 3.1) resemble the proper-
ties in solder joints in electronic components. In the following, the material testing equipment and results of the various tests obtained in this work will be described in detail.

3.2.3. Material testing equipment

Set-up for cyclic tension compression tests

Within this work, a new testing equipment was developed based on an existing commercial push-pull machine from Zwick und Roell in order to measure the material properties of the solder alloy necessary for the establishment of the material model.

Standardized characterization programs for metallic materials typically employ rotational symmetric samples (the same as in Fig. 3.1) in order to realize a homogeneous stress state within the test-region (region of interest). A challenging task remains the local measurement of elongation as close as possible to the test-region. In addition, the measurements must be performed under strain rate controlled conditions with respect to the test-region elongation, as the viscous properties of the material are sensitive to the speed of deformation [73]. However, earlier works have shown, that commercially available sensors (contact-extensometers) were not suitable for measurements on soft, low-melting solder alloys. These devices are directly fixed on the surface applying local contact pressure, which cause substantial damage after few load cycles. The impact of the force applied by the extensometer increases with the temperature. Above 75 °C, and due to high stiffness decrease in comparison to the original stiffness at room temperature, the sample could not support the force introduced by the extensometer in addition to the input load. This lead to gradual bending of the test region with increasing cyclic loads (see Fig. 3.5).

Thus, following the experience from earlier measurements (Fig. 3.5) a sensor system design without contact in the measurement area becomes necessary. An alternative approach for solder material characterization was reported by Metasch et al. The authors designed a custom push-pull testing machine where the local deformation is measured by Linear Variable Differential Transformer (LVDT) fixed outside the test-region edges [26]. Using this type of instrumentation, the measurement region of the sample stays contact-free and undamaged.

Following the idea of Metasch et al, the testing machine used within this work is instrumented with two high temperature LVDTs (operation temperature up to 150 °C) [76]. The global deformation is measured outside the sample edges (see magnification in Fig. 3.6). Moreover, the different components needed for the instrumentation
Push-pull machine set-up for cyclic tests with commercial extensometers

Damage on the surface caused by the contact of the extensometers

Sample bent in compression phase during push-pull deformation controlled test

Fig. 3.5: Cyclic measurement on solder sample using contact extensometer reported by MateCon GmbH, causing pre-damage on the surface of the sample [75]

are designed as small as possible, because the available volume is limited by the size of the temperature chamber. For this reason, the two LVDTs are positioned outside the temperature chamber and are connected to the sample by extensional stems as depicted in Fig. 3.6.

The thermal chamber is equipped with a heat control system operating in the temperature range Room-Temperature (RT) up to 200°C. The local displacement of the test-region boundaries $\Delta u$ (Fig. 3.6) is measured by two LVDTs sensor signals. The two displacement signals are subtracted in real time by a multichannel digital amplifier [76], and transformed into an analog output in the range of 0...10V. The analog signal is connected to the input interface of the material testing machine electronics, which operates at a sampling rate of 500 Hz. The machine cross-head is driven in a closed feedback loop according to the external analog signal as a reference, which corresponds to the local elongation of the sample test-region (see Fig. 3.6).

In this configuration strain-rate control with respect to the strain of the test region has been achieved during the load. Fig. 3.7 gives a comparison between the displacement signals measured by the improved system using LVDTs on one hand, and the cross-head machine sensor displacement, on the other hand.

The measurement Fig. 3.7 reveals a deviation of up to 25% between the sample displacement measured locally by the LVDTs and the displacement recorded by the machine cross-head sensor. This indicates the substantial inaccuracy, which would result if the cross-head signal would be used to describe the sample deformation. The strain-rate control using the LVDTs as a reference signal remains stable (note the linear profile of the black curve in Fig. 3.7) over strain rates in the range of $1 \times 10^{-3}$
Fig. 3.6: Adapted Zwick Z10 machine for strain rate controlled tests regulated by a closed feedback system (HBM Quantum-X amplifier and numeric-analog converter) [76, 77]

Fig. 3.7: Local deformation of the sample test region (LVDT-sig.) and corresponding displacement derived from the cross-head sensor of the machine (Cross-head sig.) during cycles of varying strain rates and relaxation periods. The signal from the LVDT sensors have been used for strain rate control in a closed feedback-loop, example of measurement at 25 °C.
to $1 \times 10^{-6}$. The improvement in the experimental characterization technique has been a crucial step towards accurate measurements of complex deformation profiles under temperatures up to 125°C. The testing equipment described above has been used for the characterization of the cyclic mechanical behavior of the solder alloy at different strain rates, stress relaxation phases, as well as Low Cycle Fatigue tests (LCF). Measurements at a temperature of -40°C were performed on a similar setup elsewhere [26].

**Specialized creep testing station**

Creep measurements of metallic materials are typically scheduled over long time periods in the order of several months up to years. The evolution of time dependent deformation accompanied by creep damage is a thermally activated process enhanced by externally applied load. Despite their importance, creep measurements are by far not that challenging from technical point of view in comparison to deformation controlled measurements. During a creep test, the sample is loaded by a constant force at a constant temperature environment. At the same time, the elongation of the sample induced by the load is recorded. The force can be applied in a short amount of time without explicit strain rate regulation, since this initial loading period (several seconds) is negligible in comparison to the expected creep rupture time. In order to achieve several tests with creep rupture times in the order of months, a creep testing set-up has been developed within this work. The set-up comprises eight identical units, which enable the parallel measurement of samples under different forces. In each unit a single sample is mounted vertically and fixed on the upper side of the construction. The loads are applied by cylindrical steel weights of pre-defined masses, which correspond to the force magnitudes of the tests. The creep test units are placed in thermal chambers equipped with heat control system (see Fig 3.8), which maintains isothermal conditions at temperatures between 25°C and 150°C.

The local absolute displacement of the sample test region boundaries is measured by LVDTs [76] following the same principle as in the set-up used for cyclic measurements described above. The signals are recorded via a QuantumX-HBM interface and saved on a computer disk. The final creep curve is obtained by taking the difference of the two LVDTs signals.
3.3. Experimental investigation of the deformation behavior

3.3.1. Characterization of the viscoplastic-creep behavior

In a first step, the mechanical behavior of the solder material is investigated by means of deformation controlled tests on bulk samples. Each sample is separately tested at isothermal temperatures e.g. -40°C, 25°C, 75°C and 125°C. A complex deformation controlled program is applied during which the sample is successively cycled at different strain rates $1 \times 10^{-3} s^{-1}$, $1 \times 10^{-4} s^{-1}$, $1 \times 10^{-5} s^{-1}$ and $1 \times 10^{-6} s^{-1}$. Here, the reference length is taken as the length of the testing region of the sample: $l_0 = 12$ mm (see Fig. 3.1(a)). In this case, a strain rate of $1 \times 10^{-3} s^{-1}$ corresponds to a linear displacement of 0.012 mm/s. After the strain rate variation sequences, the sample is maintained at a constant strain amplitude for four hours in tension and compression, respectively. During these phases, the stress relaxation is recorded as depicted in Fig. 3.9. The stress is calculated afterwards using the original section of the sample $S_0 = 3 \times 3 \times \pi = 28.26$ mm².

The mechanical behavior of the solder material in the domain of low stress levels and high strain amplitudes is measured by means of isothermal creep tests. As far as
Fig. 3.9: Cyclic test comprising four levels of strain rate variation (2 cycles at each strain rate) followed by stress relaxation periods in tension and compression of 4 h. respectively. (a) displacement input profile. (b) force response recorded over time. (c) force-displacement hysteresis obtained. Alloy: SAC. Temperature: RT (sample P06)
the deformation is concerned, the purpose of the creep testing program is to investi-
gate the thermally activated slow plastic deformation. Low stresses are applied (lower
than the stress magnitude measured during the rate variation program) resulting in a
very low rate of deformation. Here, three creep tests conducted at room temperature
are given as an example and the corresponding curves are depicted in Fig. 3.10.

3.3.2. Deformation properties at small strains and high strain
rate
Substantial part of the observed cyclic deformation occurs in the plastic domain
resulting in an elastic-plastic behavior as indicated by the stress-strain hysteresis
Fig. 3.9(c). The solder material shows even at room temperature a low yield strength
(under 250N). After yielding, the strength-displacement evolution is highly nonlin-
ear. The observed nonlinear hardening forms the shape of the measured force-
displacement hysteresis. In the framework of constitutive modeling the hardening
behavior of metal alloys is interpreted as a superposition of strain and time hardening
(see Chap. 4). In practice, the two effects are always activated and a clear separation
between strain and time hardening is experimentally difficult to obtain.

However, under specific loading conditions, one of the effects can dominate over
the other. A quantitative evaluation of both hardening effects is crucial for a proper
selection of viscous function, which can adapted to the material behavior. This is one
of the main goals in the design of the specific testing program presented in Fig. 3.9(a).
As depicted in Fig.3.9(b)-(c), the stress magnitude increases with increasing strain rate, which indicates an increase of time hardening. Fig.3.9 shows that an increase over four decades of the speed of deformation gives rise to an increase of stress magnitude by a factor of two for the same strain amplitude (from 18MPa (500N) to 35MPa (975N) at strain rates of $1 \times 10^{-6}\text{s}^{-1}$ and $1 \times 10^{-3}\text{s}^{-1}$, respectively). At the limit of an infinitely low strain rate the time hardening part should be negligible, thus the corresponding stress can be mostly attributed to be build up by strain hardening. A strain rate of $1 \times 10^{-6}\text{s}^{-1}$ during cyclic loads corresponds to a time period of a single cycle higher than 10 hours. Even at such low strain rate, time hardening might not completely vanish as suggested by the measurement. If the strain rate could be reduced to $1 \times 10^{-7}\text{s}^{-1}$, the test program would have a duration higher than 2 weeks, which could not be realized due to technical issues.

In order to draw the distinction between the strain and the time hardening part, the stress relaxation behavior is used in the present work. The stress-reduction during the dwell time period results from the release of elastic strain and a transformation into plastic one. Consequently, the relaxation of stress is exclusively due to time dependent plastic flow which corresponds to the fraction of stress previously introduced by time hardening. Assuming that the previously introduced time hardening is being released after four hours of dwell time period, the remaining stress $\sigma_r$ at the end of the relaxation test phase refers to the strain hardening part (250N corresponds to 9MPa in Fig.3.9(b)). This is supported by the observed stable stress level after approximately 3 hours in the dwell time period. The strain hardening part depends exclusively on the plastic strain per definition, thus it is independent on the strain rate applied in the loading phase. Furthermore, it remains nearly unmodified during relaxation periods, since the strain amplitude is kept constant during this test phase. Thus, we assume that strain hardening can be represented by means of the remaining stress at the end of a relaxation phase.

In this way, the evaluation of the deformation program (Fig.3.9(a)) gives the distribution of strain and time hardening parts in the range of small strains (< 1%) and at relatively high strain rate ($1 \times 10^{-6}\text{s}^{-1}...1 \times 10^{-3}\text{s}^{-1}$). In this range, the ratio of time/strain hardening increases with strain rate from respectively 50%/50% to 71%/29% for the strain rates from $1 \times 10^{-6}\text{s}^{-1}$ to $1 \times 10^{-3}\text{s}^{-1}$. The interplay between time dependent and time independent plastic deformation gives rise to the viscoplastic behavior observed here for the solder alloy SAC at room temperature. The viscoplasticity is characterized by a sensitivity to strain rate variations as well as stress relaxation within dwell time periods at constant strain consistent with the experimental data obtained in the
The deformation behavior in the domain of higher strain amplitudes and lower strain rates have been studied by means of creep tests, and is presented in the following.

### 3.3.3. Creep deformation at large strain and low strain rate

The creep curves depicted Fig 3.10 cover a large spectrum in terms of deformations and strain rates. The deformation over time follows typical stages classified in three categories: primary, secondary and tertiary creep. During the primary stage, the strain rate decreases continuously accompanied by increasing elongation of the specimen. The secondary creep phase is characterized by a nearly stable strain rate (linear increase of elongation with time), often referred to as stationary creep. During the tertiary creep the strain rate increases again leading to rupture of the sample. The different times to rupture range from 50 to 5000 hours and encompass almost 7 months of measurement duration.

During primary creep the competitive deformation processes discussed in the scope of cyclic tests, namely strain and time hardening are expected. This is supported by the fact, that the observed total strain in both cyclic tests and creep tests within the primary creep domain remain small $\leq 2\%$. With increasing stress in the creep tests, the amount of plastic deformation (quasi time-independent) accumulates in shorter periods of time resulting in an increasing sample elongation of primary creep strain. At lower stresses, less plastic strain can account for strain hardening, and thus, the strain and time hardening parts reach an equilibrium at longer times and lower strain amplitudes. In other words, the end of the primary creep stage (onset of stationary creep) in terms of time and corresponding sample elongation shows substantial dependency on stress.

During the steady state period the strain rate remains nearly constant, which is often interpreted as a regime in which hardening and softening processes compensate for each other. This period corresponds to more than 50\% of the life of the sample and motivated numerous works which suggest secondary creep as the most important mechanism of deformation [19, 78] relevant in solder joint applications. Fig 3.10 shows that the secondary creep strain rate decreases with the applied stress and one has $r_1 > r_2 > r_3 > r_4$ (s Tab 3.1 and Fig 3.10). In the following section, it is interesting to compare the strain rate dependencies on stress between the creep tests Fig 3.10 and cyclic tests Fig 3.9(b)-(c).
3.3.4. Viscous stress towards viscoplastic-creep bounds

The viscous properties refer mainly to the time hardening part of the stress. As already mentioned, a direct measurement of the time hardening part is not possible for either cyclic or creep tests, since one can only measure the total stress $\sigma$. Thus, thanks to the stress relaxation, the strain hardening part may be quantified and attributed to the remaining stress $\sigma_r$ (see previous section). By subtraction, the viscous stress $\sigma_v$ can be evaluated by Eq. (3.1). $\sigma_r$ is also referred in the literature as threshold stress or hardening stress $H$ for the physical description of creep phenomenon [55, 79].

$$\sigma_v = \sigma - \sigma_r$$

However, the strain hardening part of the stress which accumulates within a creep test is still unknown, although its existence is revealed during the primary creep stage. In the following analysis, the evolution of strain hardening within a creep test is considered independent from the applied stress, and it reaches the same constant value at the onset of the steady state creep strain. This value is taken equal to the strain hardening quantity accumulated within cyclic tests and measured at the end of the relaxation and given the remaining stress $\sigma_r=9$ MPa at $25^\circ$C. Thus, for cyclic tests, the viscous stress is evaluated at the maximum peak stress corresponding to each strain rates evaluated in the secondary creep stage, and using Eq. (3.1). Moreover, the strain rates for the creep tests are evaluated in the linear part of each curves in Fig. 3.10. As a result, the diagram Fig. 3.11 illustrates the evolution of the viscous stress $\sigma_v$ (time hardening part) as a function of the strain rate $r$ in a large scale throughout creep and viscoplastic deformation.

The evolution of the viscous stress vs. strain rate suggests two regimes. In the high strain rate regime (viscoplasticity domain), roughly between $1\times10^{-6}$ and $1\times10^{-3}$s$^{-1}$, the data points follow a constant slope in the double logarithmic plots which suggest a first order power dependence between viscous stress and strain rate in this regime. Here, the stress evolution is usually described by a power function of strain rate, also called Norton’s relation of viscoplasticity (see Chap. 2 eqv. to Eq. (2.11)) [80]. However, in the low strain rate regime (creep domain), the interdependency viscous stress vs. strain rate is much higher than in the high strain rate regime. The data points indicate a linear trend, but with a higher slope ($m_2 >> m_1$). In other words, the solder alloy exhibits a complex time hardening behavior, which depends on the strain rate regime. According to the Fig. 3.11 a single power function (Nor-
Fig. 3.11: Viscous stress evolution (time hardening) in function of the strain rate for SAC alloy at RT

Tab. 3.1: Viscous stress calculated with Eq. (3.1) from cyclic and creep measurement Fig. 3.9-3.10

<table>
<thead>
<tr>
<th>Type</th>
<th>( \sigma_v / \text{MPa} )</th>
<th>( r / \text{s}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>test</td>
<td>22.42</td>
<td>( 1 \times 10^{-3} )</td>
</tr>
<tr>
<td>cyclic</td>
<td>18.22</td>
<td>( 1 \times 10^{-4} )</td>
</tr>
<tr>
<td>test</td>
<td>12.9</td>
<td>( 1 \times 10^{-5} )</td>
</tr>
<tr>
<td></td>
<td>9.59</td>
<td>( 1 \times 10^{-6} )</td>
</tr>
<tr>
<td>creep</td>
<td>8.5</td>
<td>( 1.22 \times 10^{-7} )</td>
</tr>
<tr>
<td>test</td>
<td>7.5</td>
<td>( 1.54 \times 10^{-8} )</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>( 8.58 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>( 1.89 \times 10^{-9} )</td>
</tr>
</tbody>
</table>

ton’s rule Eq. (2.11) is not able to describe the viscous behavior in the whole strain rate range including creep and viscoplasticity domains [30]. Furthermore, the viscous behavior suggests a double power relation, as each domain, respectively creep and viscoplasticity, could be described separately using one single power function. This observation builds the basis for a formulation of appropriated flow rule function in the material model (see Chapter 4), which will be able to describe the deformation behavior in the whole strain rate range.

From a microstructural point of view, the change in the stress-strain rate slope (see plot in Fig. 3.11) suggests possible modifications of the deformation mechanisms. Particularly reported by Ashby [10], the deformation mechanisms are strain rate and temperature dependent (see Chap. 2, Fig. 2.1). The thermal condition 25°C tested here corresponds to \( T_h = 0.60 \) in terms of the homologous temperature. Thus, according to Ashby deformation maps Fig. 2.1 for pure tin (Sn) [78], the deformation mechanisms may change from grain boundaries slide to grain boundaries diffusion. This hypothesis is further motivated by the fact that the solder alloy exhibits a polycrystalline structure (see Fig. 3.20, 3.22), and a strong time dependent plastic deformation throughout several orders of magnitudes from \( 1 \times 10^{-9} \) to \( 1 \times 10^{-3} \).

In the high strain rate regime (viscoplasticity), the kinetics of deformation have been associated to grain boundaries sliding [10], caused by relatively high loads which are responsible for quasi-instantaneous plastic deformation. In the graph
Fig. 3.11, this mechanism would be related to the Eq. \( \sigma = K_1(r)^{m_1} \), corresponding to high strain rate, where the slope of the curve is low. In contrast, if the amount of load is too weak, the quasi-instantaneous plastic deformation is limited, and the mechanism of grain boundary sliding is not dominant any more. Nevertheless, if at sufficiently high homologous temperature (here \( T_h = 0.6 \)), plastic deformation may still occur but at a lower strain rate. The low strain rate is associated here with plastic flow over a large time scale (creep deformation). Thus, within this large time scale, the diffusion of grain boundaries may drive the kinetics of deformation which appears, in this domain, much more sensitive to the magnitude of the load. This higher sensitivity is suggested in Fig. 3.11 by the higher slope of the curve \( m_2 >> m_1 \). In this regime (creep), the viscous stress is related to the strain rate by the Eq. \( \sigma = K_2(r)^{m_2} \). Finally, the point of intersection between the two curves (at \( \sigma_v = 7 \) MPa and \( r = 1 \times 10^{-8} \)) can be associated to the transition between the two mechanisms reported for pure Sn at 0.6 homologous temperature by Ashby [10].

The double linear trends observed in the experiments (in Fig. 3.11) correlates to the transition between the mechanism which at this homologous temperature shows different sensitivities to the strain rate resulting in two different slopes \( m_2 \) and \( m_1 \), respectively for grain boundary sliding and grain boundary diffusion mechanism. Actually, the presence and fractions of the two mechanisms remain hypothetical, as a direct in-situ observation at the microstructure level is not available. The viscous behavior of the material could be explained by Ashby deformation mechanisms occurring at different strain rates and load levels, even if, at the moment, there is still no concrete observable evidences as e.g. micrographs depicting these mechanisms. Such an investigation may confirm the hypothesis of the two mechanisms, and prove the direct correlation between the observed two regimes of viscous behavior Fig. 3.11 and the map of mechanism of deformations, based on Ashby’s work (see Chap. 2, Fig. 2.1).

3.3.5. Influence of the temperature

In metallic materials, plastic deformation and hardening processes are temperature activated mechanisms. This common agreement is established for a large variety of metals [10], particularly at high homologous temperature where inelastic deformations may be accompanied by creep mechanisms, as discussed for the solder alloy in the previous section. Here, the influence of the temperature is present in the whole strain rate range, as even the lowest temperature of \( -40 \) °C investigated here still corresponds to a high homologous temperature \( T_h > 0.4 \). The two diagrams below
Fig. 3.12: (a) Cyclic stress-strain hysteresis for different temperatures -40°C...125°C at constant strain rate \( r = 1 \times 10^{-3} \text{s}^{-1} \). (b) Relaxation behavior within 4 hours for different temperatures -40°C...125°C. Rapid loading/unloading rate \( r = 1 \times 10^{-3} \text{s}^{-1} \). Alloy: SAC

illustrate cyclic hysteresis (a) at a constant strain rate of \( 1 \times 10^{-3} \text{s}^{-1} \) for different temperatures and the relaxation behaviors (b), respectively, for the same temperatures Fig.3.12.

Both strain and time hardening are affected by the temperature, as well as the elastic properties of the solder material. The elastic properties of the material manifest shortly after the reverse of the loading direction. In this domain, the Young’s modulus can be determined graphically by the slope of the curve \( |d\sigma/d\varepsilon| \). As it can be seen from Fig.3.12(a), the Young’s modulus decreases with temperature. The hardening behavior is further modified by the temperature as the increase of stress after yielding tends to vanish with increasing temperature. For -40°C, the material exhibits hardening up to 1% of strain whereas for 125°C, the stress i.e. hardening processes saturate just after yielding. The substantial reduction of hardening modulus is linked to the stress relaxation behavior displayed Fig.3.12(b). The remaining stress at the end of the relaxation decreases when the temperature increases, which correlates with a decrease of hardening modulus observed in the stress-strain hysteresis Fig.3.12(a). Time hardening and viscous properties are also influenced by the temperature, as shown in (b), by the strong, and quasi-instantaneous stress relaxation in the first minutes of the dwell time period for the temperatures 75°C and 125°C. As expected, the equilibrium strain vs. time hardening is modified with the temperature. The high amplitude of stress relaxation (>70%) as well as the low value of remaining stress after 4 hours relaxation for 125°C (≈ 5 MPa), indicate that viscous effects (time hardening) over-balance strain hardening effects when the temperature
Fig. 3.13: (a) Strain rate \( r \) (in the steady state of creep) vs. applied stress for different temperatures. Alloy: SAC (b) Evaluation steady state creep strain \( r \) on a creep curve increases. This high viscosity also manifests at higher strain within creep tests, where the steady state creep strain rate also shows a temperature dependency Fig[3.13].

The steady state creep strain rate, occurring typically at higher strain \( (\varepsilon \approx 2\%) \), depends on the applied stress and the temperature. For a same equivalent stress, the strain rate increases when the temperature increases. This effect correlates with the decrease of stiffness and hardening of the material with an increase of the temperature. Furthermore, the sensitivity of the stress regarding the strain rate modifies as well, as it is displayed on the graph Fig[3.13]. The slope of the curves continuously increases with temperature which illustrate the increase of viscosity and, at the same time, a decrease of hardening mechanism and fall of the material stiffness. Once more, this observation within the steady state creep regime argues that viscous stresses (time hardening) over-balance strain hardening processes when the temperature increases. The effect is confirmed by cyclic and creep experiments, corresponding to small and large strain deformations respectively, in the temperature range between -40°C and 125°C.

According to Ashby’s theory, the mechanisms of deformations are related to the homologous temperature, such as the decrease of stiffness and increase of strain rate are expected in response to a temperature increase for a constant load. In the map represented in Fig[2.1], a temperature change within a constant load may result in a change of mechanisms of deformation. Indeed, the homologous temperature, here between 0.4 and 0.85, overlaps several deformation mechanisms which also depends on the rate of plastic deformation and the magnitude of the load. For example, considering a normalized load in the range of \( 10^{-4} \ldots 10^{-3} \), and at the same time a heating from 0.6 to 0.8 homologous temperature (\( T=130^\circ C \) to \( T=175^\circ C \)), the
resulting plastic deformation would be attributed to two overlapping mechanisms at
the microstructure level, namely, dislocation climb and grain boundary sliding, the last
being more pronounced at the higher temperature.

This situation may occur, for example, during rapid heating of a component from
room temperature to 125 °C, such as the thermal stresses induced in the solder joint
remain high until recovery processes activate and provoke the stress relaxation. In
contrast, during a slow cooling rate period, where the corresponding thermal stresses
and deformation rates are both low, the mechanisms of deformation may shift from
grain boundary sliding to grain boundary diffusion. Again, this situation is expected
for soldered components, where solder joints are submitted to the low cooling rate
after turning off the car engine.

Within the presented characterization program, the mechanical behavior of the
solder material SAC reveals a complex interplay between time and strain hardening
processes, which are also strongly dependent on temperature. Moreover, the differ-
ent measurements realized (e.g. cyclic under small strain vs. unidirectional creep
deformation at high strain) indicate that the viscous properties of the solder mate-
rial prevail over the strain hardening processes (see Fig.3.12-3.13). Furthermore,
this dominance is more pronounced with increasing the temperature and decreas-
ing strain rate. Viscous effects are stronger activated within long time creep testing
(for low strain rate) and relaxation periods, compared to rapid loading/unloading for
example (see Fig.3.11). This non-uniformity of the material behavior over the whole
strain and temperature ranges investigated here could be explained by concurring
deformation mechanisms at microstructure level, in response to a thermal activation,
a load or a strain rate change. The observed effects are analyzed and discussed
in relation to the theoretical deformation mechanisms map for metals reported by
Ashby [10] in Fig.2.1. Indeed, the measurements as in Fig.3.11 suggest a change
in the deformation mechanism, which actually could correlate to the transition region
between two mechanisms in the Ashby's map Fig.2.1. These complex mechanical
properties are characteristic to the solder alloy in its initial state of deformation. Thus,
the above-mentioned properties are related to an undamaged state of the material
prior to degradation.
3.4. Experimental investigation of the damage behavior

As far as the experiments revealing the deformation properties are completed, the investigations are directed towards the characterization of the damage behavior of the material. As a common assumption for metals undergoing loads under high homologous temperature, creep damage has to be considered. Besides, electronic components undergo thermally induced cyclic loads, which means that damage in terms of both creep and thermo-mechanical fatigue has to be taken into account.

3.4.1. Damage evolution under creep loads

Microstructure transformation under creep loading conditions

The creep tests do not only characterize the deformation behavior at high strain and low strain rate, but also reveal the intrinsic degradation of the material. During these tests, the material is maintained at constant temperature under a constant load. Under these specific loading conditions, the degradation is mostly caused by creep damage development. Typical creep damage may be observed directly on the microstructure level of the material, as for example, by the substantial growth of pores and creep cavities, observed after failure of the sample [79]. The impact of creep on the solder material is shown in Fig.3.14 by EBSD microstructure micrographs after creep rupture time at 125 °C under 5 MPa.

Necking is observed in the region of creep fracture which indicates a high localization of inelastic deformation. Furthermore, the overview of the sample depicts smaller grains on both sides near the surface of fracture and correlates with a recrystallization process enhanced by high plastic deformation in this region. EBSD analysis is carried out on the two spots (1) near the fracture region, and (2) outside the fracture region. The EBSD analysis confirms that the grains size increases with the distance to the creep fracture zone. In addition, the insights (1) and (2) reveal the presence of cavities which can be identified by oval black flakes, elongated in the tensile direction of loading. These cavities were not present in the initial state (Fig.3.3), therefore they result from the applied stress and temperature and have developed during the 400 h. testing time until creep rupture. The cavities are distributed throughout the section of the sample (normal to the direction of loading). Besides, the density of cavities decreases with the distance to the fracture zone. The high density of cavities inside the grains (a) and at the crack-tip (c), near the fracture zone, suggest creep
Fig. 3.14: Polarized light microscopy (picture overview) and EBSD micrographs after a creep test at $T=125^\circ$C, stress $\sigma=5$ MPa. Cavities and voids are identified near the surface fracture (a), (b) and (c). EBSD picture made in TU-Dresden.
Fig. 3.15: Larson-Miller’s master curve for solder alloy SAC

fracture enhanced by nucleation of voids. At the same time, the microstructure recrystallizes and many grain boundaries are thus delimited by cavities which appear at grain junctions, like in (b). This mechanism can be interpreted, at the grain level, as an inter-crystalline crack growth by interconnection of cavities and micro-defects which lead to a micro-crack which propagates along the grain boundaries.

In order to quantify the evolution of creep damage development we use the macroscopic deformation of the material, which is recorded from the beginning to the rupture of the samples. We assume that damage (i.e. general term including all microstructural processes like pores growth, cavity formation, dislocation accumulation, grain boundary sliding, micro-cracks, etc.) acts as a perturbation and leads to modification of the mechanical behavior. The impact of damage accumulation during the sample life can be correlated to the observed evolution of its mechanical properties (stress-strain-strain-rate and temperature) taking the initial mechanical properties of the material as a reference.

**Larson-Miller’s master curve**

The corresponding creep time to rupture $t_r$ can be evaluated after the concept of the Larson-Miller’s master curve, see Fig[3.15][62]. Here, $t_r$ is included in the fit parameter $P_{LM}$. Thus, the stresses and their corresponding $P_{LM}$ are fitted using a second order polynomial function. The fit-parameters are given in table[3.2]

Using a Larson-Miller’s master curve, the time to rupture for arbitrary temperatures and stress levels can be calculated. It should be noted that only the samples which reached the creep failure are considered in the Larson-Miller fit. In Fig[3.16] the
\[
\begin{array}{cccccc}
C & m & p_1 & p_2 & p_3 \\
28.0 & 0.24 & -6.819 \times 10^2 & -4.746 \times 10^3 & 2.184 \times 10^4 \\
\end{array}
\]

Tab. 3.2: Larson-Miller parameters for SAC solder alloy

Fig. 3.16: Applied stress \(\sigma\) related to time to rupture \(t_r\) for creep tests in the range -40°C...125°C. Alloy: SAC

symbols marked by an arrow refer to creep tests which are still running, such that the times to rupture are expected higher than the diagram suggests. The diagram Fig[3.16] shows that the higher the temperature the lower the creep resistance. At 125°C creep rupture occurs at extremely low stress level <5 MPa, which correlates to the low yield stress observed at this temperature (s. section 3.3.5).

Evaluation of creep damage

Similar to the Larson-Miller equation, a power function can be used to associate the times to rupture \(t_r\), stresses \(\sigma\), and temperatures \(T\). This relation is often observed for other metals [79] and also basic phenomenological models were established to describe them. Looking at the creep curve Fig[3.17], the damage rate seems to increase continuously, and dramatically rises in the tertiary creep stage, causing the failure of the sample. Indeed, the strain rate seems to correlate to an equivalent creep damage parameter, which, after reaching an equilibrium state, increases until rupture of
the sample. Chaboche and Lemaitre derive damage parameters from the strain rate (see Chap. 2 Eq. (2.25)) [55]. Here, we employ a similar approach to evaluate creep damage for the solder alloy. The method requires the determination of the minimal strain rate \( r_{\text{min}} \), which corresponds to the activation of creep damage [55]. Even if the theory divides the creep deformation in three stages, a perfectly constant minimal strain rate value over a large period, as assumed in the stationary creep phase, is rarely observed. The creep experiments show rather smooth transition in the evolution of the strain rate without a clear boundary between secondary and tertiary creep stages. Thus, we postulate an evaluation strategy in order to reproducibly quantify the beginning of the tertiary creep stage as follows: the time when the strain rate reaches a value by a factor of three higher than the minimal value \( r_{\text{min}} \), then this marks the beginning of the tertiary stage. This point is characterized by the tertiary creep strain \( \varepsilon_{\text{III}} \) and by its specific time fraction \( t_{\text{III}}/t_r \), shown as an example in Fig. 3.17. This procedure is repeated for all creep experiments and the corresponding tertiary creep onset with coordinates \((t_{\text{III}}, \varepsilon_{\text{III}})\) are successively evaluated.

In fact, \( \varepsilon_{\text{III}} \) can be used as an indicator of the ductility under creep testing conditions because it correlates to the inelastic deformation accumulated in the material during the test. First, we observe that the ductility increases with temperature, which correlates to the pronounced viscous behavior discussed in the previous section.

The normalized quantity \( 1 - t_{\text{III}}/t_r \) is plotted as a function of stress in Fig. 3.18(b). This quantity represents the amount of time (in \%) that the material consumes in the tertiary creep stage. The diagram Fig. 3.18(b) shows that the relative period of tertiary creep increases when the stress decreases. For instance, at 125 °C, 80%
of the lifetime is consumed in the tertiary creep at 4 MPa, whereas only 30% at 8 MPa at the same temperature. For low stresses, the tertiary stage occurs sooner \((t_{III}/t_r < 1)\) but at a lower strain amplitude (as shown in Fig. 3.18(a)). Afterwards, the damage rate remains relatively low, and a large part of the sample’s life is located in the tertiary domain which mainly evolves under relatively low strain amplitudes. For these cases, a rather brittle fracture is observed. In contrast, when the material is put under higher stresses, it undergoes large deformations before it enters the tertiary creep stage. Then, as soon as the tertiary stage begins, the damage development becomes faster. Therefore, the relative fraction of life spent in the tertiary stage is low \((t_{III}/t_r \approx 1)\). These tendencies suggest further that material ductility during creep depends on the applied stress. This is supported by the observation of substantial necking of the sample prior to rupture (Fig. 3.16) at higher stresses in contrast to the rather brittle rupture at lower external loads.

Due to the significantly longer creep test times at low external loads, thermally induced slow deformation processes are expected to gain importance. Volume- and grain boundary diffusion and grain boundary sliding might be responsible for the formation of multiple microscopic defects like cavities and micro-cracks at grain boundaries. Such defects occur not at a single site, but at multiple locations throughout the microstructure. In the final stage, growth and coalescence of such localized defects can lead to macroscopic failure and sample rupture. In terms of damage mechanics,
damage due to creep at low stress is considered to evolve in a non-localized fashion, thus affecting the whole sample volume.

As a summary, material damage during creep tests reveal a significant dependence on temperature and stress level. Furthermore, total strain at creep rupture shows substantial increase with increasing stress levels.

3.4.2. Damage evolution under fatigue loading conditions

Material softening and microstructural transformations

The fatigue properties of the material are measured by means of standardized Low-Cycle Fatigue tests. The tests are conducted at constant temperatures of -40°C, 25°C, 75°C and 125°C. The strain rate is maintained constant over all the tests at \( r = 1 \times 10^{-3} \text{s}^{-1} \) in the LCF regime. HCF measurements are performed at RT, with strain profiles following a sinus form at the frequency of 10 Hz. All cyclic tests have a symmetrical tension-compression ratio \( R = -1 (R = \varepsilon_{\text{min}}/\varepsilon_{\text{max}}) \) with respect to the minimal and maximal strain amplitudes \( \varepsilon_{\text{min}} \) and \( \varepsilon_{\text{max}} \). As expected, the mechanical behavior of the material is affected by the repetition of cyclic loads. From a macroscopic point of view, the modifications of the mechanical properties are represented by a substantial decrease of the maximal stress obtained in each individual cycle. Microstructure analysis reveal significant modifications in terms of grain size evolution and relative grain orientation Fig.3.20–3.22. In the following, the impact of cyclic aging is highlighted by results of isothermal LCF test at temperatures of -40°C and 125°C under cyclic loads corresponding to ±0.50% strain amplitude (LCF-regime).

Between the first and up to the 500\(^{\text{th}}\) cycle, a slight increase of the maximum peak stress in each cycle is observed in Fig.3.19 at -40°C. Thus, until the middle-life \( N_f/2 \), stabilized cycles are depicted, such as the first and middle-life cycle appears identical. After \( N = N_f/2 = 1220 \) cycles, the maximum peak stress in each cycle decreases with a low rate (5 MPa in 1000 cycles) until \( N = 2200 \) cycles. The sudden fall of stress between \( N = 2100...2200 \) marks the presence of a macro-crack inside the sample, which propagates and causes a fast decrease of peak stresses in the last stage of the fatigue life. The non-symmetrical shape of the hysteresis within the last cycle is due to a localized macro-crack, because the compression domain offers more resistance than the tensile one, a higher stress results (-40 MPa in compression vs. 20 MPa in tension).

The micrographs reveal the absence of recrystallization mechanism during the LFC test at -40°C, see Fig.3.20. The sample test region has a homogeneous crystal...
Fig. 3.19: (a) stress-strain hysteresis at initial state $N = 2$, middle life $N = N_f/2$ and end-of life $N = N_f$. (b) Peak stresses at each cycle within a LCF test at -40°C. Alloy: SAC

Fig. 3.20: Polarized light microscopy (overview of the sample) and EBSD micrographs after a LCF test, $N=2440$ cycles, $\Delta \varepsilon = \pm 0.5\%$, $T=-40^\circ$C. EBSD picture made in TU-Dresden.
orientation comparable to the microstructure observed at the initial state after casting the sample, see Fig. 3.4. The crack initiates and propagates through a grain, perpendicular to the loading direction. Thus, a trans-crystalline crack propagation can be identified, as each side of the crack has the same crystal orientation [001]. Moreover, the micrograph highlights a high localization of damage: outside the crack tip the microstructure remains unchanged and the material undamaged, as no other cracks have yet initiated at other positions within the sample test region. Voids and cavities are not detected.

In contrast, lower stresses are observed during cyclic loading at 125°C, see Fig. 3.21(a) compared to -40°C in Fig. 3.19(a). Besides, cyclic isotropic hardening, observed during cyclic loading at -40°C (see Fig. 3.19(b)), is replaced by cyclic softening at 125°C (see Fig. 3.21(b)). Three phases could be identified on the curves. A fast stress reduction is observed within the first 200 cycles and corresponds to the first phase of stress softening. The second phase is characterized by a slow stress decrease, which leads to the substantial reduction of the hysteresis surface (see Fig. 3.21(a)) in the interval N = 200...1200 cycles. At about the 1200th cycle, a smooth acceleration of stress reduction is depicted. This stage corresponds to crack initiation although it is not clearly remarkable at the temperature of 125°C, compared to the stress fall after crack initiation observed at -40°C. Nevertheless, the crack initiation is estimated in the range of the 1200...1500th cycle according to Fig. 3.21(b). After crack initiation, the stress reduction is more pronounced and follows its decrease until N = N_f (third phase of stress softening).

The fatigue test is stopped at N = N_f cycles, when 50% of stress reduction is obtained. The EBSD and microscopic analysis realized after N_f cycles reveal the fundamental transformation of the microstructure of the solder material under fatigue loads at 125°C. Originally composed by few large grains in its initial state (see Fig. 3.4), the sample is now formed by a large number of small grains, particularly in the sample test region where most of the loads are concentrated. Two spots are investigated with EBSD-microscopy where macro-cracks have been already identified on polarized micrographs.

In contrast to -40°C, the damage is rather widely distributed, and macro-cracks have started at several locations on the surface of the sample in (a), (d) and (e) in Fig. 3.22. Initiation and propagation of the cracks do not follow the perpendicular direction of loading, as it is the case at -40°C, but follow an angle of about 45° with respect to the direction of loading. Small grains are identified along the crack and at the crack front in (f) and (c), and in the center of the sample in (b) which is at the...
Fig. 3.21: (a) stress-strain hysteresis at initial state $N = 2$, middle life $N = N_f/2$ and end-of life $N = N_f$. (b) Peak stresses at each cycle within a LCF test at 125 °C. Alloy: SAC

Fig. 3.22: Polarized light microscopy (overview of the sample) and EBSD micrographs after a LCF test, $N=1905$ cycles, $\Delta \varepsilon = \pm 0.5\%$, $T=125$ °C. EBSD picture made in TU-Dresden
Temperature dependent fatigue failure curves

The strain-based representation of Coffin-Manson-Basquin \([57, 58, 59]\) is employed in Fig.3.23 to illustrate the cyclic fatigue resistance of the solder material at different temperatures. The tests presented in Fig.3.23 result from standardized LCF experiments performed at several institutes as well as the measurements carried out within the present work. Elastic and plastic strain amplitudes are calculated based on the total strain amplitude, the stress amplitude is measured during the test in the first cycle as well as the Young’s modulus. Elastic and plastic strain amplitudes data are then reported in the diagrams Fig.3.23 with the corresponding number of cycles to failure \(N_f\) for the different tests, depicting two logarithmic asymptotes for LCF and HCF domains respectively.

The sum of the two asymptotes provides the Coffin-Mason-Basquin curves from which the four parameters are determined by linear regression, per temperature sep-

---

<table>
<thead>
<tr>
<th>(T / ^\circ C)</th>
<th>(E / \text{MPa})</th>
<th>(\sigma'_f)</th>
<th>(b)</th>
<th>(\epsilon'_f)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>57265</td>
<td>167.16</td>
<td>-0.0629</td>
<td>1.0478</td>
<td>-0.6817</td>
</tr>
<tr>
<td>25</td>
<td>45113</td>
<td>123.90</td>
<td>-0.0645</td>
<td>6.3824</td>
<td>-0.7950</td>
</tr>
<tr>
<td>75</td>
<td>35766</td>
<td>192.10</td>
<td>-0.1664</td>
<td>2.7115</td>
<td>-0.6822</td>
</tr>
<tr>
<td>125</td>
<td>26418</td>
<td>158.65</td>
<td>-0.1908</td>
<td>0.3993</td>
<td>-0.4675</td>
</tr>
</tbody>
</table>

Tab. 3.3: Coffin-Manson-Basquin fit parameters in Eq.\(\text{(2.17)}\)
Fig. 3.23: Coffin-Manson-Basquin curves at -40°C, 25°C, 75°C and 125°C for the solder alloy SAC. Symbol coding regarding the origin of the tests: □: IKTS-Dresden, ○: MPA-Stuttgart, △: CR/APM (Bosch), ♦: own measurements.
The influence of the temperature on the fatigue life is revealed by Fig. 3.24. For a constant strain amplitude, different lifetimes are expected if the temperature varies. The variation is estimated by a half decade in the LCF regime whereas much higher in the HCF regime, according to the extrapolated curves. In the LCF domain, within the temperature range -40°C...75°C, parallel asymptotes are depicted which correlate with a homogeneous ductility exponent $c \approx -0.70$. However at 125°C, the ductility exponent decreases in accordance with the high ductility of the material at $T_h \approx 0.8$, which allows larger deformation before crack initiation and fatigue failure. In contrast, the domain of fatigue resistance sinks with the increase of the temperature. For -40°C and 25°C, a safety region could be determined below the strain amplitude $\Delta \varepsilon = 1 \times 10^{-3}$, after which no fatigue failure is predicted for $N < 1 \times 10^7$ cycles. This region corresponds to predominantly elastic loading, which are less damaging for the solder material. For 75°C and 125°C, this safety region appears to reduce, illustrated by a higher $b$ exponent in the HCF regime. Under these temperatures, the material exhibits a very low yield stress, such as any load engenders non negligible plastic deformation fraction and consequently damage in the sample.
3.4.3. Combined relaxation-fatigue tests

Real thermo-mechanical loads on solder joints under operation result from repetitive heating- and cooling phases with time periods at nearly constant temperature in between. Therefore, strain controlled cyclic loads with dwell time periods are carried out on standardized samples in order to investigate the dwell time effect on the fatigue life. This type of test is referred to as Relaxation-Fatigue test (RF-test), in which the maximal strain reached within each cycle is maintained constant for a predefined time period. Tests are performed under temperatures of 25°C and 125°C, with dwell times of \( t_h = 3 \text{ min} \) and \( t_h = 10 \text{ min} \). The observed fatigue-life reduction in comparison to pure LCF-life without dwell time periods (\( t_h=0\text{ min} \)) is represented in Fig. 3.25.

The stress-reduction during the periods of fixed strain is monitored and the median relaxation stress during the 10th dwell time period is reported in Tab. 3.4. \( N_{fa} \) represents the number of cycles to failure calculated from the LCF-life curves at \( \Delta \varepsilon = 0.013 \), for pure cyclic loads. \( N \) corresponds to the number of cycles to failure for the RF tests presented in this section.

The dwell time periods of the RF-tests are located in the tensile domain where creep is expected to be more pronounced, in comparison to compression loads. Under compression, creep pores and cavities can be closed, thus limiting creep damage development. The observed reduction of lifetime varies up to 30%, which depends on the temperature applied and the duration of the time periods under fixed strain. The amount of creep damage during the RF experiments is evaluated using the Larson-Miller approach (see Chap. 3). The median relaxation stress of the 10th cycle is defined as the equivalent stress responsible for creep damage development within the time \( t_h \), \[27\], being repeatedly accumulated throughout the cycles. The resulting time to rupture \( t_r \), corresponding to the median stress for temperature \( T \), obtained by Eq. (3.2)-(3.3) is reported in Tab. 3.4. The fatigue and creep life fraction are calculated using Miner-Palmgren and Robinson accumulation rules, Eq. (3.4)-(3.5), respectively.

<table>
<thead>
<tr>
<th>test</th>
<th>T</th>
<th>( \Delta \varepsilon )</th>
<th>( t_h )</th>
<th>( \sigma_{med} )</th>
<th>( N )</th>
<th>( N_{fa} )</th>
<th>( t_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF1</td>
<td>25°C</td>
<td>0.0133</td>
<td>10 min</td>
<td>15.42 MPa</td>
<td>1570</td>
<td>2811</td>
<td>437 h.</td>
</tr>
<tr>
<td>RF2</td>
<td>25°C</td>
<td>0.0133</td>
<td>10 min</td>
<td>15.41 MPa</td>
<td>1143</td>
<td>2811</td>
<td>437 h.</td>
</tr>
<tr>
<td>RF3</td>
<td>125°C</td>
<td>0.0133</td>
<td>3 min</td>
<td>4.63 MPa</td>
<td>1887</td>
<td>1877</td>
<td>434 h.</td>
</tr>
<tr>
<td>RF4</td>
<td>125°C</td>
<td>0.0133</td>
<td>10 min</td>
<td>2.82 MPa</td>
<td>1665</td>
<td>1877</td>
<td>6382 h.</td>
</tr>
</tbody>
</table>

Tab. 3.4: Relaxation-Fatigue tests (RF)
Fig. 3.25: Influence of the dwell time periods on the fatigue life of solder alloy SAC for 25°C and 125°C. Experiments: $\Delta \varepsilon = 0.013$. A decrease of fatigue life is observed with increasing dwell time periods.

Fig. 3.26: (a) Creep-fatigue accumulation diagram evaluated using Coffin-Manson-Basquin and Larson-Miller damage parameters for the RF experiments and (b) Lifetime prediction using a linear damage accumulation.
The distribution of creep-fatigue damage fractions for the RF tests is presented in the Creep-Fatigue accumulation diagram Fig 3.26(a). The RF tests performed at 25°C show a balanced damage distribution of creep and fatigue ratios ($D_c \approx D_f$) whereas the RF tests performed at 125°C indicate dominant fatigue damage ($D_f > D_c$). Although creep damage is expected to be strongly activated at higher temperatures, the stress relaxation during holding time periods at 125°C shows very low values (~3 MPa). Effectively, this results in a relatively small contribution of creep to the total damage accumulation. In contrast, at 25°C, the stress reduces to 15 MPa, which leads to an increase of creep damage relative to fatigue development.

The RF tests suggest a linear accumulation rule for creep and fatigue damages, which is, at a first glance, independent of temperature. However, it should be noted, that the nature of the accumulation rule depends on the procedure used for evaluating the creep and fatigue damage parameters. As far as the RF tests are concerned, the ASME procedure has been employed in this work (ASME [61], section NH), using a combination of the Coffin-Manson-Basquin equation for the fatigue part and the Larson-Miller equation for the creep part. Using similar evaluation approach, a nonlinear accumulation rule was suggested for a Cr-steel alloy type 800 at comparable homologous temperature, (see Fig 2.11, Chap 2) with an inflection point at 0.12. The RF test results for the SAC solder alloy presented here are evaluated by a linear sum of creep and fatigue damage ratios. This results in a prediction quality for the number of cycles to failure $N$ with a major deviation of 19% (for RF3), see Fig 3.26(b). The current results suggest a rather small interaction between creep and fatigue with linear accumulation of both damage contributions. However, in order to completely validate the impact of dwell time periods, and damage accumulation rule, further tests under varying strain amplitudes and temperatures would be necessary, which remains beyond the scope of the current work. Finally, the observed lifetime-reduction in the RF-tests compared to LCF-tests is attributed to the contribution of creep damage within the periods of fixed strain. During dwell times the stress relaxes.
to non-zero values, which leads to repetitive thermal activation of creep processes. Within each RF-cycle, creep damage is expected to add to fatigue damage, which leads to earlier failure of the sample compared to the pure LCF-cyclic lifetime.

3.4.4. Combined multiaxial tension-torsion fatigue tests

Until now, the material characterization was exclusively focused on uniaxial tests. Therefore, the correlation between varying multiaxial loads and cyclic damage evolution in solder alloys is still not understood. In order to address the shear mode of failure in terms of multiaxial fatigue conditions, tension-torsion tests have been conducted in this work. The experiments are carried out on full-bulk samples (without a hole or a notch). The geometry of the sample is adapted to the testing machine and to the strain sensor, which is able to measure axial and angular displacements (see appendix A.2). The sample is cycled -in phase- by angular and axial displacements controlled conditions, which are measured outside the gauges of the sample. The equivalent displacement rate is maintained constant by $1 \times 10^{-3}$ s$^{-1}$, the same as for the uniaxial LCF tests.

The applied multiaxial displacements lead to plastic deformation; therefore force-displacement and torque-twist angle hysteresis are observed during the cycles, here evaluated for the $10^{th}$ cycle in Fig 3.27 (a)-(b). Under displacement controlled loading condition, one observes the substantial reduction of the maximal force and torque with the accumulation of cycles in Fig 3.27 (c). The observable cyclic softening is comparable with than the one observed during the uniaxial cyclic tests. For this test, crack initiation is estimated at about 1600 cycles, for a total lifetime of 1850 cycles.
Fig. 3.28: fatigue life curve under uniaxial and multiaxial loads obtained from tension-torsion cyclic tests at 25°C

<table>
<thead>
<tr>
<th>$u$ / mm</th>
<th>$\theta$ / °</th>
<th>$\Delta \varepsilon$ / -</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>4.00</td>
<td>$1.74 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.15</td>
<td>3.22</td>
<td>$1.32 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.10</td>
<td>2.39</td>
<td>$8.92 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.05</td>
<td>1.50</td>
<td>$4.76 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

$q = \frac{\sigma_{eq}}{\sqrt{3} \sigma_H}$, after Clausmeyer [68]

$\sigma_{eq}$: von Mises stress
$\sigma_H$: hydrostatic stress

Tab. 3.5: fit parameters for Tension-Torsion cyclic loads ($q = 2.2...2.6$) in Coffin-Manson-Basquin Eq. (2.17)

<table>
<thead>
<tr>
<th>$E$</th>
<th>$\sigma_f$</th>
<th>$b$</th>
<th>$\epsilon_f$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45113</td>
<td>174.35</td>
<td>-0.1021</td>
<td>0.9274</td>
<td>-0.5376</td>
</tr>
</tbody>
</table>

Thus, axial displacements and twist angles are combined to obtain different equivalent strains which are a priori evaluated in the sample by FE-simulation. The combination of $u$ and $\theta$ are systematically chosen to maintain the coefficient of multiaxiality $q$ nearly constant. The samples are cycled until 50% of force reduction. A similar Coffin-Manson-Basquin curve can be constructed for tension-torsion loads where the equivalent strain amplitude can be associated to the number of cycle to failure. The tension-torsion life curve is displayed with the reference uniaxial cyclic curve in the Fig. 3.28.

As a result, lifetimes of combined Tension Torsion (TT) tests ($q = 2.2 \ldots 2.6$) are slightly higher than the lifetimes of pure LCF tests (uniaxial $q = 1.73$) which are evaluated for an equivalent strain deformation within one cycle, see Fig. 3.28. The four experiments performed under combined tension-torsion loads reveal an increase of about 25% of the number of cycles to failure in comparison with uniaxial cyclic loads. The four data points are fitted within a Coffin-Manson-Basquin equation and the fit parameters are summarized in the table below.

The interpretation of the results is still under debate, i.e. why cyclic torsional
loads damage less than cyclic uniaxial loads is not fully understood. The fatigue
diagram Fig.3.28 suggests a systematically higher lifetime for the four different strain
magnitudes.

In order to confirm or to reject this hypothesis, additional tests are required. Con-
sidering the relatively high experimental deviation of the fatigue life (in the order of
25%), the number of available LCF and TT-tests is not sufficient in order to quan-
tify statistically the magnitude of the effect. Already mentioned before, the actual
testing sample has a cylindrical test region. When submitted by torsional loads, the
outer surface of the sample experiences much higher deformation compared to the
middle regions where only the axial load contributes to the deformation. It results
a high in-homogeneity in the strain distribution throughout the diameter and, as a
consequence, a variation of the multiaxiality factor $q$. This in-homogeneity could be
reduced by using hole-cylinder testing samples where the strain and $q$ variations are
constrained between the outer and inner wall of the sample, and are consequently
lower compared to a bulk sample of the same outer diameter. Using such sample
geometry, can confirm or reject the influence of multiaxial load on the fatigue life, and
exclude any artifacts due to an in-homogeneities of the strain distribution.

Thus, future work is necessary to verify the influence of multiaxiality under lower
strain amplitudes (near HCF regime) and varying $q$ ratios. For instance, the develop-
ment of fatigue damage under pure torsion loads can be of particular interest, since
pure torsion loads correspond to a theoretical $q \to \infty$. Under such pure torsion loads
the difference of fatigue life compared to a tension-compression or tension-torsion
tests of same equivalent plastic deformation might be more pronounced, thus giving
a clearer insight on the impact of multiaxial stress states.
4. Numerical modeling of the mechanical properties

4.1. Constitutive equations of the proposed model

The material model developed within this work is based on the viscoplastic theory by Chaboche and coworkers \cite{34, 46}. The model has been adapted to describe the mechanical properties of a SAC solder alloy. An essential part of the formulation is the usage of a flow rule comprising two Norton’s terms similar to the ONERA2 model proposed by Chaboche in \cite{40}. Besides, as the ONERA2 model already incorporates kinematic and isotropic hardening with dynamic and static recovery terms, the formulation is further extended towards the framework of continuum damage mechanics for isotropic damage. Lemaitre et al introduced the concept of effective variables as the description of an intermediate damage state $D$, which takes a value between 0 and 1. 0 corresponds to an undamaged state whereas 1 to fracture. Following this, the internal variables are replaced by their effective value, which is consistent to the isotropic formulation of damage. In this work, two damage mechanisms are considered: fatigue and creep damage. Both are described by specific evolution laws and contribute to the total damage by a nonlinear accumulation rule. The nonlinear accumulation equation follows the bilinear rule proposed in the ASME standards, but differentiated and integrated into the constitutive equations. The subscripts $ij, kl$ denote a tensor or a $6 \times 6$ matrix (fourth rank tensor). Other subscripts or no subscripts mark a scalar variable.

\begin{align}
\text{continuity} & \quad \sigma_{ij} = (1 - D)E_{ijkl}(\varepsilon_{kl} - \varepsilon_{kl}^E - \varepsilon_{kl}^{th}) \\
\text{elasticity} & \quad E_{ijkl} = \mu(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}) + \lambda\delta_{ij}\delta_{kl} \\
\text{Lamé constants} & \quad \mu = \frac{E}{2(1 + \nu)} \quad \lambda = \frac{\nu E}{(1 + \nu)(1 + 2\nu)} \\
\text{thermal strain} & \quad \varepsilon_{kl}^{th} = \alpha_{CTE}(T - T_{ref}) \varepsilon \\
\text{effective stress} & \quad \tilde{\sigma}_{ij} = \frac{\sigma_{ij}}{1 - D} \\
\text{deviatoric stress} & \quad \tilde{S}_{ij} = \tilde{\sigma}_{ij} - \frac{1}{3} \text{Tr}(\tilde{\sigma})
\end{align}
The model employs the concept of over-stress for associative viscoplasticity. The plastic, viscoplastic and creep deformation towards large time scale are unified within a single inelastic flow rule. An isotropic yield surface delimits the elastic domain using the von Mises theory of isotropic plasticity.

4.1.1. Numerical procedure in FE calculation

In order to calculate the mechanical deformations in complex geometries, the use of FE-supported simulation is necessary. Commercial FE-codes provide an interface for user-defined material models. In this way, a custom material model can be integrated as a FORTRAN subroutine which is called by the FE solver during the solution process. In this way, the commercial FE-solver can process the factorization and solution of the global assembly matrix whereas the user-subroutine supplies the material stiffness at integration point level. The global forces $[\mathbf{F}]$, displacements $[\mathbf{U}]$ and stiffness matrix $[\mathbf{K}]$ are brought into equilibrium by an iterative Newton-Raphson solution of the quasi-static system of equations (acceleration and velocity terms are omitted in the equation of motion).
Fig. 4.1: Calculation procedure used in FE-simulation with a USER-defined material implemented as FORTRAN subroutine for the commercial software ANSYS [18]

\[
[K] \times [U] = [F]
\]  
(4.18)

The global stiffness matrix \([K]\) maps the internal reaction of the material via its material matrix \([D]\), which is defined locally in every integration point (often referred to as Gauss point) of the structure (s. Eq.(4.19)). \([B]\) refers to the element strain – displacement matrix.

\[
[K] = \int_V [B]^T \times [D] \times [B] \, dV
\]  
(4.19)

The local calculation at each element Gauss point is dependent on the material law used which is included in the matrix \([C_p]\).

During a solution step the user material subroutine is called by the solver, which
as input arguments. Using these arguments and the implementation of the material law Eq.(4.1)-(4.17) delivers the material matrix \([C^p]\), also called consistent tangent operator and the resulted stress vector \([\sigma]\). In order to compute these quantities, state variables are saved into a dedicated data structure, which persists throughout all solution steps. By doing this, any previous loading history at any Gauss point can be accessed. This procedure is needed when the non-linearity of the constitutive equations does not allow a direct solution but necessitates a numerical iterative procedure to determine the tangent operator \([C^p]\) and the resulted stress vector \([\sigma]\), see Fig.4.1.

### 4.1.2. Return mapping algorithm

In this section, the methodology employed to implement a numerically stable and robust material model are described. The main calculation steps and resulting equations are introduced in the current chapter. A detailed representation of the intermediate steps of calculation as well as the derivatives for the tangent operator and the Newton-Raphson algorithm can be found in appendix A.4.

Although the constitutive model contains a set of multiple differential equations, the implementation follows an established method proposed by Simo [81] for computational time-independent plasticity. In fact, the methodology proposed by the author can handle various mathematical formulations and model complexities [82, 83]. In three dimensions, the tensorial relations are discretized in an Euler backward schema. Then, based on a return mapping algorithm for over-stress viscoplasticity, all the internal state variables are determined. The return mapping scheme illustrated in Fig.4.2 considers in a first approximation the strain increment as an elastic one: it results the trial stress \(\sigma^{tr}_{ij}\) (calculated with the continuity Eq.(4.1)), from which the deviatorical trial stress \(S^{tr}\) is deduced (Eq.(4.6)). If trial equivalent stress overtakes the yield stress, then the increment generates plastic deformation and therefore a plastic correction has to be calculated.

The return mapping procedure is graphically represented in the principal deviatoric stress plane. This graphical representation helps to visualize the different
equations which can be considered as vector operations. The equation of plastic correction Eq. (4.20) refers to the vector summation depicted on Fig. 4.2.

\[ S_{ij} = S_{ij}^{tr} - 2\mu \Delta \varepsilon_{ij} \]  
(4.20)

Since the model incorporates kinematic and isotropic hardening terms, the yield surface can move (the coordinates of the center of the yield surface correspond to the back-stress vector \( X \)) and can grow (the radius \( R \) is dependent on the plastic history). The yield condition is basically formulated like in Eq. (4.7) for combined isotropic-kinematic hardening models [31, 84, 85] using the \( J_2 \) operator according to von Mises plasticity (see appendix A.3). \( R_n \) is calculated with Eq. (4.11).

\[ F = J_2(\sigma^{tr} - X_n) - R_n \]  
(4.21)

According to the yield criterion, the trial stress can be located outside \((F > 0)\) or inside \((F < 0)\) the yield envelope by assuming that no plastic deformation occurs within the trial step (elastic predictor). However, if static recovery terms are incorporated in the kinematic hardening, the back stress may relax during the time increment from \( n \) to \( n + 1 \), such that the value of \( X_n \) has to be updated according to this time increment.
based on its previous value taken during the last converged step $\hat{X}_n^{(i)}$.

$$X_n^{(i)} = \frac{1}{1 + d_i \Delta t J_2(\hat{X}_n^{(i)})} \hat{X}_n^{(i)}$$

(4.22)

The real stress state $S$ in $n + 1$ is obtained when $S$ returns to the visco-surface $n + 1$. The visco-surface depicts a parallel envelop with respect to the yield surface, such as the gap between both spheres is defined by a state variable called over stress or viscous stress associated to the variable $\sigma_v$. This definition applies only for viscoplasticity and models based on associative over-stress theories [38][39], which is the case for the model proposed in this work. When the stress returns to its visco-surface, the equilibrium is completed. Thus, the consistency conditions are met. The consistency can be graphically interpreted as a vector sum $S - X$ which is normed and therefore equal to the gap between the visco-and yield-surfaces, which is expressed by the visco-stress $\sigma_v$, see Fig 4.2

consistency condition

$$J_2(\sigma - X) = \sigma_v + R$$

(4.23)

For the current model, all the internal state variables $R$, $X$, $\sigma_v$ depend on the plastic history and the current time increment (see resp. Eq. (4.11), (4.7) and (4.13). It means that the only unknown remains the plastic strain increment $\Delta \varepsilon^p$ within the $n + 1$ step, as the other quantities are either known in the step $n$ or can be expressed in function of $\Delta \varepsilon^p$. In other words, the strategy for numerically implementing the material law consists in reducing the number of coupled equations (4.1)-(4.17), using $\Delta \varepsilon^p$ as solution-pivot variable. However, due to the nonlinearity of the $J_2$ operator, not all state variables can be separated. The 16 constitutive equations can still be reduced down to a system of 5 equations Eq. (4.24)-(4.28) with 5 unknowns $\Delta \varepsilon^p$, $h$, $J_2(X^{(1)})$, $J_2(X^{(2)})$ and $J_2(X^{(3)})$ which have to be solved numerically, where $h$ is defined by $h = J_2(\sigma - X)$.

$$f_1 = h - \alpha - Z_{eq}$$

(4.24)

$$f_2 = \frac{h - R}{K_1(1 - D)}^{1/m_1} + \left(\frac{h - R}{K_2(1 - D)}\right)^{1/m_2} - \frac{\Delta \varepsilon^p}{\Delta t}$$

(4.25)

$$f_3 = J_2(X^{(1)}) - w_1 M_1$$

(4.26)

$$f_4 = J_2(X^{(2)}) - w_2 M_2$$

(4.27)

$$f_5 = J_2(X^{(3)}) - w_3 M_3$$

(4.28)

Because near the solution the equations are continuous and derivable, a Newton-
Raphson (N-R) iterative procedure is used to solve the system. For the first iteration \( (k = 0) \), the unknowns should take starting values as close as possible to the end values, which improve the convergence of the N-R algorithm Eq. (4.29)

\[
\begin{bmatrix}
\Delta \bar{e}^p \\
\hbar \\
J_2(X^{(1)}) \\
J_2(X^{(2)}) \\
J_2(X^{(3)})
\end{bmatrix}^{k+1} = \begin{bmatrix}
\Delta \bar{e}^p \\
\hbar \\
J_2(X^{(1)}) \\
J_2(X^{(2)}) \\
J_2(X^{(3)})
\end{bmatrix}^k - \begin{bmatrix}
\partial f_1 \\
\partial \Delta \bar{e}^p \\
\vdots \\
\partial f_5 \\
\partial \Delta \bar{e}^p \\
\vdots \\
\partial f_5 \\
\partial J_2(X^{(3)}) \\
\partial J_2(X^{(3)}) \\
\partial J_2(X^{(3)})
\end{bmatrix}^{-1} \begin{bmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4 \\
f_5
\end{bmatrix}^k \tag{4.29}
\]

The intermediate calculation for reduction of the number of equations as well as the expression of the derivatives are given in Appendix A.4. For the unknowns \( J_2(X^{(1)}), J_2(X^{(2)}), J_2(X^{(3)}) \), the starting point values are evaluated from the elastic predictor step (Eq. 4.22). The value \( \hbar \) represents the over-stress and is bounded between 0 and \( J_2(\sigma^{tr} - X_n) \) (trial effective stress) because the corrected stress and consequently the over stress should be at least smaller than the trial stress. \( \Delta \bar{e}^p \) ranges between 0 and the total equivalent strain increment per time increment (assuming that no elastic deformation occurs). In fact, \( f_1 \) depicts a discontinuity in 0, thus, the upper bound is chosen as starting point of the iterative procedure (s. Eq. 4.30).

\[
\Delta \bar{e}^p(0) = \Delta t \left( \frac{J_2(\sigma^{tr} - X_n)}{K_1(1 - D)} \right)^{1/m_1} + \Delta t \left( \frac{J_2(\sigma^{tr} - X_n)}{K_2(1 - D)} \right)^{1/m_2} \tag{4.30}
\]

\[
\hbar(0) = J_2(\sigma^{tr} - X_n) \tag{4.31}
\]

\[
J_2(X^{(1)})(0) = \bar{J}_2(X^{(1)}) \tag{4.32}
\]

\[
J_2(X^{(2)})(0) = \bar{J}_2(X^{(2)}) \tag{4.33}
\]

\[
J_2(X^{(3)})(0) = \bar{J}_2(X^{(3)}) \tag{4.34}
\]

The convergence is achieved when the norm of the vector \([f_1 \ f_2 \ f_3 \ f_4 \ f_5]\) in Eq. 4.29 is lower than \( 1 \times 10^{-8} \) (user-defined criterion). When the convergence is not completed after 50 successive iterations, a subsection is initiated. After the subsection, time and strain increment are systematically reduced by a factor of 2. Once the convergence is obtained, the variables \( \Delta \bar{e}^p, \hbar, J_2(X^{(1)}), J_2(X^{(2)}) \) and \( J_2(X^{(3)}) \) are determined and the return mapping is completed. Then, all the internal state variables are updated: accumulated plastic strain Eq. 4.35, current plastic strain Eq. 4.36.
back stress Eq. (4.37) and stress Eq. (4.38)

\[
\dot{\varepsilon}^p_{\text{acc}} = \varepsilon^p_{\text{acc},n} + \Delta \dot{\varepsilon}^p \quad (4.35)
\]

\[
\dot{\varepsilon}^p_{kl} = \varepsilon^p_{kl,n} + \frac{3}{2} \Delta \dot{\varepsilon}^p \frac{S_{kl} - X_{kl}}{J_2(\sigma - X)} \quad (4.36)
\]

\[
X_{kl}^{(i)} = w_i \left( X_{kl,n}^{(i)} + (1 - D)c_i \Delta \dot{\varepsilon}^p \frac{S_{kl} - X_{kl}}{J_2(\sigma - X)} \right) \quad (4.37)
\]

\[
\sigma_{kl} = (1 - D) \left( \sigma_{kl}^{tr} - 3\mu \Delta \varepsilon^p \frac{S_{kl} - X_{kl}}{J_2(\sigma - X)} \right) \quad (4.38)
\]

### 4.1.3. Update of Damage variables

It should be noted that neither the fatigue nor the creep damage variables are involved in the return mapping procedure. The damage variables are coupled in a weak form to the internal variables previously mentioned. In other words, the damage variables are maintained constant during the return mapping procedure at \( n + 1 \), and they take their previous value from the step \( n \). Once the return mapping is finished and all the mechanical quantities are updated, the creep and fatigue damage variables are subsequently updated. This integration scheme is similar to an Euler-forward schema, also called explicit integration. \( q \) Eq. (2.35), is the ratio of multiaxiality which is calculated after updating the state variables. The discretized form of the fatigue and creep equation is given in Eq. (4.39) and Eq. (4.40) respectively.

\[
\Delta D_1 = a_1 \Delta \varepsilon^p (\bar{\varepsilon}^p)^b \left( \frac{|\varepsilon^p|}{\sqrt{3}} \right)^b \left( 1 + \frac{a_k}{2} (1 + \tanh \left( \frac{D - D_0}{D_a/\delta} \right)) \right) \quad (4.39)
\]

\[
\Delta D_2 = a_2 \Delta \dot{\varepsilon}^p \left( \frac{\sigma_{eq}}{1 - D} \right)^c \left( \bar{\varepsilon}^p \right)^c \text{ if } \text{tr}(\sigma) > 0 \text{ else } \Delta D_2 = 0 \quad (4.40)
\]

Because the damage equations are given in their differential form, the pre-integrated equation of ASME-standard [61] has to be adapted for a calculation of the nonlinear creep-fatigue accumulation. Thus, the total damage increment results from a nonlinear accumulation of the creep and fatigue damage increments (\( \Delta D_2 \) and \( \Delta D_1 \)) and is accumulated after the solution step \( n + 1 \).

\[
\text{if } \frac{\Delta D_2}{\Delta D_1 + \Delta D_2} < c \quad \text{then} \quad \Delta D = \Delta D_2 + \frac{1-c}{c} \Delta D_1 \quad (4.41)
\]

\[
\text{if } \frac{\Delta D_2}{\Delta D_1 + \Delta D_2} > c \quad \text{then} \quad \Delta D = \Delta D_1 + \frac{1-c}{c} \Delta D_2 \quad (4.42)
\]

\[
\Delta D = D_n + \Delta D \quad (4.43)
\]
The explicit integration of $D_1$ and $D_2$ enables the substantial reduction of the number of independent equations from $7$ to $5$ (Eq.(4.24)-(4.28)), which are solved using an N-R scheme. Furthermore, it reduces the number of unknowns and partial derivatives in the Jacobian matrix and thus, the computational effort to determine each partial derivative regarding each unknown. Besides, the damage equations Eq.(4.39)-(4.40) are formulated according to the behavior of the material observed during the experimental tests. Nevertheless, it cannot be excluded that other damage phenomena interact within the temperature and load ranges investigated.

With the explicit integration of $D_1$ and $D_2$, the equations can be easily modified by the user. Besides, if only the damage equations are modified, then the partial derivatives and the return-mapping schema remain unchanged, which enables the user to implement a new damage model with relatively low numerical integration efforts. However, a forward Euler integration is typically associated with a time-step dependence as well as numerical instability if too large time-temperature-deformation-increments are applied. In fact, the forward integration only concerns the damage evolution. In parallel, the other internal variables are implicitly integrated following Euler backward schema. The Euler backward schema ensures robustness and stability during the computation of the internal variables, which could handle fast evolution depending on the time-temperature and load increments. In contrast, the damage evolution is very slow in comparison to the other internal variables, which are related to rapid mechanical or load changes. For this reason, the explicit integration of damage does not affect the stability of the algorithm, considered here at the integration point level. Thus, the implicit computation during the return mapping scheme provides a relative low time step dependence of the internal variables.

However, by the explicit integration of damage, the time-step dependence might be higher, thus the damage variables become sensitive to the load-step size and its associated time increment. This is particularly the case for the creep damage $D_2$, which is directly proportional to the time increment and other internal variables. Nevertheless, the effect is expected to be moderate saturating if sufficiently low time increments are used. Besides, and due to the high complexity of the material model, too large time increment can lead to divergence of the local N-R, even if no damage development is considered. Therefore, it is advised to carefully define the solution time increments for this model according to the simulated specific structures, boundaries and loading conditions. In general, the time discretization shall always be adapted to ensure stability and correct computation at the integration point level, which later on assures a fast convergence during the global matrix assembly.
4.1.4. Consistent tangent operator

The user subroutine delivers the corresponding stress vector and material tangent matrix for each integration point as output-variables. The stress vector is determined after the return mapping and damage update procedures, as soon as the local N-R has converged. The calculation of the material tangent matrix is described in the following. If the material is considered linear elastic, the material matrix is equal to the elastic stiffness matrix $E_{ijkl}$ (Eq.(4.2)). However, if plastic deformation is generated, the material matrix has to be determined by derivation of the output stress regarding the output strain increment. Besides, when the equations are implicitly derived with respect to continuum and derivable internal variables, the material matrix is called consistent operator. The use of a consistent tangent operator guarantees the quadratic convergence of the global Newton equilibrium iteration during the assembly procedure [31, 81, 82]. By derivation of Eq.(4.44) one obtains the general expression of the tangent operator $C^p$ Eq.4.45

$$C^p = \frac{d\sigma_{ij}}{d\varepsilon_{kl}} \tag{4.44}$$

$$C^p = (1 - D) \left( \frac{d\sigma_{ij}}{d\varepsilon_{kl}} - \frac{d\Delta\bar{\varepsilon}_p}{d\varepsilon_{kl}} \tilde{n}_{ij} - \Delta\bar{\varepsilon}_p \frac{d\tilde{n}_{ij}}{d\varepsilon_{kl}} \right) \tag{4.45}$$

$$\frac{d\sigma_{ij}}{d\varepsilon_{kl}} = E_{ijkl} \quad \tilde{n}_{ij} = S_{ij} - X_{ij} \frac{J_2(\sigma - X)}{J_2} \tag{4.46}$$

The first term is equal to the elastic stiffness. The vector $\tilde{n}_{ij}$ corresponds to the plastic flow direction (see appendix A.4 for more details about their expression). $C^p$ is determined by reformulation of the internal variables with respect to the input strain increment $\varepsilon_{kl}$. The derivatives are taken from the Jacobi matrix previously computed in Eq.(4.29). The method has been published by Kullig in [31], where 3 numerical variables are extracted and differentiated in order to form the consistent tangent operator. Here, the method is further adapted to compute the tangent operator from 5 numerical internal variables instead of 3 in [31]. The method starts with the system of equations $[f_1 \ldots f_5]$, and implies that the quantities $\Delta\bar{\varepsilon}_p$, $h$, $J_2(X^{(1)})$, $J_2(X^{(2)})$, $J_2(X^{(3)})$, $h$ and $S^{tr}$, are influenced by a change of $\varepsilon_{kl}$. Then, the equations $[f_1 \ldots f_5]$ are differentiated with respect to these variables. The remaining derivatives are then equal to 0. After rearrangement of the terms, one gets a system of equations where the pivot-matrix has been already determined during the return-mapping procedure. The intermediate steps are given in detail in appendix A.5.
\[
\begin{bmatrix}
\frac{\partial f_1}{\partial S_{kl}^{\nu}} & \frac{dS_{kl}^{\nu}}{d\varepsilon_{kl}} \\
\vdots & \vdots \\
\frac{\partial f_5}{\partial S_{kl}^{\nu}} & \frac{dS_{kl}^{\nu}}{d\varepsilon_{kl}}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial f_1}{\partial \Delta \varepsilon^p} & \cdots & \frac{\partial f_1}{\partial J_2(X^{(3)})} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_5}{\partial \Delta \varepsilon^p} & \cdots & \frac{\partial f_5}{\partial J_2(X^{(3)})}
\end{bmatrix}
\times
\begin{bmatrix}
\frac{d\Delta \varepsilon^p}{d\varepsilon_{kl}} \\
\vdots \\
\frac{dJ_2(X^{(3)})}{d\varepsilon_{kl}}
\end{bmatrix} = 0
\] (4.47)

The derivatives form a linear system of 5 unknowns, with 5 vectors \([1 \times 6]\) as solution of the system. Each vector (e.g. \(\frac{d\Delta \varepsilon^p}{d\varepsilon_{kl}}\)) corresponds to the derivatives of \(\Delta \varepsilon^p\), \(h\), \(J_2(X^{(1)})\), \(J_2(X^{(2)})\), \(J_2(X^{(3)})\), with respect to \(\varepsilon_{kl}\) respectively. The first term \(\frac{d\Delta \varepsilon^p}{d\varepsilon_{kl}}\) is obtained and needed in the formulation of the tangent operator Eq.(4.45). The derivatives of the plastic flow direction \(\frac{d\bar{n}_{ij}}{d\varepsilon_{kl}}\) are obtained using the equivalent expression deduced after the return mapping procedure. The partial derivatives are expressed as functions of the 5 vectors \(\frac{d\Delta \varepsilon^p}{d\varepsilon_{kl}}\), \(\frac{dh}{d\varepsilon_{kl}}\), \(\frac{dJ_2(X^{(1)})}{d\varepsilon_{kl}}\), \(\frac{dJ_2(X^{(2)})}{d\varepsilon_{kl}}\) and \(\frac{dJ_2(X^{(3)})}{d\varepsilon_{kl}}\), determined from the system Eq.(4.47). After rearrangement the plastic flow direction derivative is obtained.

\[
\frac{d\bar{n}_{ij}}{d\varepsilon_{kl}} = \frac{1}{Z_{eq}} \frac{dZ_{eq}}{d\varepsilon_{kl}} - \frac{1}{(Z_{eq})^2} Z_{ij} \frac{dZ_{eq}}{d\varepsilon_{kl}}
\] (4.48)

The intermediate expressions necessary to achieve this result are given in appendix A.5.

### 4.2. Calibration of the material parameters

The material model incorporates 32 material parameters which are separately calibrated at the temperatures of the isothermal tests.

- **16 parameters**: \(E, \nu, \sigma_0, c_1, \gamma_1, c_2, \gamma_2, c_3, \gamma_3, d_1, d_2, d_3, K_1, m_1, K_2, m_2\) are related to the deformation mechanisms, describing the material properties at large and small strain, low and high strain rate, towards elastic, creep and visco-plastic deformation.

- **4 parameters** \(b_k, \phi, b_q, Q\) describe the cyclic evolution of the material as a combination of cyclic hardening vs. cyclic softening depicting by the material.

- **7 parameters** \(a_1, b_1, a_k, \delta, D_a, D_c, b_{qm}\) are used to describe the damage corresponding to pure fatigue, in uniaxial and multiaxial cyclic loads. It includes constant softening up to technical crack initiation and acceleration of the degradation afterwards, which leads to fatigue failure.
• 3 parameters $a_2$, $b_2$, $c_2$ belong to creep damage, describing the slow creep damage mechanism at the onset of secondary and in the tertiary creep stage until creep rupture.

• 1 parameters $c$ is dealing with the nonlinear accumulation of creep and fatigue damage into total damage. The nonlinear rule is expressed from ASME standards bilinear rule.

• The Coefficient of Thermal Expansion (CTE) $\alpha_{CTE}$ is taken from literature [33]

The large number of material constants renders the calibration task difficult. In order to facilitate the calibration, a basis of adapted experiments performed in defined and controlled loading conditions is of utmost importance. Although each parameter describes a specific property, their combination remains interdependent and some redundancy may exist between the different material constants. In order to avoid such redundancies, the parameters are successively calibrated step by step using the experimental tests. The different tests reveal specific material properties which can be described by a reduced set of parameters. Once a parameter (or more) are determined, they are kept fixed during the rest of the calibration procedure. In the following, the calibration procedure is described, which comprises both direct graphical determination method and analytical fit on functions which approximate the differential equations of the model. Other approaches for finding the parameters are based on optimization algorithms which basically minimize the mismatch between calculated and experimental values. Such algorithms have been employed for similar models in [33] and [86], where genetic optimization algorithm has been implemented. However, this algorithm requires a set of starting values, which should be as close as possible to the values of the final set of parameters for an efficient minimization. We experience that for the present model, the genetic algorithms were not efficient if the parameter-bounds are too large and the starting values too far from the end values. The gain of accuracy using such optimization algorithm renders rather low. Indeed, we found out that the starting values have substantial impact on the quality of the calibration. For these reasons, optimization algorithms are not employed in the following, but we focus our interest on the meaning of the different parameters and their impact on the mechanical properties of the material.

In a first step, the 16 parameters describing the deformation properties are determined. All the other parameters are set to zero or values that remove their influence. Poisson ratio and CTE parameters are taken from literature [33]. To begin, the experiments are approximated with an ideal uniaxial stress state and simulated with one
element loaded along one direction. This approximation allows very fast computation of various profiles and enables the user to perform a large number of simulations in a short time.

4.2.1. Elasto-plastic-creep parameters

Young’s modulus

The Young’s modulus is evaluated from the cyclic experiments. It corresponds to the first slope of the stress-strain hysteresis curve after changing the direction of loading. Due to the high viscosity of the material, the slope of the curve during initial loading renders dependent on the applied strain rate. Therefore, we use the stress-strain hysteresis produced with higher strain rate in order to minimize viscous deformations and creep effects. The Young’s modulus is first calibrated by simulating a single finite element model. In order to verify the one element simulation the real sample geometry is designed and meshed in FE software. Because of the two-fold symmetry, only 1/8th of the geometry is needed (see Fig.4.3). The same boundary conditions as in experiments are applied: controlled displacement on $S_1$ (where the LVDT’s are in reality fixed to measure and control axial displacements) and fixed on the symmetry plane $S_0$. The stress is evaluated by the Reaction Forces $RF(n_{odes})$ of the nodes which belong to $S_0$, see Eq.(4.49).

$$\sigma = \frac{1}{S_0} \sum_{n_{odes} in S_0} RF(n_{odes}) \quad (4.49)$$

Then, taking this first determined Young’s modulus and simulating the sample by FEA, a first hysteresis cycle is obtained which shows an underestimation of the elastic stiffness (doted line $\cdots\cdots$), just after changing the loading direction (Fig.4.3[b]). Thus, this first determined Young’s modulus is multiplied by a correction factor in order to match the stress-strain behavior measured within elastic domains, and the full line — are obtained giving better agreement with the experiments.

In fact, the correction is necessary due to geometrical effects since the displacement is measured outside the testing region of the sample. Thus, the stress in the sample is not homogeneous in the transition region where the diameter of the sample increases, thus inhomogeneous elastic deformation is expected to occur. The elastic deformation cannot be taken into account during the one element simulation which explain the underestimation of the Young’s modulus. The correction factor is independent on the temperature and can be attributed to the specific geometry of the
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Hardening parameters

According to the model formulation, the stress results from three state variables which are dependent on the plastic strain (strain hardening) and time (time hardening). In uniaxial situation and for one dimension, the equations (4.1)...(4.17) are simplified in Eq.(4.50) and provide a function of stress $\sigma$.

$$\sigma = X + \sigma_v + \sigma_0$$  \hspace{1cm} (4.50)
where \( X \) represents the sum of back stress quantities, \( \sigma_v \) the viscous stress and \( \sigma_0 \) the initial yield stress. Because no cyclic isotropic hardening is observed for the material, the state variable \( R \) is simplified by its constant parameter \( \sigma_0 \). Strain hardening is expressed within the kinematic back stresses, where the back stress incorporates a time dependence by its static recovery term. Thus, time hardening is reflected by the double visco-function and in the static recovery term of the kinematic back stress. An exact separation of the different terms is not possible because time and plastic strain act in both parts. Nevertheless, under certain conditions, some terms are dominant and some can be neglected.

- At high strain rate, under small strain, only one part of the double visco-function is relevant. The static recovery terms can be in a first approximation ignored, even if the stress will be over-calculated in the relaxation period. Thus, linear and dynamic recovery terms can be estimated.

- At low strain rate, at large strain, the equilibrium is established in the kinematic hardening part. Therefore, the back stress remains constant. Thus, the other part of the visco-function becomes dominant and can be determined.

- The static recovery terms are used to adjust the back-stress value in order to obtain the correct strain rate in creep tests and, finally, to match the rest-stress at the end of the relaxation period.

By doing this, a first set of hardening parameters can be found. The procedure needs three types of independent experiments: strain rates variation over several decades,
several creep tests, and a relaxation test. As an example, the procedure is depicted here to calibrate the hardening parameters of the solder material at 25°C. First, the following information has to be collected from the experimental test, which are related to the maximum stress obtained at different strain rates, the steady state creep strain rate during creep tests and the remaining stress at the end of the relaxation period, see Tab[3.1].

Kinematic hardening: linear and dynamic recovery terms

Without static recovery \((d_i = 0)\), the back-stress equations can be integrated with respect to plastic strain. It results in an exponential function.

\[
X = \sum_{i=1}^{3} \frac{c_i}{\gamma_i} (1 - \exp(-\gamma_i \times \bar{\varepsilon}^p))
\]  
(4.51)

Considering that strain rate is kept constant during loading and unloading phases, the visco-stress \(\sigma_v\) remains constant due to the fact that the visco-stress only depends on the plastic strain rate. Moreover, the initial yield stress \(\sigma_0\) is set to a low value, because of restricted pure elastic domain combined with large recovery during relaxation periods, observed as well by Wippler for similar solder alloy [33]. Since no static recovery is incorporated into the isotropic hardening state function \(R\), the yield stress cannot relax and further constitutes an additional barrier to describe the remaining stress at the end of the relaxation. For this reason, we describe the non-linear monotonic hardening by kinematic back stresses. Therefore, any change of stress can be attributed to the back-stress-evolution. In other words, the back stress has to match the non-linearity of the stress-strain curve after yielding. Furthermore, by omitting static recovery, the equation becomes independent on time. In this case the quantity of back-stress that is accumulated during the loading phase remains constant during the relaxation period, because very low plastic deformation is generated during relaxation under fixed sample elongation. Thus, in a first approximation, the total equivalent amount of back stress \(J_2(X)\) after loading can be evaluated by the rest stress \(\sigma_r^{\text{exp}}\) at the end of the relaxation period.

\[
J_2(X) = \sigma_r
\]  
(4.52)

By considering that \(X\) is a deviatoric quantity \((\text{tr}(X) = 0)\), and the load is uniaxial, the principal component \(X_{11}\) in the loading/unloading direction is related to its equivalent
Fig. 4.5: (a) Evaluation of back stress in the experiments. (b) Fit of \( c_i \) and \( \gamma_i \) constants using Eq. (4.51) —. Experimental data at 25°C \( \varepsilon \); \( \Delta, \Box, \bigcirc \)

value \( J_2(X) \).

\[
J_2(X) = \sqrt{\frac{3}{2}} \left( (X_{11})^2 + \left( \frac{X_{11}}{2} \right)^2 + \left( \frac{X_{11}}{2} \right)^2 \right) \\
X_{11} = \frac{2}{3} J_2(X)
\] (4.53) (4.54)

Then, the back stress is obtained from the experimental stress-strain curve scaled with the stress level at the end of the relaxation period \( \sigma_r^{\text{exp}} \).

\[
X^{\text{exp}} = \frac{2}{3} \frac{\sigma_r^{\text{exp}}}{\sigma_{\text{max}}^{\text{exp}}} \sigma^{\text{exp}}
\] (4.55)

Under this assumption, the non-linearity of the stress-strain curve as well as the total amount of back stress generated in the loading phase are taken into account. In order to use the Eq. (4.51), the plastic strain has to be extracted from the total strain (measured) which is equivalent to an evaluation of the stress in the positive tensile domain (see Fig. 4.5(a)).

\[
\varepsilon^p = \varepsilon - \frac{\sigma}{E}
\] (4.56)

Then, the \( c_i \) and \( \gamma_i \) parameters are found to match the hardening curve, as depicted in the Fig. 4.5(b). \( X^{(1)}, X^{(2)} \) and \( X^{(3)} \) are calculated using the analytical expression of back stress in Eq. (4.51). The experimental data corresponds to a hysteresis cycle at the highest strain rate \( 1 \times 10^{-3} \text{s}^{-1} \). \( \sigma_{\text{max}}^{\text{exp}} \) is evaluated at this strain rate.

The superposition of three back-stress terms enables an accurate description of the nonlinear hardening in the small strain regime \([-1\% \ldots 1\%] \) and shows that the
Armstrong-Fredericks formulation \[43\] is appropriate to model the kinematic hardening behavior of the solder material. \(X^{(1)}\) is used to describe the first part of hardening, just after that the material leaves its elastic domain in the strain range \([-0.01 \cdots -0.005]\). Outside this plastic strain range, \(X^{(1)}\) saturates and takes the value \(c_1/\gamma_1\). \(X^{(3)}\) serves to match the last hardening slope, here in the range \([0.005 \cdots 0.01]\). A small value of \(\gamma_3\) is set to obtain a quasi linear evolution of back-stress in this domain: \(\Delta X = c_3 \times \Delta \varepsilon^p\), for \(\varepsilon^p\) which belongs to the interval \([0.005 \cdots 0.01]\). \(X^{(2)}\) ensures a smooth transition between the two previous domains such as the \(c_i\) and \(\gamma_i\) parameters follow a defined order such as \(c_1 > c_2 > c_3\) and \(\gamma_1 > \gamma_2 > \gamma_3\).

Visco-hardening at high strain rate

The viscoplastic hardening behavior of the material is highlighted within the strain rate variation tests. At a defined strain amplitude, a higher stress is obtained when a higher strain rate is applied during the loading phases. The stress variation is called visco-stress (or over-stress) and is defined in the material model by the status variable \(\sigma_v\). Thus, according to the formulation proposed by Chaboche \[40\], a double power function is chosen to relate visco-stress and plastic strain rate (ONERA2 model) in Eq.(4.57).

\[
\dot{\varepsilon}^p = \left( \frac{\sigma_v}{K_1} \right)^{1/m_1} + \left( \frac{\sigma_v}{K_2} \right)^{1/m_2} \tag{4.57}
\]

\[
\dot{\varepsilon}^p \approx \left( \frac{\sigma_v}{K_1} \right)^{1/m_1} \quad \text{if} \quad K_2 >> K_1 \quad \text{and} \quad m_2 > m_1 \tag{4.58}
\]

The first visco-function (with the parameters \(m_1\) and \(K_1\)) is dedicated to the visco-hardening behavior at high strain rate. The second visco-function can be deactivated by setting \(K_2 >> K_1\) (e.g. \(K_2 = 1 \times 10^5\) and \(m_2 = 2 \times m_1\), Eq.(4.58)) and will be determined in a subsequent step. In this way, visco-stress and plastic strain rate are extracted from the experimental tests using following assumptions. First, plastic strain rates are approximated by total strain rates, considering a low elastic strain evolution at 1% strain deformation, Eq.(4.59)-(4.60)-(4.61). This assumption is justified by the fact that the hardening behavior saturates after 1% strain deformation and a low stress evolution is observed beyond this strain.
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Then, the experimental values of $\sigma_v$ are determined using Eq. (4.62). The total stress $\sigma$ is read after 1% strain deformation at a defined strain rate. By neglecting static recovery terms, the back stress $X$ is approximated by Eq. (4.51) using the $c_i$ and $\gamma_i$ parameters found previously.

$$
\sigma_v^{\exp}(\dot{\varepsilon}^p) = \sigma_v^{\exp}(\dot{\varepsilon}^p, \varepsilon = 1\%) - X(\varepsilon = 1\%) - \sigma_0 \tag{4.62}
$$

Finally, the visco-diagram can be constructed Fig. 4.6, where experimental viscous stress and plastic strain rate are plotted both in logarithmic scales. The viscous parameters are determined graphically: $m_1$ corresponds to the slope of the curve and $K_1$ represents the viscous-stress generated at a strain rate of $1 \times 10^{0.6} s^{-1}$. 

After determining the elastic constants, the kinematic hardening parameters and the first visco-function, the model is capable to describe the deformation behavior at small strain and high strain rates. This is illustrated within cyclic loads in Fig. 4.7 in strain rate controlled situation, where the strain amplitude varies from -1% to +1% and the strain rate from $1 \times 10^{-3} s^{-1}$ and $1 \times 10^{-6} s^{-1}$.
Fig. 4.7: Experiments □, Δ, ○ and model prediction — at different strain rates $r$ for $T=25^\circ\text{C}$ after parametrization of elastic constants, kinematic hardening and first visco-function, influence of the strain rate on the stress-strain hysteresis.
Visco-hardening at low strain rate and static recovery terms

At low strain rate, the static recovery terms included in the back stress become relevant. Therefore, the time hardening processes developing in this strain rate regime result as a mixture between visco-hardening (which increases stress with increasing strain rates) and recovery processes (which tends to decrease stresses over a period of time). This low strain rate regime occurs during relaxation periods and steady state creep (secondary creep stage). Under these conditions, the back stress cannot be approximated by Eq. (4.51) but the full differential equations Eq. (4.7) have to be considered. Indeed, the equations (4.7)-(4.8) have no integral form due to the presence of static recovery terms. For this reason, the only way to access the back-stress evolution is to employ the discrete differential equations, as they are implemented in the material model. Thus, one has to calculate the mechanical response with the material model, and during the computation, to store the back-stress values after each time iteration.

In practice, the back stress $X$ is saved into a status variable and re-read after calculation (post-processing operation). Then, these values are used to evaluate the experimental viscous stress $\sigma_{v}^{exp}$ as the difference between the applied stress $\sigma^{exp}$ in the creep experiments and its corresponding back stress $X$ obtained after simulation of steady state creep under the same applied stress, Eq. (4.63).

$$\sigma_{v}^{exp} = \sigma^{exp} - X - \sigma_0 \quad (4.63)$$

In parallel, the secondary creep strain rates $\dot{\varepsilon}_p$ are evaluated in the creep experiments. Thus, the visco-diagram Fig. 4.6 is further extended into Fig. 4.9 with strain rate and viscous stress points obtained in the creep experiments. The experimental data point are represented by $\square$ in Fig. 4.9. In a similar way, the parameters $K_2$ and $m_2$ of the second visco-function are used to fit the creep data points in the low strain rate regime where Eq. (4.57) can be approximated by its asymptotic behavior.

$$\dot{\varepsilon}_p \approx \left(\frac{\sigma_v}{K_2}\right)^{1/m_2} \quad (4.64)$$

At a first glance, the determination of the material parameters appears straightforward, but in fact, a strong interplay exists between $X$ and $\sigma_{v}^{exp}$ because of the static recovery terms. Indeed, the experimental viscous stress $\sigma_{v}^{exp}$ is not directly derived from the experiments but also depends on $X$ which is obtained by simulation. Furthermore, $X$ also depends on the static recovery constants, more pronounced during
Fig. 4.8: Stress relaxation obtained with the final set of parameters. — Model prediction. △, □, ●: 3 independent experiments

low plastic strain rate loads.

Static recovery terms $d_i$ are used to match both stress relaxations and smooth transition between the lower viscous stress level obtained during the lower strain rate variation tests and the higher steady state creep rate obtained during the creep test with the higher applied stress. In fact, increasing the $d_i$ decrease the corresponding back stress $X$ and subsequently increase the viscous stress $\sigma_v$. This would be illustrated by a vertical translation of the data points plotted in Fig. 4.9.

Then, one adjusts the constants $K_2$ and $m_2$, in order to match the creep data points with asymptotic Eq. (4.63), Fig. 4.9. Thus, the double visco-function (Eq. (4.57)) matches correctly the corresponding creep and viscoplastic data points, revealing a satisfying equilibrium in the status variables $X$ and $\sigma_v$, respectively related to recovery processes and hardening in the whole strain rate regime. Besides, an accurate prediction of stress relaxation is simulated as shown in Fig. 4.8.

In order to calibrate the second visco-function and the static recovery parameters, creep and relaxation experiments are necessary. Moreover, due to a strong coupling between viscous stresses and back stresses at low strain rate regime, a direct determination of the constants is not possible. That’s why they are determined step by step, using both simulation and graphical methods to evaluate respectively the back stress $X$ and viscous stress $\sigma_v$, and approaching an ideal match like in Fig. 4.8-4.9. The existing coupling effects, however, lead to a complex interplay between static recovery and creep strain rate. Both the back stress $X$ and the viscous stress $\sigma_v$ cannot be directly measured in the creep experiments, which makes these variables dependent on the simulation and therefore on the material constants used.
Nevertheless, the model is capable to describe primary and secondary creep stage for various stress magnitudes, as depicted in Fig. 4.10, for stresses varying between 17.5 and 12 MPa. This constitutes the main advantage of the double visco-function of the ONERA2 model. On one hand, the first visco-function is used to describe the high strain rate regime (Fig. 4.7) but remains insufficient for a description of the low strain rate regime. On the other hand, the second visco-function, enhanced with static recovery, is able to describe the low strain rate regime. Thus, a correct description of primary and secondary creep stages Fig. 4.10 and relaxation behavior (Fig. 4.8) is obtained with the ONERA2-model which would not be achieved using a single visco-function and without static recovery.

From here, the material parameters which describe the mechanical behavior of the material prior to degradation are determined. In summary, the model is capable to describe strain-stress hysteresis at different strain rates, stress relaxation in dwell time period, and the secondary creep strain rate for low stress within the low strain rate regime. This mechanical behavior is driven only by deformation mechanisms and corresponds to an undamaged state, prior to any damage processes. In the following, the material parameters used to describe the damage behavior are determined.

### 4.2.2. Fatigue damage description

Under cyclic strain controlled conditions, the solder material shows a substantial decrease of its strength with the accumulation of cycles. The observed cyclic stress
As far as fatigue modeling is concerned, the calibration procedure is exclusively based on the cyclic softening curves which are obtained under strain controlled cyclic tests at constant temperature. Distinct tests have to be conducted for different strain amplitudes until end-of-life of the sample, here defined by 50% stress reduction regarding the maximum stress measured in the first cycle. At least, a minimum of three different strain amplitudes is required. As an example, we parametrized the proposed fatigue model for 25°C. In a first step, the following information have to be collected from the cyclic softening curve which corresponds to specific points defined in Fig.4.11. They are reported in Tab.4.1 for different strain amplitudes $\pm \Delta \varepsilon$.

**Fig. 4.10:** Description of primary and secondary creep stage with the ONERA2-model in the strain range $0\ldots2\%$

**Tab. 4.1:** Experimental fatigue data at 25°C as referred in Fig.4.11

<table>
<thead>
<tr>
<th>$\pm \Delta \varepsilon$</th>
<th>$\sigma_0$</th>
<th>$N_i$</th>
<th>$\sigma_f$</th>
<th>$N_a$</th>
<th>$\sigma_a$</th>
<th>$N_f$</th>
<th>$\sigma_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>43.82</td>
<td>200</td>
<td>34.00</td>
<td>924</td>
<td>26.91</td>
<td>1266</td>
<td>21.91</td>
</tr>
<tr>
<td>0.0066</td>
<td>32.97</td>
<td>456</td>
<td>31.82</td>
<td>2245</td>
<td>28.20</td>
<td>2531</td>
<td>16.48</td>
</tr>
<tr>
<td>0.0038</td>
<td>42.67</td>
<td>700</td>
<td>39.71</td>
<td>5394</td>
<td>33.91</td>
<td>6274</td>
<td>21.33</td>
</tr>
<tr>
<td>0.0025</td>
<td>34.18</td>
<td>3575</td>
<td>31.78</td>
<td>21000</td>
<td>26.87</td>
<td>25184</td>
<td>17.09</td>
</tr>
</tbody>
</table>

softening is further correlated to an internal degradation and typically attributed to fatigue damage processes. In fact, the SAC alloy shows no evidences of cyclic hardening but rather a cyclic softening which can be divided in three phases as highlighted in Fig.4.11.
Fig. 4.11: Substantial decrease of the maximum stress in each cycle under cyclic strain controlled condition. □: example of cyclic experiment $\Delta \varepsilon = \pm 0.0038$ where the I, II and III stages of cyclic softening are identified

**First stage of cyclic softening: $\phi$ function within $[0\ldots N_l]$**

During the first stage of softening, within the interval $[0\ldots N_l]$, a fast exponential stress decrease is observed. Thus, this effect can be modeled by increasing the dynamic recovery term in the kinematic back-stresses using an exponential function $\phi$ which depends on the accumulated plastic strain. By increasing the dynamic recovery term, one decreases the total amount of back stress generated, and therefore, it decreases in the same amount the resulting stress, and results in the first softening stage of the interval $[0\ldots N_l]$. The effect of the $\phi$ function vanishes for high values of accumulated plastic strain such as $\phi$ saturates to $\phi_\infty$ after $N_l$ number of cycles. However, the damage $D$ increases as well within this interval $[0\ldots N_l]$ and also participates to the cyclic softening. In order to separate the two effects, the stress at the stabilized cycle $\sigma_l$ is extrapolated to $\sigma_{0l}$ which corresponds to the stress reduction only due to the contribution of the $\phi$ function, Eq. (4.65).

$$\sigma_{0l} = \sigma_l - \frac{\sigma_l - \sigma_a}{N_l - N_a} N_l$$  \hspace{1cm} (4.65)

Thus, one defines $\Delta \sigma_\infty$: the amplitude of stress which decreases only due to the $\phi$ function.

$$\Delta \sigma_\infty = \sigma_0 - \sigma_{0l}$$  \hspace{1cm} (4.66)

Then, the back stress quantity $J_2(X)$ generated for a defined strain amplitude $\Delta \varepsilon$ is calculated either using the approximated Eq. (4.51) or directly by simulation using the
material model. In this case, $J_2(X)$ is read from the status variables of the material model. Similarly, the plastic strain accumulated within one cycle can be approximated using Eq. (4.56) or obtained after simulation.

Thus, using the boundary conditions $\phi(N = 0) = 1$, and $\phi(N = N_l) = \phi_{\infty}$, and considering the back stress contribution $J_2(X)$ in the first cycle, the stress softening in the first stage is given by

$$
\Delta \sigma_{\infty} = J_2(X) - \frac{J_2(X)}{\phi_{\infty}}
$$

(4.67)

Finally, $\phi_{\infty}$ is calculated using Eq. (4.66) for different strain amplitudes $\Delta \varepsilon$ and averaged by its mean value. $\phi_{\infty}$ is related to the amplitude of the stress softening in the interval $[0 \ldots N_l]$. In a second step, we determined the parameter $b_k$. For this, the diagram Fig. 4.12 is constructed, using the experimental softening curve in the interval $[0 \ldots N_l]$, respectively for different strain amplitudes. The accumulated plastic strain $\varepsilon_{acc}^p$ is plotted on the x-axis, which is approximated by

$$
\varepsilon_{acc}^p = 2 \times N \times \Delta \varepsilon^p
$$

(4.68)

where $N$ is the number of cycle in the interval $[0 \ldots N_l]$. Besides, the relative stress decrease is normalized for each strain amplitude and plotted on the y-axis.

Above $\varepsilon_{acc}^p = 10$, all the experiments have reached their saturation levels. Thus, the depicted behavior Fig. 4.12 can be modeled by an exponential function with a saturation rate. This saturation rate corresponds to the material parameter $b_k$. The softening behavior in the first stage $[0 \ldots N_l]$ reveals a low dependency to the strain amplitude such as all the experiments can be modeled as a function of the accumulated plastic strain only.

Second stage of cyclic softening: evolution of the fatigue damage variable $D_1$ within the interval $[N_l \ldots N_a]$

After $N_l$ number of cycles, the effects of the $\phi$ function vanishes, and the stress softening occurring within the interval $[N_l \ldots N_a]$ is attributed to fatigue damage de-

<table>
<thead>
<tr>
<th>±$\Delta \varepsilon$</th>
<th>0.01</th>
<th>0.0066</th>
<th>0.0038</th>
<th>0.0025</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_2(X)$</td>
<td>10.55</td>
<td>9.72</td>
<td>8.61</td>
<td>4.21</td>
</tr>
<tr>
<td>$\Delta \varepsilon^p$</td>
<td>0.0076</td>
<td>0.0047</td>
<td>2.40$\times 10^{-3}$</td>
<td>6.58$\times 10^{-4}$</td>
</tr>
</tbody>
</table>

Tab. 4.2: Calculated inelastic variables corresponding to the fatigue tests of Tab 4.1
Fig. 4.12: Modeling first cyclic softening by change of recovery term in the back-stress part. Calibration of $\phi$ function using experimental data

This linear development of $D_1$ occurs in the interval $[N_l : : N_a]$, such as $D_1$ reaches the value $D_a$ in $N_a$. $D_a$ is a material parameter and corresponds to the amount of damage accumulated in the material to initiate a crack. $D_a$ is averaged over all the temperatures to describe the stress reduction until $N_a$ for all the experiments. Thus, Eq. (4.69) is integrated with respect to the number of cycles and considering the plastic strain $\dot{\varepsilon}^p$ constant within a cycle. The approximated integral is obtained Eq. 4.70 where $2 \times \Delta \varepsilon^p$ is the resulted plastic strain after one cycle of deformation.

$$
\dot{D}_1 = a_1 \times \dot{\varepsilon}^p \times (\varepsilon^p)^{b_1}
$$

(4.69)

Thus, by setting $D_1(N_a) = D_a$, it results a power function of plastic strain where the two material parameters $a_1$ and $b_1$ could be determined by linear regression using the experimental data Tab 4.1 and 4.2.

$$
\frac{D_a}{2 \times \Delta \varepsilon^p \times N_a} = a_1 \times (\Delta \varepsilon^p)^{b_1}
$$

(4.71)
Fig. 4.13: Fitting the material constants for fatigue damage $D_1$ with a nonlinear power function.

The diagram Fig. 4.13 particularly shows the existence of a nonlinear dependence between plastic strain and fatigue damage development, enhanced here by the number of cycles to crack initiation $N_a$ for an accumulated damage $D_a$. If we would have considered a linear function in the model (---), such as $D_1$ is a linear function of the accumulated plastic strain $2 \times \Delta \varepsilon^p \times N$, we would obtain a horizontal red curve, not capable to capture the nonlinear behavior observed at different strain amplitudes.

This nonlinear function constitutes an improvement of the damage equation typically found in literature [28, 30, 55], which allows more flexibility to describe the fatigue damage development for various strain amplitudes and is specific to the material model proposed in the present work. It should be noted that the law of evolution is independent on stress. Due to the high ductility of the material, the stress generated for different strain amplitudes in the range $\Delta \varepsilon = 0.0025 \ldots 0.01$ does not vary significantly, and a correlation between damage development and stress magnitude could not be found here. For this reason, the stress term is excluded from the damage equation which only depends on derived plastic strain variables.

**Third stage of cyclic softening: damage development after crack initiation within** $[N_a \ldots N_f]$

After a constant stress softening within the interval $[N_l \ldots N_a]$, an acceleration of the softening is observed after $N_a$ which further evolves up to the sample life-time at $N_f$ cycles. The acceleration of softening is attributed to macroscopic crack which initi-
Fig. 4.14: Tangent hyperbolic function \( \tanh \) models the smooth transition near crack initiation \( D_a \) and change the fatigue damage rate for \( D \gg D_a \) from \( a_1 \) to \( a_k \). 

Then, \( a_k \) is averaged by applying Eq. (4.72) for the different strain amplitudes investigated. Besides, the material parameter \( \delta \) ensures a smooth transition between the two slopes and makes a correct description of the softening curve within the inflection region near \( N = N_a \). The influence of the parameter \( \delta \) is depicted in Fig. 4.14.

The calibration procedure for the fatigue damage model is now completed. In order to verify that the model describes the experimental curves, the 4 LCF tests are successively simulated using one element. In each cycle, the maximum and minimum stresses are reported in Fig. 4.15 and compared to the experimental data. Furthermore, the experimental end-of-life criterion has been chosen as 50% stress reduction. Using the material model calibrated as described above results in a damage variable value of \( D = 0.30 \) achieved for 50% stress reduction. Thus, the critical damage is
defined and set by $D_c = 0.30$ corresponding to the local macroscopic degradation observed in the measurements.

Finally, the proposed damage model delivers a good description of the stress softening observed during LCF tests for various strain amplitudes. For this, the model uses a $\phi$ function to modify the recovery processes in the back stress, a modified non-linear damage equation of plastic strain and a $\tanh$ function to describe the transition after crack initiation and further to end-of-life of the material. The proposed equation (4.14)-(4.15) shows a good correspondence to the observed fatigue damage on the macroscopic sample scale mapping the interaction between plastic strain, damage and stress softening.

### 4.2.3. Creep damage description

Creep damage is observed during dedicated creep tests. It can be quantified by using the resulted time-strain curve measured until creep rupture. During primary and secondary creep stages, the deformation results from time dependent irreversible microscopic processes, but the amount of damage is still considered low within the two first stages. These stages have been modeled in the previous sections by using a double visco-function for the low creep strain rates. Creep damage evolves mainly in the tertiary creep stage after a certain amount of strain deformation has been accumulated. For this reason, creep damage is expected to be dependent on stress, time but also plastic strain, in order to model correctly both the onset and evolution of the tertiary creep stage. In uniaxial tensile deformation, the creep damage rate is
Fig. 4.16: Evaluation of creep damage at crack initiation time: integral of strain over time from 0 until \( t_a \), time at the onset of tertiary creep defined as an equivalent time to crack initiation under creep condition.

Tab. 4.3: creep data points used for calibration of the creep damage model

<table>
<thead>
<tr>
<th>Stress / MPa</th>
<th>( t_a / h )</th>
<th>( \zeta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.5</td>
<td>577.1</td>
<td>1261</td>
</tr>
<tr>
<td>15</td>
<td>967.9</td>
<td>1629</td>
</tr>
<tr>
<td>12</td>
<td>3964</td>
<td>5234</td>
</tr>
</tbody>
</table>

The parameter \( c_c \) provides means to control the calculation of creep damage at small strains. In particular, during relaxation periods, where stress is relatively high but the strain remains low, the development of creep damage is expected to be rather low. The small strain regime further governs the loading/unloading ramps during cyclic fatigue tests, where small strains (< 1%) are applied. In order to integrate the influence of strain in the creep damage development, we define and calculate the area under the strain curve \( \zeta \) over time \( t \)

\[
\zeta = \int_{t=0}^{t=t_a} (\varepsilon^p)^{c_c} dt 
\]  

(4.74)

\( \zeta \) is calculated numerically using the material model. Then, the parameters \( a_2 \) and \( b_2 \) are determined using the time-strain creep curves for various stress levels. The specific strain-time points are reported in table 4.3 and illustrated in Fig. 4.16 where \( \zeta \) has been calculated.

By assuming a nearly constant stress, Eq. (4.73) can be integrated over time. We consider that a damage \( D_a \) has been accumulated at the onset of tertiary creep occurring at the time \( t_a \). Then, the following equality from Eq. (4.73) - (4.74) results

\[
D_a = \zeta \times a_2 \times (\sigma)^{b_2}
\]  

(4.75)
Fig. 4.17: (a) Fit of stress parameters in the creep damage equation. (b) Modeling tertiary creep stage until creep rupture for various stress magnitude using the creep damage model Eq. (4.73). —, creep exp. ○

which serves to describe the correlation between \( D_a \) and the stress using a logarithmic fit, Fig. 4.17(a). By analogy with Eq. (4.75), we find \( a_2 = \exp(p_2) \) and \( b_2 = \exp(p_1) \). These are the material parameters governing the creep damage evolution for the SAC solder material at 25°C.

It should be noted that the same damage approach is employed for creep damage development as for fatigue damage development depicted in the previous section. The material parameter \( D_a \) fulfills the role of damage threshold necessary to initiate a crack. The crack initiation manifests either by an acceleration of stress softening within LCF condition or by an acceleration of strain rate at the onset of the tertiary creep stage within creep testing condition. A unique damage threshold for crack initiation, for both creep and fatigue damage mechanisms, has many advantages. For instance, it facilitates the damage accumulation in case of combined fatigue-creep tests, where both damage processes act simultaneously and cause a crack. Thus, the creep tests at 25°C can be simulated with the damage model, where the results are plotted in Fig. 4.17(b).

After calibration of the material constants for creep damage, the model is able to describe the smooth transition between secondary and tertiary creep stages, and to predict within a reasonable accuracy the time to rupture for various stress level within creep testing conditions. The good correspondence to experimental data shows that the creep damage evolution has been correctly modeled with the phenomenological Eq. (4.73), such that the interplay between time, strain and stress are appropriately taken into account. The creep damage is in Fig. 4.17(b) indirectly depicted, because
the strain-time curve reveals the development of damage by the acceleration of strain rate at the onset of tertiary creep stage. It is modeled in the simulation by a large increase of creep damage as soon as $D = D_a$, occurring at $t = t_a$, the onset of tertiary creep, leading to creep rupture (see Fig. 4.17(b)).

### 4.2.4. Modeling creep-fatigue nonlinear damage accumulation

In the previous sections, creep and fatigue damage have been treated separately. However, their respective damage evolution is not independent. Typically, one of the damage processes develops faster if the other one also develops simultaneously, such as the total damage cumulated is greater than the sum of both Eq. (4.16), [49]. This effect is often referred to as nonlinear creep-fatigue damage accumulation. It can be modeled, from an empirical point of view, by ASME nonlinear rule [61]. Here, we adapt the ASME bilinear equations and integrate them into the present damage model. It results a nonlinear sum of fatigue and creep damage rates, such as the bilinear rule adopts a differential form within the material model, instead of an integral form, like it has been originally formulated in the ASME standard rules.

Indeed, the rule is called bilinear because the same nonlinearity is attributed for fatigue as for creep dominated damage loads. The material parameter $c$ governs the nonlinearity producing a higher total damage than the sum of both. For determination of $c$, combined creep-fatigue tests are used, as for example a LCF test with dwell-time periods. In such tests (called RF test for Relaxation-Fatigue), creep damage is accumulated during the successive stress relaxation periods within the dwell times in addition to cyclic fatigue. It should be noted that $c = 0.5$ gives a linear accumulation rule. Two RF tests, see Tab. 4.4, are carried out at 25°C and are used to calibrate the material parameter $c$.

As a first step, the simulation of the tests RF1 and RF2 is performed using a linear damage accumulation by setting $c = 0.5$. The accumulated creep and fatigue damage under these conditions are calculated by simulation until $N = N_a$ cycles. The fatigue and creep fraction of life, respectively $D_1$ and $D_2$ are calculated as the ratio between their values at $N_a$ and $D_a$: damage threshold for initiating a crack. The simulation

<table>
<thead>
<tr>
<th>test</th>
<th>$R$ behavior</th>
<th>strain amplitude</th>
<th>dwell time period</th>
<th>$N_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF1</td>
<td>$R = -1$</td>
<td>$\Delta \varepsilon = \pm 0.0066$</td>
<td>10 min.</td>
<td>1460</td>
</tr>
<tr>
<td>RF2</td>
<td>$R = 0$</td>
<td>$\Delta \varepsilon = 0 \ldots 0.0132$</td>
<td>10 min.</td>
<td>1000</td>
</tr>
</tbody>
</table>

Tab. 4.4: Relaxation-Fatigue (RF) experimental lifetime at 25°C
<table>
<thead>
<tr>
<th>test</th>
<th>$D_a$</th>
<th>$D_1(N = N_a)$</th>
<th>$D_2(N = N_a)$</th>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF1</td>
<td>0.09</td>
<td>0.06368</td>
<td>0.0020</td>
<td>0.7075</td>
<td>0.0222</td>
</tr>
<tr>
<td>RF2</td>
<td>0.09</td>
<td>0.05250</td>
<td>0.0065</td>
<td>0.5833</td>
<td>0.0722</td>
</tr>
</tbody>
</table>

Tab. 4.5: Relaxation – Fatigue (RF) simulation results with linear accumulation rule.

$$D_1 = \frac{D_1(N = N_a)}{D_a} \quad D_2 = \frac{D_2(N = N_a)}{D_a}$$

(4.76)

Fig. 4.18: Bilinear damage accumulation rule adapted from ASME standards for use within the present damage material model. In Eq. (4.41)-(4.42), the material parameter $c$ is calibrated with RF tests at 25°C.

Finally, the bilinear damage accumulation diagram can be constructed using the fraction of life consumed by creep $\tilde{D}_2$ and fatigue damage $\tilde{D}_1$, see Fig. 4.18. The parameter $c$ is determined graphically at the intersection of the two bilinear functions which represents the two slopes formulated in Eq. (4.41)-(4.42).

A value of $c = 0.15$ gives a good match to the two RF tests carried out at 25°C. In the present case, it means that under fatigue dominated loads, the total damage will be the sum of the fatigue damage $D_1$ and $5.66 \times (1 - c)/c$ times the creep damage $D_2$. The model correlates well with the experimental observations, where the number of cycle to crack initiation occurs sooner for RF tests than for pure LCF test (with a same strain amplitude). If only linear damage accumulation would be considered in the damage model, a significant over-estimation of the number of cycles to crack initiation $N_a$ would result. Thus, a nonlinear damage accumulation is necessary to prevent non-conservative lifetime estimation for combined fatigue and creep loads. This is of utmost importance for handling real thermo-mechanical loads on solder.
4.2.5. Multiaxial fatigue parameters

Multiaxial fatigue damage development is investigated by means of cyclic combined Tension Torsion tests (TT). These tests are conducted until end-of-life which is defined as the number of cycles corresponding to 50% of force and moment reduction compared to the initial cycle. TT tests are performed within controlled multiaxial conditions, as the Clausmeyer ratio $q$ is defined and fixed over the cycles [68]. In the previous sections, the parameters of the material model have been found by performing simulations of a single FE-element, thus assuming a homogeneous stress distribution. However, in case of TT loading conditions, the stress state cannot be simplified to a loading configuration applicable on one element, thus the whole testing sample has to be considered. The testing sample has been modeled and simulated using the commercial FE-software ANSYS in combination with the material model implemented as a user subroutine. The Clausmeyer ratio $q$ and the equivalent plastic strain distributions are evaluated and shown in Fig. 4.19 for the loading conditions: $u=\pm 0.20$ mm, $\theta=\pm 4^\circ$.

Due to the rotation, a higher local plastic deformation occurs at the edge of the sample, which also correlates with a higher local $q$ ratio. Related multiaxial fatigue
Tab. 4.6: Tension Torsion tests (TT), experimental and simulation results after 100 cycles

<table>
<thead>
<tr>
<th>Test</th>
<th>Load Profile</th>
<th>q</th>
<th>$N_a$</th>
<th>$\Delta D_{exp,100}$</th>
<th>$\Delta D_{simu,100}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT1</td>
<td>$u = \pm 0.20 \text{ mm, } \theta = \pm 4^\circ$</td>
<td>2.17</td>
<td>1565</td>
<td>0.0058</td>
<td>0.0075</td>
</tr>
<tr>
<td>TT2</td>
<td>$u = \pm 0.15 \text{ mm, } \theta = \pm 3.22^\circ$</td>
<td>2.22</td>
<td>3093</td>
<td>0.0029</td>
<td>0.0044</td>
</tr>
<tr>
<td>TT3</td>
<td>$u = \pm 0.10 \text{ mm, } \theta = \pm 2.39^\circ$</td>
<td>2.34</td>
<td>7966</td>
<td>0.0011</td>
<td>0.0021</td>
</tr>
<tr>
<td>TT4</td>
<td>$u = \pm 0.05 \text{ mm, } \theta = \pm 1.50^\circ$</td>
<td>2.69</td>
<td>26820</td>
<td>0.000335</td>
<td>0.000565</td>
</tr>
</tbody>
</table>

damage is taken into account in the model by introducing the $q$ coefficient in the fatigue damage rate equation before crack initiation $\text{Eq.4.77}$. The material parameter $b_{qm}$ accounts for its influence regarding the damage evolution and acts as an exponent. In case of uniaxial deformation, one has $q = \sqrt(3) \approx 1.73$, which cancels the effect of the $q$ term within uniaxial conditions.

$$\Delta D_1 = a_1 \Delta \varepsilon^p (\varepsilon^p)^{b_1} \left( \frac{|q|}{\sqrt{3}} \right)^{b_{qm}} \quad (4.77)$$

The parameter $b_{qm}$ is determined using the 4 TT tests listed in Tab 4.6 (see also Chap 3) and by simulating the test sample under the experimental loads. First, the value of $b_{qm} = 0$ is set to 0 and the accumulated damage $\Delta D_{simu,100}$ is evaluated after 100 cycles using the FE simulation. The results are reported in the table 4.6. In a second step, $\Delta D_{exp,100}$ is calculated which corresponds to the experimental damage after 100 cycles in Eq. (4.78).

$$\Delta D_{exp,100} = \frac{D_a}{N_a} \times 100 \quad (4.78)$$

This damage value is based on the assumption that the damage develops linear from 0 to crack initiation which occurs after $N_a$ cycles. Besides, the damage quantity needed to initiate a crack is defined by $D_a$, such as $D$ follows a linear evolution between 0 and $N_a$ cycles. $D_a$ has been previously determined ($D_a = 0.09$) as a material parameter for all the temperatures.

Without multiaxial corrections (by setting $b_{qm} = 0$, see Tab 4.6), the simulation overestimates the damage accumulation such as $\Delta D_{simu,100} \gg \Delta D_{exp,100}$. This can be explained by the large amount of plastic deformation occurring at the edge of the sample where the multiaxial ratio $|q|$ is also higher than in its center. Indeed, the gap between experimental and simulative damage increases with the multiaxial ratio $|q|$, as depicted in Fig 4.20 for the different TT experiments performed. In order to overcome this gap, which is observed in case of multiaxial loads, a power function of $q$ is
introduced in the fatigue equation Eq. (4.77). This function of \( |q| \) acts as a correction in the fatigue damage equation and enables the description of uniaxial and multiaxial fatigue damage evolution. Thus, the exponent parameter \( b_{qm} \) can be directly determined from the fit curve for the different TT tests realized and plotted Fig. 4.20.

However, \( |q| \) values below 1.73 have not been yet investigated experimentally. The introduced equation would predict a higher damage than for uniaxial loads but the real increase remains unknown. In order to prevent extrapolation failure in this uninvestigated domain, a threshold criterion sets \( b_{qm} = 0 \) for \( q < 1.73 \). By doing this, the damage rate in the range \( |q| \in [0 \ldots 1.73] \) is equivalent to the damage rate for \( q = 1.73 \), corresponding to uniaxial loads. A detailed study on the FE simulation of the testing sample until end-of-life using a usermat-subroutine for Ansys can be found in [88], where the fatigue damage evolution under multiaxial loads are discussed.

### 4.3. Sensitivity analysis

#### 4.3.1. Thermo-mechanical material parameters

The present material model can be used after the calibration of its 32 parameters. The calibration has to be repeated for the other temperatures. Experimental tests are conducted at -40°C, 75°C and 125°C and the procedure to find out the material constants is systematically repeated, see appendix A.6. It results the following temperature dependent material parameters set listed Tab. 4.7. In ideal case, the temperature dependency of the parameters has to be defined continuously, particularly if thermo-mechanical simulation is considered. In practice, the material parameters are
linearly interpolated in between their respective value at the four temperatures investigated. Outside the temperature range $[-40^\circ C \ldots 125^\circ C]$, the material parameters keep a constant value equal to the one taken at either -40°C or 125°C.

4.3.2. Sensitivity analysis of the material parameters

The large amount of material parameters, raises the question about their respective influence and their sensitivity onto the mechanical response of the material. Thus, a numerical sensitivity analysis has been carried out. The total damage $D$ is chosen as the variable of comparison and the 32 material parameters are successively varied.

For this, one thermo-mechanical cycle is applied on one element, as depicted Fig.4.21. This particular loading profile refers to a coupled thermo-mechanical load. Simultaneously, the material is strained and heated up to 125°C and 1.5% tensile strain, then kept under these conditions for a dwell time period of 2 hours, then cooled down to -40°C and compressed to -1.5% for 2 additional hours of dwell time period. Such a cycle is representative of real loading profile applied on solder joints tested in laboratory. Per definition, the sensitivity $S$ of $D$ regarding the parameter $k$ can be approximated by Eq.(4.79), where $k$ is related to a material parameter in our case.

$$ S_k^{D(k)} = \left. \frac{dD}{dk} \right|_{k} \approx \frac{|D(k) - D(k + \Delta k)|}{D(k)} $$ (4.79)

For all the material parameters defined for the 4 temperatures, we applied a variation of $+10\%$ with respect to their original values, such as $\Delta k = 0.1 \times k$. Then, a thermo-mechanical simulation is run for each parameter variation and the relative
<table>
<thead>
<tr>
<th>parameter</th>
<th>-40°C</th>
<th>25°C</th>
<th>75°C</th>
<th>125°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ / MPa</td>
<td>57265</td>
<td>45113</td>
<td>35766</td>
<td>26418</td>
</tr>
<tr>
<td>$\nu$ / -</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>$\sigma_0$ / MPa</td>
<td>0.5</td>
<td>0.5</td>
<td>0.25</td>
<td>0.15</td>
</tr>
<tr>
<td>$c_1$ / MPa</td>
<td>9600</td>
<td>5000</td>
<td>2500</td>
<td>4000</td>
</tr>
<tr>
<td>$\gamma_1$ / -</td>
<td>2200</td>
<td>900</td>
<td>900</td>
<td>2000</td>
</tr>
<tr>
<td>$c_2$ / MPa</td>
<td>5000</td>
<td>2200</td>
<td>1500</td>
<td>1300</td>
</tr>
<tr>
<td>$\gamma_2$ / -</td>
<td>1700</td>
<td>800</td>
<td>800</td>
<td>900</td>
</tr>
<tr>
<td>$c_3$ / MPa</td>
<td>1500</td>
<td>400</td>
<td>600</td>
<td>300</td>
</tr>
<tr>
<td>$\gamma_3$ / -</td>
<td>40</td>
<td>60</td>
<td>100</td>
<td>170</td>
</tr>
<tr>
<td>$\phi_\infty$ / -</td>
<td>1.00</td>
<td>1.95</td>
<td>1.29</td>
<td>1.87</td>
</tr>
<tr>
<td>$b_k$ / -</td>
<td>0.13158</td>
<td>0.4</td>
<td>0.35</td>
<td>0.42</td>
</tr>
<tr>
<td>$a_1$ / -</td>
<td>0.003876</td>
<td>0.0060</td>
<td>0.0058</td>
<td>0.0229</td>
</tr>
<tr>
<td>$\delta$ / -</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>$D_c$ / -</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>$b_2$ / -</td>
<td>4.303×10^8</td>
<td>82.02</td>
<td>1366</td>
<td>10905</td>
</tr>
<tr>
<td>$a_2$ / -</td>
<td>1.036×10^{-33}</td>
<td>1.8149×10^{-10}</td>
<td>3.2819×10^{-11}</td>
<td>6.5602×10^{-12}</td>
</tr>
<tr>
<td>$D_a$ / -</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>$d_1$ / s^{-1}</td>
<td>1×10^{-9}</td>
<td>1×10^{-9}</td>
<td>1×10^{-9}</td>
<td>1×10^{-9}</td>
</tr>
<tr>
<td>$d_2$ / s^{-1}</td>
<td>1×10^{-7}</td>
<td>1×10^{-6}</td>
<td>1×10^{-6}</td>
<td>1×10^{-6}</td>
</tr>
<tr>
<td>$d_3$ / s^{-1}</td>
<td>1×10^{-6}</td>
<td>1×10^{-5}</td>
<td>1×10^{-5}</td>
<td>1×10^{-5}</td>
</tr>
<tr>
<td>$K_1$ / MPa.s^{-m_1}</td>
<td>75</td>
<td>55</td>
<td>35</td>
<td>28</td>
</tr>
<tr>
<td>$m_1$ / -</td>
<td>0.08</td>
<td>0.095</td>
<td>0.08</td>
<td>0.075</td>
</tr>
<tr>
<td>$K_2$ / MPa.s^{-m_2}</td>
<td>1200</td>
<td>560</td>
<td>280</td>
<td>120</td>
</tr>
<tr>
<td>$m_2$ / -</td>
<td>0.28</td>
<td>0.24</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td>$a_k$ / -</td>
<td>11</td>
<td>9.56</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$b_1$ / -</td>
<td>0.009472</td>
<td>0.241</td>
<td>0.2755</td>
<td>0.4425</td>
</tr>
<tr>
<td>$c_1$ / -</td>
<td>2</td>
<td>2</td>
<td>1.8</td>
<td>1.5</td>
</tr>
<tr>
<td>$b_2$ / -</td>
<td>300</td>
<td>272</td>
<td>272</td>
<td>272</td>
</tr>
<tr>
<td>$Q$ / MPa</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\alpha_{CTE}$ / K^{-1}</td>
<td>20×10^{-6}</td>
<td>20×10^{-6}</td>
<td>20×10^{-6}</td>
<td>20×10^{-6}</td>
</tr>
<tr>
<td>$c$ / -</td>
<td>0.15</td>
<td>0.15</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>$b_{qm}$ / -</td>
<td>-1.45</td>
<td>-1.45</td>
<td>-1.45</td>
<td>-1.45</td>
</tr>
</tbody>
</table>

Tab. 4.7: Temperature dependent mechanical material parameters for SAC alloy for use in the developed viscoplastic-damage model ONERA2.
As far as the deformation properties are considered, the relative sensitivity of each deformation parameter on the total damage varies from 0 to 28%. The influence of the elastic parameters is low, under 2% (Young’s modulus $E$, yield stress $\sigma_0$) in contrast to the influence of the kinematic and visco-creep-hardening parameters which govern the inelastic deformation of the material after yielding. The highest influence is observed for the creep strain rate exponent $m_2$, for which a variation of 10% results in a variation of 28% of damage for the given loading profile Fig.4.22.

As expected, the damage related parameters show the highest sensitivity. The creep damage parameters $a_2$, $b_2$, $c_c$ reveal a significant impact on the calculation of damage. $b_2$ is related to the stress exponent in the creep damage equation. The high sensitivity is explained by the creep rupture behavior at high temperature. At high temperature, for a low variation of applied stress a large variation of creep time to rupture results, governed by the stress factor in the creep damage equation. Besides,
the chosen loading profile Fig.4.22 enables the development of creep higher than fatigue damage, particularly because tensile stress is combined with high temperature, which also demonstrates the high importance of the creep damage parameters for combined thermo-mechanical loads.

The sensitivity analysis reveals the relative importance of each material parameter. Even if the deformation related parameters are not directly associated with damage development, their influence remains significant. In fact, the damage is exclusively calculated using deformation state variables like e.g. stress and plastic strain which are directly associated with the deformation related variables. The most important parameter regarding its sensitivity is the creep damage exponent $b_2$. Creep damage development needs to be carefully described and its parameters calibrated accordingly. This is only possible with sufficient amount of experimental data which include, among others, creep rupture curves within a large stress range resulting in a wide interval of creep time to rupture. Such experimental data is needed as well for the different temperatures. Because the parameters are interpolated in the simulation of varying temperature loads, it is important to map the temperature range accordingly in order to prevent numerical issues due to linear interpolation function over large temperature intervals.

The large number of material parameters renders not only the calibration more complex, but also questions their interdependence. The 32 parameters are calibrated using less than 32 independent experiments, therefore an interplay between some of them is expected. During the calibration procedure, the interplay between the parameters describing the viscous properties of the material has been pointed out. It concerns the parameters $K_1$, $m_1$, $K_2$, $m_2$ which have a direct influence on the strain rate dependence within the viscoplastic-creep regimes, and $d_1$, $d_2$ and $d_3$, static recovery parameters governing the stress relaxation. However, it has been shown during the calibration that the $d_i$ parameters not only influence the relaxation behavior but the strain rate dependence in the low strain rate regime as well, such as a strong interplay exists between the parameters $K_2$-$m_2$, and the $d_i$. A distinct separation is difficult to obtain from an experimental point of view. It would require e.g. several creep tests at low stresses, providing strain rates in the range of $1 \times 10^{-10}$ s$^{-1}$ and below, which should be outside the region of influence of the static recovery parameters. Thus $K_2$, and $m_2$, would be determined using those tests, independently of the static recovery influence.

The parameters are determined step by step, one temperature after another. The procedure proposed in this work employs principally graphical methods and numeri-
cal function to approximate and isolate specific part of the model and then determine the material parameters accordingly. In some cases, numerical simulation is employed to calculate state variables which would not be accessed otherwise, as for example the back stress $X$ and viscous stress $\sigma_v$. Following this procedure, the physical meaning of each parameter is identified and can be referred to a physical property of the material measured during the experiments.

The calibrated material parameters show substantial temperature dependence, which is not explicitly addressed in the present work. Some parameters reveal unsteady evolution over the temperature (e.g. $b_2, \phi_{\infty}$), which is, from a physical point of view, questionable. The unsteady evolution may be the consequence of the parameters interdependence, as mentioned above, or the result of an intrinsic temperature dependence: This could not be resolved on the basis of experimental data gathered within the current work. Provided sufficient experimental data including non-isotherm tests, the calibration procedure could be extended for mapping the temperature evolution of the parameters. However, a step-by-step procedure focused on a single temperature, as proposed here, would no longer be suitable. For this, a global optimization routine might be a better solution, using boundary conditions which guarantee a steady temperature evolution of the parameters. The calibration procedure proposed in this work can be still used to determine the initial sets of parameters. In a second step, the parameters can be further optimized by a global routine over the total temperature range of the experiments.
5. Finite Element simulation

5.1. Simulation of LCF testing samples

In the following, a Finite Element (FE) simulation is presented, which makes use of the material model described in the previous chapter. The aim of this numerical analysis consists in the application and verification of the material model on more complex structures compared to a single element. In this way, FE simulations of the realistic experimental conditions are realized for the different temperatures of the Low Cycle Fatigue (LCF) experiments. The selected experiments Fig.5.1 correspond to LCF measurements with the same strain amplitude $\pm 1\%$, giving cyclic deformations of $\pm 0.06$ mm related to the sample test region. Because of geometrical symmetry only 1/8 of the sample is modeled and meshed, as illustrated Fig.5.2. Cyclic displacement controlled conditions $u = \pm 0.03$ mm are successively applied on the outer surface, which corresponds to the position where the displacements are controlled in the LCF experiments (position of LVDTs, see Chap.3). For the 4 temperatures tested, the model is able to predict the reaction forces in the initial state, where the sample is considered nearly undamaged within the first few cycles. At higher cycle numbers intrinsic development of fatigue damage leads to cyclic stress softening, which is modeled by the evolution of the damage variable $D$, representing the degradation of the material. Because $D$ is coupled with the mechanical equations, the increase of $D$ results in a decrease of stiffness representing the cyclic softening (see Fig.5.1). Above 25°C, the model maps the force decrease, crack initiation as well as acceleration of softening until end-of-life, which has been defined in the tests at 50% of initial force reduction. For a temperature of -40°C, experiment and simulation correlate well up to crack initiation which is shown by a change in the softening slope. After crack initiation, the simulation deviates and predicts slower force reduction with the accumulation of cycles than the same forces measured in experiment.

Damage simulations appear challenging for calculating the accelerated stress fall beyond crack initiation. With progressing evolution of damage, a localization of the variable $D$ is detected in the center of the sample testing region, where crack initiation have been observed during LCF experiments (see Fig.5.2). At sample level, several damaged elements are necessary to decrease the global reaction forces. In other words, the damage D has to propagate throughout several elements within the
Fig. 5.1: Experiments and model prediction of fatigue behavior during LCF tests in the temperature range -40°C . . . 125°C: the decrease of Reaction Forces describes the observed cyclic stress softening.

Fig. 5.2: Damage evolution and distribution within the testing sample: from 0 . . . $D_c$. $D_c = 0.3$ represents the damage value at failure. Example of simulation at 25 °C.
sample testing region. At -40°C, the force reduction is too fast to enable stress fall by damage propagation. Thus, instead of propagating, damage localizes within a small number of elements and barely affects the global reaction forces which results in a slower force decrease after crack initiation in the simulation. The effect can be visualized on Fig.5.2, where the damage localizes in the center of the sample instead of propagating throughout the testing region. Nevertheless, the FE simulation demonstrates the ability of the model to calculate stress softening in larger structure by using internal damage variables coupled into the material model. Despite the localization of damage which limits the transition of stress softening after crack initiation, a good correspondence is found between the distribution of damage Fig.5.2 and the aged microstructure after LCF testing, see Fig.3.20-3.22 in Chap.3 The adequate match in the stress softening curves Fig.5.1, and the damage distribution Fig.5.2 gives confidence that the damage properties are correctly described by the material model.

5.2. Chip resistor component CR1206

5.2.1. Lifetime assessment within creep-fatigue loads and temperature changes

As a next step, a simulation of reported experimental lifetime data of CR1206 chip resistor mounted on a free PCB substrate is presented [1]. After soldering, the samples have been submitted to temperature cycles using an oven equipped by two chambers system (Shock Test TS). The degradation of solder joints is evaluated using shear-tests. An end-of-life criterion has been defined by 50% of shear force reduction compared to the initial force needed to pull the resistor after fabrication [1]. The number of cycles at which the criterion is reached is defined as \( N_{f50,exp} \) and reported in Table 5.1.

The thermo-mechanical loads on chip resistor solder joints are simulated by means of a 3D FE-simulation using a simplified geometry of the assembled chip component. In Fig.5.3, a 1/4 model of a CR1206 soldered to a FR4 board is depicted.
In order to simplify the internal structure of the PCB, only the solder copper pad is designed such as the PCB is modeled by FR4 material only. Symmetry boundary conditions are applied on the two symmetry planes ensuring the free motion of the PCB, close to real testing conditions.

The solder material behavior is simulated using the developed viscoplastic damage law presented in the previous chapter together with the material parameters listed in Tab.4.7. Thermo-mechanical properties of the other materials involved are listed in Tab.5.2.

Prescribed temperature cycles are applied to the structure Fig.5.3. The stress-free temperature is defined at the soldering temperature $T_{(soldering)}=217^\circ C$ in order to take into account the resulting internal stresses occurring after soldering. Thus,
the temperature swing is estimated being slow enough to neglect thermal gradients throughout the geometry, such as the same temperature is applied on every node of the structure within each time calculation step. Fig. 5.4 shows the regime of temperature applied for 10 cycles which follows heating and cooling phases for a cycle duration of 60 minutes. Such a thermal profile is a reasonable estimation of the cooling and heating rates using typical testing-oven equipped with two separated temperature chambers [22].

The mismatch of the coefficient of thermal expansions of the neighboring components, e.g. Al2O3-chip and FR4-PCB (see Table 5.2), induces thermo-mechanical strains and stresses in the solder joint beyond its elastic limits. However, the mechanical loads are not homogeneously distributed throughout the solder volume, as it is suggested in Fig. 5.5. First principal plastic strain and stress are evaluated in two positions, in the meniscus (Pos.1) and in the standoff region (Pos.2). A thin hysteresis is depicted in Pos.1, with plastic deformation below 0.15%. Besides, low stresses are evaluated at 125°C (under 1 MPa) at this position, indicating a rather low sensibility for creep damage. In contrast, larger hysteresis are observed at Pos.2 with higher stresses at both maximal and minimal temperature. In this case, the development of both creep and fatigue damage is expected. Although a strain drift is observed, stress and strain amplitudes remain nearly constant after the 6th cycle. Therefore, the 10th cycle can be assumed as stabilized and the related mechanical quantities calculated within this cycle can be used for lifetime prognosis purpose.
Creep-fatigue partitioning lifetime concept

Because of the strong inhomogeneity of the mechanical loads on the solder joint, a volume averaging method is applied (see Fig. 5.6(a)). It has the advantage to convert the mechanical quantities at every node into a global mean value representative for the solder joint. Besides, eventually appearing local singularities due to element shape and mesh topology are averaged out by weighting the element solution by the element volume. In this way, mesh dependency of the evaluation can be reduced. In correlation with the observed crack path in chip resistor solders, e.g. like in Fig. 5.13, a critical volume at the interface solder/Chip is defined in Fig. 5.6(b) which corresponds to the volume where cracks propagate when submitted to repeating temperature cycles.

The damage parameters are averaged over 50% of the most loaded elements...
Fig. 5.7: Creep-fatigue partitioning lifetime concept for solder joints considering creep and fatigue loads under temperature cycles

within the critical volume. The ratio of 50% is related to the experimental shear force reduction of 50%, used as standard lifetime criterion for chip resistor solders tested within the LiVe project [1]. The general equation for averaging a discretized field variable $F(i)$ over the volume $V_{\text{tot}}$ discretized into element volumes $i$ of infinitesimal volume $dV(i)$ is given by Eq. (5.1). Here, a ratio of 50% is defined.

$$
\bar{F} = 0.5 \times \sum_{i=1}^{V=0.5V_{\text{tot}}} F(i) dV(i)
$$

The total damage rate (per cycle) is calculated using Palmgren-Miner and Robinson accumulation rules, respectively, for fatigue and creep damage [65, 66] and [67].

The fatigue fraction life is derived from the strain range experienced during one cycle and obtained from the Coffin-Manson-Basquin Eq. (5.2). The creep fraction life
is derived from Larson-Miller time to rupture equation for a given stress and temperature and time exposition, see Eq. (5.6)-(5.7). However, the ASME method has to be adapted for thermo-mechanical loads in this case. On one hand, the temperature is constantly varying during the cycles, which raises the question at which temperature the fatigue damage has to be calculated, since the material parameters $\sigma_f$, $E$, $b$, $\varepsilon_f$, $c$ are temperature dependent in the Eq. (5.2), (see Table 3.3 Chap. 3). On the other hand, due to the viscoplastic behavior of the solder material, no constant stress is observed during the holding time periods but rather a stress relaxation occurs. Therefore, a constant stress cannot be determined and further used in the Larson-Miller equation, as it is originally proposed in the ASME guideline [61]. In order to deal with the viscoplastic behavior of the material and the resulting stress relaxation, a median equivalent stress is evaluated, as proposed by Rauch [27]. The lifetime concept is extended in order to take into account the temperature changes during the cycles. The mean temperature is evaluated as a reference temperature for the fatigue part. The median temperature in hot and cold phases is evaluated for the creep parts. The lifetime concept proposed in this work is depicted in a block diagram (see Fig. 5.7). On the right side, the material characterization part is related to the mechanical and damage properties of the solder material. The viscoplastic properties are described using an ONERA2 material model implemented into user-routine for FE calculation. The damage properties are described by the damage functions of Coffin-Manson-Basquin and Larson-Miller, for fatigue and creep damage respectively. On the left side of Fig. 5.7 a FE-thermo-mechanical simulation is performed. The mean and median temperatures are evaluated. The median stresses and strain amplitude of the hysteresis are averaged over 50% of the most loaded elements. Thus, a representative creep and fatigue damage $D_c$ and $D_f$ for one cycle is calculated, using the Coffin-Manson-Basquin fatigue life curves at $T_{\text{mean}}$ ($D_f$) and the derived time to rupture curve from Larson-Miller creep parameter at $T_{\text{max}}$ and $T_{\text{min}}$ ($D_c$). Finally, the number of cycles to failure $N$ of the component is calculated using a creep-fatigue damage accumulation rule. As far as the fatigue part is concerned, the von Mises equivalent strain range is evaluated within the 50% most loaded elements in the $10^{th}$ cycle. The material parameters of the fatigue life curve Eq. (5.2) are interpolated at the mean temperature of the test $T_{\text{mean}}$ to calculate the number of cycles to failure $N_f$ in case of pure fatigue loads.

$$\Delta\varepsilon_{eq} = \frac{\sigma_f}{E} (N_f)^{-b} + \varepsilon_f (N_f)^{-c}$$  \hspace{2cm} (5.2)

The fatigue life curves in Fig. 5.8(a) show a rather low sensibility to the temperature
Fig. 5.8: (a) Coffin-Manson-Basquin fatigue curves at $T_{\text{mean}}$ for SAC solder. (b) Larson-Miller derived time-to-rupture curves at $T_{\text{min,max}}$ for SAC solder

In the range of the mean temperature $T_{\text{mean}}$ investigated here. In contrast, the strain range has the main influence on the fatigue life $N_f$.

In order to calculate creep damage, the temperature is averaged during the hot and cold phases using Eq. (5.3)-(5.4). $T_{\text{min}}$ and $T_{\text{max}}$ represent the mean temperatures at which the solder is exposed during the holding time periods $t_h$. The time to rupture curves are evaluated at e.g. $T_{\text{min}}$, $T_{\text{max}}$, related to the median temperature in the experiments TS1, TS2 and TS3, see Fig. 5.8(b).

\[
\bar{T}_{\text{min}} = \frac{1}{t_h} \int_{t=t_1}^{t=t_1+t_h} T(t) dt \quad (5.3)
\]
\[
\bar{T}_{\text{max}} = \frac{1}{t_h} \int_{t=t_2}^{t=t_2+t_h} T(t) dt \quad (5.4)
\]

The median first principal stress during the holding time is evaluated and defined as the equivalent stress leading to creep damage during stress relaxation. In order to take into account the multiaxial state of the stress, the hydrostatic stress $\sigma_H$ is used to ensure that creep damage only accumulates under tensile situation ($\sigma_H > 0$), and avoids creep damage generation under compressed stress state.

\[
\sigma_{1,\text{med},T_{\text{min}}/T_{\text{max}}} = \frac{1}{t_h} \int_{t=t_{1,2}}^{t=t_{1,2}+t_h} \frac{1}{2} \sigma_1(t) \left( \frac{1}{\sigma_H(t)} + \frac{1}{\sigma_1(t)} \right) dt \quad (5.5)
\]

The equivalent stress for 50% of the most damaged elements is the obtained by volume averaging using Eq. (5.1). The time to rupture $t_r$ is calculated using the Larson-Miller equivalent creep damage parameter $P_{LM}$, which internal material pa-
Tab. 5.3: Creep and fatigue life damage parameters corresponding to the 3 Chip resistor experiments obtained by FE simulation and damage evaluation using Coffin-Manson-Basquin and Larson-Miller Eq. (5.1)–(5.6)–(5.7).

<table>
<thead>
<tr>
<th>Test</th>
<th>$N_{f50,exp}$</th>
<th>$T_{mean}$</th>
<th>$T_{max}$</th>
<th>$T_{min}$</th>
<th>$N_f$ cycles</th>
<th>$t_{r,T_{min}}$ / h.</th>
<th>$t_{r,T_{max}}$ / h.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS1</td>
<td>231</td>
<td>55</td>
<td>134.8</td>
<td>-24.8</td>
<td>4229</td>
<td>556</td>
<td>52731</td>
</tr>
<tr>
<td>TS2</td>
<td>454</td>
<td>42.5</td>
<td>111.7</td>
<td>-26.8</td>
<td>5494</td>
<td>770</td>
<td>606060</td>
</tr>
<tr>
<td>TS3</td>
<td>3018</td>
<td>35</td>
<td>81.0</td>
<td>-11.0</td>
<td>14336</td>
<td>1108</td>
<td>9458100</td>
</tr>
</tbody>
</table>

For the 3 experiments TS1, TS2 and TS3, the main damage contribution results from creep accumulation at low temperature. At high temperature, large time to rupture are calculated, which is due to the fact that the meniscus region is under compression preventing any development of creep damage during the holding time period. In contrast, tensile stresses at low temperature lead to creep damage and shorter time to rupture, see Fig. 5.5. The life fraction consumed within one cycle regarding creep at low and high temperature is given by Eq. (5.8)–(5.9) and the life fraction consumed due to fatigue damage by Eq. (5.10).

Using a linear accumulation rule, the lifetime is determined by Eq. (5.11). The number of cycles obtained by simulation are listed in Tab. 5.4. As expected, lifetime calculations obtained by linear accumulation rule are non-conservative, which is the case for the predictions of TS1 and TS2.

$$D_{c,T_{min}} = \frac{t_h}{t_{r,T_{min}}}$$ (5.8)

$$D_{c,T_{max}} = \frac{t_h}{t_{r,T_{max}}}$$ (5.9)

$$D_f = \frac{1}{N_f}$$ (5.10)

$$N = \frac{1}{D_f + D_{c,T_{min}} + D_{c,T_{max}}}$$ (5.11)
In a second numerical study, a new lifetime calculation is performed, but instead of a linear rule, a nonlinear accumulation rule is employed. From the material characterization point of view, the Relaxation-Fatigue tests (RF) suggest a linear accumulation rule using Coffin-Manson and Larson-Miller damage parameters. On the opposite, a nonlinear rule gives a better match to the component experiments, using the same damage parameters, as illustrated in Fig. 5.9. The diagram is constructed by evaluating the fraction of life consumed at \( N_{f, exp} \) for the creep and fatigue parts, respectively. The experiments TS1 and TS2 are better predicted using a bilinear coefficient \( c = 0.15 \), giving in this case a larger accumulation of fatigue damage under creep dominated loads. The experiment TS3 has a creep life fraction \( D_c > 1 \), which means that creep damage alone would be responsible for failure without considering the accumulated fatigue life fraction. A nonlinear rule applied to TS3 predicts in this case an even more conservative lifetime in comparison with the experiment.

The number of cycles to failure \( N \) is calculated by Eq. (5.12)–(5.13) with nonlinear accumulation rule. For fatigue dominated loads, Eq. (5.12) is employed, and Eq. (5.13) for creep dominated loads. The parameter \( c \) refers to the inflection point in the bilinear rule Fig. 5.9.

\[
N = \frac{1}{D_f + \frac{1-c}{c} (D_c T_{\text{min}} + D_c T_{\text{max}})} \quad \text{if} \quad \frac{D_f}{D_c + D_f} > \frac{D_c}{D_c + D_f} \quad (5.12)
\]

\[
N = \frac{1}{\frac{1-c}{c} D_f + D_c T_{\text{min}} + D_c T_{\text{max}}} \quad \text{if} \quad \frac{D_f}{D_c + D_f} \leq \frac{D_c}{D_c + D_f} \quad (5.13)
\]
Table 5.4: Predicted lifetimes of component solder joints using linear and nonlinear accumulation rule

<table>
<thead>
<tr>
<th>Test</th>
<th>( N_{t,50} ) from LiVe</th>
<th>( N ) pred. (linear rule)</th>
<th>( N ) pred. (nonlinear rule)</th>
<th>( c = 0.15 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS1</td>
<td>231</td>
<td>873</td>
<td>444</td>
<td></td>
</tr>
<tr>
<td>TS2</td>
<td>454</td>
<td>1201</td>
<td>594</td>
<td></td>
</tr>
<tr>
<td>TS3</td>
<td>3018</td>
<td>1919</td>
<td>1181</td>
<td></td>
</tr>
</tbody>
</table>

For the component experiments TS1, TS2 and TS3, \( N \) is calculated with Eq. (5.13) and the results listed in Tab. 5.4.

Despite the nonlinear accumulation rule, still non-conservative lifetimes are calculated for TS1 and TS2, but closer to the experiments compared to the linear rule, see Fig. 5.10(a). The nonlinear rule gives better results for the component lifetimes since TS1 and TS2 are inside the confidence intervals (\( \times 2, \times 0.5 \)) and TS3 slightly outside this intervals (\( \times 39 \)), see Fig. 5.10(b). The deviation using the linear rule exceeds a factor of 3 for TS1. In the higher temperature amplitude regime, the deviation is rather non-conservative whereas a rather conservative prediction results for the lower temperature amplitude regime.

**Assessment of the creep-fatigue partitioning lifetime concept**

A lifetime concept has been worked out using a combination of FE simulations and failure predictions by superposition of creep and fatigue damage. The corresponding damage parameters are derived from the material characterization presented in Chap. 3. The Coffin-Manson-Basquin curves at \( T_{\text{mean}} \) are used for evaluation of the
fatigue damage parameter $D_f$ and a creep-rupture master curve derived from Larson-Miller equations serves for evaluation of the creep damage parameters $D_{c,T_{min}}$ and $D_{c,T_{max}}$. In contrast, standard methods employed to diagnose the reliability of solder joint components make use of existing component lifetime data, which is used for a calibration of a lifetime model. Here, the joint-failure is calculated based on the creep and fatigue damage mechanisms resulting from the thermo-mechanical loads modeled in the FE-simulation. The concept remains independent on the component geometry and profile of temperature but depends only on the material properties of the solder alloy. For this, only standardized material testing data obtained under isothermal conditions has been used. The definition of most volume damaged element applied in this study corresponds to the failure criteria defined in the experimental tests. Creep and fatigue damage parameters are averaged over 50% of the most loaded volume weighted elements. The evaluation volume results at the interface chip-solder where typically cracks are experimentally observed and correlate well to the experimental shear force reduction of 50% defined as end-of-life criteria in the lifetime experiments [1]. However, further experimental and numerical investigations are necessary to completely understand the accumulation of creep-fatigue damages of solder joint materials. From the material point of view, the RF experiments on standardized samples and constant temperature indicate a rather linear accumulation. On the other hand, the component experiments are better predicted using a nonlinear rule, evaluated with the same damage parameters as in the RF experiments, but averaged on 50% of the most loaded elements. The overall strategy followed is based on a transfer from material level to component level evaluation, the latter including also a change in geometry and loading conditions. Here, material modeling and calibration are performed exclusively using mechanical tests at constant temperature (for the standardized samples) and later applied for components simulation under thermo-mechanical loads induced by temperature changes. Further, the ASME-lifetime concept is originally intended for crack initiation prediction only. Because solder joints reliability cannot be addressed by determination of crack initiation only, the original ASME concept had to be adapted for end-of-life prediction. Creep and fatigue damage parameters are not only evaluated onto the most critical element (which corresponds to crack initiation) whereas they are averaged on 50% of the most loaded elements, taking into account a global creep and fatigue damage parameters representative for solder joints end-of life. A different ratio can be related as well to the experimental 50% shear force reduction, which may not be valid for another solder geometry. Applying the methodology to other solder components
may validate the assumed evaluation strategy, and extend the universality of the proposed lifetime-concept. The volume definition should be transferable to any other solder geometry with respect to a common end-of-life criterion for the components. In the example provided within this work, the end-of-life criterion is established by 50% shear force reduction for the component CR1206.

5.2.2. Continuous Damage Mechanics (CDM) approach

The lifetime concept presented Fig. 5.7 evaluates creep and fatigue damage parameters within a stabilized cycle and calculates the lifetime using Palmgren-Miner and Robinson’s damage accumulation rule adapted for thermo-mechanical loads. However, the solder material shows a rather moderate softening behavior under repeating mechanical fatigue cycles but undergoes no stabilized stress-strain hysteresis in the temperature range investigated. An alternative strategy is proposed using the developed damage FE-material model in the present work which employs a simulation of all temperature cycles until end-of-Life. The experiment TS2 is taken as an example and 500 temperature cycles -40 °C/125 °C of 30 minutes dwell time periods are repeatedly applied to the FE-structure represented on Fig. 5.3. Fatigue and creep damage variables ($D_1$ and $D_2$) are continuously calculated during the simulation. The total damage $D$ is locally determined in each time step, for all Gauss points of the solder joint material using a nonlinear accumulation rule. Damage and first principal stress are monitored and illustrated Fig. 5.11 for a node in the center of the meniscus region.

The continuous decrease of the first principle stress at $T_{min}$ (evaluated in each
cycle at the end of the relaxation) describes the softening behavior of the material occurring under thermo-mechanical loads. The stress decrease $\sigma_1$ results from the damage increase $D$ due to the coupling of mechanical- and damage-equations of the material model. The stress decrease at $T_{max}$ is hardly visible because of the stronger relaxation behavior at 125°C, such that the stress tends to 0 at the end of the dwell time period. The creep damage contributes at most to the total damage (90% creep ratio $D_2/(D_1 + D_2)$ after 500 cycles). The high stresses calculated during the low temperature regime are mainly responsible for $D_2$ steady evolution with the accumulation of temperature cycles which correlates with the results of the creep-fatigue lifetime concept described above. All over the cycles, $D$ is larger than the sum of $D_1$ and $D_2$, illustrating the implicit nonlinear accumulation rule within the material model. Within the first 50 cycles, $D$ shows a rather moderate increase and in the following stage from the 50$^{th}$ up to the 400$^{th}$ cycle a steady increase until it reaches $D = D_a = 0.09$. $D_a$ represents the damage corresponding to crack initiation, and is defined as material parameter (see Chap.4). In the first 50 cycles, the damage rate is rather low, because the damage front concentrates in the standoff region and at the edge of the meniscus before reaching the center of the meniscus in Fig.5.12, where the evaluated node Fig.5.11 is located. After the crack initiation point for the node ($D = D_a$, N=400 cycles), the contribution of $D_2$ decreases as a consequence of the stress reduction. In parallel, the rate of $D_1$ increases indicating the effect of crack propagation. $D_1$-increase over-balances the $D_2$-decrease such that the total damage rate keeps increasing even after crack initiation. The creep and fatigue damage variables evolution indicates a complex interplay between the two damage mechanisms during the solder joint life. Before crack initiation, creep damage is preponderant under the influence of high stresses, suggesting damage development by formation of pores and growth of cavities. After crack initiation, the fatigue damage rate increases, describing a crack propagation facilitated by creep-pores previously formed in the already damaged microstructure. The damage evolution within the solder joint shows a concentration at the interface with the chip termination, as shown in Fig.5.12. This region correlates well to the most loaded volume elements used for evaluation in the creep-fatigue lifetime concept, see Fig.5.6. The simulation predicts a total degraded standoff before 100 cycles with a crack starting at the external edge of the standoff in (a). Under increasing cycles, the damage propagates through the standoff and concentrates at the interface with the chip-termination, and finally reaches the bottom corners at the inner plane in Fig.5.12 (b) and (c). Simultaneously, damage propagates towards the meniscus, parallel to the chip interface and reaches the top corner.
Typical failure mechanisms observed for solder joints chip resistors indicate two crack paths, as suggested in Fig. 5.12. In a first stage, fast degradation is observed within the standoff region. Under progressing cycles number, cracks grow toward the meniscus region, from the top (d) to the bottom (c). These two crack paths correlate to the damage distribution and evolution depicted in Fig. 5.12. In the simulation, the standoff completely cracks within the first 100 cycles whereas some damaged, but not fully cracked areas still remain in the meniscus region after 300 temperature cycles. The good correspondence between the damage variable evolution $D$ (Fig. 5.12) and observed degradation on real solder joints (Fig. 5.13) shows the capability of the current phenomenological damage model to describe the failure mechanisms observed in a soldered chip resistor under thermo-mechanical cycles.

The Continuum Damage Mechanics (CDM) framework employed in the FE-simulation maps crack propagation by local damage evolution and softening of material regions. An explicit separation between mesh nodes and elements is not performed here since the mathematical equations remain only valid within a continuum...
environment. The degraded material regions obtain a local stiffness decrease over the element integration points \( p_i \) due to the accumulation of damage at these points \( D(p_i) \). A local stiffness decrease of 50% for an individual integration point is obtained when the damage increases at this point up to \( D(p_i) = D_c = 0.3 \). The value for \( D_c \) results from the calibration on standardized LCF experiments like in Fig. 5.1–5.2. The inhomogeneous damage distribution among the solder joint elements leads to an interaction and load transfer between damaged and undamaged elements. A three dimensional crack front can be interpreted as a volume composed by the elements, which have reached the critical damage \( D(p_i) = D_c \). Selecting the same volume \( V_{tot} \) at the interface as in the lifetime concept (see Fig. 5.6), the remaining crack-free normalized volume can be evaluated by Eq. (5.14) at the cycle \( N \).

\[
\tilde{a}(N) = 1 - \frac{1}{V_{tot}} \sum dV_i(D = 0.3, N) \tag{5.14}
\]

From the component experiments, the normalized shear force at the cycle \( N \) is obtained by Eq. (5.15) using the measurements reported in the LiVe-project [1].

\[
\tilde{F}(N) = \frac{F(N)}{F(N = 0)} \tag{5.15}
\]

The Fig. 5.14 compares the experimental shear force reduction and the remaining volume at the interface predicted by the simulation vs. the number of temperature cycles. The minimum and maximum values of shear forces centered on the mean value indicates an experimental scattering of \( \pm 20\% \) within the interval \( 0 \ldots 500 \) cycles. The two quantities can be compared since they are normalized and by assuming an
Fig. 5.14: Normalized experimental shear force reduction and predicted undamaged volume ratio at the interface obtained by FE-simulation

equal participation of the standoff and meniscus elements against the applied pull force during the shear tests of components.

The model follows not only the same trend as the experiments but also matches the normalized force reduction within the experimental scattering. The simulation deviates by 35% from the experimental mean value corresponding to the lifetime criterion of 50% shear force reduction. However, a better description is obtained during the first 200 cycles where the fastest shear force reduction is observed. The larger deviation from the experiments after 200 cycles can be explained by the 50% remaining stiffness of the cracked elements. The damage model enables a local stiffness decrease of 50% for the cracked elements whereas in reality a larger stiffness reduction might happen for the degraded regions. The elements of high damage variable values still contribute to some extend for a load transfer towards the solder geometry. Therefore, the surrounding less damaged elements might obtain higher local loads compared to reality, thus leading to faster damage propagation in the simulation. For the temperature profile TS2, a conservative end-of life of 295 cycles is simulated by the continuous damage model. The CDM approach shows not only the capability to resemble the most damaged region in solder joints but also to predict absolute number of cycles to failure close to the experimental end-of-life. The damage evolution is simulated throughout large number of temperature cycles, which gives insight to the specific crack propagation of the studied chip resistor solder geometry.

In summary, a lifetime concept and a CDM-method have been presented and applied to a chip resistor solder joint mounted onto a free PCB-board. The creep-fatigue partitioning approach calculates representative creep and fatigue damage parame-
ters based on a stabilized cycle, taking place in these examples between the 6th and the 10th simulated temperature cycle. The calculation of creep and fatigue damage parameters, which are the quantities used for lifetime prediction, is performed in a post-processing operation. The total computational cost of the simulation is rather low because it runs only until a stabilized cycle is reached. The method may be interesting for quick evaluation of solder joints reliability if no lifetime data for similar geometries are available. The prediction accuracy depends on the selected volume to be evaluated, which has to be chosen carefully according to the degradation stage of interest. The method enables a reliability engineer to pre-estimate the order of magnitude of temperature cycles leading to initial solder material degradation and plan accordingly the reliability tests on component level.

In order to overcome some of the issues mentioned above, a CDM-based simulation of large number of cycles has been performed. The evolution of damage within the solder joint during the temperature cycles is simulated by the damage material model. The results suggest crack propagation at the interface. The simulated damage locations correlate well to the cross section Fig.5.13 as well as the reported decrease of the experimental shear force (see Fig.5.14). The CDM approach presented in this thesis renders promising for calculations of absolute number of cycles to different degradation stages of solder joints. It should be noted, however, that the calculation of large number of temperature cycles of field loading conditions may pose a disadvantage in comparison to methods relying on extrapolation. In order to reduce time stepping influence and improve convergence, time and temperature increments have been kept low (eg. 250s or/and 8K) during the solution. Thus, the calculation of large cycle numbers becomes computationally intensive. However, the steady increase of computing capabilities could make the CDM approach attractive for industrial reliability analysis in the future, when complex geometry and loading conditions are involved.
6. Summary and outlook

In order to address reliability assessment of solder joints under temperature cycles, this work proposes a phenomenological approach developed on the basis of standardized isothermal creep and fatigue experiments. Under the well-defined loading conditions during material testing the deformation and degradation processes have been identified and quantitatively described in a constitutive FE-material model.

6.1. Mechanical-damage properties of SAC-solder alloy

Standardized experimental characterization has been realized using a testing setup for reversal cyclic tests and long-run creep tests, adapted to the requirements of solder materials. The mechanical properties of a SAC solder alloy are revealed by successive strain-rate variation sequences and stress relaxation experiments. The material exhibits complex viscoplastic behavior in the temperature range of -40°C up to 125°C under strain rates between \(1 \times 10^{-9}\) to \(1 \times 10^{-3}\) s\(^{-1}\). The measurements are discussed in the context of the Ashby deformation maps describing the dependence of viscous exponents on different deformation mechanisms at the microstructure level [10]. In order to characterize the damage behavior, cyclic fatigue tests are conducted in the low and high cycle fatigue domains. The material shows a pronounced microstructure evolution of recrystallization processes identified on micrographs and supported by EBSD analysis. Fatigue testing at 125°C results in a small granular structure and inter-crystalline crack propagation. In contrast, transcrysalline crack growth is observed at -40°C, with no evidence of recrystallisation. Creep damage evolution during creep tests with large time to rupture (\(t_r > 1000\) hours) under high temperatures reveal mixed-brittle fracture. EBSD analysis near the zone of fracture shows the presence of cavities with elongated shapes in the direction of loading, typical manifestation of creep damage in metals loaded under high homologous temperatures [49][79]. Combined relaxation-fatigue tests show significant decrease of cyclic life when strain-controlled dwell-time periods are successively applied over the fatigue cycles. Finally, the last property of the material investigated within this work concerns the fatigue behavior under multiaxial loads. For this, tension-torsion cyclic
tests were realized until fatigue rupture, which indicate a moderate increase of lifetime under shear dominated fatigue loads. All tests serve to understand the mechanical behavior of the lead-free solder material and form the foundation for the formulation of a phenomenological material model, capable of describing the experimentally observed properties. Creep and fatigue damage are modeled using master-curve concepts. The analytic expressions of Larson and Miller as well as the Coffin-Manson-Basquin equations are employed to describe the creep time to rupture and number of cycles to failure under creep and fatigue conditions, respectively. Both models provide first indication of the material loading capability, if loaded under controlled testing conditions (e.g. constant temperature, strain amplitude, stress, etc...). The material behavior observed in the creep-viscoplasticity transition region suggests the need of two visco-functions to address the stress-strain and stress-time relations in the studied strain rate regime. The stress exponent varies from $m_1 = 0.095$ (viscoplastic) to $m_2 = 0.24$ (creep regime) at 25°C. Therefore, the ONERA2 model proposed originally by Chaboche [40] has been numerically implemented into FE-code and extended towards the continuum damage mechanics framework. The mathematical scheme for implementing the model within FE conformism is provided in detail, such as the reader has the possibility to implement FE-based ONERA2 model into similar FE-code. The material parameters are determined in a sequential manner beginning with those, which govern the deformation properties. The creep and fatigue damage properties are modeled by phenomenological formulations developed during this work. They map stress softening beyond crack initiation under fatigue conditions and include nonlinear damage accumulation under combined creep-fatigue. The simulations by the viscoplastic model achieves a very good description of the observed strain rate variations, secondary creep rate, stress relaxation, uniaxial and multiaxial shear fatigue within LCF regime, and tertiary creep stage. A good correspondence with the experiments is found with the provided set of parameters for 4 reference temperatures: -40°C, 25°C, 75°C and 125°C, which represents the relevant temperature range of operation of real solder joints for automotive applications. As a first real application of the model, a chip-resistor passive component attached to a FR4-substrate has been simulated under temperature cycles. The solder joint component lifetime is first estimated using a stabilized hysteresis. Damage parameters were derived from the master-curves established in Chapter 3 by using average mechanical stresses and strains over a defined volume. The creep-fatigue partitioning lifetime concept proposed in Chapter 5 constitutes an extension of the ASME-methodology, taking into account the thermally induced mechanical loads and by calculating sol-
der joints end-of-life instead of the number of cycles to crack initiation. The method is advantageous due to the low numerical effort necessary to estimate the solder component lifetimes. In contrast to the creep-fatigue partitioning method, the CDM-simulation worked out in this thesis gives direct access to the ongoing degradation of the solder joint throughout thermal cycling by means of a damage state variable. The simulated crack propagation paths correlate very well to observations of solder joint cross sections. By using the phenomenological CDM-approach, component lifetimes can be predicted by calculating specific material damage variables. This provides an a-priori lifetime prognosis without the usage of components lifetime data. The ability to predict the lifetime of a component based on the loading capability of its composed materials, in this case the solder material, under various external loading conditions constitutes the main advantage of the method. The model can be applied on different components and solder joint geometry types, for calculating the evolution of mechanical and damage properties on a local scale in the material. In this way, the degradation and mechanical softening of a specific solder joint can be simulated over a large number of thermal cycles which provides means to an absolute lifetime prediction. From an engineering point of view, the creep-fatigue partitioning approach provides a compromise between time calculation and accuracy, and would be interesting for preliminary design evaluation of new solder joint geometries. In the future, improvements of computer hardware could make the CDM approach even more attractive, by increasing the speed of calculation. Alternative methods e.g. cohesive zones or XFEM approaches are currently either not available in 3D FE-commercial codes or restricted to be used with linear elastic materials only, without taking into account viscoplasticity and creep effects. The CDM-approach can be realized in commercial FE codes, widely used in both research and industrial projects. It could position itself as a suitable method for simulation of degradation in ductile materials operating under high homologous temperatures, when creep and fatigue damage mechanisms are involved.

6.2. Further works and extension of the methodology

The experimental data analysis reveals moderate deviation over the samples tested. For the deformation properties, the deviation is estimated by 30% at 25°C in the stress response, based on a statistic of three samples. For the creep experiments, only one sample has been tested for a given stress and temperature. The available creep data used to calibrate the damage model is not sufficient for quantitative calculation.
of the experimental deviation in the time to rupture. Thus, further creep experiments are necessary in order to guarantee the correct description of creep damage within an experimentally derived confidence range. Additional creep experiments are particularly important since the model parameter analysis shows high sensitivity of the creep damage parameters which take part in the calculation of total damage. Further aspects in the modeling cover multiaxial loads, which have an impact on damage development as pointed out in [89]. Within this thesis, tension-torsion tests have been used to quantify the interaction for large coefficient $q$ [88]. However, for smaller coefficients, where hydrostatic pressure prevails, no investigations have been reported yet. Future multiaxial experiments should further address pure cyclic torsion loads for large $q$ coefficients, as well as combined tension and inner-pressure creep test, where $q < 1$ can be obtained [69], thus mapping the whole stress state domain in terms of multiaxiality.

Kuczynska et al. recently reported novel experimental procedure which aim to validate FE material models using combined thermo-mechanical fatigue tests (TMF) [90, 91], which realize loading conditions closer to real solder joint applications. This type of setup could provide an intermediate validation of the transferability of the methods from isothermal material samples to TMF-samples loaded by thermally induced mechanical loads. Furthermore, non-isothermal damage processes as creep-fatigue interaction could be observed by such TMF experiments, which are not accessible by an isothermal material characterization presented in this work. As far as the fatigue experiments are concerned, the HCF domain has not been extensively investigated except for 25°C. In power electronics modules soldered chips generate short current pulses, which induce local thermo-mechanical cyclic loads. In lab testing conditions, more than 100000 such power-cycles are needed to damage chip solder joints [5], which places the induced loads for solder joints in the HCF domain. The extension of both experiments and constitutive modeling to describe damage of the material towards the HCF domain may address reliability issues for chip solder joints under active power cycling. With a large number of lifetime thermal cycles involved, the question about computational efficiency is naturally raised. The current method has been applied on a simplified FE-geometry of 50000 elements and obtain the damage evolution throughout the first 500 cycles in a reasonable amount of calculation time. However, increasing both model size and number of cycles to be simulated before some damage occurs, would considerably increase the computational cost. This could potentially challenge the attractiveness of the proposed method. A short term alternative could be the utilization of extrapolation concepts within the damage
mechanics framework. Such methods have been proposed in [27] and later adapted for solder joints lifetime calculation in [77]. The FE calculation of the first cycles until steady state provides the accumulated cyclic damage rate. This quantity shows approximately a linear evolution over the cycles until crack initiation, enabling an extrapolation based approach in the lifetime evaluation. The technique would be as efficient as the creep-fatigue partitioning concept in terms of numerical effort, since the extrapolation is based on a stabilized cycle. The main advantages concern the temperature independency of the method and the ability to map the damage distribution throughout the complex geometry. The damage is calculated continuously during the temperature changes and over the structure which avoids the usage of the median stress or the assumption of a mean temperature for the estimation of the creep and fatigue damage parameters. Both are sources of approximations within the creep-fatigue partitioning concept presented in Chapter 5. Extrapolation techniques might need improvements to deal with numerical issues where cracks initiate in several locations as well as cases where crack propagation should be considered in order to calculate the component’s end-of-life. A long term alternative and crucial step towards concerning end-of-life calculations can be achieved using the so called Cycle-Jump method in combination with the continuum damage mechanics framework. Basically, this technique makes it possible to calculate the damage state of a component without computing each individual cycle, which is supported by intermediate extrapolation steps [92]. Jump methods would shorten computation time of complex structures when large number of cycles are involved before failure occurs. Finally, numerical methods for reliability assessment of components are still under active research driven by industrial needs for acceleration of product development by FE-assisted lifetime calculations. The present work proposes a viscoplastic phenomenological damage model based on extended experimental characterization and contributes to the understanding of deformation and damage processes in solder materials. Nevertheless, improving the description of the material properties constitutes one aspect of a complete lifetime assessment methodology. For the application of the CDM- methods at large scale, numerical limitations have to be overcome in the future, in order to reduce calculation times of large structures. This could enable the complete end-of-life simulations even on system level, under both accelerated and field load conditions.
A. Appendix

A.1. EDX analysis, cross-section of SAC material

Spot (1)  
intermetallic phase $\text{Cu}_6\text{Sn}_5$

Spot (2)  
Matrix $\beta$-Sn

Spot (3)  
intermetallic phase $\text{Ag}_3\text{Sn}$
A.2. Experimental setup for tension-torsion (TT) tests

Sample geometry
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biaxial tension torsion test

Expected distribution of

stress state in tension-torsion loads

shape change dominated

1.73
2.16

q > 1.73

triaxiality ratio $q$

$\sigma_{eq}$

$\sqrt{3}$

$\sigma_{H}$

for more details, see the corresponding publication [88]
A.3. $J_2$ operator \([18], [81], [82], [83]\)

The material model respects the principle of incompressibility: any inelastic deformation induces an infinitesimal change of shape whereas no volume change is contracted. In other words, the plastic related variables are exclusively deviatorical. In consequence, the first invariant of these variables is equal to zero. For this reason, the second invariant is used to calculate the scalar associated variables of deviatorical quantities. Based on the second invariant, the algebra operator $J_2$ is used to transform the tensor variables into scalars which are equal to the tensor projection in the deviatoric plane. To put this definition within an equation, let us define $X_{ij}$ and $Y_{ij}$ two tensors, their scalar product is equal to

$$X_{ij} : Y_{ij} = X_{11}Y_{11} + X_{22}Y_{22} + X_{33}Y_{33} + 2 \times (X_{12}X_{12} + X_{23}X_{23} + X_{13}X_{13}) \quad (A.1)$$

Thus the deviatoric norm of this product is obtained by

$$J_2(X_{ij} : Y_{ij}) = \sqrt{\frac{3}{2}X_{ij} : Y_{ij}} \quad (A.2)$$

As an example the von Mises stress $\sigma_{eq}$ is calculated from the deviatoric stress $S_{ij}$

$$\sigma_{eq} = J_2(S_{ij} : S_{ij}) \quad (A.3)$$

The mathematical formulation of the model and later its implementation refer to this operator with respect to the von Mises theory.

A.4. Intermediate calculation to obtain the local Newton-Raphson system of equations

The 5 equations for Newton-Raphson are

- equivalence through the deviatoric plane projection

$$f_1 = h + \alpha - Z_{eq} \quad (A.4)$$

- viscous stress

$$f_2 = \left(\frac{h - R}{K_1}\right)^{1/m_1} + \left(\frac{h - R}{K_2}\right)^{1/m_2} - \frac{\Delta \varepsilon^p}{\Delta t} \quad (A.5)$$
• invariant 3 back stress terms

\[ f_{i+2} = J_2(X^{(i)}) - w_i M_i \quad \text{for } i = 1 \ldots 3 \quad (A.6) \]

Pivot variable starting values are for the 5 unknown:

• \( \Delta \bar{\varepsilon}^p = \Delta \bar{\varepsilon}^{p,(0)} \): plastic strain increment

• \( h = \sqrt{\frac{3}{2}(S^{tr} - X^{(n)}) : (S^{tr} - X^{(n)})} \): trial effective stress

• \( J_2(X^{(i)}), i = 1 \ldots 3 \): second invariant for each back stress component

The trial deviatoric stress \( S^{tr} \) is obtained after the elastic predictor steps. \( f_2 \) results from the definition of viscous stress. In a similar way, \( f_3, f_4 \) and \( f_5 \) are obtained by definition of the second invariant of each back stress term. \( f_1 \) is obtained after reformulation of the back stresses:

back stress increment, \( i = 1 \ldots 3 \), \( X = \sum_{i=1}^{3} X^{(i)} \)

\[
\Delta X^{(i)} = c_i \Delta \bar{\varepsilon}^p \frac{S - X}{h} - \gamma_i \phi \Delta \bar{\varepsilon}^p X^{(i)} - \Delta \tau d_i J_2(X^{(i)}) X^{(i)} \quad (A.7)
\]

\[
X^{(i)} = \Delta X^{(i)} + X^{(i),n} \quad \text{and after factorisation} \quad (A.8)
\]

\[
X^i = w_i (c_i \Delta \bar{\varepsilon}^p \frac{S - X}{h} + X^{(i),n}) \quad \text{for } w_i \text{ see Eq.}A.16 \quad (A.9)
\]

set-up consistency with plastic correction

\[
S = S^{tr} - 3\mu \Delta \bar{\varepsilon}^p \frac{S - X}{h} \quad (A.10)
\]

\[
S - X = S^{tr} - \sum_{i=1}^{3} w_i X^{(i),n} - \Delta \bar{\varepsilon}^p \frac{S - X}{h} (3\mu + \sum_{i=1}^{3} w_i c_i) \quad (A.11)
\]

after factorization with \( \alpha \) defined in Eq.\(A.19\) and \( Z \) in Eq.\(A.22\)

\[
(S - X)(1 + \frac{\alpha}{h}) = Z \quad (A.12)
\]

finally, applying \( J_2 \) on both side of Eq.\(A.12\), \( f_1 \) is deduced

\[
h + \alpha = Z_{eq} \quad (A.13)
\]

for \( f_3, f_4 \) and \( f_5 \) one starts with Eq.\(A.9\) and using the flow rule equality \( \frac{S - X}{h} = \frac{Z}{Z_{eq}} \)

for the other terms and their derivatives:
\( \phi \) function

\[
\phi = \phi_\infty + (1 - \phi_\infty) \exp(-b_k(\varepsilon_\text{acc}^p + \Delta \varepsilon^p))
\]

(A.14)

\[
\frac{d\phi}{d\Delta \varepsilon^p} = -b_k(1 - \phi_\infty) \exp(-b_k(\varepsilon_\text{acc}^p + \Delta \varepsilon^p))
\]

(A.15)

back stress recovery, \( i = 1 \ldots 3 \)

\[
w_i = \frac{1}{1 + \gamma_i \Delta \varepsilon^p \phi + \Delta t d_i J_2(X^{(i)})}
\]

(A.16)

\[
\frac{d w_i}{d\Delta \varepsilon^p} = -(\gamma_i \phi + \gamma_i \Delta \varepsilon^p \frac{d\phi}{d\Delta \varepsilon^p})(w_i)^2
\]

(A.17)

\[
\frac{d w_i}{d J_2(X^{(i)})} = -\Delta t d_i (w_i)^2
\]

(A.18)

equivalent deviatoric part, first term

\[
\alpha = (3\mu + \sum_{i=1}^{3} w_i c_i) \Delta \varepsilon^p
\]

(A.19)

\[
\frac{d\alpha}{d\Delta \varepsilon^p} = 3\mu + \sum_{i=1}^{3} w_i c_i + \Delta \varepsilon^p \sum_{i=1}^{3} \frac{d w_i}{d\Delta \varepsilon^p} c_i
\]

(A.20)

\[
\frac{d\alpha}{d J_2(X^{(i)})} = \Delta \varepsilon^p c_i \frac{d w_i}{d J_2(X^{(i)})} \quad \text{for } i = 1 \ldots 3
\]

(A.21)

vector deviatoric part

\[
Z_{kl} = S_{ij}^{\text{tr}} - \sum_{i=1}^{3} w_i X^{(i),n}
\]

(A.22)

\[
\frac{dZ_{kl}}{d\Delta \varepsilon^p} = -\sum_{i=1}^{3} \frac{d w_i}{d\Delta \varepsilon^p} X^{(i),n}
\]

(A.23)

\[
\frac{dZ_{kl}}{d J_2(X^{(i)})} = -\frac{d w_i}{d J_2(X^{(i)})} X^{(i),n} \quad \text{for } i = 1 \ldots 3
\]

(A.24)

equivalent deviatoric part, second term

\[
Z_{eq} = J_2(Z_{kl} : Z_{kl})
\]

(A.25)

\[
\frac{dZ_{eq}}{d\Delta \varepsilon^p} = \frac{3}{2} \frac{1}{Z_{eq}} Z_{kl} : \frac{dZ_{kl}}{d\Delta \varepsilon^p}
\]

(A.26)

\[
\frac{dZ_{eq}}{d J_2(X^{(i)})} = \frac{3}{2} \frac{1}{Z_{eq}} Z_{kl} : \frac{dZ_{kl}}{d J_2(X^{(i)})} \quad \text{for } i = 1 \ldots 3
\]

(A.27)
plastic flow rule direction $\tilde{n}_{kl}$

$$\tilde{n}_{kl} = \frac{Z_{kl}}{Z_{eq}}$$  \hspace{1cm} (A.28)

$$\frac{d\tilde{n}_{kl}}{d\Delta \bar{\varepsilon}^p} = \frac{Z_{eq} Z_{kl}}{d\Delta \bar{\varepsilon}^p} - \frac{Z_{kl}}{d\Delta \bar{\varepsilon}^p} \frac{dZ_{eq}}{(Z_{eq})^2}$$  \hspace{1cm} (A.29)

$$\frac{d\tilde{n}_{kl}}{dJ_2(X^{(i)})} = \frac{Z_{eq} Z_{kl}}{dJ_2(X^{(i)})} - \frac{Z_{kl}}{dJ_2(X^{(i)})} \frac{dZ_{eq}}{(Z_{eq})^2} \text{ for } i = 1 \ldots 3$$  \hspace{1cm} (A.30)

isotropic hardening

$$R = \sigma_0 + Q (1 - \exp(-b_q(\varepsilon_{acc}^p + \Delta \bar{\varepsilon}^p)))$$  \hspace{1cm} (A.31)

$$\frac{dR}{d\Delta \bar{\varepsilon}^p} = b_q Q \exp(-b_q(\varepsilon_{acc}^p + \Delta \bar{\varepsilon}^p))$$  \hspace{1cm} (A.32)

static recovery

$$M_i = \sqrt{J_2(X^{(i)},n)^2 + 3\Delta \bar{\varepsilon}^p X^{(i)},n : \tilde{n} + (c_i \Delta \bar{\varepsilon}^p)^2} \text{ for } i = 1 \ldots 3$$  \hspace{1cm} (A.33)

$$\frac{dM_i}{d\Delta \bar{\varepsilon}^p} = \frac{1}{2M_i} \left(3c_i(X^{(i)},n : \tilde{n} + \Delta \bar{\varepsilon}^p X^{(i)},n : \frac{d\tilde{n}}{d\Delta \bar{\varepsilon}^p}) + 2\Delta \bar{\varepsilon}^p (c_i)^2\right) \text{ for } i = 1 \text{ (A.34)}$$

$$\frac{dM_i}{dJ_2(X^{(j)})} = \frac{1}{2M_i} \left(3c_i \Delta \bar{\varepsilon}^p \frac{d\tilde{n}}{dJ_2(X^{(j)})} : X^{(j)},n\right) \text{ for } i = 1 \ldots 3 \text{ and } j = 1 \ldots 3$$  \hspace{1cm} (A.35)

Derivatives of $f_1$ functions needed for the Jacobian Matrix $J$

Derivatives of $f_1$

$$\frac{df_1}{d\Delta \bar{\varepsilon}^p} = \frac{d\alpha}{d\Delta \bar{\varepsilon}^p} - \frac{dZ_{eq}}{d\Delta \bar{\varepsilon}^p}$$  \hspace{1cm} (A.36)

$$\frac{df_1}{dh} = 1$$  \hspace{1cm} (A.37)

$$\frac{df_1}{dJ_2(X^{(i)})} = \frac{d\alpha}{dJ_2(X^{(i)})} - \frac{dZ_{eq}}{dJ_2(X^{(i)})} \text{ for } i = 1 \ldots 3$$  \hspace{1cm} (A.38)

Derivatives of $f_2$

$$\frac{df_2}{d\Delta \bar{\varepsilon}^p} = -\frac{1}{m_1 K_1} \frac{dR}{d\Delta \bar{\varepsilon}^p} \left(\frac{h - R}{K_1}\right)^{1/m_1 - 1} - \frac{1}{m_2 K_2} \frac{dR}{d\Delta \bar{\varepsilon}^p} \left(\frac{h - R}{K_2}\right)^{1/m_2 - 1} - \frac{1}{\Delta}$$(A.39)

$$\frac{df_2}{dh} = \frac{1}{m_1 K_1} \left(\frac{h - R}{K_1}\right)^{1/m_1 - 1} + \frac{1}{m_2 K_2} \left(\frac{h - R}{K_2}\right)^{1/m_2 - 1}$$  \hspace{1cm} (A.40)

$$\frac{df_2}{dJ_2(X^{(i)})} = 0 \text{ for } i = 1 \ldots 3$$  \hspace{1cm} (A.41)
Derivatives of $f_3$

\[
\frac{df_3}{d\Delta\bar{\xi}^p} = -\frac{dw_1}{d\Delta\bar{\xi}^p} M_1 - w_1 \frac{dM_1}{d\Delta\bar{\xi}^p}
\]
\[
\frac{df_3}{dh} = 0
\]
\[
\frac{df_3}{dJ_2(X^{(1)})} = 1 - \frac{dw_1}{dJ_2(X^{(1)})} M_1 - w_1 \frac{dM_1}{dJ_2(X^{(1)})}
\]
\[
\frac{df_3}{dJ_2(X^{(2)})} = -w_1 \frac{dM_1}{dJ_2(X^{(2)})}
\]
\[
\frac{df_3}{dJ_2(X^{(3)})} = -w_1 \frac{dM_1}{dJ_2(X^{(3)})}
\]

Derivatives of $f_4$

\[
\frac{df_4}{d\Delta\bar{\xi}^p} = -\frac{dw_2}{d\Delta\bar{\xi}^p} M_2 - w_2 \frac{dM_2}{d\Delta\bar{\xi}^p}
\]
\[
\frac{df_4}{dh} = 0
\]
\[
\frac{df_4}{dJ_2(X^{(1)})} = -w_2 \frac{dM_2}{dJ_2(X^{(1)})}
\]
\[
\frac{df_4}{dJ_2(X^{(2)})} = 1 - \frac{dw_2}{dJ_2(X^{(2)})} M_2 - w_2 \frac{dM_2}{dJ_2(X^{(2)})}
\]
\[
\frac{df_4}{dJ_2(X^{(3)})} = -w_2 \frac{dM_2}{dJ_2(X^{(3)})}
\]

Derivatives of $f_5$

\[
\frac{df_5}{d\Delta\bar{\xi}^p} = -\frac{dw_3}{d\Delta\bar{\xi}^p} M_3 - w_3 \frac{dM_3}{d\Delta\bar{\xi}^p}
\]
\[
\frac{df_5}{dh} = 0
\]
\[
\frac{df_5}{dJ_2(X^{(1)})} = -w_3 \frac{dM_3}{dJ_2(X^{(1)})}
\]
\[
\frac{df_5}{dJ_2(X^{(2)})} = -w_3 \frac{dM_3}{dJ_2(X^{(2)})}
\]
\[
\frac{df_5}{dJ_2(X^{(3)})} = 1 - \frac{dw_3}{dJ_2(X^{(3)})} M_3 - w_3 \frac{dM_3}{dJ_2(X^{(3)})}
\]
Jacobian matrix $J$ for N-R procedure, see Eq.4.29, chap.4.

$$J = \begin{bmatrix}
    df_1 & df_1 & df_1 & df_1 & df_1 \\
    d\Delta \varepsilon^p & dJ_2(X^{(1)}) & dJ_2(X^{(2)}) & dJ_2(X^{(3)}) \\
    df_2 & df_2 & df_2 & df_2 & df_2 \\
    d\Delta \varepsilon^p & dJ_2(X^{(1)}) & dJ_2(X^{(2)}) & dJ_2(X^{(3)}) \\
    df_3 & df_3 & df_3 & df_3 & df_3 \\
    d\Delta \varepsilon^p & dJ_2(X^{(1)}) & dJ_2(X^{(2)}) & dJ_2(X^{(3)}) \\
    df_4 & df_4 & df_4 & df_4 & df_4 \\
    d\Delta \varepsilon^p & dJ_2(X^{(1)}) & dJ_2(X^{(2)}) & dJ_2(X^{(3)}) \\
    df_5 & df_5 & df_5 & df_5 & df_5 \\
    d\Delta \varepsilon^p & dJ_2(X^{(1)}) & dJ_2(X^{(2)}) & dJ_2(X^{(3)})
\end{bmatrix}$$  \hspace{1cm} (A.57)

### A.5. Derivatives to obtain the tangent operator

The Tangent operator $C^p$ is calculated using Eq.4.45. In this equation, the terms $d\Delta \varepsilon^p$ (vector $[1 \times 6]$) and $d\tilde{\varepsilon}_{ij}$ (matrix $[6 \times 6]$) should be evaluated. The reduction of variables leads to the system of equation Eq.4.47. For this, the theorem of the total derivative (a particular case of the theorem of Lie) is referred:

The total derivative is the derivative with respect to $t$ of the function $y = f(t, u_1, \ldots, u_n)$ that depends on the variable $t$ not only directly but also via the intermediate variables $u_1 = u_1(t, u_1, \ldots, u_n)\ldots, u_n = u_n(t, u_1, \ldots, u_n)$. It can be calculated using

$$\frac{\partial y}{\partial t} = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial u_1} \frac{\partial u_1}{\partial t} + \cdots + \frac{\partial f}{\partial u_m} \frac{\partial u_m}{\partial t}$$  \hspace{1cm} (A.58)

The partial derivative $\partial()$ are replaced by the Euler derivative $d()$ in the following.

Derivation left term in Eq.4.47 $f_1$

$$\frac{df_1}{dS^{tr}} = - \frac{3}{2} \frac{Z}{Z_{eq}}$$  \hspace{1cm} (A.59)

$$\frac{dS^{tr}}{\varepsilon_{kl}} = \mu(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}) - \frac{2}{3} \mu \delta_{ij}\delta_{kl}$$  \hspace{1cm} (A.60)

$$\frac{df_1}{\varepsilon_{kl}} = -3\mu \frac{Z_{kl}}{Z_{eq}}$$  \hspace{1cm} (A.61)

Derivation $f_2$

$$\frac{df_2}{\varepsilon_{kl}} = 0$$  \hspace{1cm} (A.62)
Derivation $f_3$
\[
\frac{df_3}{dS^{tr}} \frac{dS^{tr}}{d\varepsilon_{kl}} = \frac{-3\mu w_1 c_1 \Delta \varepsilon^p}{M_1(Z_{eq})^2} \left( Z_{eq} X^{(1),n} - \frac{3}{2} Z : X^{(1),n} Z \right)
\] (A.63)

Derivation $f_4$
\[
\frac{df_4}{dS^{tr}} \frac{dS^{tr}}{d\varepsilon_{kl}} = \frac{-3\mu w_2 c_2 \Delta \varepsilon^p}{M_2(Z_{eq})^2} \left( Z_{eq} X^{(2),n} - \frac{3}{2} Z : X^{(2),n} Z \right)
\] (A.64)

Derivation $f_5$
\[
\frac{df_5}{dS^{tr}} \frac{dS^{tr}}{d\varepsilon_{kl}} = \frac{-3\mu w_3 c_3 \Delta \varepsilon^p}{M_3(Z_{eq})^2} \left( Z_{eq} X^{(3),n} - \frac{3}{2} Z : X^{(3),n} Z \right)
\] (A.65)

Then the 5 unknown \[\frac{\Delta \varepsilon^p}{d\varepsilon_{kl}}, \frac{h}{d\varepsilon_{kl}}, \frac{J_2(X^{(1)})}{d\varepsilon_{kl}}, \frac{J_2(X^{(2)})}{d\varepsilon_{kl}}\] and \[\frac{J_2(X^{(3)})}{d\varepsilon_{kl}}\] are determined by multiplying the inverse of the Jacobian matrix \[J^{-1}\] by the pivot vector with the components Eq. A.60-A.65 solving the system Eq. 4.47

Derivation of \(Z_{eq}\)
\[
Z_{eq} = h + \alpha
\] (A.66)
\[
\frac{dZ_{eq}}{d\varepsilon_{kl}} = \frac{dh}{d\varepsilon_{kl}} + \frac{d\alpha}{d\varepsilon_{kl}} \frac{d\Delta \varepsilon^p}{d\varepsilon_{kl}} + \frac{d\alpha}{dJ_2(X^{(1),n})} \frac{dJ_2(X^{(1),n})}{d\varepsilon_{kl}} + \frac{d\alpha}{dJ_2(X^{(2),n})} \frac{dJ_2(X^{(2),n})}{d\varepsilon_{kl}} + \frac{d\alpha}{dJ_2(X^{(3),n})} \frac{dJ_2(X^{(3),n})}{d\varepsilon_{kl}}
\] (A.67)

Derivation of \(Z\)
\[
Z = S^{tr} - \sum_{i=1}^{3} w_i X^{(i),n}
\] (A.68)
\[
\frac{dZ}{d\varepsilon_{kl}} = \mu (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}) - \frac{2}{3} \mu \delta_{ij}\delta_{kl} - \sum_{i=1}^{3} \left( \frac{dw_i}{d\Delta \varepsilon^p} \frac{d\Delta \varepsilon^p}{d\varepsilon_{kl}} + \frac{dw_i}{dJ_2(X^{(i),n})} \frac{dJ_2(X^{(i),n})}{d\varepsilon_{kl}} \right) X^{(i),n}
\] (A.69)

Thus, the plastic flow direction and its derivative can be calculated Eq. 4.48, which results in the tangent operator \(C_p\) Eq. 4.45

A.6. Experiments and model prediction
Fig. A.1: Experiments ○ and model prediction — for T=-40°C
Fig. A.2: Experiments ○ and model prediction — for T=25 °C

\[ r = 1 \times 10^{-3} \text{s}^{-1} \]

\[ r = 1 \times 10^{-4} \text{s}^{-1} \]

\[ r = 1 \times 10^{-5} \text{s}^{-1} \]

\[ r = 1 \times 10^{-6} \text{s}^{-1} \]

\[ \Delta \varepsilon = \pm 1\% \]

\[ \sigma = 17.5 \text{ MPa} \]

\[ \sigma = 16.5 \text{ MPa} \]

\[ \sigma = 15 \text{ MPa} \]

\[ \sigma = 12 \text{ MPa} \]

\[ \Delta \varepsilon = \pm 0.0065 \]

\[ \Delta \varepsilon = \pm 0.0096 \]

\[ \Delta \varepsilon = \pm 0.0132 \]

\[ \Delta \varepsilon = \pm 0.0066, t_h = 10 \text{ min} \]
Fig. A.3: Experiments ○ and model prediction — for T=75°C
Fig. A.4: Experiments ○ and model prediction — for T=125°C
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