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Zusammenfassung in
deutscher Sprache

Die Entdeckung der Hochtemperatursupraleitung in stark korre-
lierten Kupferoxiden hat enorme theoretische und experimentelle
Anstrengungen ausgelöst, um den mikroskopischen Mechanismus
der Supraleitung mit einem Tc, das die kritischen Temperaturen
der damals bekannten konventionellen Supraleiter weit übertrifft,
aufzudecken. Die Aufklärung der Natur des Normalzustands, aus
dem die Supraleitung hervorgeht, ist der grundlegende Schritt
zur Entwicklung eines theoretischen Rahmens, welcher zu einem
vollständigen Verständnis der Hochtemperatursupraleitung und
möglicherweise zur Realisierung von Supraleitern bei Raumtempe-
ratur führen könnte. Eine Vielzahl von Forschungsanstrengungen
prägte das jetzt bekannte komplexe Phasendiagramm von Ku-
praten, das durch verschiedene elektronische Phasen gekennzeich-
net ist. Trotz fast 40 Jahren intensiver Forschungsanstrengungen
wurde eine Übereinstimmung über ihre Herkunft, Art und gegen-
seitige Beziehungen noch nicht erreicht.

Im Normalzustand von Kupraten wurden zahlreiche direkte
und indirekte experimentelle Hinweise auf eine Aufhebung der Git-
tersymmetrie in der elektronischen Phase gefunden. Unter diesen
Beispielen hat die Dichtewellenordnung nicht nur aufgrund der
frühen theoretischen Vorhersagen ihrer Existenz [1–3], sondern
auch aufgrund ihrer engen Beziehung zu anderen Phänomenen,
wie dem Pseudogap [4] und der anomalen Unterdrückung der Su-
praleitung bei 1/8 Dotierung [5, 6], ein beträchtliches Interesse
erlangt. Trotz der umfangreichen experimentellen Studien, die
sich mit den Ladungsdichtewellen (Charge density waves, CDW)
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Zusammenfassung

in Kupraten befassten, wurde eine statische Ladungsstreifenpha-
se zunächst nur in den einlagigen 214-Kupraten entdeckt. Das
stellt die Idee der universellen Streifenphysik in CuO2 Schich-
ten in Frage. Alternative Szenarien [7] diskutierten die Rolle der
tetragonalen Niedertemperaturphase von 214-Kupraten bei der
Stabilisierung von Streifen oder eine mögliche Beziehung zur An-
zahl der CuO2 Schichten in einer Einheitszelle.

Neueste technologische Entwicklungen in der resonanten Rönt-
genstreuung ermöglichten einen Durchbruch bei der Untersuchung
von Ladungsdichtewellen in Kupraten. Dadurch wurde ihrer Exis-
tenz in allen Kupratsystemen als Folge der allgegenwärtigen Ten-
denz zur Ladungsordnung in Kupraten aufgedeckt und bestätigt.
Der Überlapp zwischen dem CDW-Stabilitätsbereich und dem
sogenannten unterdotierten Regime, sowie die Konkurrenz der
CDW mit der Supraleitung, bestätigten die Bedeutung dieser
elektronischen Phase bei der Beschreibung der Kupratphysik.

Hier präsentiere ich unelastische Röntgenstreuungsstudien un-
ter uniaxialem Druck, die an dem unterdotierten Kuprat YBa2
Cu3O6.67 (p = 0.12, Tc=65 K) mit einfallender Photonenener-
gie unter resonanten (E = 931.3 eV, Cu-L3 Kante, RIXS) und
nicht resonanten Bedingungen (E = 17.794 keV, IXS) durchge-
führt wurden. Uniaxialer Druck ist ein einzigartiges Werkzeug,
um auf einfache Weise eine Anisotropie in der Kristallstruktur zu
induzieren, die anschließend die elektronische Struktur beeinflusst.
Dies hat sich als wirksame Stellschraube bei der Manipulation
des elektronischen Grundzustands korrelierter Elektronensysteme
erwiesen, wie in Sr2RuO4 [8, 9] gezeigt wurde. Die Kombination
von Uniaxialdruck mit Röntgenstreuungsexperimenten, die das
Mittel der Wahl sind um die periodischen Ladungsmodulationen
in Kupraten zu untersuchen, ermöglichte es uns, einen neuen Pha-
senraum zu erkunden, der bisher experimentell unzugänglich war.

Die vorliegende Doktorarbeit besteht aus zwei Teilen. Der erste
Teil der Arbeit (Kapitel 1-3) enthält Hintergrundinformationen zu
hochtemperatursupraleitenden Kupraten und den verwendeten
experimentellen Methoden.

Kapitel 1 stellt die Geschichte der Erforschung und des Ver-
ständnisses der konventionellen Supraleitung vor, die später die
Suche nach höheren supraleitenden kritischen Temperaturen aus-
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löste und somit das neue Forschungsfeld der unkonventionellen
Supraleitung gründete. Hier werden die wesentlichen wissenschaft-
lichen Lehren, die aus jeder Phase der Erforschung der Supralei-
tung gezogen wurden, diskutiert.

Kapitel 2 beginnt mit der Erläuterung der grundlegenden
Eigenschaften von hochtemperatursupraleitenden Kupraten wie
Kristall- und elektronischen Strukturen. Die zugrunde liegende
Kristallstruktur bestimmt normalerweise die dem elektronischen
System auferlegte Symmetrie, aus der verschiedene physikalische
Eigenschaften hervorgehen. Die verschiedenen elektronischen Pha-
sen, die im Kupratphasendiagramm beobachtet werden, werden
ausführlich besprochen.

Kapitel 3 enthält Erklärungen zu den verwendeten experimen-
tellen Methoden. Ich diskutiere die Gründe für die Verwendung
von Synchrotronstrahlung anstatt einer herkömmlichen Röntgen-
röhrenquelle für unsere Studie, sowie die Art und Weise, wie Rönt-
genstrahlen mit Elektronen interagieren. Die Kristallpräparation
ist im Allgemeinen ein wichtiger Bestandteil der Verfahrensweise
vor dem Experiment und besonders wichtig für erfolgreiche Ex-
perimente unter Uniaxialdruck. Einzelheiten zur Herstellung der
Proben und zur Charakterisierung des durch die piezoelektrische
Vorrichtung induzierten Dehnungseffekts werden dargestellt.

Der zweite Teil der Arbeit (Kapitel 4-6) zeigt die experimentel-
len Ergebnisse, die mit nicht resonanter und resonanter unelasti-
scher Röntgenstreuung in Kombination mit einachsiger Dehnung
erhalten wurden. Die Kapitel sind so organisiert, dass sie die
Motivation, Einschränkungen, Ergebnisse und wissenschaftlichen
Erkenntnisse der Experimente erklären.

Kapitel 4 präsentiert die Ergebnisse der IXS-Experimente mit
dem unterdotierten Kuprat YBa2Cu3O6.67 (p = 0.12, Tc = 65 K)
mit orthorhombischer Kristallstruktur unter einachsigem Druck.
Es zeigt die Verstärkung der 2D-CDW entlang der b-Achse, wenn
einachsiger Druck entlang der a-Achse ausgeübt wird. Darüber
hinaus wird die erste Beobachtung einer langreichweitigen deh-
nungsinduzierten 3D-CDW entlang der b-Achse präsentiert. Die
Phononenspektren zeigen die vollständige Aufweichung einer opti-
schen Phononenmode beim Übergang zur 3D-CDW, was auf einen
SSoft Phonongesteuerten Mechanismus zur Bildung der 3D-CDW
deutet.
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Zusammenfassung

Kapitel 5 zeigt die Ergebnisse von RIXS-Experimenten an
YBa2Cu3O6.67 unter einachsigem Druck. Wir bestätigten die 3D-
CDW entlang der b-Achse, fanden jedoch keine Hinweise auf eine
3D-CDW entlang der a-Achse. Das wichtigste Ergebnis der RIXS-
Experimente ist, dass für einachsigen Druck senkrecht zur CDW
die 2D-CDW verstärkt wird, während unter Kompression parallel
zur CDW der Effekt erheblich geringer ist. Diese stark anisotrope
Reaktion ist mit einem zweidimensionalen Schachbrett-Szenario
für die CDW nicht kompatibel und kann stattdessen nur mit dem
Vorhandensein von a- und b-CDW-Domänen mit unidirektiona-
lem Charakter und Modulation entlang der a- beziehungsweise
b-Achse erklärt werden. Darüber hinaus zeigt unsere Messung
eine deutliche Inäquivalenz der zwei orthogonalen unidirektiona-
len 2D-CDWs, selbst wenn die Tetragonalität der CuO2 Schicht
durch Kompression der b-Achse wiederhergestellt wird. Dies und
das Fehlen einer 3D-CDW entlang der a-Achse deutet eindeutig
auf eine entscheidende Rolle der Sauerstoffkettenschicht in der
CDW-Phänomenologie.

Kapitel 6 schließt die Arbeit mit einer Zusammenfassung der
wichtigsten wissenschaftlichen Errungenschaften ab. Die experi-
mentellen Ergebnisse der IXS- und RIXS-Untersuchungen unter
einachsigem Druck und ihre Bedeutung werden mit Fokus auf
zukünftige Perspektiven für die Erforschung der CDW in allen
Kupraten diskutiert.
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Abstract

The discovery of high temperature superconductivity in strongly
correlated copper oxides has triggered enormous theoretical and
experimental efforts to unveil the microscopic mechanism behind
superconductivity with a Tc that far exceeds that of the conven-
tional superconductors known at the time. Elucidating the nature
of the normal state of the cuprates, from which superconductivity
arises, is the fundamental step to develop a theoretical framework
that leads to a complete understanding of high temperature su-
perconductivity and possibly to the design of room temperature
superconductors. A vast amount of research shaped the currently
known complex phase diagram of the cuprates, which is charac-
terized by various electronic phases, each of which has been the
subject of its own dedicated experimental endeavour. Despite
almost 40 years of intense investigations, a consensus on their
origin, nature and mutual relations has not been reached yet.

In the normal state of the cuprates, there have been many
reports on lattice symmetry breaking of the electronic phase.
Among these, density wave order has gained a considerable in-
terest not only because of the early theoretical predictions of its
existence [1–3], but also due to its intimate relation with other
prominent phenomena, such as the pseudogap [4] and the anom-
alous suppression of superconductivity at 1/8 doping [5, 6]. In
spite of extensive experimental studies dedicated to the charge
density waves (CDWs) in cuprates, a static charge stripe phase
was initially only observed in the single-layer 214 cuprates. The
validity of the idea of universal stripe physics in CuO2 planes
[10] thus remains an open question, and alternative scenarios [7]
were discussed with regard to the role of the low temperature
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Abstract

tetragonal phase of 214-cuprates in hosting stripes or a possible
relation with the number of CuO2 layers in a unit cell.

The recent technological development of resonant x-ray scat-
tering allowed a major breakthrough in the study of CDWs in
cuprates by proving their existence in all cuprate systems, thus re-
vealing omnipresent charge ordering tendencies in cuprates. The
overlap between the CDW stability range and the so-called under-
doped regime, as well as the intertwined nature of the CDW that
results in its competition with superconductivity, reconfirmed
the importance of this electronic phase in describing the cuprate
physics.

Here, I present inelastic x-ray scattering studies under uniaxial
pressure performed on the underdoped cuprate YBa2Cu3O6.67
(p=0.12, Tc=65K) with incoming photon energy in the resonant
(E=931.3 eV, Cu-L3 edge, RIXS) and non-resonant conditions
(E=17.794 keV, IXS). Uniaxial pressure is a unique tool to in-
duce an anisotropy in the crystal structure in a clean way that
subsequently affects the electronic structure. It has proven to
be an effective tuning knob to manipulate the electronic ground
state of correlated electrons systems, as shown in Sr2RuO4 [8, 9].
Its combination with x-ray scattering experiments that are the
tool of choice to investigate the periodic charge modulations of
CDWs in cuprates allowed us to explore a new phase space that
was inaccessible in previous experiments.

The present doctoral thesis is composed of two parts. The first
part of the thesis (Chapter 1-3) provides background information
on high-Tc cuprates and on the experimental methods employed
in their investigation.

Chapter 1 introduces the history of the discovery and un-
derstanding of conventional superconductivity, which triggered
later the search for higher superconducting critical temperatures,
thereby giving birth to the new research field of unconventional
superconductivity. The essential scientific ideas drawn from each
stage of the research carried out on superconductivity are dis-
cussed.

Chapter 2 starts with explaining the basic properties of high-
Tc cuprates, such as crystal and electronic structures. The un-
derlying crystal structure determines the symmetry imposed on
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the electronic system, from which the various physical properties
originate. The diverse electronic phases observed in the cuprate
phase diagram are discussed in detail.

Chapter 3 provides explanations of the experimental meth-
ods that were utilized in the experiments. I discuss the reason
why synchrotron radiation, rather than a conventional x-ray tube
source, was used for our study as well as how x-rays interact with
electrons. Crystal preparation is in general an important part of
the pre-experiment procedure and particularly crucial for success-
ful strain experiments. Details of how the samples were prepared
and of the characterization of the strain effect are shown.

The second part of the thesis (Chapter 4-6) shows results of
experiments carried out using non-resonant and resonant inelastic
x-ray scattering combined with uniaxial strain. The chapters
are organized to explain the motivation, limitations, results and
scientific insights of the experiments.

Chapter 4 presents the results from the IXS experiments on
the underdoped cuprate YBa2Cu3O6.67 (p=0.12, Tc=65K) with
orthorhombic structure under uniaxial pressure. It shows the
enhancement of the 2D-CDW along the b-axis under uniaxial
pressure along the a-axis. In addition, it presents the first ob-
servation of the strain-induced, long-range 3D-CDW along the
b-axis, while the phonon spectra display the complete softening
of an optical phonon, thereby suggesting a soft-phonon driven
mechanism for the formation of the 3D-CDW.

Chapter 5 shows the results of RIXS experiments on the same
YBa2Cu3O6.67 under uniaxial pressure. Our RIXS measurement
reproduced the IXS data on the 3D-CDW along the b-axis, but did
not find any evidence of a 3D-CDW along the a-axis. The main
finding from RIXS is that the 2D-CDW is enhanced for uniaxial
pressure applied perpendicular to the CDW, whereas the effect
is considerably smaller under compression parallel to the CDW.
This strongly anisotropic response cannot be accounted for within
a two-dimensional checkerboard scenario. Instead, it can only be
explained with the presence of domains having unidirectional
character and modulation along the a- or b-axis, respectively. In
addition, our measurement clearly shows the inequivalence of
two orthogonal unidirectional 2D-CDWs even if the tetragonality
of the CuO2 plane is restored by b-axis compression. This and
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Abstract

the absence of 3D-CDW order along the a-axis clearly suggest a
crucial role of the oxygen chain layer in the CDW phenomenology.

Chapter 6 concludes the thesis by summarizing the key sci-
entific achievements from the present studies. The experimental
findings from the IXS and RIXS studies under uniaxial pressure
and their implications are discussed with focus on future perspect-
ives for studies of the CDW in all cuprate families.
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Glossaries and Acronyms

Glossaries

Soft x-rays X-rays with the energy E < 1 keV

Tender x-rays X-rays with the energy E = 1-5 keV

Hard x-rays X-rays with the energy E > 5 keV

Acronyms

ARPES Angle-resolved photoemission spectroscopy

BW Bandwidth

CDW Charge density waves

DFT Density functional theory

ESRF European synchrotron radiation facility

FWHM Full width at half maximum

HWHM Half width at half maximum

ID Insertion device

IXS Inelastic x-ray scattering

LDA Local density approximation
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Glossaries and Acronyms

NMR Nuclear magnetic resonance

PGM Plane grating monochromator

QPI Quasiparticle interference

RIXS Resonant inelastic x-ray scattering

RXS Resonant x-ray scattering

STM Scanning tunneling microscopy

STS Scanning tunneling spectroscopy

VLS Variable line spacing

YBCO YBa2Cu3O6+x

a-CDW Charge density waves with the modulation along the
a-axis

b-CDW Charge density waves with the modulation along the
b-axis

2D-BZ Two-dimensional Brillouin zone
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Chapter 1

Introduction

The history of conventional superconductor research, from its
discovery to the complete understanding of its microscopic mech-
anism, is not only an interesting story in itself, but also provides
a good research model to tackle the problem of unconventional
superconductivity in cuprates. Superconductivity was first ob-
served in resistivity measurements of the metal mercury below
T=4.2K by Heike Kamerlingh Onnes in 1911. This intriguing
many-body phenomenon opened a new field of research and took
almost 50 years to be properly understood when Bardeen, Cooper
and Schriefer (BCS) proposed the superconducting pairing mech-
anism via the electron-phonon interaction in 1957.

It is not surprising that it took so many years until the mi-
croscopic, quantum-mechanical description of the BCS theory ap-
peared. An understanding of the quantum nature of the electrons
did not exist at the time of the discovery of superconductivity.
The classical description of the electron transport properties in
metals, the so-called Drude model, was proposed in 1900 by Paul
Drude, and subsequently refined by Hendrik Lorentz over the
next decade. The quantum-mechanical formulation of the theory
of non-interacting electrons in solids was first proposed by Fe-
lix Bloch in 1928. The isotope effect, represented as the relation
M

1
2Tc = const, was observed in 1951, and the electron-phonon in-

teraction was immediately proposed as a pairing glue. Theoretical
attempts to adequately describe the electron-phonon interaction

17



1. Introduction

began by Fröhlich [11] in 1950, followed by Bardeen and Pines
[12] in 1955. It was only in 1957 that the microscopic theory
of superconductivity was finally published and explained all the
key features of superconductivity: the energy gap 2∆ = 3.5kBTc,
the isotope effect M1/2T=const, the infinite conductivity, the
Meissner effect, and the thermodynamic properties.

The triumph of the BCS theory relied on a lot of theoret-
ical and experimental research efforts, each of which clarified and
solved the individual puzzles of the whole physical picture. Spe-
cifically, a correct description of the normal state of the supercon-
ductor from which superconductivity arises, several experiments
that pinpoint the key features of superconductivity, and a proper
mathematical tool to describe the pairing interaction were the
key to the success of the BCS theory of superconductivity.

Boosted by the achievement of the BCS theory, immense
research efforts were devoted to enhance the superconducting
transition temperature. The equation for the superconducting
transition temperature in the BCS theory

Tc = 1.14ΘD exp
(
− 1
N(0)V

)
implies that high Tc is favoured by a high Debye temperature
ΘD, a large density of states at the Fermi level N(0) and a strong
electron-phonon coupling constant V . However, separate manip-
ulation of these parameters is not easy in real materials, since
they are coupled with each other. Increasing the carrier concen-
tration N(0) can result in a strong screening, which in turn leads
to a weak electron-phonon interaction V . Aiming for a stronger
electron-phonon coupling can, however, induce structural instabil-
ities.

Metallic hydrogen is an extreme case of increasing the average
phonon energy ΘD, as suggested by Ashcroft [13]. The theory
of metallic hydrogen under high pressure predicts a Debye tem-
perature ΘD=3500 K and N0V ∼ 0.25. This idea was recently
realized in H3S(Tc=203K) [14] and LaH10(Tc=260K) [15] under
high pressure of 150-200 GPa, comparable to the pressure of the
Earth’s core.

Even before the discovery of high-Tc cuprates, superconductiv-
ity in oxides was not unprecedented. Nb-doped SrTiO3 (Tc=1.2K),
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Ba1-xPbxBiO3 (Tc=13K), and Li1+xTi2-xO4 (Tc=14K) were found
to be superconducting, albeit being far from high-temperature
superconductivity. When Bednorz and Müller, who discovered
high-Tc in 214 cuprates in 1986, began to search for new oxide
superconductors, they aimed for increasing the electron-phonon
interaction V by means of the so-called polaron formation.

They were inspired by the model of Jahn-Teller polarons for
intermetallic narrow-band compounds proposed by Höck et al.
[16], who claimed that Jahn-Teller polarons are formed when
the Jahn-Teller distortion energy EJT and the bandwidth t are
comparable. In this situation, one of the degenerate bands sus-
ceptible to the Jahn-Teller distortion is strongly coupled with the
structural deformation of the corresponding symmetry and, as
a result, the composite of the electron and the local structural
distortion moves freely through the lattice.

Examples of Jahn-Teller ions are Fe4+, Ni3+ and Cu2+ that
have a single electron occupying one of the degenerate d-bands
in a cubic crystalline environment. Their first attempt in the La-
Ni-O system with tuning the Jahn-Teller distortion energy by Al-
doping did not succeed, and only induced a metal-semiconductor
transition. It was the Ba-La-Cu-O system with the perovskite
structure where they found superconductivity with Tc ∼ 30K.
This motivated extensive searches for copper oxide superconduct-
ors that subsequently led to the discovery of YBa2Cu3O6+x, the
first superconductor with Tc exceeding the liquid nitrogen tem-
perature and other families of cuprates, such as Bi-, Tl-, Hg-based
compounds, which recorded the highest Tc at ambient pressure
(135K) and Tc under pressure (165K).

It was soon realized, however, that the Jahn-Teller effect is
largely quenched by the strongly distorted crystalline environment
in the layered structure of the cuprates, and that Jahn-Teller
physics is thus unlikely to hold the key to the origin of high-Tc
superconductivity. Rather, doped holes with ligand oxygen char-
acter in the CuO2 planes determine the physical properties of
the high-Tc cuprates, resulting in a complex phase diagram that
shows various electronic phases which are up to this date not fully
understood. One of the main difficulties is the lack of an adequate
theoretical description of the unconventional, non-Fermi-liquid
normal state. This gives a different starting point in the study
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1. Introduction

of superconductivity, compared to the case of conventional super-
conductivity, where the normal state is well described by Bloch’s
single-electron model.1

Among the various electronic phases in the normal state of the
so-called underdoped regime (where the density of mobile carriers
is smaller than the one required for optimal Tc), charge order has
gained considerable interest in relation to the early mean-field
studies of Hubbard models that predicted incommensurate uni-
directional charge/spin density waves [1, 3] and the subsequent
experimental observation of such states in La1.6-xNd0.4SrxCuO4
[18]. Despite the substantial amount of research, experimental
evidence of the charge order had been available only in the 214-
family of cuprates for almost a decade.

A renewed interest was found following the discovery of charge
density waves (CDWs) in other cuprate families. After the first
discovery of charge order in RBa2Cu3O6+x(R=Nd,Y) and thanks
to fast-paced technical improvements, especially of resonant x-ray
scattering techniques, it was subsequently observed in all cuprate
systems. It is now generally accepted that the charge ordering
tendency is an intrinsic property of underdoped cuprates. Charge
order has been extensively studied in various cuprate compounds
using different perturbation methods, such as temperature, mag-
netic field, hydrostatic pressure, and chemical doping. Never-
theless, the origin of the charge order in cuprates still remains
unclear.

The role of experimentalists and experiments is to provide
new pieces of information beyond the theoretical predictions and
impose boundaries on future theoretical formulations. Compared
to conventional perturbation methods, the uniaxial strain tech-
nique used in the present thesis work is, despite its long history,
a rapidly developing technique in the field of strongly correlated
electron systems. The basic idea of the uniaxial strain is simple.
One needs two parallel anvils to apply pressure on the sample
between them. The technical difficulty arises when it is combined
with extreme conditions such as a cryogenic environment that the
low-energy-scale phenomena of correlated electron systems often

1To be precise, it is described by Fermi liquid theory, but this theory was
proposed only in 1957 [17]
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require. Moreover, given the high sensitivity of a strongly correl-
ated electron system to external perturbations, homogeneity of
the applied pressure throughout the sample volume is of utmost
importance.

Uniaxial pressure studies on the unconventional supercon-
ductor Sr2RuO4 have recently led to a breakthrough. A newly-
developed piezoelectric-based strain device enabled the applica-
tion of uniaxial pressure of 1-2 GPa at cryogenic temperatures
T<2K in a highly homogeneous fashion. The researchers reliably
tuned the superconducting Tc under uniaxial strain [8] and in-
duced a Lifshitz transition in Sr2RuO4 at the uniaxial strain of
∼0.6% [9]. Exploiting this technical development and a modified
version of this device, we performed non-resonant and resonant
inelastic x-ray scattering experiments on the underdoped cuprate
YBa2Cu3O6.67 (p=0.12, Tc=65K) under uniaxial pressure. We
studied how the anisotropy imposed on the crystal structure af-
fects the CDW phenomenology in terms of its correlation length
in the copper-oxide plane and out of plane. The relation between
the CDW and phonons was also investigated, inspired by the
strong momentum-specific electron-interaction reported in previ-
ous studies [19, 20].
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Chapter 2

High Temperature Cuprate
Superconductors

2.1 Crystal structure

After the first discovery of high temperature superconductivity
in the La-Ba-Cu-O system [21], a superconducting Tc that far ex-
ceeds the BCS limit was subsequently observed in various forms
of copper oxides, as shown in Figure 2.1(a). Although differ-
ences in their chemical compositions and crystal structures exist
between different cuprate compounds, they commonly have a
layered structure consisting of CuO2 planes (Figure 2.1(b)) sand-
wiched by charge reservoir layers, as shown in Figure 2.2.

The CuO2 planes, commonly found in all cuprate compounds,
are the stage for most of the interesting cuprate physics, as will
be discussed in the next section. The number of CuO2 planes in a
given unit cell of the known cuprate compounds can go from one
(La-based 214-compounds) to three or more (Bi, Tl, Hg-based
compounds).

A chemical change of the charge reservoir can affect the dop-
ing level of the CuO2 planes, either by adding (electron-doping)
or removing (hole-doping) electrons. The methods to chemically
manipulate the charge reservoir include heterovalent substitution
of the rare-earth ions (Sr-substitution in La2CuO4), introduc-
tion of interstitial oxygens (La2CuO4+δ, Bi2Sr2CaCu2O8+δ), and
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2. High Temperature Cuprate Superconductors

Figure 2.1: (a) Crystal structures of different cuprate compounds.
Detailed crystal structures vary depending on the hole doping levels.
For example, interstitial oxygens induce holes on the CuO2 planes in
the Hg1201 compounds. (b) Illustration of the CuO2 plane with the
Cu-3dx2−y2 and O-2p orbitals. Figure from [22].

adding oxygens at crystallographically allowed lattice sites (for
YBa2Cu3O6+x). Although the phase diagram of the electron-
doped cuprates looks similar to that of the hole-doped counterpart,
the description of the electron doping case requires a different
theoretical formulation, since the character of the doped carriers
is different (Cu-3d character in electron-doped cuprates vs O-2p
character in hole-doped cuprates). We will focus on the hole-
doped case throughout the thesis, which has been extensively
studied for the last 35 years.

Since the experiments presented in the thesis were carried out
specifically for the YBa2Cu3O6+x system, a detailed explanation
of the crystal structure of YBa2Cu3O6+x will be provided in the
next section.

2.1.1 YBa2Cu3O6+x

The unit cell of the YBa2Cu3O6+x (YBCO) crystal is illustrated
in Figure 2.3(a). It is a layered structure consisting of two CuO2
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2.1. Crystal structure

Figure 2.2: Schematic picture of the cuprate crystal structure.
Cuprates have a layered structure consisting of stacks of the CuO2
planes and the charge reservoir layers. Figure from [23].

planes intercalated by CuO chain layers, which act as charge
reservoir, and by BaO insulating layers and an Y layer. There
are two different positions for Cu atoms in the unit cell: Cu(1)
and Cu(2). The Cu(1) atoms are linked to the O(1) atoms that
form the CuO chain layer. The O(1) sites in the CuO chain
layer are empty in the parent compound (x=0) and completely
occupied in the fully-oxygenated YBCO (x=1, Figure 2.3). At
intermediate oxygen contents (0<x<1), the O(1) sites are par-
tially filled, resulting in various oxygen superstructures in the
CuO chain layer.

The Cu(2) atom in the CuO2 plane is surrounded by a pyr-
amid of the O(2), O(3) and O(4) atoms. The distances between
Cu(2) and neighboring oxygens are, however, not equal. The
bond length of Cu(2)-O(4) (∼2.3Å) is much larger than the bond
length of Cu(2)-O(2)/O(3) (∼1.9Å), thereby yielding the two-
dimensional physics of the CuO2 plane. Anisotropic Cu-O bond
lengths are commonly observed in high-Tc cuprates. The struc-
tural refinement studies [25–27] show that the in-plane Cu-O-Cu
bond is not straight(180◦), but slightly bent(∼165◦, in-plane buck-
ling).

The Y layer lies at the center of the unit cell that separates
the two CuO2 planes. It exhibits a localized, ionic character in
the entire doping range, as demonstrated by its constant bond
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2. High Temperature Cuprate Superconductors
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Figure 2.3: Crystal structure of YBa2Cu3O6+x. Here, the case of x=1
is shown. (a) Unit cell of YBa2Cu3O6+x. (b) Large-scale picture of
the YBa2Cu3O7 crystal structure. Adapted from [24].

valence sum of 2.9 upon hole doping [26] and therefore, it merely
plays the role of stabilizing the structure. The insulating BaO
layer is present between the CuO chain layer and the CuO2 plane.

YBCO undergoes a structural transition from the tetragonal
(a = b = c, α = β = γ = 90◦) to the orthorhombic (a 6= b 6= c,
α = β = γ = 90◦) crystal structure as the additional oxygen
content x increases. Figure 2.4 shows the change of the lattice
constants of YBa2Cu3O6+x as a function of δ = 1− x, measured
by neutron powder diffraction [25]. The undoped compound (x=0,
δ=1) has a tetragonal structure with lattice constants of a = b =
3.86 Å, c = 11.84 Å at room temperature. The tetragonal phase
remains upon further increase of x, only slightly expanding the
lattice by the addition of oxygens in the CuO chain layer, until it
reaches x ∼ 0.35. Above x ∼ 0.35, two distinct lattice constants
are observed and the orthorhombic distortion ( 2(b−a)

b+a ) increases
as the oxygen content x = 1− δ increases.
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2.1. Crystal structure

(a) (b)

Figure 2.4: Change of the (a) a,b-lattice constants (b) c-lattice constant
as a function of δ in YBa2Cu3O7-δ. Figure from [25].

In the orthorhombic phases (x>0.35), long-range oxygen su-
perstructures are observed, which are not present in the tetragonal
phase (x<0.35). These are characterized by distinct patterns of
empty and filled O(1) sites along the a-axis and filled O(1) sites
along the b-axis. Experimentally observed oxygen superstructures
are shown in Figure 2.5. Depending on the oxygen doping level
x, various patterns of oxygen orders with a different periodicity
exist, namely from Ortho-I (period of one lattice constant) to
Ortho-VIII (period of eight lattice constants) orders.

The appearance of long-range oxygen order in the CuO chain
layer plays a critical role in the charge transfer from the CuO2
plane to the CuO chain layer. This was experimentally demon-
strated by the observation of different superconducting Tc in the
YBa2Cu3O6.50 single crystals with ortho-I and ortho-II oxygen or-
ders [29]. This can be explained in a qualitative level, as discussed
below and in the review paper [30].

Cu(1) in the CuO chain layer has a valence of 1+ in the
absence of oxygen chains (x=0). When one O(1) site is occupied,
the electrons required to make O2- are supplied by the neighboring
Cu(1) ions, converting each of the Cu(1) ions to Cu2+. As a
result, it does not induce any charge transfer from the CuO2
plane, which is approximately the situation occuring at the lower
oxygen contents x<0.35. In the presence of n adjacent added
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2. High Temperature Cuprate Superconductors

Figure 2.5: Experimentally observed oxygen superstructures of YBCO.
Filled(empty) circles represent occupied(unoccupied) O(1) sites. T is
the disordered state of oxygens in the tetragonal phase. OI-OVIII refer
to the Ortho-I to Ortho-VIII oxygen orders. Figure from [28].

Figure 2.6: Illustration of how full chains of oxygens results in the
charge transfer from the CuO2 plane and short segments of the oxygen
chains are not enough to induce the charge transfer. Figure from [30].

oxygens in the CuO chain layer, the number of electrons donated
by neighboring copper ions is n+ 1, while it takes 2n for all the
oxygens to become O2-. For large n, the ’shortage’ of the charges
in the CuO chain layer is resolved by charge transfer from the
CuO2 plane, introducing holes in the CuO2 plane.

2.2 Electronic structure

Early band structure calculations [31, 32] showed the presence
of broad, half-filled antibonding bands of Cu-3d and O-2p states
with pdσ character across the Fermi level, implying the physical
relevance of this hybridized state. The role of the other elements,
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Figure 2.7: Schematic picture of the electronic structure of the pdσ-
hybridized Cu-3d and O-2p states. Figure from [33].

such as La in La-214 systems or Y,Ba in Y-123 systems, in contrib-
uting to the electronic structure in high-Tc cuprates is believed
to be minor due to the fact that the charge densities of these
elements are mainly localized on their atomic sites, revealing an
ionic character.

Cu is observed to exhibit variable valences, such as Cu1+ or
Cu2+, whereas Cu3+ is not common. Electrode potential meas-
ured in aqueous solution give a rough estimate of the relative
stability of each oxidation state, since the cations coordinated by
oxygen ions in aqueous solution resemble the crystalline envir-
onment [34]. Electrode potentials of the different Cu oxidations
states are as follows [35].

Cu2+ + e− = Cu+, E0 = 0.153eV
Cu3+ + e− = Cu2+, E0 = 2.4eV

The energy difference between Cu2+ and Cu1+ is quite low (0.153
eV), which may explain why Cu2+ can coexist with Cu1+ in the
solid. However, the transition from Cu2+ to Cu3+ requires a large
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2. High Temperature Cuprate Superconductors

energy (2.4 eV), which makes the formation of Cu3+ chemically
unfavorable. Indeed, X-ray absorption studies at the Cu-L2,3 edge
[36, 37] of YBa2Cu3O7-δ showed the valence state of Cu2+(3d9)
at the Cu(2) atom in the CuO2 plane, while the Cu3+ features
are absent.

Based on this information, Figure 2.7 illustrates the formation
of the electronic structure based on Cu-3d and O-2p orbitals. In
a cubic crystal field, the degenerate 3d9 states are split into eg
states with one hole and fully occupied t2g states. Since Cu2+ is
a common Jahn-Teller active ion, it leads to a further tetragonal
distortion with the longest Cu-O bond out of plane, resulting in
a further splitting of the partially occupied eg states into a fully
occupied d3z2−r2 level and a dx2−y2 level with one hole.

In the octahedral environment, the degenerate O-2p6 levels
are split into σ (along the planar Cu-O bond direction), π// (in-
plane and perpendicular to the Cu-O bond direction) and π⊥
(out-of-plane) orbitals. The strong covalency of the dx2−y2 and
pσ orbitals gives rise to broad bonding(σ) and antibonding(σ∗)
bands, whereas the orbital overlap between Cu-3d orbitals and
O-2pπ orbitals is weak and results in narrow π-bands.

This single-electron band picture, however, results in a metal-
lic ground state of the parent compound due to the odd number
of electrons in the 3d-orbital. Particularly, band structure calcu-
lations with local density approximation (LDA) failed to predict
the experimentally observed antiferromagnetic ground state with
a large band gap ∼1.5 eV [38, 39].

This apparent discrepancy is resolved by considering the Cou-
lomb repulsion U on the Cu sites. This strong intra-atomic Cou-
lomb repulsion originates from the spatially localized 3d-orbitals.
The Hubbard model [40] is the minimal model that captures the
insulating behavior observed in transition metal oxides. The
Hamiltonian of the single-band Hubbard model reads

H = −t
∑
ij,σ

(
c†i,σcj,σ + ci,σc

†
j,σ

)
+ U

∑
i

ni,↑ni,↓ (2.1)

In the limit of t� U , this model simply reduces to the single-
band tight-binding model with the bandwidth 2zt, where z is
the coordination number. The odd number of electrons places
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2.2. Electronic structure

the chemical potential µ at the center of the band, resulting in a
metallic ground state. The contribution of the on-site Coulomb
repulsion is to impose an energy cost U for having two electrons
at the same site. The role of U becomes more important as
U/t increases. A large U � t inhibits charge fluctuation of
the type dndn → dn+1 + dn−1, resulting in the splitting of the
single band into the upper Hubbard band (UHB) and the Lower
Hubbard band (LHB), thereby opening an energy gap in between.
Even before the advent of high-Tc cuprates, it had been well
established in 3d-transition metal oxides that the characteristics
of the 3d bands, i.e. the narrow bandwidth and the high intra-
atomic electron Coulomb repulsion, require an explicit inclusion
of the Hubbard U in the description of the electronic structure.

This is not the whole story. In 3d transition metal oxides, the
charge degree of freedom involves O-2p orbitals as well. This can
be particularly important in high-Tc cuprates, where a strong pdσ-
hybridization is expected from the band structure calculations.
This introduces an additional energy scale ∆, which is called
a charge transfer gap. This represents the energy required for
charge fluctuations of the type dndn → dnL + dn−1. Zaanen,
Sawatzky and Allen [41] discussed the origin of the band gaps in
transition metal compounds in relation to the relative strength
of the Hubbard U and the charge transfer energy ∆. Considering
the important role of the doped holes in cuprates, elucidating the
nature of the band gap is particularly important in understanding
their complex physics.

The schematic energy diagram of the transition metal oxides
that takes into account both metal-3d and O-2p levels is depicted
in Figure 2.8. When the Hubbard U is smaller than the charge
transfer energy ∆, it results in a dd-type band gap. On the other
hand, when the Hubbard U is larger than the charge transfer
energy ∆, the energy gap is of charge transfer type between the
O-2p and the metal-3d bands. Photoemission studies [43, 44]
measured the energy scales involved in this model for various cop-
per oxides and showed that high-Tc cuprates are charge-transfer
type insulators (U ∼6-8 eV, ∆ ∼0.3-2 eV, U > ∆).

This is also supported by x-ray absorption studies at the Cu-
L2,3 edges [36, 37, 45]. The Cu valence in the CuO2 planes does
not change from Cu2+ across the entire doping range, whereas
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2. High Temperature Cuprate Superconductors

Figure 2.8: Energy scheme of (a) the Mott-Hubbard insulator (b) the
charge transfer insulator. Figure from [42].

systematic changes are observed for the O-K edge. This indicates
that the doped holes are mainly of oxygen character.

Thus, a general description of the correlated-electron physics
on the CuO2 plane requires an inclusion at the very least of the
Cu-3dx2−y2 , O-2px and O-2py bands in the Hubbard model, as
the one proposed by Emery [46].

H =
∑
ijσ

εija
†
iσajσ + 1

2
∑
ijσσ′

Uija
†
iσaiσa

†
jσ′ajσ′

Here, i is the lattice site of Cu or O atoms on the CuO2 plane.
a†iσ(aiσ) creates(destroys) a hole at the site i with the spin σ. The
diagonal terms (εii, Uii) are the Cu-3d/O-2p band level εd, εp and
the on-site Coulomb repulsion of the Cu-3d/O-2p orbitals Udd
and Upp, respectively. The off-diagonal terms are the hopping
integral between the Cu-3d and O-2p orbitals tdp and the intersite
Coulomb repulsion Vdp.

Zhang and Rice [47] showed that a proper downfolding of
the Hamiltonian to remove the high energy states results in an
effective one-band t-J model. The doped hole in this effective
Hamiltonian is a singlet state of the symmetrized O-2p orbitals
hybridized with the Cu-3d holes. This is called a Zhang-Rice
singlet and it was proven to be energetically more stable than
other mixtures of the Cu-3d and O-2p orbitals. This provides a
framework to view all high-Tc cuprates as doped Mott insulators.
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Figure 2.9: Schematic energy diagram of the transition metal oxides
with half-filling (a) without an electron-electron interaction (b) in a
Mott-Hubbard insulator (U < ∆) (c) in a charge transfer insulator
(U > ∆) (d) in a charge transfer insulator with Zhang-Rice singlets
(case of high-Tc cuprates). AB refers to antibonding bands. NB refers
to non-bonding bands. B refers to bonding bands. T refers to triplet
hybridized states of the Cu-3d hole and O-2p hole. Figure from [48].

Figure 2.9 summarizes the discussion regarding the energy
scheme of high-Tc cuprates presented above. In the absence of
on-site Coulomb repulsion U , the ground state is a metallic state
with a half-filled antibonding state of the Cu-3d and O-2p orbitals
(Figure 2.9(a)). Introducing the Hubbard U splits the top-lying
antibonding band into the lower (LHB) and upper Hubbard bands
(UHB). In the case of the Mott-Hubbard-type insulator (U < ∆,
Figure 2.9(b)), the energy gap is of dd-type, whereas it is a charge
transfer gap when U > ∆ (Figure 2.9(c)). The arguments by
Zhang and Rice imply a further splitting of the non-bonding
bands into triplet states and Zhang-Rice singlet (ZRS) states
(Figure 2.9(d)), where the doped holes first occupy the ZRS states.

2.3 Phase Diagram and Phenomenology

The phase diagram of the high temperature cuprate supercon-
ductors is depicted in Figure 2.10. The undoped parent com-
pound is an antiferromagnetic insulator. The antiferromagnetic
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2. High Temperature Cuprate Superconductors

Figure 2.10: Phase diagram of hole-doped high-temperature cuprate
superconductors. Reproduced from [49].

ground state is rapidly suppressed by a small amount of hole
doping pmin ∼ 0.05 that slightly varies depending on the mater-
ial. Above pmin, the long-range antiferromagnetic order is not
detected anymore.

The physics of cuprates above pmin is characterized by diverse
ground states that are sensitive to both doping and temperature.
The doping level popt that shows the highest superconducting Tc
is called optimal doping. The doping range below the optimal
doping popt is called underdoped regime, whereas above the op-
timal doping, it is called overdoped regime. The normal state,
i.e. temperatures above Tc in the absence of superconductivity,
reveals a pseudogap state in the underdoped regime, whereas it
shows a so-called strange metal phase in the overdoped regime,
which is the least understood part of the phase diagram. The
following sections will focus on explaining the various phases
observed in the undoped and underdoped regimes.
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Figure 2.11: Spin structure of
the antiferromagnetic order ob-
served in La2CuO4 proposed
by neutron powder diffraction
measurements. Only copper
sites are shown with the spin
directions as arrows. Figure
from [50]

2.3.1 Antiferromagnetism
The existence of the three-dimensional antiferromagnetic Néel
order in the high-Tc cuprate families was first observed by neut-
ron powder diffraction on La2CuO4 [51] below TN=220K. The
structural refinement showed that the antiferromagnetic ordering
is characterized by the ordering vector Q = (1/2, 1/2, 1), corres-
ponding to the real space picture shown in Figure 2.11. The
orientation of the magnetic moments in the plane depends on the
detailed crystal structure. For example, La2CuO4 has the Cu2+
moment along the in-plane diagonal directions (45◦ degrees to
the Cu-O bond direction), whereas YBa2Cu3O6 has the moment
parallel to the Cu-O bond direction.

The size of the magnetic moment is measured to be 0.5-0.6µB
for the undoped cuprate compounds, much smaller than the clas-
sical spin magnetic moment of a free Cu2+ ion g〈S〉µB ' 1.1µB
with g ' 2.2 and 〈S〉=1/2. The large reduction of the magnetic
moment is mainly explained by the quantum zero-point fluctu-
ation of the spins [52], which stems from the fact that quantum
mechanical spin vectors never, not even at zero temperature, lie
along a certain axis, unlike classical spins. Since there is no ex-
act solution of the two-dimensional antiferromagnetic Heisenberg
model, numerous approximations have been carried out to study
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2. High Temperature Cuprate Superconductors

Figure 2.12: Comparison of the various approximations to study
the ground state of the two-dimensional antiferromagnetic Heisenberg
model. The resulting staggered magnetization versus the system size
was shown. Figure from [52].

the ground states of this system. As regards to the staggered
moment, which is observed by neutron diffraction, consideration
of the quantum fluctuation results in 〈S〉 ∼ 0.3 for the infinite
system size (L→∞) as shown in Figure 2.12, giving 60% of the
classical moment m ∼ 0.66µB, slightly larger, but close to the
experimental value.

A rough measurement of the exchange interaction J in the
antiferromagnetic Heisenberg model can be performed by two-
magnon Raman scattering, which gives J ∼100-150 meV [54–56].
A detailed description of the underlying magnetic interactions can
be obtained by measurements of the dispersion of the magnetic ex-
citations. Figure 2.13 shows the spin wave dispersion of La2CuO4
measured by inelastic neutron scattering [53]. The main features
of the magnetic excitations are captured with the Heisenberg
Hamiltonian with the nearest-neighbor interaction J=146.3±4
meV and the cyclic interaction JC=61±8 meV. The second/third
nearest-neighbor interaction were introduced to improve the fit
quality, but the contribution is negligible (J ′ ∼ J ′′ ∼ JC/20).

The origin of the antiferromagnetic Heisenberg interaction is
explained by superexchange interaction, first proposed by Kramers

36



2.3. Phase Diagram and Phenomenology

(3/4,1/4) (1/2,1/2) (1/2,0) (3/4,1/4) (1,0) (1/2,0)
0

50

100

150

200

250

300

350

E
n

e
rg

y
 (

m
e

V
)

A

(3/4,1/4) (1/2,1/2) (1/2,0) (3/4,1/4) (1,0) (1/2,0)
0

5

10

15

20

Wave vector (h,k)

I S
W

(Q
) 

(µ
B2
 f
.u.

-1
)

B

h

k

0

1

1

0.5

0.5

M

XΓ Γ

C

Figure 2.13: (a) Spin waves of La2CuO4 along the high-symmetry dir-
ections in the 2D-Brillouin zone. Open(close) symbols were measured
at T=10K (295K). Squares are measured with the incident neutron
energy Ei = 250 meV, circles with Ei = 600 meV and triangles with
Ei = 750 meV. (b) Spin wave intensity in the 2D-Brillouin zone.
Solid(dashed) line is a fit to the modelled spin-wave dispersion at
10 K(295 K)(c) 2D-Brillouin zone with the high-symmetry directions.
Figure from [53].

[57], later refined by Anderson [58, 59]. The main driving force
towards antiferromagnetism is that the electronic system com-
prising Cu2+ and neighboring oxygens gains an additional kinetic
energy by antiparallel alignment of the neighboring Cu2+ spins.

Figure 2.14 illustrates how the hopping processes become dif-
ferent depending on the parallel/antiparallel alignment of the
Cu2+ spins. With the antiparallel spin configuration, marked as
red and green arrows, two different ways of consecutive hopping
processes are allowed. When the 3d-spins are parallel to each
other, the first hopping of the electrons from the O-2p orbitals
is allowed, but the second hopping process is prohibited due to
the Pauli principle. The fourth-order perturbation expansion [47,
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Antiparallel spins Parallel spins

Figure 2.14: Schematic picture of the superexchange mechanism. Red
and green arrows represent the spins at the Cu-3d orbitals, whereas
black arrows denote the spins at the O-2p orbitals. With the antiparal-
lel Cu-3d spins, two ways of consecutive hopping are possible, whereas
the second hopping is prohibited in the case of the parallel Cu-3d spin
configuration. Adapted from [60].

61, 62] of the three-band Hubbard model results in a exchange
interaction J as follows.

J =
4t4dp

(∆+ V )2

(
1
Ud

+ 2
2∆+ Up

)
Studies using Cu2O7 clusters to calculate J in various cop-

per oxide compounds [63] have predicted J ∼ 0.15− 0.16eV , in
reasonable agreement with the experimentally observed values.

Destruction of the antiferromagnetic ground state by a small
amount of hole doping can be conceptually understood in the
framework of doping a Mott insulator. This is illustrated in Fig-
ure 2.15. A mobile hole introduced into the antiferromagnetic
background gains a kinetic energy t upon hopping to a neighbor-
ing site. After the hopping, however, the Cu2+ spin is surrounded
by a ferromagnetic environment with the energy cost 3/2J , which
is energetically unfavorable. In this conceptual picture, it is the
relative strength of t compared to J , e.g. how mobile the hole is,
that determines the stability of the antiferromagnetic order upon
hole doping.

If t is smaller than J , there is no energy gain in hopping
and the induced hole is localized, leaving the antiferromagnetic
background unaffected. However, if t is larger than J , the mobile
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Ferromagnetic
Interaction

(a) (b)

hole hole

Figure 2.15: Illustration of how a mobile hole is destructive to the
antiferromagnetic order in a square-lattice Mott insulator (a) Presence
of a hole in the antiferromagnetic background (b) Situation after the
hopping of the hole. This induces an energy cost of three ferromagnetic
interactions.

hole jumps around the lattice sites, making the antiferromagnetic
order unstable. Experimentally, only 0.03 holes/Cu are enough to
perturb the antiferromagnetic order significantly, implying that
the holes are highly mobile and the system finds another way to
stabilize the system, e.g. density wave order or superconductivity.

2.3.2 Superconductivity
Superconductivity in high-Tc cuprates is, as its name suggests,
characterized by its high superconducting transition temperat-
ure Tc that exceeds the theoretically proposed Tc limit of the
BCS model of superconductivity (20-40K) in the strong coup-
ling limit by McMillan [64]. The superconducting Tc of various
high-Tc cuprates at their optimal dopings ranges from Tc=40K
in La2-xSrxCuO4 to Tc=134K in HgBa2Ca2Cu3O8+x. The max-
imum superconducting Tc at ambient pressure was so far observed
in the high-Tc cuprate families.

High-temperature superconductivity is achieved for an inter-
mediate level of hole doping in the CuO2 planes, after the com-
plete suppression of the long-range antiferromagnetic order. It is
commonly assumed that a universal superconducting dome exists
in the phase diagram of high-Tc cuprates (Figure 2.16), which is
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Figure 2.16: Tc normalized by Tc,max versus hole concentration per
Cu ion on the CuO2 plane. Measurement data from different cuprate
families are plotted together. Figure from [65].

described by the empirical formula [66].

Tc
Tc,max

= 1− 82.6(p− pc)2 (2.2)

pc that gives the highest superconducting Tc is called an op-
timal doping. pc is usually taken as 0.16 holes/Cu, which gives the
minimum doping level required for superconductivity pmin ∼ 0.03
and maximum doping pmax ∼ 0.27. However, Karpinnen et al.
pointed out that pc is measured to be 0.12 in Bi-2212 families,
which opens a possibility that pc=0.16 may not be universal, in
which case the coupling between the intra-unit-cell CuO2 layers
may come into play [67].

The Ginzburg-Landau theory for superconductivity provides
two characteristic length scales: the penetration depth λ, which
is the length scale of the magnetic field penetration inside the
superconductor, and the coherence length ξ, which represents the
variation of the superconducting wave function in space.

High-temperature superconductivity in cuprates has a very
short coherence length ξ and a long penetration depth λ, which
according to Landau’s criterion, make cuprate belong to the type
II superconductors. A large penetration depth compared to a
short coherence length energetically favors the formation of do-
main walls between superconducting and normal states above
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(a) (b)

Figure 2.17: (a) Hc1 versus temperature. Figure from [68] (b) Hc2
versus temperature. Figure from [69]. Both data were measured in
YBa2Cu3O7-x single crystals.

a lower critical field Hc1. This results in the state of a super-
conducting vortex lattice until superconductivity is completely
destroyed under magnetic fields above an upper critical field Hc2.

The coherence length can be obtained by the measurement of
the upper critical field Hc2 [70], using the formula

H⊥c2 = Φ0/(2πξ2
ab)

H
//
c2 /H

⊥
c2 = ξab/ξc

where Φ0 is the magnetic flux quantum Φ0 = 2.068 × 10−15

T·m2 and ξab(ξc) is the in-plane(out-of-plane) coherence length.
Figure 2.17(b) shows the zero-temperature upper critical field of
H
//
c2 (0) = 40±5T andH⊥c2(0)=110±10T [69]. This gives coherence

lengths ξab = 17Å and ξc = 6Å.
The penetration depth can be measured by several experi-

mental methods. The lower critical field Hc1 is related to the
penetration depth by

Hc1 = Φ0

4πλ2
ab

[ln (λab/ξab) + 0.5]

Measurement of Hc1 in YBa2Cu3O7-δ crystals were shown in
Figure 2.17(b). This gives H//

c1 (0) = 180 Oe and H⊥c1(0) = 530
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Oe. Converted to the penetration depth, this implies that λab(0)
= 1500Å and λc(0) = 4500Å. Microwave techniques [71] and
µSR spin rotation measurements [72] on YBa2Cu3O6.95 provided
values consistent with this result.

Measurement of the Knight shift can distinguish different su-
perconducting pairing scenarios, whether it is a singlet or triplet
pairing. The Knight shift is change of the nuclear magnetic reson-
ance (NMR) frequency arising from the interaction between the
nuclear spin and paramagnetic electron spins. Singlet-pairing of
superconductivity leads to a loss of the paramagnetic susceptibil-
ity that vanishes at T=0 K, as was observed for BCS supercon-
ductors, whereas triplet-pairing is expected to show a remaining
Knight shift at T=0 K. The first Knight shift measurement was
done for YBCO powders by Takigawa et al. [73]. They observed
a decrease of the Knight shift below the superconducting trans-
ition that converges to zero after subtracting the chemical shift
contribution, indicating singlet superconductivity in cuprates.

Unlike the isotropic s-wave gap in the BCS superconductors,
high-Tc cuprates show an anisotropic d-wave gap in the super-
conducting state. The nature of the superconducting gap has a
direct impact on the electronic contribution to the specific heat
Cel, since it dramatically alters the density of states near the
Fermi level. It is generally expected [76, 77] that Cel is described
as Cel = αT 2 in the presence of line nodes in the gap, where the
coefficient α depends on the shape of the node. It also affects
the specific heat of the mixed state under magnetic field below
Hc2, where Cel/T 2 = βB1/2T . The αT 2 and βB1/2T terms were
observed for YBa2Cu3O7-x [78] and La1.85Sr0.15CuO4 [79] in the
limit of T & 0K, giving indirect evidence of the d-wave gap.

Most importantly, the magnitude of the d-wave supercon-
ducting gap was directly observed by angle-resolved photoemis-
sion spectroscopy (ARPES) experiments. Figure 2.18(a) shows
the temperature-dependent ARPES spectra along Γ − M̄ and
Γ − Y directions in the 2D-Brillouin zone (see the inset of the
Figure 2.18(a)). The spectral change at the superconducting
transition is highly anisotropic. The spectra along the Γ − M̄
direction, labelled as A in the figure, show a clear shift of the
leading edge that reflects the opening of an energy gap. On the
other hand, the spectra along the Γ − Y direction, labelled as B
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(a) (b)

node
antinode

Figure 2.18: (a) Temperature-dependent ARPES spectra measured
above and below Tc from Bi2212. The spectra marked as A and B
were measured at the points A and B in the 2D-Brilluoin zone drawn
in the inset. Figure from [74]. (b) Superconducting gap measured on
Bi2212 (Tc=87K) at different angles on the Fermi surface. The data
were taken at T=10K. Solid line represents a d-wave fit. Adapted
from [75].

in the figure, do not show a noticeable change at the supercon-
ducting transition. The position on the Fermi surface where the
gap is maximum (zero) is called antinode (node), as shown in the
inset of Figure 2.18(b).

The angular dependence of the superconducting gap is shown
in Figure 2.18(b). The gap value becomes maximum as it ap-
proaches the antinodal region, whereas it is zero at the nodal
region. It matches quite nicely with the d-wave functional form
∆(k) = ∆0 [cos(kxa)− cos(kya)] (solid line), demonstrating the
d-wave character of the superconducting gap. The sign change
of the superconducting gap function was later confirmed directly
by Josephson tunneling experiments.

The mechanism of the high temperature superconductivity in
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Figure 2.19: Temperature dependence of the Knight shifts measured
from various Cu and O components. The data were measured for
YBa2Cu3O6.63. Figure from [86].

cuprates, specifically the pairing glue of the superconductivity,
is not clear yet. Several possibilities, such as resonating valence
bond states [80], antiferromagnetic spin fluctuations [81], electron-
phonon interaction [82], and charge fluctuations [83] have been
extensively discussed, each of which pointed out important as-
pects that a complete theory of high-Tc superconductivity should
possess. As pointed out in [84], a ’synergistic’ pairing mechanism
is needed that encompasses the salient features mentioned above.

2.3.3 Pseudogap
A gap-like feature above the superconducting transition temperat-
ure in cuprates was first observed byWarren et al. in YBa2Cu3O6.7
using NMR [85]. The spin-lattice relaxation rate 1/T1T of Cu(2)
was observed to dramatically decrease below T=100K, well above
the superconducting Tc=61K. Since the dominant mechanism of
spin-lattice relaxation is magnetic fluctuations, this result indic-
ated a suppression of the low-energy spin excitations.
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Figure 2.20: Imaginary part of
the spin susceptibility measured
in YBa2Cu3O6.69 at Q=(1/2,
1/2, 1.6) as a function of energy.
Even at T=75K above Tc, a par-
tial gap is present. Figure from
[88]

Further studies by Alloul et al. [87] showed a decrease of
the 89Y NMR Knight shift for superconducting YBCO powder
samples well above Tc. The Knight shift is proportional to the
electron-spin susceptibility and therefore, the result implies that
the gradual decrease of the spin susceptibility is a universal feature
present over a large doping range. Figure 2.19 shows the temper-
ature dependence of the Knight shift measured in YBa2Cu3O6.63
(Tc=62 K) and the spin susceptibility calculated from the data.
The spin susceptibility continuously decreases by three times
between T=300K and T=Tc, but still leaves a sizable value at Tc.
The gradual decrease of the spin susceptibility over a large tem-
perature range has been interpreted as an opening of an imperfect
spin gap, a spin pseudogap.

Inelastic neutron scattering measures the imaginary part of
the dynamic spin susceptibility. The emergence of a spin pseudogap
above Tc was also observed in inelastic neutron scattering exper-
iments. Figure 2.20 shows the imaginary part of the dynamic
susceptibility Im [χ (q, ω)] as a function of energy. At T=5K,
below Tc=59K, a complete depression of the low energy spectral
density (below 10 meV) is observed. Notably, at T=75K, even
above Tc, the linear dispersion observed at high temperatures
(T > 150K) is not recovered, revealing a partial spin gap below
EG=16 meV.

The gap-like feature was not only observed in the spin channel,
but also in the charge channel. Optical spectroscopic studies ob-
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(a) (b)

Figure 2.21: (a) Optical conductivity spectra measured in
YBa2Cu3O6.67(Tc=63K) at different temperatures. Figure from [89].
(b) Scanning tunneling spectra of the Bi-2212 as a function of tem-
perature. The y-axis scale corresponds to the differential conductance
measured at T=295K. The spectra are shifted by vertical offsets. Fig-
ure from [90].

served the formation of a pseudogap well above Tc in YBa2Cu3O6.70
(Tc=63K), as described in Figure 2.21(a). Scanning tunneling mi-
croscopy (STM) studies on Bi-2212 also revealed a partial gap in
the normal state of the cuprates. Figure 2.21(b) shows the scan-
ning tunneling spectra of Bi-2212 as a function of temperature.
At the lowest temperature T=4.2K, it shows a dip at zero bias
and sharp peaks at ±∆gap, indicative of a superconducting gap.
Above Tc=83K, the peaks at ±∆gap disappear, but the the dip
at zero bias remains throughout the measured temperature range
above Tc.

ARPES experiments provide a direct observation of a pseudogap,
i.e. a partial depletion of the spectral density on the Fermi sur-
face. Several ARPES experiments on Bi-2212 [91, 92] revealed
the momentum structure of the pseudogap in the normal state of
the cuprates. In particular, they proved its existence in spectra
measured in the antinodal region.
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Figure 2.22: Temperature-dependent APRES spectra of the under-
doped Bi-2212 samples with (a) Tc=83K, (b) Tc=10K measured
at the Fermi surface crossing along (0,0)→(π,π)(nodal region) and
(π,0)→(π,π)(antinodal region). Dotted lines are the reference Pt spec-
tra. Figure from [92]. (c) Fermi-level crossing measured from the
Bi-2212 samples with two different hole dopings displayed in the 2D-
Brillouin zone. The data were measured at T=110K, above Tc. Figure
from [91].

Figure 2.22(a),(b) shows ARPES spectra measured for under-
doped samples at different temperatures. A large shift of the
leading edge near the Fermi level, indicative of a gap, was ob-
served in the ARPES spectra in the Fermi surface crossing at the
(π,0)→(π,π) (antinodal region) even above Tc. The gap in the an-
tinodal region is not observed for the overdoped samples above Tc,
which is summarized in Figure 2.22(c). Whereas the overdoped
sample shows a fully connected Fermi surface, the underdoped
sample shows disconnected segments, termed Fermi arcs, in the
2D-Brillouin zone.

The evident similarities between the pseudogap and the super-
conducting gap, such as same d-wave symmetry and comparable
magnitude [93–95], have led to the proposal that the pseudogap
state is represented by preformed superconducting pairs or fluc-
tuating superconductivity, which achieves phase coherence below
Tc [96]. However, experimental attempts to correlate the onset of
the pseudogap known as T ∗ with the formation of the incoherent
superconducting pairs has not been successful yet. Microwave
measurements of the c-axis conductivity [97], Nernst effect meas-
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Figure 2.23: Phase diagram of cuprates as a function of temperature
and doping. The energy scales of the pseudogap T ∗ measured from
different techniques mentioned in the text are marked in the phase
diagram. Reproduced from [102].

urements [98, 99], THz time-domain conductivity measurements
[100], and optical spectroscopy [101] did observe signatures of
superconducting fluctuations, but only in the vicinity of Tc, well
below T ∗.

The results of a detailed ARPES measurement with improved
energy resolution (<10 meV) in Bi-2212 [103] suggested that
the pseudogap is a distinct ground state that competes with su-
perconductivity. They showed that the energy gap observed in
various dopings covering both underdoped and overdoped regimes
is constant in the nodal region, whereas it decreases in the anti-
nodal region as the hole doping increases. This nodal-antinodal
dichotomy indicates that the two energy gaps are qualitatively
different. The energy-momentum structure of the pseudogap in
the ARPES spectra is clearly seen in the antinodal region inside
the superconducting state, implying the existence of two distinct
phases, not the pseudogap-superconducting gap transition. The
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back-bending feature of the antinodal energy dispersion, which
implies a broken translational symmetry, was interpreted as evid-
ence of a density wave order and was qualitatively reproduced
to some degree with a mean field model using checkerboard-type
charge order or short-range antiferromagnetic order [103, 104].

In light of the broken electronic symmetry assumed in the
pseudogap state, several experimental evidences have suggested
that the pseudogap is a state where the C4 rotational symmetry is
broken. Early electronic transport measurements [105] in under-
doped YBCO pointed out that the in-plane resistivity anisotropy
at low temperatures increases with decreasing hole doping in
the pseudogap state, which is counterintuitive to the picture of
the chain-assisted conductivity that increase as the hole doping
increases. Various thermodynamic probes, such as inelastic neut-
ron scattering [106], Nernst effect [107], torque magnetometry
[102], and ultrasound [108], have observed an in-plane anisotropy
present below the pseudogap energy scale T ∗, which is summar-
ized in Figure 2.23. Further studies are necessary to elucidate
the nature of the broken electronic symmetry in the pseudogap
state.

2.3.4 Charge density waves
Right after the discovery of the high-temperature superconducting
cuprates, it was theoretically proposed at the mean field level that
a low concentration of holes introduced in the antiferromagnetic
parent compound tend to self-localize to form charged domains,
in particular a striped phase [1]. Studies using the t-J model also
predicted phase separation of the doped holes in the antiferro-
magnetic background into hole-rich metallic regions and hole-poor
antiferromagnetic domains [2, 109]. Phenomenologically, this can
be understood as a segregation of the doped, non-magnetic holes
to stabilize the energetically favorable antiferromagnetic domains.

Charge order in cuprates was first found in the 214 family
of cuprates using elastic neutron scattering by Tranquada et al
[18]. Below T=70K, a charge order appears as a peak at Q =
(0, 2-δcharge, 0) with δcharge= 0.25 in the reciprocal space. Upon
further cooling, a spin superstructure peak is found at Q = (0.5,
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Figure 2.24: (a) (H K 0) plane in the reciprocal space with the open
circles representing the Bragg peaks and the solid circles denoting the
charge and spin order superstructure peaks. Arrows are the scans
done in the experiment. (b) Scan of the charge order superstructure
peak along (0, 2+q, 0). (c) Scan of the spin order superstructure peak
along (0.5, 0.5+q, 0). (d) Proposed real-space picture of the spin and
charge stripe order for a hole density of nh = 1/4. The circles represent
the Cu atoms. The arrows represent the orientation of the magnetic
moments in the Cu atoms. Holes are located at the atoms without
arrows. Filled circles represent the presence of one hole. Figure from
[18].

0.5+δspin, 0) with δspin=0.125. The periodicity of the spin order
1/δspin=8 was measured to be twice the charge order periodicity
1/δcharge=4. This provides a real space picture depicted in Fig-
ure 2.24(d), where the antiferromagnetically ordered domains are
separated by streams of non-magnetic hole-rich regions.

Further investigations on the stripe order revealed features
qualitatively different from the mean-field predictions and the
stripe order observed in other 3d-transition metal oxides. For ex-
ample, the appearance of the stripe order in La1.875Ba0.125CuO4
does not open a gap and the system remains metallic [110],
whereas the stripe order found in La2-xSrxNiO4 shows a sudden
increase of the resistivity upon charge ordering [111], indicative of
an opening of the charge gap. In addition, the low-temperature
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Figure 2.25: Superconducting Tc versus the Ba substitution ratio x in
La2-xBaxCuO4. Figure from [5].

ground state of the moderately doped 214-cuprate shows super-
conductivity coexisting with the charge order, which was not
expected from the mean-field theories.

The study of charge order is not only an interesting field on
its own as charge ordering tendencies are widely observed in a
variety of material systems, but also provides insights for the
understanding of superconductivity by studying their relations
to each other, i.e. whether charge order promotes or suppresses
superconductivity. In cuprates, both charge order and supercon-
ductivity originate from the doped holes in the CuO2 planes and
therefore share the same electron density of states at the Fermi
level. In this respect, one can expect that a subtle difference in
energy between two ground states will lead to a complete sup-
pression of one phase at zero temperature, but the reality from
experiments shows phase coexistence, possibly nucleated by dis-
order.

One indication of the phase competition between charge or-
der and superconductivity is the 1/8 anomaly observed in 214-
cuprates. The 1/8 anomaly was first observed in La2-xBaxCuO4
compounds [5], as displayed in Figure 2.25. A strong suppression
of the superconducting Tc centered around x=1/8 is observed,
deviating from the assumed superconducting dome as a function
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Figure 2.26: Phase diagram of La2-xBaxCuO4 in the range x=0.095-
0.155. TLT is a low-temperature LTO-LTT structural transition tem-
perature. TCO(TSO) is a charge(spin) order transition temperature.
Tc is a superconducting transition temperature. Figure from [6].

of hole doping. Detailed doping-dependent studies of the stripe
order in this compound [6] revealed that the strong suppression
of superconductivity coincides with the emergence of the stripe
order, as shown in Figure 2.26.

Early studies of the charge order in cuprates were confined
to the 214-family of cuprates since experimental evidence of the
charge order was only available from scattering experiments on
this family of cuprates. STM can in principle detect a periodic
charge modulation in the real space by mapping out the local
density of states (LDOS) and calculating the Fourier transform
of the LDOS map. Although it is an attractive tool to provide
the real-space charge distribution as well as the spectroscopic
information by scanning tuneling spectroscopy (STS), it is only
sensitive to the sample surface and therefore the interpretation is
often criticized by the argument that it may not reflect the bulk
properties. Nevertheless, the same cuprate physics may govern
the phenomenology near the surface and one expects to obtain a
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general idea about the cuprate physics also from STM studies.
STM studies were mainly performed for the Bi2Sr2CaCu2O8+δ

and NaxCa2-xCuO2Cl2 families, where an in-situ cleaving of the
surface is possible. There are some STM studies available for 214-
compounds and YBCO, but atomic resolution was not achieved,
which is related to the issue of cleaving and surface degrada-
tion. The first signature of a periodic charge modulation in STM
studies was obtained by Hoffman et al. in BSCCO. So-called
quasi-particle interference (QPI), which is a generalized Friedel
oscillation caused by impurities, was observed with dispsersing
in energy, as suggested by Capriotti et al. [112].

This finding, however, imposed a stringent constraint on the
interpretation of the STM data on charge order, since doped
cuprates are in general dirty and all the STS data should pos-
sess substantial QPI signals, which should be distinguished from
the possible charge order signal. The unambigious observation
of charge order by STM was first presented by Vershinin et al.
[113] in the pseudogap state of BSCCO. They observed a non-
dispersive peak in the Fourier transform of the LDOS below
40meV, which is not consistent with QPI. The center of the
peak gives a periodicity of 4.7a0 along the Cu-O bond direc-
tion. Extensive studies by STM encompass the discussion of the
charge order characteristics, such as stripe/checkerboard nature
[114, 115], bond-centered charge modulation [115], d-wave form
factor [116], and vestigial nematic nature of the charge order [117],
which are under intense debate. The detailed discussion on the
STM studies in cuprates is beyond the scope of this thesis and
can be found in reviews [118, 119].

Charge density waves in YBa2Cu3O6+x

The charge density waves in YBa2Cu3O6+x were first discovered
using resonant inelastic x-ray scattering (RIXS) by Ghiringhelli et
al. [120]. Energy-resolved scans along the Cu-O bond direction, as
shown in Figure 2.27, observed a narrow quasi-elastic peak with
an incommensurate wavevector of ∼0.31 reciprocal lattice units
that occurs below T=150K, indicating the existence of charge
correlations with the periodicity of ∼3.2 lattice constants. The
intensity and the width of the peak shows a strong temperature
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Figure 2.27: Momentum de-
pendence of the RIXS spec-
tra measured at the Cu-L3
edge for Nd1.2Ba1.8Cu3O7.
Figure from [120].

dependence, increasing in intensity and correlation length below
T=150K and decreasing below T=Tc, as displayed in Figure 2.28.
The resonance of the charge order signal at the absorption edge
of the Cu(2) site and the absence of the signal at the Cu(1) site
energy indicate that the charge order arises from the Cu atoms
in the CuO2 planes.

Charge density waves in YBa2Cu3O6+x have been extensively
studied thanks to its low chemical disorder with defects confined
in the CuO chain layer and relatively clean CuO2 planes. Below
are the list of the properties that were observed for the CDW
in YBCO by x-ray scattering experiments. The qualitative fea-
tures mentioned below are commonly observed in other family of
cuprates as well.

(i) Observed in the underdoped regime
CDW is observed in underdoped YBCO, in the doping range
of p = 0.08 - 0.16, as shown in Figure 2.29(a). The onset
temperature of the CDW depends on the doping and ranges
from T=100K to T=150K above the superconducting dome,
inside the pseudogap regime. It shows the highest transition
temperature at the doping level of p ∼ 0.12, analogous to
the 1/8 anomaly observed in 214-cuprates.

(ii) Bi-directional and incommensurate
The CDW quasi-elastic peaks are observed both along a-
and b-axis, at the wave vector Q = (δa, 0), (0, δb) in the
2D-Brillouin zone, with the incommensurate values of δa,δb.
Figure 2.29(b) shows the doping dependence of the CDW
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Figure 2.28: (a) Momentum dependence of the CDW quasi-elastic
intensity as a function of temperature (b) Momentum dependence of
the energy-integrated CDW signal as a function of temperature. (c)
Normalized intensity of the CDW intensities as a function of temper-
ature. (d) FWHM of the CDW peak as a function of temperature.
Open circles are from the energy-resolved scans and solid circles are
from the energy-integrated measurements. Figure from [120].

incommensurability δa and δb. The incommensurability
shows a linear dependence that decreases upon hole doping.
δa and δb differ by 0.01 r.l.u., possibly related to the small
orthorhombicity in underdoped YBCO.

(iii) Quasi two-dimensional nature
The CDW domains are anisotropic with moderate in-plane
correlation lengths and very small out-of-plane correlation
length, showing a quasi two-dimensional nature. The cor-
relation length can be calculated as the inverse of the width
of the quasi-elastic CDW peak. The in-plane longitudinal
correlation lengths measured at T=Tc are 20-70 Å depend-
ing on the hole doping level, which gives 5-18 unit cells,
whereas the out-of-plane correlation length is less than one
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Figure 2.29: (a) Doping dependence of the CDW onset temperature
and the superconducting Tc. (b) Doping dependence of the CDW
incommensurability δa (black circles) and δb (red circles) of the un-
derdoped YBa2Cu3O6+x. The results from the 214-cuprates are also
displayed. Figure from [121].

lattice constant. The momentum scan along L (out-of-
plane direction) shows that the CDW intensity is centered
at half-integer values [122]. This observation is similar to
the charge stripes observed in 214-cuprates, which was ex-
plained by the presence of long-range Coulomb repulsion
between the holes in the neighboring layers that induces an
inter-layer anti-correlation [123].

(iv) Absence of static incommensurate magnetic order
CDW in YBCO is observed without any signature of static
magnetic order. This is in stark contrast to the stripe order
in 214-cuprates, where static charge and magnetic order
coexist in the form of non-magnetic hole-rich regions serving
as domain boundaries of the hole-poor antiferromagnetically
ordered domains. Static incommensurate magnetic order
was observed in YBCO, but only for low doping levels (p ≤
0.085) [124–126]. This barely overlaps with the doping
regime where CDW is observed (0.084 ≤ p ≤ 0.163) [121],
which might imply a phase competition between CDW and
static incommensurate magnetic order.
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Figure 2.30: (a) CDW intensity (b) CDW peak width under different
strengths of magnetic field as a function of temperature. Reproduced
from [122].

(v) Competition with superconductivity
At all doping levels where it is present, the 2D charge or-
der appears before the onset of supercondcutivity. The 2D
charge order domains grow upon cooling below its onset
temperature, until the temperature reaches Tc. Below the
superconducting Tc, the CDW loses intensity and the correl-
ation length decreases. This was interpreted as sign of the
competition between the superconductivity and the charge
order.

Another direct evidence of the competition between super-
conductivity and CDW was given by x-ray scattering ex-
periments under high magnetic field. The magnetic field
suppresses superconductivity and in turn, it is expected to
enhance the CDW if the two phases compete with each
other. Figure 2.30 illustrates the change of the CDW under
magnetic field as a function of temperature. The effect of
the magnetic field is seen as an increase of the CDW in-
tensity and correlation length below Tc, whereas the CDW
is barely affected above Tc. Above the critical field of this
doping (∼15T), where superconducting long-range order
is expected to be completely suppressed, the enhancement
of the CDW saturates, showing the classic behavior of an
order parameter. This provides convincing evidence that
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2. High Temperature Cuprate Superconductors

Figure 2.31: (a) Dispersion of the low energy phonons in YBa2Cu3O6.67
measured at various temperatures. (b),(c) Temperature dependence of
the acoustic phonon energy and FWHM as a function of temperature.
Figure from [19].

CDW and superconductivity are competing phases.

(vi) Strong electron-phonon coupling
Due to the presence in cuprates of a substantial electron-
phonon interaction, an anomaly in the phonon spectra near
the CDW ordering vector is expected. This was recently
investigated by inelastic x-ray scattering experiments on
underdoped YBCO [19, 20]. These studies observed a sub-
stantial broadening of the low-energy phonon modes at the
superconducting transition near the CDW wave vector. In
addition, Le Tacon et al. [19] observed a giant phonon soften-
ing of a low-energy phonon mode near the CDW wave vec-
tor below Tc. Surprisingly, the effect of the softening is
strongest at the superconducting Tc, and not at the CDW
onset temperature Tonset=150 K, implying the complex
intertwined nature of the two phases.

Phonon anomalies at the CDWwave vector were subsequently
observed in other families of cuprates, in La1.875Ba0.125CuO4
[127], Bi2Sr2CaCu2O8+δ [128], as expected in light of the
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2.3. Phase Diagram and Phenomenology

Figure 2.32: Phase diagram of the charge order in YBCO. The onset
temperatures of the 2D-CDW measured by resonant x-ray scattering
and the thermodynamic transition temperatures under high field were
displayed. Figure from [129].

strong electron-phonon coupling universally present in
cuprates.

Recently, Gerber et al. [130] observed the emergence of a
three-dimensional CDW in YBa2Cu3O6.67 (p=0.12, Tc=67 K) by
carrying out x-ray scattering experiments under high magnetic
field. Above magnetic fields exceeding H ∼ 15T , the elastic
intensity with a strong out-of-plane correlation appears at the in-
teger L on top of the 2D-CDW signal centered at the half-integer
L. The 3D-CDW was observed to have the same incommensur-
ability as the 2D-CDW. The correlation volume of the 3D-CDW
measured at B∼30T (ξ3D

b ∼ 180Å, ξ3D
c ∼ 50Å) is almost two or-

ders of magnitude larger than that of the 2D-CDW (ξ2D
b ∼ 40Å,

ξ2D
c ∼ 7Å), revealing its long-range nature. Following studies
[131, 132] revealed that the 3D-CDW is unidirectional, present
only along the b-axis, and is observed in similar doping range as
the 2D-CDW.
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2. High Temperature Cuprate Superconductors

The observed 3D-CDW under high magnetic field seems to be
closely linked to the thermodynamic transition observed in the
high field measurements of the Hall coefficient [133, 134], NMR
[135] and sound velocity measurements [129, 136]. The doping
dependence of the onset temperatures measured by these methods
in fact match well with each other, as shown in Figure 2.32.

The thermodynamic ground state under high field in the un-
derdoped regime is characterized by small nodal electron pockets
revealed by quantum oscillation experiments [137]. This is qualit-
atively different from the large hole-like Fermi surface observed in
the overdoped regime, which is well-reproduced by band structure
calculations.

The origin of the electron pockets in the underdoped regime
is still under intense debate. Density wave orders are proposed
to induce such an electron pocket, but the explanation is not yet
satisfactory. The existence of the bidirectional 2D charge order
was suggested to produce an electron pocket by band-folding,
but there is a suspicion that the 2D CDW might be too short-
ranged to produce such a large change in the Fermi surface [138].
The NMR data [135] and the long-range nature measured by
x-ray scattering [130–132] suggests that the 3D-CDW might be
responsible for the Fermi surface reconstruction. However, it
was pointed out that the unidirectional nature of the 3D-CDW
cannot produce a closed pocket. Further investigations are needed
to elucidate the origin of the Fermi surface reconstruction in the
normal state of the underdoped regime in cuprates.

The main driving force of the CDW formation in YBCO is
also not yet clear. In the case of Bi-2201, the Fermi surface nest-
ing scenario, borrowed from the conventional Peierls systems, was
brought up to explain the charge order. Combined studies of RXS,
ARPES and STM [139] argued that the nesting vector connecting
two hot spots of the neighboring Fermi arcs, and thus namely a
Fermi-arc instability, drives the charge order in Bi-2201. How-
ever, YBCO does not provide a clean, bulk-representing surface
for clean ARPES measurement and therefore, a reliable measure-
ment of its Fermi surface is lacking so far. Nevertheless, a linear
decrease of the CDW incommensurability upon increasing hole
doping is in line with the Fermi-arc nesting scenario. The length
of the Fermi arc increases as the hole doping increases, which
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results in decreasing length of the nesting vector and incommen-
surability.

Charge density waves in Bi- and Hg-based cuprates

The successful measurement of charge order using Resonant x-
ray scattering (RXS) triggered extensive investigations in other
cuprate families. Resonant x-ray scattering on La-doped Bi-2201
[139] (0.11 < p < 0.14) and Bi-2212 [140] (0.07 < p < 0.13)
revealed the existence of incommensurate charge density waves.
The observed CDW in Bi-based cuprates shares several features
observed with the one observed in YBCO: (i) The RXS intensity
of the CDW appears in the underdoped regime below the onset
temperatures of ∼200K above the superconducting dome. (ii)
The measured incommensurability lies in the range 0.24-0.3 r.l.u,
comparable to the observed incommensurability 0.3-0.35 r.l.u. in
YBCO. (iii) The temperature scans show a competition with
superconductivity, but it is rather weak compared to YBCO.

For La-doped Bi-2201 systems, combined studies with ARPES
showed that the observed incommensurability is much larger than
the nesting vector that connects the antinodal points on the Fermi
surface. Instead, they found a link between the incommensurabil-
ity and the nesting vector connecting the ends of the neighboring
Fermi arcs, so-called hot-spots, which suggests an intimate rela-
tion between pseudogap and CDW in the underdoped regime.

The CDW was finally observed in Hg-based cuprates as well,
establishing the charge ordering tendency as a ubiquitous prop-
erty of high-Tc cuprates. RXS experiments [141] on Hg-1201 com-
pounds (Tc=72 K) observed charge density waves with incommen-
surate wave vectorQ ∼0.28 r.l.u. below the onset temperature∼200
K. However, in Hg-based cuprates, the temperature dependence
of the RXS intensity shows a negligible change at the supercon-
ducting transition, which might reflect mesoscopic coexistence
between both states.
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Chapter 3

Experimental Methods

3.1 Synchrotron Radiation

The two fundamental reasons for using x-ray synchrotron radi-
ation in research is to take advantage of its two main properties:
(i) x-ray energy tunability, which allows for different type of ex-
periments and in particular to exploit resonances, and (ii) high
brilliance that far exceeds that of the conventional x-ray tubes.

Figure 3.1: The historical development of the different x-ray sources
and their brilliances. Figure from [142].
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Figure 3.2: Schematic picture of how x-ray is produced in the synchro-
tron radiation source. Figure from [142].

Brilliance is a useful parameter that quantitatively compares the
quality of different radiation sources. It takes into account not
only the flux density, but also the degree of the beam collimation
and its monochromaticity, as defined below.

Brilliance = photons/second
(mrad)2(mm2 source area)(0.1% bandwidth)

This is well described in Figure 3.1. Traditional x-ray tubes
used in laboratories exhibit a brilliance of the order of 108-109
photons/s/mm2/mrad2/0.1%BW. A typical synchrotron x-ray
beam has a brilliance of several orders of magnitude higher than
x-ray tubes, ranging from 1012-1021 photons/sec/mm2/mrad2
/0.1%BW. Highly brilliant x-rays provide huge benefits in re-
search. A synchrotron beam not only saves a significant amount
of measurement time thanks to the high flux, but also allows one
to study otherwise inaccessible experimental features with low
scattering cross sections, such as inelastic scattering. In addition,
experiments with a small sample volume become possible owing
to its high flux density.

Figure 3.2 shows a schematic picture of the x-ray radiation in
the synchrotron. In third-generation synchrotron facilities, elec-
trons move around a vacuum storage ring with a relativistic speed
v . c, of several GeV in energy. The circumference of the storage
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3.1. Synchrotron Radiation

Figure 3.3: Electromagnetic radiation from oscillating charges (a) at
non-relativistic speed of electrons v � c. (b) at relativistic speed
of electrons v . c. Circles represent the wavefronts of the emitted
electromagnetic radiation by oscillating charges. Figure from [143].

ring ranges from several hundreds to thousands meters. Inside
the ring, electron bunches are accelerated and their trajectory
is bent when passing through a bending magnet or an insertion
device, such as a wiggler or an undulator, as a result of which
the x-rays are generated. These x-rays are further processed via
several x-ray optics (e.g. monochromator, focusing optics, etc.)
for the individual purpose of each experimental station at the end
of so-called beamlines.

Figure 3.3 provides a simplified, but intuitive picture of how
relativistic electrons can emit electromagnetic radiation with the
wavelength of x-rays. An oscillating charge at a relativistic speed
produces compressed wavefronts of electromagnetic radiation with
an extremely short wavelength along its moving direction. The
strong angular dependence of the radiation wavelength provides a
very narrow light ’cone’ along the direction of motion, i.e. x-rays
with a very small emission angle. This is in stark contrast to the
case of a non-relativistic oscillating charge that emits radiation
with a nearly constant wavelength at all angles.

Bending magnets and insertion devices such as undulators are
the essential building elements of third-generation synchrotrons
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(a) (b)

(c)

(d)

Figure 3.4: (a) Schematic picture of a bending magnet radiation. (b)
Schematic picture of an undulator radiation. (a) and (b) are from
[142].
(c) Characteristics of the bending magnet radiation. It has an emission
angle of ∼ 1/γ that covers a wide range of energy. (d) Characteristics
of the undulator radiation. It has an emission angle of ∼ 1/(γ

√
N)

and the harmonics of a selected energy calculated by the undulator
equation. (c) and (d) are from [143].

that cause an acceleration of relativistic electrons. As shown in
Figure 3.4(a), bending magnets apply a uniform magnetic field
on the electron beam path, which deflects the electron motion
and induces a fan of radiation. The emission angle of the bending
magnet radiation is ∼ 1/γ, where γ is the Lorentz factor γ = E

m0c2

of the electron (m0c
2 is the rest mass energy of the electron).

θ ∼ 1/γ is taken as a natural opening angle of the storage ring.
As mentioned previously, typical third-generation synchrotrons
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have a storage-ring energy E of several GeV. Using the formula
γ = 1957E[GeV ], γ gives a value of 2000-16000, which results in
a emission angle of 0.5-0.06 mrad.

The bending magnet radiation is a ’white’ beam that covers
a wide spectral range. The critical energy of the bending magnet
radiation, defined as the photon energy that divides the total
emitted power in half, is determined by the storage ring energy
and the magnet strength, ~ωc[keV ] = 0.665E2[GeV ]B[T ]. This
is taken as a representative photon energy of the bending magnet
with a sufficient flux. For a low storage ring energy of 2 GeV and
a permanent magnet strength of 1T, the critical energy is ~ω =
2.66 keV, which lies in the tender or intermediate x-ray range
(∼1-5 keV). This implies that the generation of hard x-rays using
bending magnets is realized in facilities with higher storage ring
energy and/or with the aid of an increased magnet strength by
employing superconducting magnets.

Insertion devices are placed between the bending magnet seg-
ments in the storage ring. An example of an insertion device is
an undulator, which is a series of very small alternating bend-
ing magnets as shown in Figure 3.4(b). Undulator radiation is
characterized by a smaller emission angle θ ∼ 1/(γ

√
N) (3.4(d))

compared to that of a bending magnet. Moreover, an undulator
produces specific harmonics with photon energy calculated by the
undulator equation

λ = λu
2γ2 (1 + K2

2 + γ2θ2)

where λ is the resulting wavelength of the undulator radiation,
λu is the undulator period, γ is the Lorentz factor, K is a dimen-
sionless parameter with the value K = 0.934λu[cm]B0[T ], θ is
the angular spread of the undulator radiation. Since the term in
parentheses 1 + K2

2 + γ2θ2 is of the order of 1, the wavelength of
the undulator radiation is mainly determined by the undulator
period λu and the Lorentz factor γ of the storage ring. A typical
γ of 103-104 implies that an undulator period of several mm to
cm is required to reach the different x-ray energy ranges.
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Figure 3.5: Schematic picture of an x-ray scattering experiment. An
incident photon with the wavevector ki, polarization εi, energy Ei is
scattered by the sample. The scattered photon has the wavevector kf ,
polarization εi, energy Ef . The scattering angle is characterized by
the momentum transfer Q = kf − ki.

3.2 X-ray Scattering Technique

X-ray scattering is a photon-in photon-out experimental tech-
nique that measures the scattering cross section of the material.
Figure 3.5 shows a schematic picture of an x-ray scattering ex-
periment. An incident photon with wavevector ki, polarization
εi, energy Ei impinges on the sample and gets scattered. After
the scattering process, the outgoing, scattered photon has the
wavevector kf , polarization εf , energy Ef that can either be
equal to those of the incident photon or, more generally, differ-
ent. During the scattering process, the momentum and energy
conservation rules hold.

Momentum conservation : Q = kf − ki
Energy conservation : ~ω = Ef − Ei

The information measured from the scattering experiment is
expressed in terms of the momentum transfer Q and the energy
transfer ~ω. The momentum transfer is determined by the relative
orientation between the incident beam and the scattered beam
and the orientation of the sample determines the interference
between incoming and outgoing beams. It is practically very
demanding to change the direction of the incident beam, so it is
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Figure 3.6: Schematic picture of an electromagnetic radiation induced
by an oscillating dipole, seen by an observer. Figure from [142].

usually fixed throughout the entire experiment. Instead, angular
degrees of freedom are given to the sample and the detector that
measures the scattered photon.

3.2.1 Thomson scattering
The basic feature of X-ray scattering is captured by classical
Thomson scattering. An oscillating electric field accelerates an
electron that acts as a dipole antenna (Figure 3.6). This oscillat-
ing dipole produces a time-dependent electric and magnetic field
that radiates in space, i.e. electromagnetic radiation. A distant
observer sees a projection of the time-dependent electric field gen-
erated by the oscillating dipole. In the case of a free electron, the
intensity of the scattered electromagnetic radiation is given by
the formula below.

dσ

dΩ
= |E(χ)|2 = |( e2

4πε0mc2 ) cosχ|2 = r2
0|εi · εf |2

e : electron charge, m : electron mass
c : speed of light, ε0 : vacuum permitivity
εi (εf ) : polarization of the incident(scattered) photon

r0 is called the classical radius of the electron.
This simple result has several important implications. First

of all, the primary scattering source for the x-rays in a solid is
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electrons. There are in fact two types of charged particles in a
solid: atomic nuclei and electrons. Since the nuclei and electrons
have the same number of total charge, the scattering intensity is
proportional to 1/m2 and the scattering power of the electrons
overwhelms that of the nuclei by (me

mp
)2 ∼ 106. Therefore, the

contribution of the nuclei in terms of the scattering cross section
is completely ignored. In addition, since the scattering amplitude
is proportional to the number of electrons in an atom Z, the scat-
tering intensity of an atom is proportional to Z2. This explains
why x-ray scattering is less sensitive to low-Z elements, such as
oxygen. Lastly, having a scattering plane perpendicular to the
x-ray polarization (incident σ-polarization) ensures a maximum
scattering intensity in the case of elastic scattering (cosχ = 1).

3.2.2 Dynamical structure factor
In general, the x-ray scattering is a measurement of a material-
specific dynamical structure factor S(Q, ω) multiplied by the
Thomson scattering factor.

d2σ

dΩdE
= (kf

ki
)r2

0|εf · εi|2S(Q, ω)

A detailed formula of the dynamical structure factor can be given
by Fermi’s golden rule Γi→f = 2π

h |〈f |H
′|i〉|2 ρ(Ef ). In order to

get the interaction HamiltonianH ′, we start with the Hamiltonian
of a non-relativistic electron with an electromagnetic field.

H = 1
2m (p− e

c
A)2 + V (r) (3.1)

=
[
p2

2m + V (r)
]
− e

2mc (p ·A+A · p) + e2

2mc2A
2 (3.2)

Apart from the Hamiltonian in the absence of the field H0 =
p2

2m + V (r), two interaction terms arise from the light-matter
interaction.

H ′1 = − e

2mc (p ·A+A · p) (3.3)

H ′2 = e2

2mc2A
2 (3.4)
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Non-resonant inelastic x-ray scattering case

Non-resonant inelastic x-ray scattering arises from the first-order
perturbation of the term H ′2 = e2

2mc2A
2. Using Fermi’s golden

rule, the dynamical structure factor reads,

S(Q, ω) =
∑
i,f

|〈kf , f |A2|ki, i〉|2δ(Ef − Ei + ~ω) (3.5)

The vector potential A ∼
∑

kα

(
a+

kαe
ik·r + akαe

−ik·r) selects
eiQ·r in the interaction term and the equation is rewritten as
follows.

S(Q, ω) =
∑
i,f

|〈f |eiQ·r|i〉|2δ(Ef − Ei − ~ω) (3.6)

where |ki, i〉 (|kf , f〉) refers to the combined state of the photon
with the wavevector ki(kf ) and the electron state |i〉 (|f〉).

Van Hove [144] showed that Equation 3.6 leads to the Fourier
transform of the density-density correlation function.

S(Q, ω) = 1
2π

∫
dte−iωt〈ρ(Q, 0)ρ∗(Q, t)〉 (3.7)

Equation 3.7 provides a basic framework to calculate the non-
resonant inelastic x-ray scattering spectra. Assuming a harmonic
approximation of the phonons along with the detailed information
of the phonon eigenvectors in the system1 enables an analytic
calculation of Equation 3.7.

Resonant inelastic x-ray scattering case

When the incident photon energy is close to an absorption edge,
the term H ′1 = − e

2mc (p ·A+A ·p), whose first order perturbation
gives an x-ray absorption cross section, becomes important (using
the Coulomb gauge ∇·A = 0, p·A = A·p andH ′1 = − e

mc (p·A)).
1Density functional theory (DFT) provides a way to calculate the elec-

tronic band structure of solids. Once the electronic structure is available,
phonon dispersion of the given crystal can be calculated using e.g. frozen
phonon method or linear response method. The detailed discussion on these
methods is beyond the scope of this thesis and can be found in various reviews
[145–147].
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Figure 3.7: Schematic picture of the RIXS scattering process. Figure
from [148].

Since the x-ray scattering is a process that involves two photons,
resonant inelastic x-ray scattering (RIXS) is described by the
second-order perturbation of the term H ′1 = − e

mc (p ·A).

S(Q, ω) ∼
∑
f

∣∣∣∣∣∑
n

〈f |p ·A|n〉〈n|p ·A|i〉
Ei − En

∣∣∣∣∣
2

where |i〉 is the initial state and the sum is done over the possible
intermediate (|n〉) and final states (|f〉). Ei (En) is the energy of
the initial (intermediate) state.

In the RIXS process, the initial (final) state has the electronic
state |i〉 (|f〉) and the photon with the wavevector ki (kf ), polar-
ization εi (εf ), and the energy ~ω1 (~ω2). Then, the dynamical
structure factor reads

S(Q, ω)

∼
∑
f

∑
j,j′

∣∣∣∣∣∑
n

〈f |(ε∗f · pj′)e−ikf ·rj′ |n〉〈n|(εi · pj)eiki·rj |i〉
Ei + ~ω1 − En − iΓn

∣∣∣∣∣
2

× δ(Ef − Ei − ~(ω1 − ω2))
(3.8)
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Figure 3.8: Schematic picture of direct and indirect RIXS processes.
Reproduced from [149].
(a) In a direct RIXS process, an incident photon with the wavevector
k and the energy ~ωk excites an electron from the core level to the
empty valence band. Then, the empty core hole is filled by an electron
in the valence band, emitting a photon with the wavevector k′ and the
energy ~ωk′ .
(b) In an indirect RIXS process, an incident photon with the wavevector
k, the energy ~ωk excites an electron to an empty valence band. Then,
the strong Coulomb interaction Uc between the core hole and valence
electrons creates an excitation of a valence electron. Finally, the excited
electron fills the core hole and emits a photon with the wavevector k′,
the energy ~ωk′ .

where the enhancement of the scattering cross section in the
resonant x-ray scattering is demonstrated by the diverging de-
nominator at the absorption edge.

Figure 3.7 shows the schematic energy diagram of the RIXS
scattering process described in Equation 3.8. An incident photon
with the energy ~ω1 is absorbed to cause an excitation of an
electron from the state |i〉 to the intermediate state |n〉. The
intermediate state can be either undisturbed (direct RIXS) or
disturbed (indirect RIXS) by the strong core hole potential that
scatters the valence electrons within the core-hole lifetime, as
illustrated in Figure 3.8. After the core-hole lifetime, a secondary
photon with the energy ~ω2 is emitted following the second trans-
ition of the electron from the intermediate state |n〉 to the final
state |f〉. Equation 3.8 provides a physical ground to calculate
RIXS spectra. The detailed discussion on calculation methods is
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Figure 3.9: General optical layout of the ID28 beamline in the ESRF.

beyond the scope of this thesis and can be found in the review
[149].

3.2.3 Experimental setup

The experimental synchrotron data presented in this thesis were
measured at two beamlines of the European Synchrotron (ESRF):
ID28 beamline for non-resonant inelastic x-ray scattering (Chapter
4) and ID32 beamline for resonant inelastic x-ray scattering (Chapter
5).

Non-resonant inelastic x-ray scattering
: ID28 beamline at the ESRF

The ID28 beamline at the ESRF is one of the few beamlines in the
world that can perform high-resolution (down to meV) inelastic
x-ray scattering experiments. It is specialized in the detailed in-
vestigation of phonons in crystals under extreme conditions, such
as cryogenic temperatures and/or hydrostatic pressure. In order
to perform our experiments, we made a series of modifications to
the experimental setup to implement the uniaxial strain device.

Figure 3.9 shows the optical layout of the ID28 beamline.
Among the optical elements illustrated in Figure 3.9, several fea-
tures are worth noting, since they are closely tied to the nature
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3.2. X-ray Scattering Technique

of the IXS experiments. First of all, high-resolution IXS exper-
iments require a high photon flux due to their photon-hungry
nature. Undulator radiation provides x-rays with much higher
brilliance, especially with a narrower bandwidth, compared to
bending-magnet radiation and therefore is employed for IXS ex-
periments.

Having a well-monochromatized beam is of utmost import-
ance in the IXS experiments since it is crucial in determining the
total energy resolution. In order to reach ∼1 meV bandwidth,
ID28 features a special monochromator in nearly full backscatter-
ing geometry for the following reason. Differentiating Bragg’s law
(2d sin θ = λ) while assuming a perfect crystal (∆d/d = 0) gives
∆λ/λ = cot θ∆θ. This implies that getting close to the back-
scattering geometry (θ → 90◦) minimizes the beam-divergence-
originated energy bandwidth of the beam (∆λ/λ) by setting cot θ
close to zero. In this limit, it is the Darwin width of the specific
Bragg reflection used for the crystal element of the monochro-
mator that determines the energy bandwidth. The ID28 beam-
line uses the Bragg reflections of a high-quality Silicon crystal,
from (7,7,7) to (13,13,13). The higher the Bragg reflection order
is, the higher the energy resolution, but there is a trade-off with
a correspondingly lower flux.

This argument holds identically for the crystal analyzer moun-
ted on the IXS spectrometer downstream from the monochro-
mator. As a compromise between the momentum resolution and
the maximum signal acquisition, the angular acceptance of the
crystal analyzer in the spectrometer was set to ∼ 4× 10 mrads2
in this beamline. This requires a larger, spherical crystal analyzer
that covers this angular range, different from monochromators
that accept x-rays with 10-2-10-3 mrad divergence. This beamline
is equipped with 9 spherical crystal analyzers that can measure 9
different Q-points simultaneously, each of which was fabricated
by gluing 12000 small crystals on a spherical silicon substrate.

The energy of the scattered beam is then resolved by tem-
perature control of the crystal analyzer that utilizes the thermal
expansion of silicon. The variation of the lattice spacing at differ-
ent temperatures selects a certain wavelength from the scattered
beam based on Bragg’s law. The high stability of the temperature
control of the analyzer (∆T < 0.0006◦C) ensures a reliable meas-

75



3. Experimental Methods

Figure 3.10: The high-resolution ERIXS spectrometer at the ID32
beamline. Figure from the ID32 website.

Grating monochromator

White beam

Exit slit

Dispersed beam

Figure 3.11: Schematic picture that shows how the grating mono-
chromator combined with an exit slit produces x-rays with a narrow
bandwidth.

urement of the spectral energy over the relatively long acquisition
time.

Resonant inelastic x-ray scattering
: ID32 beamline at the ESRF

The ID32 beamline in the ESRF is a soft x-ray spectroscopy
beamline, where one branch hosts the ERIXS spectrometer ded-
icated to RIXS experiments. The spectral range of the incident
photons provided by the beamline is 0.3-1.6 keV, which includes
the L2,3-edges of the 3d transition metals and the M4,5-edges
of the 4f rare-earth elements. The medium energy resolution
in routine operations reaches ∼60 meV at Cu-L3 edges, but the
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3.2. X-ray Scattering Technique

combined energy resolution of the setup can be pushed down to
< 35 meV resolution at the expense of the incident flux. This is
by far the best energy resolution obtained in the soft x-ray energy
ranges to date.2

As in the case of IXS experiments, RIXS experiments are very
photon-hungry and therefore need high flux from an undulator.
Unlike the crystal monochromator used in the IXS beamline, soft
x-ray beamlines utilize a plane grating monochromator (PGM)
with variable line spacing (VLS). The PGM disperses the white
beam coming from the undulator in different angles and a selected
spectral range of x-rays passes through an exit slit, as shown in
Figure 3.11. With a fixed size of the exit slit, the bandwidth
of the incident beam is a monotonous function of the distance
between the monochromator and the exit slit, which is why the
ID32 beamline has such a long optical path.

Spectroscopic experiments with soft x-rays are usually carried
out under ultra-high vacuum due to the strong attenuation in air.
This puts constraints on the sample environment, e.g. restricting
the angular degrees of freedom. The ERIXS spectrometer at
the ID32 beamline is equipped with an in-vacuum four-circle
diffractometer manipulator that allows one to explore most of the
first Brillouin zone in high-Tc cuprates.

ERIXS has an 11m-long arm that moves in the scattering
plane covering 2θ=50-150◦, as shown in Figure 3.10, and it is
connected to the sample chamber through a differentially pumped
ribbon section, which keeps it in vacuum even while moving the 2θ
arm. Incident photons scattered from the sample are collimated
by an elliptical horizontal mirror and dispersed in energy by a
spherical VLS grating analyzer. The scattered beam travels the
11m distance and is measured by the CCD detector. Photons
with different energies are seen as isoenergetic lines at different
heights in the CCD detector.

2At the time of writing, the Centurion RIXS spectrometer of the SIX
beamline at NLSLII Brookhaven claims a new record resolution of 25 meV,
but this was reached until now only in commissioning.
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Figure 3.12: Strain device used for non-resonant inelastic x-ray scat-
tering experiments. (a) Front side (b) Back side with an opening for
transmission of x-ray.

3.3 Uniaxial Strain Technique

3.3.1 Piezoelectric-based strain device

Experiments presented in this thesis were performed with the
modified versions of the piezoelectric-based strain device already
used in the studies of superconducting Sr2RuO4 by Hicks et al.
[8]. Figure 3.12 shows a schematic picture of the strain device
used in our non-resonant inelastic x-ray scattering experiments.
An opening of 90◦ on the back side was intentionally fabricated
for the transmission of the scattered photons.

A detailed picture of the strain device with the mounted
sample is displayed in Figure 3.13. Uniaxial stress is produced by
the piezoelectric stacks present on the sides of the strain device.
Selective application of voltage on individual piezoelectric stacks
enables one to apply tensile and compressive stress to the sample.
In order to apply compressive stress, positive voltages are applied
on the two piezoelectric stacks at the center (dashed arrows in
the Figure 3.13). The two stacks are then elongated and push the
central part of the device inward, resulting in uniaxial pressure on
the sample at the center. On the other hand, when the voltages
are applied on the four piezoelectric stacks on the outer sides
(solid arrows in Figure 3.13), this pulls the central part and leads
to tensile strain. Voltage application on the strain device merely
requires an electrical connection, which can be easily implemen-
ted in a cryostat. This allows in-situ control of the sample strain
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Figure 3.13: Photo of the strain device taken before the x-ray scattering
experiment. The black needle at the center of the device is the sample
mounted with the help of the sample plates. Six piezoelectric stacks
are present on the sides. The inset with the white dashed frame shows
a zoom of the central part, where the sample is mounted.

at cryogenic temperatures.
The strain device is equipped with two parallel-plate-capacitor-

based displacement sensors connected in parallel. Each side of the
parallel plate capacitor is attached to the different blocks inside
the strain device that are decoupled from each other. Typical
dimensions of the parallel plate capacitor are A(area)=1.6×2.8
mm2 and d(distance)=50 µm. This gives a capacitance value
of 2×8.854×A[mm2]/d[µm]=1.6 pF. The capacitance bridge
AH2550A from Andeen-Hagerling that we used has a precision
of ∼10-6 pF, which can resolve a displacement smaller than 1Å.

When compressive stress is applied, the displacement of the
capacitance sensor decreases, resulting in an increase of the ca-
pacitance (C = ε0A

d ). Tensile strain, on the other hand, leads to
a decrease of the capacitance. Knowing the sample length under
strain, the sample strain can be estimated. For example, if the
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length of the sample under strain is L=1 mm and the displace-
ment induced by the device is ∆L=1 µm, then the estimated
sample strain is ∆L

L =0.1%. This provide a reliable estimate of
the applied strain, which will be independently verified via other
experimental techniques, as discussed in the following section.

3.3.2 Characterization
This section presents selected examples of several experiments
that I did to characterize the stress application by the piezoelectric-
based strain device. The experiments were carried out with two
experimental instruments available in the labs at the Max Planck
Institute for Solid State Research: X-ray diffraction and Raman
spectroscopy. X-ray diffraction experiments were also performed
at the high-pressure diffraction beamline ID27 of the ESRF. Modi-
fications of the experimental setup to implement the strain device,
such as design of the device holder and installation of the elec-
tronic connections inside the cryostat, were done with the help
of technical staff.

Diffraction

The best way to confirm the sample strain is to check the variation
of the lattice constants by means of x-ray diffraction. The x-ray
tube with Molybdenum target at Max Planck Institute Stuttgart
produces a collimated beam with a cross-section of 0.8 × 0.7 mm2

(FWHM × FWHM) that contains the characteristic x-ray lines
Kα1 (λ = 0.7093 Å, E = 17.48 keV) and Kα2 (λ = 0.7136 Å, E =
17.37 keV). The Kβ (λ = 0.632 Å, E = 19.617 keV) components
are removed from the outgoing x-ray beam by the setup optics.
Kα1 and Kα2 are too close to each other in energy and cannot be
selected by the optics.

In this in-house setup, the main limitation of the angular res-
olution, which directly limits also the strain resolving capability,
is the x-ray beam size on the sample. The horizontal FWHM of
the x-ray beam 0.8 mm gives an angular acceptance of 0.8/800
= 1 mrad = 0.057◦, when the detector is located ∼80 cm away
from the sample. An extremely sharp Bragg reflection (e.g. δ-
function) will then be seen as a peak with FWHM = 0.057◦ in
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Figure 3.14: (a) Scans of the (0 2 0) Bragg reflection at different
compressive strains (b) Comparison between nominal strain from the
capacitance measurement and actual strain from the Bragg reflection
shift. The red line corresponds to the case when nominal strain equals
measured strain.

the diffraction pattern. When measuring YBa2Cu3O6.67, a b-axis
compression of 0.1% causes a 2θ shift of the (0 2 0) Bragg re-
flection by 0.02◦ (2θ ∼21◦). This is almost half of the angular
acceptance and therefore, our instrument is expected to observe
strain effects larger than or equal to 0.1%.

Figure 3.14(a) shows typical θ-2θ scans of the (0 2 0) Bragg
reflection of YBa2Cu3O6.67 at different strain levels. Each scan
has two peaks owing to the incident beam having two wavelengths
from Kα1 and Kα2. Since they are well-separated in our diffraction
scan, it does not cause any difficulty in distinguishing the shift
of the Bragg peak.

Our measurement shows a clear, systematic shift of the Bragg
peak position under uniaxial strain. Compressive strain leads to
a decrease of the lattice constant and Bragg’s law (2d sin θ = λ,
sin θ ∝ 1/d) allows us to estimate the lattice constant variation
from the Bragg peak position. Figure 3.14(b) compares the nom-
inal strain, which is obtained from the displacement of the piezo-
electric stack measured by the internal capacitance sensor, and
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Figure 3.15: (a) Comparison of the strain distrubution between un-
strained condition and -0.13% strain. b-axis compression was applied
on the YBa2Cu3O6.67 and strain was measured at different positions
on the sample with steps of 100 microns. (b) Lattice parameter change
of b and c under b-axis compression.

the actual strain measured via diffraction. The two strain scales
agree reasonably well with each other, confirming the strain effect
by the piezoelectric-based strain device.

Similar experiments were performed using synchrotron radi-
ation. The much higher brilliance (i.e. smaller beam size and
angular spread) of the synchrotron radiation enabled us to observe
how strain is distributed across the sample. Figure 3.15(a) shows
the strain value measured at different positions of the sample and
compares the result measured without strain and at -0.12% strain.
The strain level of -0.12% does not show any inhomogeneous dis-
tribution across the sample. The simultaneous measurement of
both b- and c-lattice constants under strain provides us a Pois-
son’s ratio νyz=0.25±0.02, as shown in Figure 3.15(b). Note that
the variation of the lattice constant is quite linear with the nom-
inal strain. This implies that neither the strain device nor the
sample and the epoxy deviated from the elastic limit during the
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A B

Figure 3.16: (a) Pressure dependence of the energy of different phonon
modes measured in YBa2Cu3O7. (b) Table of the pressure coefficients
and Grüneisen paramters measured for different phonon modes. Both
(a) and (b) are from the reference [150].

strain application.

Raman Scattering

Another way to check the strain effect is to monitor the excitations
that arise from the lattice, i.e. phonons. External pressure results
in a decrease of the lattice constant, which leads to an increase of
the effective spring constant between atoms and thus an increase
of the phonon energy (ω =

√
k/m).

Raman scattering is one of the most widely used spectroscopic
tools to study zone-center phonons in a solid. A variation of the
lattice parameter is reflected in a shift of the phonon energy in
the Raman spectrum. Figure 3.16(a) shows how the energy of
different phonons in YBCO changes as a function of hydrostatic
pressure. For all the investigated phonons, the phonon energy in-
creases linearly as the pressure increases. The Grüneisen paramet-
ers γ = dω/ω

dV/V , which yield the ratio between the phonon energy
change and the volume change, are shown in Figure 3.16(b).
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Figure 3.17: (a) Low-temperature phonon at ∼210cm-1 measured by
Raman in YBa2Cu3O6.67 under uniaxial pressure along the a-axis. The
spectra were measured at T=44K. (b) Raman spectra of the out-of-
plane vibration mode of the Cu in the CuO2 plane in YBa2Cu3O6.67
under unaxial pressure along the b-axis. The spectra were measured
at room temperature.

Note that the Grüneisen parameters are of the order of 1,
which means ∆ω/ω ∼ ∆V/V . This can be used to estimate the
effect of uniaxial pressure on the phonon energy. Under uniaxial
strain of 1%, the phonon energy shift is expected to be around
1%. Considering a typical phonon energy of a few hundreds of
cm-1, uniaxial pressure is expected to cause an energy change of
the phonons by several cm-1 (. 1 meV). Raman spectroscopy is
capable of detecting these tiny shifts and the Raman spectrometer
at Max Planck Institute Stuttgart has an energy resolution of 0.8
cm-1 when used with a grating with line density 1800 lines/mm.

Figure 3.17 shows the evolution of selected phonons of YBa2
Cu3O6.67 as a function of uniaxial pressure. One expects that
uniaxial pressure leads to an increase of the phonon energy, as
hydrostatic pressure does. This is shown in Figure 3.17(a). The
low-temperature phonon at 210 cm-1 hardens under uniaxial pres-
sure, which is consistent with the prediction.
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Figure 3.18: (a) Raman spectra of the B2g-phonon in Sr2IrO4 at
393cm-1 at different uniaxial strains along the [1 0 0] direction. Spectra
are shifted by vertical offsets. (b) Phonon energy change ∆ω/ω versus
uniaxial strain along the [1 0 0] direction. The red line shows the linear
fit to all the data points.

Interestingly, some phonons are observed to soften under uni-
axial pressure. Figure 3.17(b) shows an example of phonon soften-
ing upon b-axis compression. This phonon mode corresponds to
the out-of-plane vibration of the Cu atoms in the CuO2 planes
with A1g symmetry. The decrease of the phonon energy can be,
to a first approximation, explained by the expansion of the out-of-
plane lattice constant as a result of the in-plane uniaxial pressure,
as the positive Poisson ratio (νyz = −dεz/dεy) indicates. This
leads to a decrease of the effective spring constant along the out-
of-plane direction, which results in the softening of the phonon.

Another example of the strain effect is found in Figure 3.18.
Figure 3.18(a) shows Raman spectra of the B2g phonon mode
at 393cm-1 measured in the iridate compound Sr2IrO4. A sys-
tematic hardening of the phonon mode is clearly observed, as
the compressive strain increases along the [1 0 0] direction. The
phonon energy change ∆ω/ω as a function of strain is displayed
in Figure 3.18(b). The change of the phonon energy remains lin-
ear up to the nominal strain of -1% and the hysteresis observed
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Figure 3.19: Magnetization vs Temperature measured for (a) two as-
grown samples (b) a YBa2Cu3O6.67 sample. Samples were first cooled
without a magnetic field and the measurement was done with field
H=10 Oe while warming up.

in the cycle of increasing and decreasing the strain is reasonably
small (< 0.03% in strain). This provides important experimental
evidence that cuprate and iridate crystals maintain a predomin-
antly elastic behavior up to ≥-1% strain. It also implies that the
nominal strain scale based on the displacement sensor is a reliable
indicator of the actual strain in the sample.

3.4 Crystal Preparation

YBCO crystals were grown using the flux method that is de-
scribed by C.T.Lin et al. [151]. This produces single crystals
of YBCO with a size of >2 mm×>2 mm×<0.7 mm. As-grown
YBCO crystals are usually inhomogeneous in their oxygen con-
tent, revealing multiple, broad transitions of superconductivity
as shown in Figure 3.19(a).
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Figure 3.20: Relation between oxygen content in YBCO annealing
temperature and oxygen partial pressure. Figure from [152].

3.4.1 Annealing

Since cuprates reveal a variety of phases depending on the hole
doping of the CuO2 planes, it is crucial to reliably control their
doping level. In the underdoped case, a homogeneous doping level
is characterized by a sharp superconducting transition as that
shown in 3.19(b). In YBCO, this is mainly obtained by anneal-
ing the sample under specific conditions with a controlled oxygen
partial pressure. Lindemer et al. [152] characterized the oxygen
stoichiometry of YBCO for different annealing conditions of tem-
perature and oxygen partial pressure, as shown in Figure 3.20.
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There is more than one combination of parameters that results
in the same level of oxygenation in YBCO. Practically, several
aspects have to be considered when choosing reasonable control
parameters. It is recommended to work with an annealing temper-
ature high enough to finish the annealing procedure within a reas-
onable period of time. The oxygen diffusion coefficient in YBCO is
well described by the Arrhenius equation D = D0 exp (−∆E/kT )
with ∆E = 1 eV [153], which implies that the higher the temper-
ature, the higher the diffusion rate. However, the temperature
should not be too high for the furnace in light of the risk of
instabilities of the target temperature. For the preparation of
YBa2Cu3O6.67, the samples were annealed at 555 ◦C under oxy-
gen partial pressure of 0.05 bar.

3.4.2 Detwinning
After the annealing procedure, the resulting YBCO crystals have
twin domains due to orthorhombicity induced by the oxygen
atoms in the chain layer. Making the crystal twin-free is im-
portant in investigating the intrinsic anisotropy of the system.
An experimental method to detwin YBCO crystals is to apply
uniaxial pressure at an elevated temperature. This facilitates
oxygen diffusion inside the crystal and rearranges oxygens in the
new potential of the chain layer due to the external compression.
A typical method that I used is to apply 50-60 MPa of uniaxial
pressure at a temperature of 400 ◦C for 2 hours.

The presence of twin domains can be easily observed by means
of polarized optical microscopy [154], as shown in Figure 3.21. De-
pending on the relative orientation of oxygen chains with respect
to the incoming light polarization, different twin domains appear
as different colors. A signature of a detwinned YBCO crystal
is a uniform color on the surface observed under the polarized
microscope that changes under a 90◦ rotation. One should note
that this method only provides the twinning information on the
surface, due to the limited penetration depth of visible light.
Nevertheless, this simple method has always been successful in
producing high-quality untwinned YBCO crystals, which can be
further checked in the synchrotron x-ray scattering experiments.
For example, our resonant x-ray scattering experiments consist-
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Figure 3.21: Image of the YBCO single crystal taken under the po-
larized microscope (left) before detwinning (right) after detwinning.
Figure from [154].

ently observed a peak of the oxygen order only along H, but not
along K.

3.4.3 Preparation for strain experiment
Strain experiments require an intense and time-consuming pro-
cedure of crystal preparation that involves cutting and polishing
the surfaces of the crystals. The crystals for strain experiments re-
quire a needle shape that is long in the direction of applied stress
and short in the other directions. Practically, we aim to fabric-
ate needle-shaped samples with a length of >1.2 mm, a width of
0.2-0.3 mm and a thickness of 0.07-0.1 mm. Our YBCO samples
usually have dimensions of ∼2×2×0.2-0.5 mm3. Hereafter, the
detailed procedure of the sample preparation is reported:

1. Cut a large sample into ’bars’ using a wire saw, so that they
have the target width of 0.2-0.3 mm. The wire saw that
we use (WS-22 from IBS Fertigungs- und Vertriebs-GmbH)
ensures that the sample loss due to the cutting process is
≤100µm.

2. Polish the bar-shaped samples down to ’needles’ with the
desired thickness of 0.07-0.1 mm. We polish both surfaces of
the sample, in order to remove any volume near the sample
surface that might be susceptible to cleaving under shear
stress during uniaxial stress application.
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This procedure turns out to naturally select the sample portions
of greater quality out of the good YBCO crystals, as otherwise
the sample typically breaks at some point during the procedure.
For example, it was observed that samples with bad rocking scans
in XRD (e.g. having a broad peak or two peaks in ω-scans), which
indicates a large mosaicity of the crystal, tend to crumble during
the polishing process and did not survive in the end. To mention
another example, some samples show broad Bragg reflections of
(0 0 L) in the θ-2θ scan, indicating a weaker correlation along
the c-axis than that of samples with good quality. These samples
tend to easily cleave during the polishing process.
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Chapter 4

CDW in YBa2Cu3O6.67
Under Uniaxial Pressure :
Non-resonant Inelastic
X-ray Scattering

4.1 Background

4.1.1 Electron-phonon interaction and CDW in
cuprates

An increasing number of studies is pointing out the presence of
strong electron-phonon coupling associated with CDW formation
in cuprates. Inelastic x-ray scattering studies [19, 20] revealed
that the dispersion of low-energy phonons in moderately doped
YBCO shows a significant broadening at the CDW wavevector,
with pronounced anomalies at the superconducting transition
temperature Tc. In particular, Le Tacon et al. [19] observed a
giant softening of the low-energy phonons at the CDW wavevector
below the superconducting transition temperature. This calls
for further research to deepen the understanding of the role of
phonons in the CDW phenomenology.
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4.1.2 Lattice pressure studies of YBCO

Lattice pressure decreases the distance between the atoms in a
solid. In the case of YBCO, several hydrostatic pressure studies
give insights into the effects of externally applied lattice pressure.
High pressure neutron powder diffraction [155] showed an increase
of the Cu(2) valence, i.e. an increase of the effective hole doping
per Cu atom in the CuO2 plane, under hydrostatic pressure,
resulting from the reduced distance between the CuO2 plane and
the CuO chain layer. Optical studies under hydrostatic pressure
[156] revealed an increase of the exchange interaction J , which
might be a reflection of several effects, such as an increase of
the hopping integral t, an increase of effective hole doping that
reduces the exchange interaction or even possible phonon-magnon
coupling. The high pressure effect on superconducting Tc was
also studied [157] and utilized to get access to the far-overdoped
region of YBCO, which has not been explored previously with
chemical substitution.

At the time of writing, experimental data that show how the
CDW responds to hydrostatic pressure, and in general against
lattice pressure, are minimal. This seems to be mainly due to the
technical difficulties in hydrostatic pressure experiments. A con-
ventional way of reaching high pressure is using a diamond anvil
cell, which is composed of a gasket and two culets of diamonds
on each side that are a few hundred microns in diameter. This
already complicates the sample preparation. Especially in photon
scattering experiments, it is difficult to control stray signals from
the diamonds and/or other materials, such as a fluorescence from
defects inside the diamond or Compton scattering from the dia-
mond itself.

Only quite recently, a few pioneering experiments were car-
ried out. Inelastic x-ray scattering experiments [158] showed that
the phonon anomaly at the CDW wave vector disappears at the
hydrostatic pressure of 1.5 GPa, which was interpreted as a sup-
pression of the CDW by hydrostatic pressure. This is supported
by an elastic x-ray scattering experiment, which did not detect
a CDW signature at P=1 GPa [159]. On the other hand, Hall
measurements show conflicting results, suggesting either little
change [160] or suppression [161] of the CDW under hydrostatic
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pressure. NMR results [162] show a weak dependence of CDW on
hydrostatic pressure. Further investigations are needed to reach
a consensus on the CDW response under hydrostatic pressure.

4.1.3 Uniaxial pressure as a new perturbation
method

In the doping range of interest (i.e., the underdoped region around
p=0.12), hydrostatic pressure leads to an increase of the super-
conducting Tc at low pressure (P ∼1 GPa) [157]. On the other
hand, uniaxial pressure was shown to cause different and even
opposite effects to Tc depending on the pressure direction [163].
In fact, the isotropic nature of hydrostatic pressure inevitably
obscures the contributions of individual effects, reflecting a net
sum of opposite effects.

In this perspective, uniaxial pressure is better suited as a para-
meter to tune the physical properties in YBCO. Recently, Hicks
et al. [8] observed an anisotropic response of Tc in Sr2RuO4 under
uniaxial pressure, using the piezoelectric strain device that they
developed. The small size of the device, the open space around
the sample and its compatibility with cryogenic environments are
well-suited for scattering experiments as well. The strain level
that the device can reach goes up to 1-2%. Converted to pressure
using the Young’s modulus of YBCO (154.3 GPa) [164], this is
approximately 1.5-3 GPa. Considering that the high pressure
inelastic x-ray scattering study [158] showed a drastic change of
the CDW under much lower pressure, uniaxial stress of a similar
scale is expected to cause a noticeable change in the CDW.

4.2 Experiment

Inelastic x-ray scattering experiments were carried out at the
beamline ID-28 of the ESRF. The spectrometer of this beamline
has 9 crystal analyzers that enable acquisition of energy-resolved
scattering intensity at 9 different scattering vectors simultan-
eously. Our experiments utilized a transmission geometry, where
we measure scattered photons that passed through the sample.
In this geometry, control of the sample thickness is critical for
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Figure 4.1: A needle-shaped sample prepared for strain experiments.
The central part of the sample was further thinned down using the
focused ion beam technique.

a successful measurement within a given experimental time win-
dow. Both too thin or too thick samples are not adequate, since
they require a long averaging time to obtain statistically reas-
onable photon counts. Indeed, too thin samples provide only a
small probing volume, while too thick samples absorb most of the
incident/scattered photons.

In order to maximize the scattering intensity, a conventional
approach is to prepare a sample with a thickness comparable to
its absorption length. The absorption length of photons with an
energy of 17.794 keV in YBa2Cu3O6.67 is estimated to be around
40 microns.1 For the experiment, the sample was first polished
down to 120 µm and then further thinned down using a focused
ion beam. The resulting sample is depicted in Figure 4.1.

We chose the a-axis as direction of the uniaxial pressure for
various reasons. In underdoped YBa2Cu3O6+x, various oxygen
orders in the chain layer are found depending on the oxygen
doping level. These orders have distinct patterns and periodicities
along the a-axis and they translate into intense Bragg reflections
along H in the reciprocal space.

In particular, YBa2Cu3O6.67 displays an ortho-VIII order in
the chain layer, which gives strong elastic peaks at H=3/8, 5/8.

1This can be easily calculated at the website http://henke.lbl.gov/
optical_constants/atten2.html.
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4.2. Experiment

Figure 4.2: (Left) Reciprocal space map of (H 0 L) plane in
YBa2Cu3O6.6 (Right) Reciprocal space map of (0 K L) plane in
YBa2Cu3O6.6. For each figure, the left half of the image was taken at
T=90K, while the right half was taken at room temperature. Figures
are taken from [19]

This specifically disturbs the measurement of the CDW along the
H-axis, where the CDW peak is observed at H∼0.31, quite close
to H=3/8=0.375. The scattering intensity from the CDW is very
small and it can be easily shadowed by any nearby elastic signals
in the reciprocal space. The presence of the ortho-VIII order in
the (H 0 L) scattering plane, which obscures the already-weak
CDW signal, was illustrated by Le Tacon et al [19], as shown in
Figure 4.2.

For this reason, we chose to investigate the (0 K L) plane of the
reciprocal space. Practically, there are two ways of establishing
(0 K L) as the scattering plane, as shown in Figure 4.3. The
first is to make a long a-axis needle and put it perpendicular
to the scattering plane (Figure 4.3(a)). This approach enables
us to apply a stress along the a-axis and study the CDW and
phonons at Q vectors with high L, e.g. around QCDW = (0 0.31
6.5). Another way is to make a long b-axis needle and mount
it parallel to the scattering plane. With this method, one can
apply uniaxial pressure along the b-axis and get access to inelastic
signals at Q with high K, e.g. around QCDW = (0 2-0.31 0.5).

Both approaches are experimentally feasible, but we chose
the geometry of a-axis strain (Figure 4.3(a)) over that of b-axis
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(a) (b)

Strain along a-axis
(0 K L) sca�ering plane
Possible QCDW = (0 0.31 6.5)
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Possible QCDW = (0 2-0.31 0.5)
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Beam
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Figure 4.3: (a) Schematic picture of the scattering geometry when
strain is applied along a-axis (b) Schematic picture of the scattering
geometry when strain is applied along b-axis

strain (Figure 4.3(b)). In the geometry for b-axis strain, the
sample plates lie within the (0 K L) scattering plane with the
risk to possibly block either incoming or scattered photons at
some intermediate angles of rotation. The a-axis strain geometry
is free from this risk and only restricted by the designed angular
opening of the device = 45◦. This is well below our 2θ of interest
∼ 20◦.

In addition, the previous IXS study of Le Tacon et al. [19]
was carried out using this geometry. This provides us a guide
and a reference for the features observed in the inelastic spectra
of underdoped YBCO in the absence of strain.

Last but not least, underdoped YBa2Cu3O6.67 has an or-
thorhombic crystal structure with a ∼3.82Å < b ∼3.88Å. Apply-
ing uniaxial pressure along the a-axis makes the crystal structure
more orthorhombic. This leads to a more extreme condition for
the underlying electronic system and is expected to grant access
to a new region in the phase space of cuprates, which is impossible
to study in the bulk crystal under ambient pressure.
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Figure 4.4: Inelastic spectrum of YBa2Cu3O6.67 at Q = (0 0.27 6.5).
Solid lines are fitted functions of the corresponding elements. Red line
is the sum of elastic lines and phonons.

4.2.1 Typical IXS spectrum
Figure 4.4 shows a typical spectrum of YBa2Cu3O6.67 measured in
our experiment. This spectrum was measured at the wavevector
Q = (0 0.27 6.5). In the energy range between 0 and 25 meV,
several distinct peaks are observed. They can be assigned to
elastically scattered intensity and phonons, both of which are
convoluted with the energy resolution function.

A scan of the elastic intensity vs momentum around QCDW
provides the correlation length (inverse of the peak half-width)
of the CDW domains along the scan direction. The study of the
CDW peak width and intensity against external perturbations,
such as magnetic field, temperature or uniaxial strain, is one of
the typical methods to understand the CDW phenomenology in
cuprates.

4.2.2 Energy resolution
The energy resolution of the IXS spectrometer depends on many
factors, such as the Darwin width of the crystal monochromator,
geometrical factors from the optics and any imperfection of the
x-ray optics. Our experiment used an incident photon energy of
17.794 keV from the Si(9 9 9) reflection of the crystal monochro-
mator. The total energy resolution of the experimental setup was
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Figure 4.5: Inelastic spectrum measured from PMMA. Fitting using
the pseudo-Voigt function (red line) gives a perfect fit with the FWHM
(Full Width Half Maximum) of 2.963 ± 0.017 (meV).

measured using PMMA as a scatterer, as shown in Figure 4.5. It
gives an energy resolution of 2.963±0.017 meV consistent with
the expectations for ID-28.2

4.2.3 Momentum resolution

The spectrometer is 7 meters away from the sample and the
detector slit size was set to 20 (horizontal) × 50 (vertical) (mm2)
during the measurement. Since the beam size (50 x 40 µm2) is
much smaller than the detector slit and the beam divergence of
40 (horizontal), 20 (vertical) µrad is negligibly small compared to
the solid angle of the detector (20/7000∼2.86 mrad) with respect
to the sample position, only the geometric path of the beam is
taken into account here.

With this information, our momentum resolution can be es-
timated in the following way. Using the Laue condition (∆k = Q)

2https://www.esrf.eu/UsersAndScience/Experiments/DynExtrCond/
ID28/Characteristics
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and elementary trigonometry, we have

|Q|2 = 2|k|2(1− cos(2θ))

|Q| =
√

2|k|
√

1− cos(2θ)

∆|Q| =
√

2|k| sin(2θ)√
1− cos(2θ)

∆(2θ)

Our measurements near Q = (0 0.31 7) give 2θ ∼ 24◦. Plug-
ging 2θ = 24◦ and ∆(2θ)=20/7000 rad into the above equation
gives ∆|Q| = 0.004 (1/Å). Projection of ∆|Q| onto K and L
results in momentum resolutions of ∆K ∼ 0.0016 (r.l.u.) and ∆L
∼ 0.023 (r.l.u.) in HWHM.

4.3 Results

4.3.1 Enhancement of 2D-CDW under uniaxial
pressure

Figure 4.6 compares the IXS intensity measured without strain
and at 1.0% compression along the a-axis. Several spectra were
measured at various momentum transfers around Q = (0 0.31 6.5)
along K. The spectral features observed in the accessible energy
range can be categorized into two main contributions: quasi-
elastic intensity (at zero energy) and phonons (finite energy).

Quasi-elastic central peak

Near zero energy, a well-known quasi-elastic central peak is ob-
served in the unstrained case, which peaks at Q = (0 0.31 6.5)
(Figure 4.6(a)). The intensity of this peak increases under 1.0%
compression along the a-axis, as seen by a brighter spot near zero
energy in Figure 4.6(b).

To give a quantitative analysis on the uniaxial pressure ef-
fect on the CDW, quasi-elastic intensities are extracted from the
spectra. Figure 4.7(a) shows the momentum dependence of the
elastic intensity around Q = (0 0.315 6.5) at different uniaxial
pressure levels. As the pressure increases, the CDW peak grows
in intensity. Figure 4.7(b) shows that the intensity enhancement
is smooth as a function of the applied strain. The intensity of
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(a) (b)

Figure 4.6: Color plot of the raw IXS intensity as a function of mo-
mentum transfer Q = (0 K 6.5) along K. For better visualization with
higher contrast, square root of the IXS intensity was plotted. Dashed
lines represent the calculated dispersion of the low-lying acoustic mode.
The solid lines with white points are a guide to the eye that shows a
superconductivity-induced softening. Same measurements were done
(a) in the unstrained condition and (b) under a compression of -1.0%.
Stars indicate the spectral weight from the soft optical phonon mode.
Vertical dotted line shows the position of the CDW wave vector in the
reciprocal space.

the peak increases by a factor of two upon 1.0% compression.
The peak width (HWHM) shows a gradual decrease, indicating
that the correlation length of the CDW becomes larger under
uniaxial pressure. In summary, uniaxial pressure along the a-axis
enhances the CDW along the b-axis.

Phonon

At excitation energies around 8 meV, the dispersion of the low-
lying acoustic phonon (solid white line) can be observed for the
unstrained case in Figure 4.6(a). The Kohn anomaly at the
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(a) (b)

Figure 4.7: (a) Elastic intensity scans of 2D-CDW as a function of
uniaxial pressure. (b) Integrated intensity, peak width HWHM against
uniaxial pressure.

CDW wave vector Q2D = (0 0.31 6.5) discovered in the previous
study [19] is nicely reproduced here. The calculated phonon
dispersion from DFT (white dashed lines) does not capture the
observed phonon softening, indicating that it stems from some
strong correlation effect.

At 1.0% compression along the a-axis (Figure 4.6(b)), the
Kohn anomaly of the low-lying acoustic mode is still visible. On
top of that, there is an additional spectral weight below the energy
of the acoustic phonon mode, makred by stars. This is a distinct
new feature which is not observed in the unstrained case. The
origin of the new low-energy spectral weight will be discussed in
the following section.

4.3.2 Emergence of 3D-CDW under uniaxial
pressure

In-phase correlation along the c-axis

Figure 4.8(a) shows the L-dependence of the elastic intensity at
different strain levels. In the unstrained case, we observed the
well-known broad peak centered around L∼6.5, typical of the
quasi-2D CDW at ambient pressure in YBCO. The inverse of the
peak width along L (FWHM∼0.5 r.l.u.) provides the correlation
length along the c-direction, which gives a rough estimate of less
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(a) (b)

Figure 4.8: (a) Elastic scans around Q3D−CDW = (0 0.31 7) along L
at different strains. (b) Elastic scans around Q3D−CDW = (0 0.31 7)
along K at different strains.

than one unit cell (ξc = c
π×FWHM ∼ 0.6c) along the c-direction.

This indicates that the correlation does not even extend beyond
one unit cell, mainly showing a 2D-character. It is weakly peaked
at an half integer L value (Lpeak = 6.5), which indicates that it
has a very weak anti-correlation between neighboring unit cells.

As uniaxial pressure along the a-axis increases, a small but
growing feature begins to appear at L=7. At the uniaxial pres-
sure of 1.0% along the a-axis, a sharp, intense peak appears at
L=7. The sharpness of the peak, compared to the broad bump of
the 2D-CDW, indicates a long correlation length along the c-axis,
revealing a three-dimensional character of the new charge mod-
ulation. The integer value of the peak center shows an in-phase
correlation along the c-axis, distinct from the 2D-CDW with the
weak anti-correlation between unit cells.

Figure 4.8(b) shows the strain dependence of the elastic peak
along K in the reciprocal space. The new 3D-CDW peak is
centered at K∼0.315, showing the same incommensurability as
the 2D counterpart. Note that the plot uses a logarithmic scale,
in order to show both the sudden appearance of the 3D-CDW
intensity upon a-axis compression and its much stronger intensity
compared to the 2D-CDW.
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Figure 4.9: (a) Mutual inductance measurement at different strain
levels along a-axis. The inset shows the photo of the coils wrapped
around the sample under strain. (b) Constant mutual inductance
levels extracted from the data in panel(a). 20, 40, 60 and 80% lines
correspond to the cuts at 2.60, 2.66, 2.72, and 2.78 nH.

From the elastic scans along K and L, the HWHMs of the
peak are estimated to be σb ∼ 0.002 r.l.u. and σc ∼ 0.02 r.l.u.
Since these values are comparable to the momentum resolution
limit (∆K ∼ 0.0016 r.l.u. and ∆L ∼ 0.023 r.l.u.), it is reasonable
to take the measured inverse peak widths as lower bounds of the
correlation lengths.

Note that a new peak appears at L = 6 as well. The pres-
ence of the new peaks at integer L (L = 6,7) indicates that the
new peak arises from the periodic arrangement of charges that is
commensurate with the underlying lattice along the c-axis. This,
in turn, rules out the possibility that this has an extrinsic origin
(not related to the bulk sample under strain), e.g. a Bragg peak
of a broken piece of YBCO resulting from the high level of strain.

Long-range correlation of 3D-CDW

The peak widths along K and L give correlation lengths of ξb ∼
80b ∼ 310 Å and ξc ∼ 8c ∼ 94 Å. Elastic scans along H were
not possible due to limitations in the scattering geometry, where
the H-axis is perpendicular to the scattering plane. Although
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(a) (b)

Figure 4.10: (a) Elastic scans around Q3D−CDW = (0 0.31 7) along L
at different temperatures. (b) Elastic scans around Q3D−CDW = (0
0.31 7) along K at different temperatures.

a direct measurement of the correlation length of the 3D-CDW
along H-axis will be possible only with a proper four-circle dif-
fractometer, we take the correlation length along the a-axis to
be ξa ∼ ξb ∼ 310 Å, following the case of the 2D-CDW, where
the correlation lengths along the a and b-axis are similar. This
provides a correlation volume of the 3D-CDW as ξa × ξb × ξc
∼ 9033400 Å3 ∼ 52000 unit cells. This value is much greater
than the correlation volume of 2D-CDW nanodomains (∼ 250
unit cells), demonstrating the distinctive long-range nature of the
uniaxial-strain-induced 3D-CDW.

Competition with superconductivity

Figure 4.10 shows the temperature dependence of the strain-
induced 3D-CDW quasi-elastic peak. A clear peak at L=7 is
visible at T=70K, well above the superconducting critical tem-
perature Tc at ambient pressure (Tc = 65 K). This is the first
observation of a 3D-CDW without the suppression of supercon-
ductivity by a high magnetic field. Our finding of the 3D-CDW
above the superconducting dome implies that the high field state
of the cuprates is not a necessary condition for the formation of
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Figure 4.11: Integrated intensity and peak width (HWHM) along K
of the 3D-CDW peak at -1.0% compression along a-axis as a function
of temperature.

the 3D-CDW. This implies that the 3D-CDW can grow without
the aid of the superconducting vortex cores as nucleation centers.

The intensity of the 3D-CDW peak is maximum around T=50-
60 K. Below T=50K, it loses most of its intensity and at T=24K,
it is hardly visible. The overall behavior of the 3D-CDW elastic
peak against temperature is visualized in Figure 4.11. The estim-
ated superconducting Tc at -1.0% a-axis compression is around
50-60K (Figure 4.9). This coincides with the temperature, where
the 3D-CDW peak starts to drop in intensity, implying that like
the quasi-2D CDW at ambient pressure, the strain-induced 3D-
CDW exhibits a clear competition with superconductivity. It is
worth noting that the 3D-CDW shows a stronger competition
with superconductivity than the quasi-2D CDW. This is evid-
ent from Figure 4.10(a). The 2D-CDW broad peak centered at
L=6.5 decreases by half in intensity at T=24K, compared to its
maximum intensity at T=50-70K, whereas the intensity of the
3D-CDW sharp peak at L=7 decreases dramatically by more than
an order of magnitude, when going from T=50K to T=24K.
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4.3.3 Complete softening of an optical phonon at
the onset of the 3D-CDW

Acoustic phonon anomaly in the absence of strain

Figure 4.12(a) shows inelastic spectra measured at different K
along (0 K 7) in the reciprocal space in unstrained conditions.
In the energy range [0, 20] meV, three3 distinct phonon peaks
are visible. Similarly to the phonon softening observed for the
2D-CDW, a Kohn anomaly is observed in a narrow region around
the 3D-CDW wave vector Q3D = (0 0.31 7), as marked by gray
arrows. Away from Q3D, the observed IXS intensity follows the
calculated phonon dispersion, depicted by red lines.

Softening of a new optical phonon under strain

At -1.0% strain, where the quasi-elastic peak of the 3D-CDW is
observed, the acoustic phonon anomaly is no longer visible. In Fig-
ure 4.12(b), the gray arrows show that the energy of the acoustic
phonon does not soften, but agrees rather reasonably with the cal-
culated phonon dispersion. Strikingly, another phonon (marked
by red arrows) undergoes a remarkable softening. This has not
been observed in previous measurements and is not predicted
by the DFT calculation. The energy of the new phonon is even
below the existing acoustic phonon energy and we assign it to an
optical phonon. The softening of the new optical phonon is only
observed in a narrow region of the reciprocal space nearQ3D = (0
0.315 7) along K and gets stronger as it approaches the 3D-CDW
wave vector Q3D along K.

The magnitude of the optical phonon softening is also observed
to be maximum at Q3D when scanned along L, as shown in
Figure 4.12(c). The low-energy optical phonon, as shown by the
arrows, is visible at all L values L=6.5-7 under -1.0% strain and it
softens more as it approaches L=7, i.e. Q3D. The coincidence of
the momentum dependence of the optical phonon softening with
Q3D indicates an intimate relation between the optical phonon
softening and the emergence of the 3D-CDW. It is interesting to

3Actually, two phonon branches exist around 10 meV, which cannot be
resolved within our experimental energy resolution
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Figure 4.12:
(a) IXS intensity measured at different K along (0 K 7) in the
absence of strain. Solid lines represent the fitted result, each phonon’s
contribution of which is shown on the spectrum measured at K=0.27.
(b) Same, measured at -1.0% compression along a-axis and T=41K,
to remain below Tc(εxx=-1.0%) ∼ 50-60K.
Red lines on (a) and (b) indicate the calculated dynamic structure
factor of the phonons. Gray arrows indicate a low-lying acoustic
phonon. Red arrows point to a new soft optical phonon.
(c) Comparison of the inelastic spectra between the unstrained state
and -1.0% compression along a-axis, measured at different L along
(0 0.315 L) in the reciprocal space. For the spectra under a-axis
compression, arrows indicate the energy of the soft optical phonon
mode, whereas ticks indicate the energy of the acoustic phonon mode.
The long gray column represents the energy of the acoustic phonon
without strain.
(d) Inelastic spectra measured at Q=(0 0.315 7) as a function of
temperature.
(e) Color plot of the IXS intensity as a function of temperature on
a log scale. Data points correspond to the energy of each phonon
observed in the spectra. Dotted lines are guides to the eye that
represent possible scenarios of the temperature dependence of the soft
optical phonon.
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note that under 1.0% compression, the acoustic phonon hardens
as it approaches Q3D, showing anti-correlation with the optical
phonon softening.

Soft phonon mode in the development of the 3D-CDW

Figure 4.12(d) shows the temperature dependence of the spectra
measured at Q3D under -1.0% strain. The new optical phonon
shows a remarkable temperature dependence. Going from 70K
to 16K in temperature, the energy of the new optical phonon
changes by more than 3 meV, whereas other phonons merely
fluctuate in energy within the resolution limit4. This reveals a
distinct character of the new phonon induced under strain.

Different responses of phonons as a function of temperature
are displayed in Figure 4.12(e). It is interesting to note the
correlation between the quasi-elastic intensity of the 3D-CDW
and the new optical phonon (red square) energy. As the 3D-CDW
approaches the maximum intensity (bright spot near T=50-60K),
the optical phonon softens close to zero energy. Below T=50K
in the superconducting state, the 3D-CDW intensity decreases
dramatically and the optical phonon hardens. This is reminiscent
of the soft-phonon-mode-driven CDW observed in 2H-NbSe2 (also
marked as black-dotted lines in Figure 4.12(e)).5

4.4 Discussion

4.4.1 Comparison with magnetic-field-induced
3D-CDW

Our uniaxial pressure study is not the first discovery of 3D-CDW
order in underdoped YBCO. Recently, several x-ray scattering
studies [130, 131] on YBCO under high magnetic field (close to
or larger than Hc2) observed the emergence of the 3D-CDW. The

4Presence of multiple phonons between 8 and 20 meV and the experi-
mental energy resolution of ∼ 3 meV make it difficult to extract the exact
phonon energy

5However, the scenario of a simple hardening upon cooling marked as
gray dotted lines cannot be excluded.
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magnetic-field-induced 3D-CDW has the same incommensurabil-
ity as the 2D-CDW and shows distinct features in thermodynamic
probes, such as sound velocity measurements [165], Hall effect
measurements [166] and NMR [135].

It is not directly self-evident whether the magnetic-field-induced
3D-CDW and the uniaxial-pressure-induced 3D-CDW share the
same origin. Experimentaly, they do share the same phenomeno-
logy, such as the 3D-CDW having the same incommensurability
as its 2D counterpart, much larger correlation volume than that
of the 2D-CDW, and a preceding 2D-CDW enhancement prior
to the 3D-CDW formation. The suppression of superconductiv-
ity is in favor of the formation of the 3D-CDW in both cases.
In the case of magnetic field, the 3D-CDW was observed only
along the b-axis and not along the a-axis. Interestingly, the
uniaxial-pressure-induced 3D-CDW was also observed along the
b-axis. Whether uniaxial pressure can induce 3D-CDW along the
a-axis is an interesting question that will be addressed in the next
chapter.

4.4.2 Comparison between 2D- and
uniaxial-pressure-induced 3D-CDW

The quasi 2D-CDW observed in YBCO and all cuprate famil-
ies is generally not in line with the conventional charge density
wave systems, which is qualitatively described by the Peierls the-
ory. The theory of Peierls predicts that an electronic instability
arises in low-dimensional metals due to the divergent charge sus-
ceptibility at the nesting vector connecting two points on the
Fermi surface. Finding a nesting vector on the Fermi surface of
underdoped YBCO can test the validity of this approach. Unfor-
tunately, YBCO is not the best material to study with ARPES.
It tends to be cleaved between the BaO layer and the CuO chain
layer, not on the CuO2 plane [167, 168]. Moreover, the top-most
layer of YBCO becomes heavily overdoped [169] after cleaving,
preventing a study of the bulk properties of underdoped YBCO.

Apart from the absence of reliable Fermi surface information,
there are many experimental features that are not easily under-
stood in the framework of conventional CDW systems: (i) the
2D-CDW in YBCO has a broad transition, compared to sharp
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CDW transitions in systems like 2H-NbSe2 [170] and ZrTe3 [171].
(ii) Experimental evidence of the 2D-CDW phase from thermo-
dynamic probes is still lacking. (iii) Electron-phonon coupling
does not lead to a complete softening of the phonon, even when
the quasi-elastic CDW peak is established. (iv) Phonon softening
occurs at the superconducting transition temperature, not at the
CDW transition temperature.

On the other hand, the uniaxial-pressure-induced 3D-CDW
shows many features that are opposite to the features of the
2D-CDW: (i) It has a sharp transition with respect to uniaxial
pressure and temperature. (ii) Since the discovery of the 3D-CDW
under strain is new, there have not yet been studies with thermo-
dynamic probes under sufficiently high strain. However, various
studies [135, 165, 166] have detected a thermodynamic transition
under high magnetic field that coincides with the 3D-CDW trans-
ition under magnetic field. (iii) An apparent complete softening
of an optical phonon due to strong electron-phonon coupling at
the 3D-CDW wave vector coincides with the emergence of the
induced 3D-CDW peak.

4.5 Conclusions

The CDW in YBCO was studied using non-resonant inelastic
x-ray scattering under uniaxial pressure applied along the a-axis,
which makes the lattice more orthorhombic. a-axis pressure not
only enhances the existing quasi-2D CDW along the b-axis, but
also develops a new 3D-CDW that is commensurate with the
c-axis periodicity. The correlation volume of the 3D-CDW is
two orders of magnitude larger than that of the 2D-CDW. It is
remarkably long-ranged, unlike the 2D-CDW nano-domains.

The complete softening of the new optical phonon, which is not
present in the unstrained case, is observed, happening alongside
the onset of the 3D-CDW. This fits well into the conceptual
framework of soft-phonon-mediated structural phase transition,
consistent with the notion that the uniaxial-pressure-induced 3D-
CDW is a thermodynamic state in YBCO.

Our research opens a new research field of studying charge
density waves using uniaxial strain, investigating a previously
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unexplored phase space of high-Tc cuprates. It also emphasizes
again the importance of strong electron-phonon interactions in
the formation of CDWs in YBCO.
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Chapter 5

CDW in YBa2Cu3O6.67
Under Uniaxial Pressure :
Resonant Inelastic X-ray
Scattering

5.1 Background

Previous inelastic x-ray scattering experiments on CDW under
uniaxial pressure provided a new way of realizing the 3D-CDW
in cuprates at -1.0% strain along the a-axis, without the need
of a magnetic field exceeding 15T as in previous work on 3D-
CDW. The technical challenges connected to the implementation
of uniaxial strain are minor compared to those of the experiments
under high fields, thereby giving uniaxial strain a clear advantage
for the extensive investigation of the 3D-CDW using a variety of
experimental techniques.

Although inelastic x-ray scattering experiments provided us
detailed information regarding the intimate relation between
charge density waves and phonons, its photon-hungry nature
along with the limited accessible geometries make it challenging
to perform comprehensive studies exploring large volumes in re-
ciprocal space. Taking momentum-dependent spectra along one
principal axis with good statistics required almost 10 hours in our

113



5. CDW in YBa2 Cu3 O6.67 Under Uniaxial Pressure
: Resonant Inelastic X-ray Scattering

previous measurements. Considering that typical x-ray diffrac-
tion experiments require measurement times ranging from a few
seconds to minutes for one scan, IXS is extremely time-consuming
and slow. In addition, once a scattering plane has been defined,
for example (0 K L), the IXS setup and cryostat do not allow one
to change the scattering plane to (H 0 L), without removing the
sample and remounting it.

Specific to underdoped YBa2Cu3O6+x, the oxygen order in
the chain layer makes it difficult to study the CDW along the
a-axis, as mentioned in the previous chapter. Our sample of
interest has a doping level p=0.12, where the ortho-VIII oxygen
order is present. This gives a substantial elastic intensity at the
wave vector Q//=(0.375 0) in 2D-Brillouin Zone (2D-BZ). Thus,
very weak CDW signals are easily shadowed even by the tails of
the chain elastic peaks.

We chose to perform resonant x-ray scattering (RXS) meas-
urements to overcome this issue. RXS at the Cu-L3 edge has
been extensively used in the research of the CDW in cuprates.
By tuning the energy to the resonant edge of Cu(2) atoms in the
CuO2 planes (∼931.3 eV), it greatly enhances the scattering cross
section of the CDW signal upon others. This significantly reduces
the problem of having intense elastic background signals from the
chain order and enables us to access all geometries, including
those to study the CDW along the a-axis.

5.2 Experiment

Resonant inelastic x-ray scattering(RIXS), which was described
in Chapter 3, combines the energy resolving capabilities of IXS to
single-out the quasi-elastic scattering signal, with the advantages
of resonant enhancement of the scattering from Cu atoms in the
CuO2 planes while excluding the signal from the chains. RIXS
experiments were carried out on the ERIXS spectrometer at the
beamline of ID32 in the ESRF. The utilization of the in-vacuum
four-circle diffractometer manipulator of ERIXS removes the lim-
itations in the scattering geometry of the previous experiment.
It provides access to new directions in reciprocal space, covering
the wave vectors of charge density waves both along the a- and
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Figure 5.1: Schematic picture of the scattering geometry with the strain
device, when CDW of interest is (a) perpendicular to the direction of
uniaxial pressure (b) parallel to the direction of uniaxial pressure.

b-axis in a single experiment.
Figure 5.1(a) shows the scattering geometry of the experi-

ment with the strain device. The sample is placed at the center
of rotation, so that it stays on the incident beam regardless of
changes in angles. In order to maximize the scattering signal
from charge, σ-polarization of the incident beam was used. The
scattered photons are not polarization-resolved, therefore contain
both σ- and π-polarizations.

With the scattering geometry in Figure 5.1(a), a CDW whose
modulation is perpendicular to the direction of uniaxial pressure
can be studied. A study of the CDW parallel to the uniaxial
pressure direction can be performed by rotating the sample by
90◦ around the c-axis (φ-rotation). This is illustrated in Fig-
ure 5.1(b). With this geometry, the finite thickness of the sample
plate restricts the scattering angle of the experiment and has
a potential risk of beam shadowing by the sample plates. Our
experiment was designed for an angular opening of 132◦ in this
geometry. The absence of shadowing in this range was carefully
checked by monitoring the intensity of dd-excitations during the
scan, which is expected to remain constant in σ-polarization.

The goal of the experiment is to collect comprehensive informa-
tion on the CDW responses under uniaxial pressure. This involves
all combinations of a-axis/b-axis pressure and CDW wavevector
along the a-axis/b-axis. Since changing the strain direction in a
single experiment is technically not possible, we took the following
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along a-axis

CDW satellite
along b-axis

Scan directions

Figure 5.2: Schematic picture of the momentum scans in the experi-
ment. For each of the CDW satellites along the a- and b-axis, scans
along H,K and L were done.

approach.
First, under uniaxial pressure along the a-axis, we did meas-

urements on the CDW along the a- and b-axes. Then, we switched
to the experiment under uniaxial pressure along the b-axis and col-
lected the information on the CDW along the a- and b-axes again.
For each measurement on the CDW satellite peaks, momentum
cuts along H, K and L were scanned, as shown in Figure 5.2.
Some of the scans were not performed due to the angular limit
of the motors or beam shadowing. For example, the scans along
L involves a grazing condition for either the incident or scattered
beam. This becomes problematic when measuring an L-scan of
the CDW parallel to the pressure direction (Figure 5.1), since
one of the beams is completely shadowed by the sample plates.

5.2.1 Typical RIXS spectrum
A typical RIXS spectrum of underdoped YBCO is shown in Fig-
ure 5.3. Various features are observed in different energy ranges.

(i) Elastic signal : The intensity comes from the photons elast-
ically scattered from the sample. It is observed as a sharp
peak at zero energy loss. It is not a delta-function because
of the instrumental factor (e.g. finite bandwidth from the
grating of the monochromator, the grating of the spectro-
meter, and the detector). In our measurements, we chose a
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Figure 5.3: Example RIXS spectrum of YBa2Cu3O6.67 measured at
Q// = (0 0.315) with incident π-polarization. The plot on the right
side in the red rectangle is the enlarged spectrum in the energe range
[-0.75 0.25].

combined resolution of the setup ∼60 meV, which is coarser
than the highest resolution offered by the spectrometer, but
allows for a reasonable photon flux. On top of a background
coming from the tail of the Fresnel reflectivity, the resid-
ual roughness of the sample surface and thermal diffuse
scattering, the intensity of the elastic peak represents the
quasi-static electronic charge density with the measured
wave vector. Therefore, the momentum dependence of this
intensity is used to identify the CDW modulation, as was
done in the previous chapter. The analysis of the elastic
intensity under uniaxial pressure will be the main content
of this chapter.

(ii) Phonons : They lie in the energy range from 0 to ∼80 meV.
Since our energy resolution is comparable to the phonon
energy, it is quite challenging to accurately separate the
weaker phonon intensities from the stronger elastic intens-
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ity. This is different from the non-resonant inelastic x-ray
scattering experiment in the previous chapter, whose high
energy resolution allowed tracking of individual phonon dis-
persions. Therefore, analysis of the phonons is not a main
goal of the RIXS study.

(iii) Magnons : They disperse as a function of momentum in the
energy range ∼0-300 meV. Since it is quite separated from
the elastic peak, thanks to the large superexchange coupling
J in cuprates, one can extract the detailed spectroscopic
information from the spectra. Magnon peaks are observed
to be sharper as the system goes towards lower doping levels
and get more damped at higher doping. The magnons did
not show a noticeable change under uniaxial pressure and
will not be discussed in this chapter.

(iv) dd-excitations : They occupy the energy range ∼1-3 eV.
These are orbital excitations of the 3d9 hole from dx2-y2

to other d-orbitals, such as dxy,yz,zx, d3z2-r2 and they are
usually the most distinctive feature in the spectrum. The
dd signal shows distinctive peaks for each excitation as the
doping level decreases, whereas they get broader as the hole
doping increases. No big change in the dd-excitations was
observed under uniaxial pressure. These excitations are not
treated in this chapter.

(v) Charge transfer excitations : They give rise to a very broad
feature observed in the energy range ∼3-10 eV. When an
incident photon excites an electron from the Cu-2p to the
Cu-3d state, it creates a core hole in the Cu-2p state. The
strong core-hole Coulomb potential causes charge from the
ligand oxygen to move into the Cu site to screen the core
hole. Then, the excited 3d electron decays to fill the 2p core
hole, leaving an electron-hole charge-transfer excitation in
the final state. Therefore, the energy of the scattered photon
corresponds to the energy of charge transfer excitations from
the oxygen ligands to the Cu-3d states.
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Figure 5.4: (left) Center of the elastic peak position on the CCD as
a function of the incident x-ray energy. (right) Elastic peak in the
spectrum of W/B4C.

5.2.2 Energy resolution
The energy resolution of the RIXS spectrometer depends on vari-
ous factors. The bandwidth of the incident x-ray beam, which is
determined by the grating of the monochromator and the opening
of the entrance slit, directly affects the combined energy resolu-
tion of the beamline and the spectrometer. The slope error and
roughness of the variable line spacing spherical grating used in
the ERIXS analyzer also influence the energy resolution. Other
contributions include the beam spot size at the sample and the
detector. The combined energy resolution can be obtained by
measuring a spectrum of a smooth surface in specular conditions.
Figure 5.4 shows an elastic spectrum measured on a multilayer of
[W/B4C]×40. The FWHM of the elastic peak is 3.3 pixels, which
gives ∼60 meV when converted to energy. All the spectra were
measured with this energy resolution throughout the experiment.

5.2.3 Momentum resolution
In our RIXS setup, the momentum resolution is mainly limited by
the angular acceptance of the horizontal collimating mirror, which
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20 mrad

Figure 5.5: Brief scheme of the RIXS grating spectrometer. Figure
from [172].

is located 1.1m away from the sample with an angular acceptance
of 20 mrad. The schematic picture of the optics after the sample
is visualized in Figure 5.5. As was done in the previous chapter,
using the Laue condition (∆k = Q) and elementary trigonometry,
we have

|Q|2 = 2|k|2(1− cos(2θ))

|Q| =
√

2|k|
√

1− cos(2θ)

∆|Q| =
√

2|k| sin(2θ)√
1− cos(2θ)

∆(2θ)

Using the 2θ=149.5 ◦ and ∆(2θ)=20 mrad gives ∆|Q| = 4 ×
10-4 (1/Å). For Q// = (0 0.31), the projection of ∆|Q| on the
2D-Brillouin Zone results in a momentum resolution of ∆|Q|// =
0.001 (r.l.u.). It is an order of magnitude smaller than the typical
peak width of the CDW (HWHM ∼ 0.01 (r.l.u.)), so we neglect
the contribution from the momentum resolution in our analysis.

5.3 Results

For simplicity, the 2D-CDW with the modulation vectors Qa
// =

(0.305 0) and Qb
// = (0 0.315) will be called hereafter a-CDW

and b-CDW, respectively.
Whether the CDW in cuprates has a quasi-1D stripe-like char-

acter or 2D checkerboard pattern has long been a controversy.
The experimental fact that two CDW peaks are observed at Q
= (Q* 0) and (0 Q*) is not enough to exclude one of the two
scenarios, since both scenarios are compatible with the presence
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Figure 5.6: Real-space and reciprocal-space pictures of different scen-
arios of CDW in cuprates. Figure from [174].

of two CDW peaks along H and K. The experimental observa-
tion of a non-zero static structure factor at Q = (Q* Q*) can
rule out the stripe scenario, but resonant x-ray elastic scattering
experiments in Bi2Sr2-xLaxCuO6+δ [173] have not detected any
signal along Q = (Q* Q*) in the 2D-BZ. However, it still leaves
a possibility that the null result is merely due to a low structure
factor at Q = (Q* Q*), as the absence of the CDW intensity at
higher harmonics of Q, such as Q = (2Q* 0) or (0 2Q*).

Comin et al. [174] summarized possible real space pictures of
the charge density waves and the corresponding manifestations in
the reciprocal space. These are shown in Figure 5.6. The upper
panels (Figure 5.6(a)-(d)) of the figure show various real space
scenarios of the CDW and their reciprocal space counterparts are
shown in the lower panels (Figure 5.6(e)-(f)). Semi-major/minor
axes of an ellipse in the reciprocal space represent the HWHM of
the CDW peak along H and K.

One important criterion to distinguish the checkerboard order
from the stripe-like unidirectional order is that in the case of
the former, the CDW peaks in reciprocal space should be equal
in their peak widths/correlation lengths for the two orthogonal
CDWs. That is, the a-CDW peak width along the a-axis should
be equal to the b-CDW peak width along the a-axis and the
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Figure 5.7: (a) Scans of 2D-CDW modulating along the a-axis: cuts
along H and K. Horizontal bars represent the HWHM (Half-width-
half-maximum) of the peak with the corresponding color. (b) Scans of
2D-CDW modulating along the b-axis: cuts along H and K.

same holds for the b-axis, as described in Figure 5.6(g),(h). The
measurements in underdoped YBCO with different doping levels
do not satisfy this condition, thereby indicating we are dealing
with the stripe scenario.

5.3.1 Confirming the uniaxial nature of CDW in
cuprates

The study of Comin et al. was successful in elucidating the aniso-
tropy of the CDW correlation lengths, but the technical limitation
in their experiment, which only allows rocking scans of the sample,
made it difficult to accurately measure the transverse correlation
length of the CDW. The ERIXS spectrometer that we used is
equipped with a four-circle diffractometer in the vacuum chamber,
which can overcome this technical difficulty.

Figure 5.7 shows elastic scans of both a- and b-CDW. For
each orthogonal CDW, scans along H and K are compared. Our
measurements clearly show that the scans along H and K for a
single CDW are different in their peak widths, as the different
lengths of the horizontal bars suggest. Both CDWs have larger
peak widths along H than along K, indicating that they have a
larger correlation length along the b-axis than along the a-axis.
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Figure 5.8: (a) Elastic scans along L around the b-CDW wave vector
Q = QCDW = (0 0.315 L) as a function of uniaxial pressure along the
a-axis, at T=55K. (b) Elastic scans along L around the b-CDW wave
vectorQ = QCDW = (0 0.315 L) as a function of temperature, at -1.2%
a-axis strain. The black dashed line represents the scan measured at
unstrained condition, T=55K.

Taking the widths along H and K of the CDW peak as semi-
major/minor axes, the shapes of the CDW peaks in the 2D-BZ
are drawn in the insets of Figure 5.7. It is evident that the
size of the CDW ellipses is different for a- and b-CDW. The
size of the a-CDW ellipse is smaller than that of the b-CDW,
which shows that a-CDW domains are on average larger than
b-CDW domains. The unequal size of the ellipses of the a- and
b-CDW further confirms the stripe scenario (Figure 5.6(b),(f)).
We obtained similar results from 12 samples with the same doping
level (p=0.12). The minor variation between the measurements is
reflected in the linewidth of the ellipses (Figure 5.7 insets), which
proves the high reproducibility of our results.

5.3.2 Absence of the 3D-CDW under b-axis
compression

Figure 5.8 shows how the three-dimensional correlation develops
under uniaxial pressure along the a-axis. At zero strain, no clear
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Figure 5.9: (a) Elastic scans along L around the a-CDW wave vector
Q = QCDW = (0.31 0 L) as a function of uniaxial pressure along the
b-axis, at T=55K.
(b) Elastic scans along L around the a-CDW wave vector Q = QCDW
= (0.31 0 L) as a function of temperature, at -1.0% b-axis strain. The
black dashed line represents the same scan measured at unstrained
condition, T=55K.

peak is visible around integer L=1. As the uniaxial pressure in-
creases, elastic intensity around L=1 starts to appear, but the
intensity is at first rather weak, analogous to the IXS measure-
ments. At the uniaxial strain level of -1.0%, a small, but clear
elastic peak appears around L=1. The temperature dependence
of the new peak shows a maximum intensity at around T=55K,
which is approximately the superconducting Tc at -1.0% strain
along the a-axis, indicating its competition with superconduct-
ivity below Tc. The intensity of the L=1 peak is not as strong
as the peak observed at L=7 in the previous IXS experiments,
which might be attributed to the structure factor issues which is
not completely known at present. These observations allowed us
to attribute this as a signature of the uniaxial-pressure-induced
3D-CDW, successfully reproducing the previous result obtained
with non-resonant inelastic x-ray scattering.

Our experiment provides moreover the opportunity to check
for possible 3D-correlation along the a-axis under uniaxial pres-
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Figure 5.10: (a) Elastic intensity of 2D- and 3D-CDW as a function
of temperature. Filled(empty) green circles are the integrated elastic
intensities of the b(a)-CDW peak. Red circles are the integrated elastic
intensity in the range of L=[0.9 1.1] at different temperatures, -1.2%
a-axis strain, subtracted by the unstrained scan at T=55K.
(b) Comparison of XAS profile, incident energy dependence of the 2D-
and 3D-CDW intensity. 2D-(3D-)CDW intensity was measured at the
wavevector of Q2D(Q3D)

sure along the b-axis, which was not possible in the previous IXS
experiments. In Figure 5.9(a), we show the strain dependence of
the elastic scan along L around the CDW wave vector Qa

3D =
(0.31 0 L). Our measurement does not show any evidence of a
3D-CDW along the a-axis. It was previously observed that the
intensity of the strain-induced 3D-CDW can vary dramatically
at the superconducting transition. This necessitates additional
measurements to check the presence of the 3D-CDW at several
different temperatures. In Figure 5.9(b) shows the temperature
dependence of the scan along the L-axis. In the temperature
range up to 100 K, no peak at around L=1 was found.

5.3.3 Same resonance profile of 2D- and
3D-CDW

Figure 5.10(a) compares the resonance profiles of the 2D- and
3D-CDW. Previous studies [120] have shown that the 2D-CDW
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intensity has a resonance at the energy of the Cu(II) sites, i.e. the
Cu atoms in the CuO2 planes. This is reproduced in our meas-
urement, as the empty red circles show a maximum of intensity
at the pre-peak of the Cu-L3 resonance.

We also measured the incident x-ray energy dependence of the
strain-induced 3D-CDW. This can clarify the electronic origin
of the 3D-CDW, but was not carried out before, due to tech-
nical difficulties in resonant x-ray scattering experiments at high
field. Our data shows that the resonance profile of the 3D-CDW
matches very well with that of the 2D-CDW. It shows a maximum
intensity at the same incident photon energy as the 2D-CDW with
the width of the resonance analogous to that of the 2D-CDW.

This indicates that both the 2D- and the 3D-CDW origin-
ate from the same 3d valence charges and the same electronic
instability. This argument is further supported by the temperat-
ure dependence of the 2D- and 3D-CDW. Figure 5.10(b) shows
how the 2D- and 3D-CDW intensities change as a function of
temperature. Both of them have a peak in intensity at T∼ Tc
and lose their intensities below this temperature, exhibiting a
competition with superconductivity that is naturally explained
by the same electronic origin of the two CDWs. Our measurement
shows that the 3D-CDW emerges at T=75K at -1.2% a-axis strain
and experiences a stronger competition with superconductivity
than the 2D-CDW does, as illustrated as a sharper drop below
superconducting transition at T∼55K.

The resonance profile of the strain-induced 3D-CDW is in
sharp contrast to the observations made in epitaxial thin films
[175]. The 3D-CDW observed in epitaxial thin films has a reson-
ance that encompasses both Cu(I) and Cu(II) sites, which was
interpreted as a contribution of the chain layer to the formation
of the 3D-CDW. The absence of the oxygen chain order was
claimed to be a factor that might enhance the nesting property
of the Fermi surface to induce the 3D-CDW. In addition, it
shows a negligible temperature dependence and exists already at
room temperature. The distinct properties of the 3D-CDW in
epitaxial films suggest a qualitatively different nature from the
strain-induced 3D-CDW.
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Figure 5.11: Elastic scans of the b-CDW, cuts (a) along K and (b)
along H under a-axis compression. In (a),(b), solid lines are the results
of Lorentzian fits to the data.
(c) Change of the peak widths of b-CDW under uniaxial pressure along
the a-axis, visualized as an ellipse, where semi-major/minor axes are
the HWHM of the elastic peak along H and K. (d) Elastic scans of
a-CDW, cuts along H under a-axis compression. Solid lines are the
results of Lorentzian fits to the data.
(e) Change of the peak widths of a-CDW under uniaxial pressure along
the a-axis, visualized as an ellipse, where semi-major/minor axes are
the HWHM of the elastic peak along H and K.

5.3.4 Anisotropic response of the 2D-CDW
under uniaxial pressure

This section will show how a- and b-CDW change under uniaxial
pressure along the a- and b-axis, respectively. For the CDW
perpendicular to the uniaxial pressure direction, scans through
QCDW along both H and K were acquired. For the CDW par-
allel to the uniaxial pressure direction, only the scans along the
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modulation direction are presented.

a-axis compression

Figure 5.11(a) shows an elastic scan of the b-CDW along the
modulation direction K under a-axis compression. An increase of
the a-axis pressure leads to a sharper elastic peak of the b-CDW
with a larger intensity. This is consistent with the result of the
previous chapter. The elastic scan along H, which is perpendic-
ular to the modulation, also reveals a sharpening of the elastic
peak, as shown in Figure 5.11(b). This indicates an increase of
the transverse correlation length ξ⊥ as well as the longitudinal
correlation length ξ// of the b-CDW under a-axis compression.
This result is summarized in Figure 5.11(c), where the elliptical
shape of the b-CDW peak shrinks in the 2D-BZ. Between the
unstrained condition and -1.2% strain, the longitudinal correla-
tion length ξb// increases by almost 50%, whereas the transverse
correlation length ξb⊥ increases by 25%.

On the other hand, the response of the a-CDW under a-axis
compression is quite different from the b-CDW response. Fig-
ure 5.11(d) shows an elastic scan of the a-CDW along H under
a-axis compression. Unlike the b-CDW, the elastic peak of the
a-CDW does not show a noticeable change upon application of
a-axis pressure. The width of the a-CDW peak along H is ob-
served to show a slight increase upon a-axis compression, which is
represented in Figure 5.11(e). The longitudinal correlation length
ξa// shows a 15% decrease at -1.2% strain.

b-axis compression

Figure 5.12(a) shows how the elastic peak of the a-CDW changes
against b-axis compression. As the b-axis pressure increases, the
a-CDW peak is enhanced and gets a bit sharper, indicating an
increase of the longitudinal correlation length ξ//. An increase
of the transverse correlation length ξ⊥ is also observed, as shown
in Figure 5.12(b). This is summarized in Figure 5.12(c). The
elliptical shape of the CDW peak gets smaller upon b-axis com-
pression. Uniaxial strain of -1.0% along the b-axis leads to an
increase of the longitudinal(transverse) correlation length ξb//(ξb⊥)
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Figure 5.12: Elastic scans of a-CDW, cuts (a) along H and (b) along
K under b-axis compression. In (a),(b), solid lines are Lorentzian fit
to the data.
(c) Change of the peak widths of a-CDW under uniaxial pressure along
the b-axis, visualized as an ellipse, where semi-major/minor axes are
HWHM of the elastic peak along H and K.
(d) Elastic scans of b-CDW, cuts along K under b-axis compression.
Solid lines are Lorentzian fit to the data. (e) Change of the peak
widths of b-CDW under uniaxial pressure along the b-axis, visualized
as an ellipse, where semi-major/minor axes are HWHM of the elastic
peak along H and K.

by 12%(20%). The result is qualitatively symmetric and similar
to the case of the b-CDW under a-axis compression.

As happened for the a-CDW under a-axis compression, uni-
axial pressure along the b-axis barely affects the b-CDW. Fig-
ure 5.12(d) shows the elastic peak of the b-CDW as a function
of b-axis pressure. It does not show any intensity change against
pressure and also variations of the peak width remain negligible.
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5.4 Discussion

5.4.1 Direct versus indirect effects of uniaxial
pressure

We first check the possibility that the observed 2D-CDW response
against uniaxial pressure might not result from the direct coupling
of the 2D-CDW to uniaxial pressure, but rather from an indirect
coupling mediated by strain-induced changes of other properties.

Uniaxial pressure can, in principle, affect the effective hole
doping in the CuO2 plane. Charge transfer from the CuO2 plane
to the CuO chain layer is the key mechanism that determines the
effective hole doping in YBCO. Hydrostatic pressure experiments
[155] have shown that the decreased distance between the CuO2
plane and the CuO chain layer is related to a valence change of Cu
atoms in the CuO2 plane. In-plane uniaxial pressure expands the
out-of-plane lattice spacing and drives the charge reservoir of the
chain layer farther apart from the CuO2 plane (via quasi-elastic
deformation), which generally results in a decrease of effective
hole doping. In addition, a change in the strength of the super-
conducting order parameter can also influence the CDW. The
competing, intertwined nature of these two orders requires that
the enhancement of one order is at the expense of the other and
vice versa.

Whichever scenarios of an indirect coupling of the 2D-CDW to
uniaxial pressure we assume, they unanimously predict that both
a- and b-CDW will change qualitatively in the same way under
uniaxial pressure. For example, a-axis compression decreases the
superconducting Tc and in turn, is expected to enhance both a-
and b-CDW. The scenario of the increase of the interlayer spacing
affecting the Cu valence change in the CuO2 plane predicts again
the same qualitative change of both a- and b-CDW (i.e. both
increase or decrease together). These expectations are contra-
dicted by our observation that, e.g., b-axis pressure enhances the
a-CDW, while giving a negligible effect on the a-CDW. There-
fore, we conclude that the observed effects of the 2D-CDW are a
direct consequence of the uniaxial pressure on the 2D-CDW.

130



5.4. Discussion

5.4.2 b-axis compression does not restore the
C4-symmetry : Role of the CuO chain layer

At ambient pressure, YBa2Cu3O6+x has an orthorhombic crystal
structure with a=3.83Å and b=3.87Å, due to the oxygen chains
that run along the b-axis. In other words, in the absence of
external strain, the CuO2 plane is already under an orthorhombic
distortion of ∼1% with a broken C4-symmetry.

High uniaxial strain of -1.0% along the long b-axis can bring
the system to a nominal C4-symmetric CuO2 plane. Perfect
C4-symmetry is, however, not achieved due to the presence of
the oxygen chain order. The data with high b-axis compression
provide an effective way to study the role of the chain layer in the
2D-CDW phenomenology by minimizing the C4-symmetry break-
ing effect. If the CuO chain layer plays a negligible role in the
formation of the 2D-CDW, the C4 symmetric CuO2 plane should
yield nearly degenerate a- and b-CDWs that appear as two types
of identical domains with equal size rotated by 90◦. However, no
systematic evolution towards a formation of isotropic 2D-CDW
domains under b-axis compression was observed. Rather, the
large a-CDW gets slightly bigger in volume, while the volume of
the b-CDW remains unchanged.

This is illustrated in the Figure 5.13(a). The ellipse sizes of
the a- and b-CDW peaks are clearly different even in the limit of
the strain-induced C4-symmetric CuO2 plane. In order to prop-
erly describe the 2D-CDW phenomenology, an inclusion of an
additional parameter that couples with the CDW instability on
the CuO2 plane is therefore needed. Since the necessary condi-
tion for this outcome is some C4-symmetry breaking, the only
possible candidate remaining is the CuO chain layer. Several
experimental studies have pointed out the role of the CuO chain
layer in perturbing the quasiparticle behavior on the CuO2 plane.
Microwave conductivity studies [176] have shown that disorder
in the chain layer can act as a weak scattering source for quasi-
particles in the CuO2 plane. Oxygen disorder in the chain layer
has also been discussed in an NMR study [177] as a pinning center
for the formation of the 2D-CDW.

The influence of the CuO chain layer on the 2D-CDW can
be investigated in more detail by comparing the longitudinal and
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Figure 5.13: The peak shapes of the a- and b-CDW at -1.0% b-axis
strain (a) without rotation (b) with the a-CDW rotated by 90◦. They
were generated using the statistical average of the peak widths at the
unstrained condition (Figure 5.7 insets) multiplied by the observed
correlation length change at the -1.0% b-axis strain. Red and green
ellipses are from the a- and b-CDW respectively. Black dashed lines
corresponds to the data measured at -1.0% b-axis strain, which are
shown in Figure 5.12.

transverse correlation lengths separately. This is justified by the
quasi-one-dimensional stripe nature of the CDW. Figure 5.13(b)
compares the peak shapes of both 2D-CDWs with the a-CDW ro-
tated by 90◦. The longitudinal peak widths of the two orthogonal
2D-CDWs show a small, but distinct difference, indicating the
apparent role of the CuO chain layer. Quantitatively, the a-CDW
has a larger longitudinal correlation length than the b-CDW by
15%. The observed difference could be attributed to a possible
stronger disorder potential along the a-axis than the along b-axis,
e.g. different types of disorder arising from broken segments of
the oxygen ordering might pin the CDW differently.

Interestingly, a stark difference is observed in the transverse
peak widths between the a- and b-CDW. The transverse peak
width of the b-CDW is almost three times smaller than that of
the a-CDW, which makes the observed difference in the longitud-
inal correlation length a minor effect. A possible explanation is
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that the transverse extent of the CDW domains might be mainly
limited by the presence of defects in the chain layer. The cor-
relation length of the oxygen order in the chain layer can give a
good estimate on this effect. Although the direct measurement
of these quantities are not available for our experiments, previous
x-ray scattering studies [178] have shown that oxygen ordering
reflections of YBCO with x=0.62-0.77 typically have widths of
∆H ∼0.03-0.06 r.l.u. and ∆K ∼0.007-0.012 r.l.u. These values
are roughly compatible with or at least proportional to the trans-
verse peak widths of the CDWs, which are ξb⊥ ∼ 0.03 r.l.u. and
ξa⊥ ∼ 0.01 r.l.u.

One simple way to test this hypothesis is to measure the
transverse correlation lengths of the 2D-CDW before and after
annealing to disturb the oxygen ordering in the chain layer. A
measurement of the longitudinal correlation lengths using this
method was carried out by Achkar et al. [179], showing no effect on
the longitudinal correlation length. However, the role of oxygen
order in determining the transverse correlation length has not yet
been checked due to the few available resonant x-ray scattering
setups with a sufficiently large angular coverage that enables
a proper scan perpendicular to the scattering plane and thus
remains to be verified in future experiments.

5.4.3 Anisotropic and symmetric response of the
2D-CDW to uniaxial pressure

Checkerboard charge order preserves the point group symmetry of
the underlying crystal and in case of tetragonal lattice symmetry,
the charge order should show C4-symmetric responses to different
directions of the uniaxial pressure, i.e. qualitatively the same re-
sponse vs a- and b-axis compression, respectively. The comparison
of the CDW parameters between the almost-tetragonal case of
-1.0% b-axis strain and the unstrained case merely shows a small
change. This provides a ground to approximate the system as
almost C4-symmetric. If we assume the checkerboard-type CDW
in our system, qualitatively the same response versus uniaxial
pressure is expected for uniaxial pressures along both in-plane
directions. However, the observed responses of the 2D-CDW are
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highly anisotropic, which allows us to exclude the scenario of the
checkerboard-type CDW.

The one-dimensional character of the stripe order that breaks
the rotational C4-symmetry naturally explains the observed an-
isotropic response of the 2D-CDW, since there is then no a priori
reason that the uniaxial pressure response should be symmet-
ric. The symmetric response of the 2D-CDW, with effects of
uniaxial pressure on the a-CDW observed also on the b-CDW
when rotated by 90◦, can be seen as a reflection of the stripe-like
unidirectional nature of the CDW.

5.4.4 Uniaxial pressure enhances the CDW
perpendicular to the pressure direction

Although the origin of the CDW enhancement under uniaxial
pressure perpendicular to the modulation direction is not clear
yet, our experiment indicates that it is an intrinsic property of the
CDW instability in this material. Not only do both 2D-CDWs
show such a feature, but also the 3D-CDW, which has the same
wave vector as the 2D-CDW, is induced along the b-axis at the
uniaxial strain of -1.0% along the a-axis.

Interestingly, it was theoretically proposed [180] that the CDW
with a nematic form factor, namely a charge transfer between
neighboring oxygens O(2) and O(3) in the CuO2 plane, can arise
from a multiorbital model of the cuprates with short-range an-
tiferromagnetic correlations. NMR and x-ray scattering studies
provide experimental evidence of inequivalent nearest-neighbor
oxygens O(2) and O(3) in the CuO2 plane. The nematic suscept-
ibility naturally couples to the uniaxial pressure on the lattice and
it might affect the CDW phenomenology by tuning the nematic
order parameter, which subsequently affects the charge susceptib-
ility. Further studies are necessary to elucidate the origin of the
uniaxial pressure effect on the CDW.

5.4.5 Why the 3D-CDW is observed only along
the b-axis

The 3D-CDWwas first observed by Gerber et al [130] in YBa2C3O6.67
under magnetic fields above 20 T. Further studies [131, 181, 182]
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Observation Magnetic
field

Uniaxial
stress

Enhancement of the 2D-CDW Yes Yes

3D-CDW along the a-axis No No

3D-CDW along the b-axis Yes Yes
Incommensurability

of the 2D- and 3D-CDW Same Same

Long-range ordering
(Correlation volume > 104 unit cells) Yes Yes

Table 5.1: Comparison of the effect of the magnetic field and the
uniaxial strain on the CDW in YBCO

revealed that it is observed in a similar doping range where 2D-
CDW order is observed. In addition, they showed that the 3D-
CDW is observed only along the b-axis and not along the a-axis
and that the enhancement of the 2D-CDW precedes the onset
of the 3D-CDW. Many of the experimental features observed
under magnetic field are analogous to the uniaxial pressure case,
as described in the Table 5.1.

As regards the magnetic field effect on the formation of the 3D-
CDW, Caplan et al. [183] proposed a classical effective field theory
that qualitatively explains the observed CDW phenomenology,
such as the half-integer CDW peak without field, the evolution
to the peak at integer L, and subsequent changes of the CDW
parameters under field. They argued that the main physics is
driven by opposing forces, as also illustrated in Figure 5.14.

(i) Coulomb repulsion Ũ between CDWs in the two CuO2 lay-
ers within the YBCO unit cell that makes them out-of-
phase.
(different colors of CuO2 planes in Figure 5.14).

(ii) Defect potential V provided by the chain layer coupled to
the CDW modulation that causes an in-phase coupling of
CDWs in CuO2 planes across different unit cells.
(the same color of CuO2 planes in Figure 5.14).

135



5. CDW in YBa2 Cu3 O6.67 Under Uniaxial Pressure
: Resonant Inelastic X-ray Scattering

Figure 5.14: Description of the parameters used in the classical effective
field theory of the CDW proposed in [183]. The figure describes the
situation without strain. Light and dark blue sheets represent CuO2
planes. CuO2 planes with the same color have CDWs in phase with
each other. CuO2 planes with different colors have CDWs out of phase
with each other. Orange sheets represent CuO chain layers. Black
dashed lines show the unit cell of YBCO.

(iii) A weaker Coulomb repulsion U between CDWs in CuO2
layers across the chain layer.

The situation without the magnetic field is reproduced with
the parameters Ũ � U ∼ V 2. The increase of the CDW amp-
litude and correlation length under high field leads to a dominance
of the Coulomb repulsion over the defect potential and results
in an in-phase inter-layer correlation while promoting an out-of-
phase coupling between the CuO2 layers across the chain layer,
compared to the in-phase coupling in the absence of the field.

The experimental observation of the 3D-CDW only along the
b-axis, not along the a-axis, suggests the presence of a stronger
defect potential strength along the a-axis V a � V b that pins the
2D-CDW and prohibits its 3D correlation. In this picture, if a
sufficiently long correlation length of the 2D-CDW is achieved,
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the development of the 3D-CDW is not only possible along the
a-axis in YBCO, but also in other cuprate compounds.

5.5 Conclusions

Detailed studies to elucidate the relation between uniaxial pres-
sure and the CDW in YBa2Cu3O6.67 were carried out using Cu-L3
RIXS under uniaxial compression. Measurements of the correla-
tion lengths of both a- and b-CDWs reveal a highly anisotropic
response of the CDW to different directions of uniaxial pressure.
This confirms the unidirectional nature of the CDW. In partic-
ular, a clear enhancement of the CDW under uniaxial pressure
perpendicular to the CDW modulation is observed for both 2D-
and 3D-CDWs. While a-axis compression induces the 3D-CDW,
b-axis compression fails to induce a 3D-CDW along the a-axis,
which is analogous to the high field effect on the CDW.

When the C4 symmetry of the CuO2 planes is forced back by
b-axis compression, the CuO2 plane provides a useful platform to
shed light on the role of the CuO chain layer in the formation of
the 2D-CDW. Our study shows that the CuO chain layer indeed
affects both longitudinal and transverse correlation lengths of the
2D-CDW, particularly along the transverse directions.

In the framework of a classical effective field theory of the
incommensurate CDW, our results can be understood as an in-
terplay of the intra- and inter-layer Coulomb repulsion and the
defect potential. The absence of the 3D-CDW along the a-axis
implies that the defect potential provided by the chain layer is
stronger along the a-axis than along the b-axis and prohibits the
in-phase correlation along the c-axis. This picture indicates the
possibility that 3D-CDW order can be realized in other cuprate
systems provided that a sufficiently large correlation length of
the 2D-CDW is achieved.

Our study demonstrates the potential of the uniaxial strain
technique as an effective perturbation method in tackling the
problem of correlated electron systems. Various experimental
probes combined with the uniaxial strain technique are expected
to provide new insights to understand the physics of intertwined
orders.
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Chapter 6

Conclusion

The non-resonant and resonant inelastic x-ray scattering exper-
iments we have performed on YBa2Cu3O6.67 (p=0.12, Tc=65K)
uncovered salient features of the CDW thanks to the extreme ex-
perimental conditions produced by uniaxial pressure, which were
previously not accessible.

Uniaxial pressure along the a-axis not only enhances the exist-
ing quasi-2D CDW along the b-axis, but also induces the 3D-CDW
along the b-axis. The 3D-CDW shows the same incommensurate
period of modulation as the 2D-CDW, but is correlated in-phase
between the neighboring layers, unlike the 2D-CDW that shows a
very weak correlation with the next-nearest layer. The 3D-CDW
has a much larger correlation volume (∼52000 unit cells) than
the 2D-CDW (∼250 unit cells), revealing its long-range nature.

Phonon studies under uniaxial pressure show that the ob-
served 3D-CDW transition coincides with the complete softening
of an optical phonon. The observation of the soft phonon mode
reconfirms the strong electron-phonon interaction present in high-
Tc cuprates. Our result suggests that the momentum-dependent
electron-phonon interaction might be responsible for the forma-
tion of the long-ranged 3D-CDW.

Comprehensive studies of the a- and b-CDWs under the a-
and b-axis pressure revealed the anisotropic response of CDW
to uniaxial pressure. Uniaxial pressure enhances the CDW per-
pendicular to the pressure direction, whereas it merely has a
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small effect on the CDW parallel to the pressure direction. This
strongly anisotropic response of the CDW is not compatible with
a checkerboard scenario of the CDW with C4 symmetry and can
only be explained with the unidirectional nature of the CDW.

The role of the oxygen chain layer in the formation of the CDW
was demonstrated by removing the orthorhombic distortion of the
CuO2 planes using high b-axis compression and monitoring the
CDW parameters. In the almost tetragonal CuO2 planes under
uniaxial pressure, the domain sizes of the orthogonal 2D-CDWs
are observed to be clearly different. This inevitably requires an
important role of the oxygen chain layer in the CDW phenomen-
ology.

A classical effective field theory of the CDW captures the key
experimental features of CDW in YBCO with the interplay of the
intra- and inter-layer Coulomb repulsion between CDWs in differ-
ent CuO2 layers and the defect potential in the chain layer that in-
teracts with the CDW. In this picture, the 3D-CDW arises when
the in-plane correlation length of the 2D-CDW gets sufficiently
large and interlayer interactions overcome the defect potential.
Our observation of strain-induced 3D-CDW only along the b-axis
implies the presence of a stronger disorder potential along the
a-axis. This mechanism of 3D-CDW formation opens the pos-
sibility of realizing 3D-CDWs in other cuprate systems, provided
that a sufficiently long planar correlation length is achieved.

Uniaxial pressure provides a new platform to study the 3D-
CDW observed in YBCO. The technical challenge of carrying
out scattering experiments in the presence of magnetic fields ex-
ceeding 15-20T makes it demanding to comprehensively study
the 3D-CDW. The much easier implementation of the uniaxial
strain device and the success of the IXS and RIXS experiments
under uniaxial compression provide a strong motivation to carry
out further studies using strain rather than field. In particu-
lar, combination of the uniaxial strain technique with various
experimental probes, e.g. NMR, resistivity, Hall effect, optical
spectroscopies, or heat capacity will give additional insights into
the CDW nature, such as orbital symmetries, relation to the
Fermi surface reconstruction, etc.

The investigation of the strain dependence of the CDW in
other cuprate families will be also extremely interesting to ad-
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dress several questions, such as whether the observed anisotropic
response of CDW is universal, and how the different nature of
disorder present in various cuprate compounds affects the devel-
opment of 3D-CDW long-range order. Comprehensive studies of
different cuprate compounds are also expected to shed light on the
theoretical description of the CDW phenomenology in cuprates,
by e.g. by imposing constraints on the CDW symmetry.

Strain tuning can be utilized to elucidate the connection
between the pseudogap and the CDW, e.g. a vestigial denstity
wave order as a possible origin of pseudogap. Specifically, fu-
ture experiments can monitor changes of the signatures of the
pseudogap under uniaxial pressure, e.g. the pseudogap temperat-
ure T ∗, the antinodal gap in ARPES, gap-like features in STM,
optical spectroscopy, nematic order parameters from thermody-
namic probes (ultrasound, torque magnetometry, Nernst effect),
and compare the results with the response to strain of the CDW.

Strongly correlated electron systems are often characterized by
a strong interplay of charge, spin and orbital degrees of freedom,
resulting in nearly degenerate ground states. The thesis provides
a new methodological approach that makes use of the uniaxial
strain technique as a powerful tool to manipulate the complex
energy landscapes of competing orders and uncover new physics
in quantum materials.
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