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Abstract

Strongly correlated fermionic systems nowadays stand in the forefront of condensed matter

physics. A plethora of phenomena, ranging from unconventional superconductivity, gigan-

tic and colossal magneto-resistance and metal-to-insulator transitions, are attributed to the

effects of electron correlation. Given the spectacular progress on the experimental side, to-

day – more than ever – the understanding of the underlying microscopic mechanisms, and

the explanation or even prediction of experimental observations becomes a necessity. The

advancements of theoretical and computational methodologies together with a concurrent

increase of computational power, allows for both the ab initio study of realistic materi-

als and the investigation of low-energy effective Hamiltonians inspired and designed to

resemble whole classes of compounds.

This work is conceptually divided into two major parts. In Chapter 3 and Chapter 4, we

present our results, obtained by the state-of-the-art merger of density functional and dy-

namical mean-field theory, for two realistic systems: the layered LaNiO2/LaGaO3 super-

structure, where we focus on the orbital resolved single-particle spectral functions and

study the effect of electron and hole doping; and the ruthenate system Ca2RuO4, for which

we provide a clear understanding and theoretical support of the experimentally observed

semi-metallic state under the application of DC current. The second conceptual part of this

work deals with the study of low-energy effective Hamiltonians. In Chapter 4, we investi-

gate a generic t2g model Hamiltonian in the presence of non-spherical crystal-field poten-

tials and/or spin-orbit coupling in order to shed more light on the distinct features that arise

on the single-particle level and, most importantly, on the two-particle observables, such as

the uniform and static magnetic susceptibilities. In Chapter 5, we investigate the multi-

vii



orbital extension of the periodic Anderson model, as inspired by the family of cerium-based

heavy-fermion compounds, with a clear focus on the evolution of the dynamic behavior of

the systems’ moments.
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Zusammenfassung

Stark korrelierte fermionische Systeme stehen heutzutage an der Spitze der Physik der kon-

densierten Materie. Ein Überfluss von Phänomenen, die von unkonventioneller Supraleitung

über gigantischen und kolossalen Magnetowiderstand bis hin zu Metall-Isolator Übergän-

gen reichen, werden auf die Auswirkungen der Elektronenkorrelation zurückgeführt. An-

gesichts der spektakulären Fortschritte auf der experimentellen Seite, werden heute - mehr

denn je - das Verständnis der zugrunde liegenden mikroskopischen Mechanismen und die

Erklärung oder sogar Vorhersage experimenteller Beobachtungen zu einer Notwendigkeit.

Die Weiterentwicklung theoretischer und computer-basierter Methoden mit gleichzeitiger

Steigerung der rechnerischen Leistung ermöglicht sowohl die ab initio Untersuchung realis-

tischer Materialien als auch die Untersuchung von niederenergetischen effektiven Hamilto-

nians, die inspiriert und so entworfen wurden, dass sie ganzen Verbindungsklassen ähneln.

Diese Arbeit ist konzeptionell in zwei Hauptteile gegliedert. In den Kapiteln 3 und 4

stellen wir unsere Ergebnisse vor, die durch die State of the Art Zusammenführung von

Dichtefunktional- und dynamischer Mittelfeldtheorie für zwei realistische Systeme erhal-

ten wurden: die geschichtete LaNiO2/LaGaO3 - Überstruktur, bei der wir uns auf die orbital

aufgelösten Einteilchen-Spektralfunktionen konzentrieren und den Effekt von Elektronen-

und Lochdotierung untersuchen; und das Ruthenatsystem Ca2RuO4, für das wir ein klares

Verständnis und eine theoretische Unterstützung des experimentell beobachteten halbmet-

allischen Zustands unter der Anwendung von Gleichstrom liefern. Der zweite konzep-

tionelle Teil dieser Arbeit befasst sich mit der Untersuchung von niederenergetischen ef-

fektiven Hamilton-Operatoren. In Kapitel 4 untersuchen wir einen generischen t2g Modell-

Hamiltonian in Gegenwart von nicht-sphärischen Kristallfeldpotentialen und/oder Spin-

ix



Orbit-Kopplung, um ein klareres Verständnis der Besonderheiten, die auf der Einteilchen

Ebene enstehen, aber vor allem auf Zweiteilchen-Observablen, wie die gleichmäßigen und

statischen magnetischen Suszeptibilitäten. In Kapitel 5 untersuchen wir die Multi-Orbital-

Erweiterung des periodischen Anderson-Modells, inspiriert von der Familie der Schwer-

fermionverbindungen auf Cerium-Basis, mit einem klarem Fokus auf die Evolution des dy-

namisches Verhaltens der System-Momente. In Kapitel 6 fassen wir die wichtigsten Punkte

dieser Arbeit zusammen.
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Introduction

The Stone Age, the Copper Age, the Iron Age... Materials have always been so impor-

tant that eras of human history – characterized usually by abrupt socio-economical global

change– have been named based on the very ability of controlling and, more crucially, ex-

ploiting their properties. However, this day and age – the Silicon or Information Age – is

unique in a special regard: the technological and scientific progress – especially since the

advent of quantum mechanics – enables us now to understand, predict and even manipu-

late matter on the microscopic level. This has led to rapid and fascinating advancements

– unimaginable decades ago – that allow to design functional materials tailored for spe-

cific purposes, that are progressively manifested in every aspect of modern technology and

contemporary life.

Quantum mechanics played a pivotal role in this "revolution", providing the "equation of

everything"1, the Schrödinger equation. However, although is in our hands for almost a

century now, its direct solution is a futile task, due to the immense amount of degrees

of freedom. This has been already foreseen and quoted in the early days of quantum

mechanics by Paul Dirac:

[...] The underlying physical laws necessary for the mathematical theory of a

large part of physics and the whole of chemistry are thus completely known,

and the difficulty is only that the exact application of these laws leads to equa-

tions much too complicated to be soluble. It therefore becomes desirable that

1Regarding the nucleous and electrons.

1
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approximate practical methods of applying quantum mechanics should be de-

veloped. [...]

This summarizes the scope of a large branch of condensed matter physics, which focuses on

the development and application of approximation schemes to draw insights on the prop-

erties of matter. In this regard, the classification of systems with respect to the strength of

correlations has been of paramount importance. In weakly correlated systems, an effec-

tive single-particle description – as provided by e.g. density functional theory – holds, and

the one many-body problem reduces to the solution of many tractable one-body problems.

In the second category, such an effective description breaks down as correlation effects

grow stronger, and many-body approaches have to be considered at least in a subset of

the present degrees of freedom. To reduce the intractable number of degrees of freedom,

while still capturing the most relevant energy-scales and mechanisms of a system, effec-

tive low energy Hamiltonians have been proposed. Additionally, a plethora of many-body

approaches have been devised or tailored in order to provide approximate solutions for

them. 2.

Dynamical mean-field theory is one of the most successful non-perturbative approaches

to capture and account for correlation effects, by mapping the original effective lattice

model onto an effective impurity problem self-consistently. Furthermore, algorithmic ad-

vances nowadays allow for the study of even extended (multi-orbital) systems manageable

numerical cost. And its recent merger with density functional theory is considered to be

the state-of-the-art framework for ab initio electronic structure calculations, where effec-

tive Hamiltonians encoding material features (explicitly) and correlation effects (approxi-

mately) are considered all together.

2It is important to note that even the simplest effective model, the Hubbard model, cannot be solved

exactly except for special cases.
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Overview and Scope of the Thesis

In this thesis we perform both material specific ab initio calculations within the framework

of (DFT+)DMFT and study models that stand as adequate representatives for whole classes

of materials. In the former case, we particularly focus on the study of single particle ob-

servables, such as single-particle spectral functions, aiming to support, explain and predict

experimental studies. In the latter case, motivated by transition metal systems that belong

either to the early 3d, 4d and 5d series and rare earth, heavy-fermion, compounds, we con-

struct and study effective multi-orbital Hamiltonians, considering the most relevant energy

scales and their interplay, to shed more light, on both the static and dynamic two-particle

response.

The main structure of the thesis is organized as follows:

• Chapter 1 is devoted to a short presentation of the most important theoretical parts

that are necessary to follow the subsequent sections of the work. Starting from the

effective Hamiltonians that have been employed throughout the thesis, we focus on

their multi-orbital extensions that are the basis to describe real systems. Dynamical

mean-field theory and its merger with density functional theory are presented in de-

tail, together with comments on the actual objectives and limitations of the methods.

• In Chapter 2, perturbative approaches around the exactly solvable reference points

– the non-interacting and the atomic-limit – are discussed. In the first part I present

the multi-orbital extension of the Random Phase Approximation, which offers an

efficient way to extract information on the two-particle level, while targeting the

response functions (dynamic and static) of the system. In the second part I discuss

the mathematical and most importantly the computational realisation of the strong

coupling approximation impurity solver. It belongs to a wide family of so-called semi-

analytical solvers and can be efficiently employed within the DMFT framework.

• In Chapter 3 we present our ab initio DFT+DMFT results on the LaNiO2/LaGaO3

superstructure in detail. Here we focus on the layer and orbital resolved single-

particle spectral functions of the system and study the effect of electron and hole
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doping on the overall orbital distribution.

• Chapter 4 consists of two parts. First, we present our realistic calculations for the

Ca2RuO4 compound that provide a clear theoretical understanding and support to

the experimentally observed semi-metallic state under the application of DC current.

The second part is devoted to pure model calculations, where we focus on the distinct

effects induced by (tetragonal) crystal field potentials and/or spin orbit coupling

splittings. In particular we investigate both the single particle local spectral functions,

but most importantly the uniform and static magnetic susceptibilities. Although the

latter is more challenging to obtain, it is more sensitive to distinguish the conserved

quantities of the employed models.

• In Chapter 5 we study a multi-orbital extension of the periodic Anderson model,

resembling heavy-fermion systems, and focus primarily on the dynamics of the local-

ized moments immersed in the fermionic conduction sea. In fact we show that the

hybridization between the localized states and the conduction bands define the time-

scale decay of fluctuations and thus restrict the applicability of purely local models.

• In Chapter 6 we provide a short summary of the key points of this work.



Chapter 1

General Background

In this chapter, I will discuss the general concepts that my thesis is based on. Whenever

possible, I provide intuitive pictures instead of formal derivations that can be found in a

plethora of well-known textbooks. The aim is to present the basic notions, approximations

and methodologies that form the field of realistic calculations for correlated materials in

such a way that the rest chapters can be followed consistently.

1.1 State of the problem: The Schrödinger equation

The electronic properties of a time-independent condensed matter system are governed by

the Schrödinger equation, Ĥψ= Eψ, where ψ is the many-body (electron) wavefunction,

E is the energy of the system and Ĥ is its Hamiltonian. In the non-relativistic limit, the

latter reads:

Ĥ = Ĥ (e)kin + Ĥ (n)kin + Ĥ (e−n)
int + Ĥ (n−n)

int + Ĥ (e−e)
int , (1.1)

where the superscript e (n) refers to the electron (nuclei). Albeit complete, Eq. (1.1) is usu-

ally simplified by employing the so-called Born-Oppenheimer approximation [24], within

which the electrons’ and nuclei’ degrees of freedom decouple. The nuclei are orders of

magnitude more massive than electrons, therefor they can be considered as (purely) sta-

5



6 1. General Background

tionary for all (relevant) timescales of the latter. Hence, the second and fourth term in

Eq. (1.1) can be neglected 1, and the electronic many-body Hamiltonian reads as,

Ĥ = − ħh
2

2m

i=N
∑

i=0

∇2
i −

∑

i,I

ZI e
2

|ri −RI |
+

1
2

∑

i 6=i′

e2

|ri − ri′ |
, (1.2)

where ri (RI) is the position of the i-th electron (I -th) nucleus) of the system, m is the

electron-mass and ZI is the atomic-number. The first term accounts for the kinetic energy of

the electrons while the second – given that the set of nuclei positions forms a rigid crystal-

structure – corresponds to a single-particle potential. It is the last term, the Coulomb

repulsion between electrons, that aggravates the complexity of the problem, since it couples

all remaining degrees of freedom and as a consequence all electrons become correlated.

An immediate consequence is that the solution of the corresponding eigenvalue equation is

out-of-reach already when few particle are involved, a fact that has been already foreseen in

the early days of quantum mechanics. Still, approximations and effective theories emerged,

which filled the gap between theory and realization leading to a deep understanding of

the underlying physics of matter. For example, band theory and, soon after, the celebrated

Landau Fermi liquid theory [79] revealed that for a wide range of materials, the original

interacting and correlated problem is adiabatically connected to a system of non-interacting

quasiparticles with effective or renormalized parameters, which can be solved with rather

minimal efford. Such systems are typically labeled as weakly correlated and correspond to

compounds with typically wide valence bands.

On the other hand, in compounds with narrow bands, that typically originate from open d

or f valence shells, such one-particle description breaks-down. A prototypical example of

such systems, labeled as strongly correlated, is the transition metal oxide NiO: band theory

predicts it to be a metal, while in reality it is an insulator. The seeds to the explanation of

such a remarkable failure were placed by Mott, who pointed out the electronic interactions

to be the reasoning.

Further discoveries of other strongly correlated materials together with the realization of

their extreme sensitivity upon adjustable external parameters and the diversity of phases

1More precisely, the nucleus-nucleus interaction energy adds a constant shift in the total-energy.
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that can be triggered, eventually branched the community of condensed matter into two

main categories with respect to the characterization of electronic correlations, typically

with different questions to answer and methodological tools to employ and develop: in

the first case effective one-particle approximations to solve the original many-body prob-

lem are employed, while, in the second, many-body approaches and effective low-energy

Hamiltonians are used to reduced the complexity and seek insights.

1.2 Density Functional Theory: an ab initio description

The evolution of density functional theory, in its modern form, has been marked by two

major steps [69][62]. First, it was Hohenberg and Kohn that rigorously proved that the

particle-density uniquely determines the Hamiltonian, and thus the total energy, of a given

system [59]; this would later remain in history as the HK theorem. Build on top, the second

step, was given by Kohn and Sham who provided the corresponding practical scheme [70]:

a mapping of the original interacting system onto an auxiliary non-interacting one, un-

der the condition that both systems have the same ground-state density, transforms the

one many-body problem into many one-body problems. The resulting exact equations are

known as the Kohn-Sham equations 2 and read as,

�

ħh2

2m
∇2

i + Vion(r) +

∫

d3r′Vee(r − r′)n(r′) +
δExc[n]
δn(r)

�

yi(r) = εi yi(r), (1.3)

where n(r) is the particle-density and Vion(r) is the ionic potential; the first term is the

kinetic energy while the third term is the Hartree term; yi and εi are formally Lagrange

multipliers introduced for the mapping 3. Their solution can be achieved by self-consistent

schemes, given the form of the – generally unknown – exchange-correlation functional

Exc[n]. The later is practically the only approximation that needs to be employed before

utilizing the self-consistent cycle for a target particle-density. (sketch)

2For a derivation of the Kohn-Sham equations we refer to AppendixXXX.
3Note however, that due to the surprising good estimates when those Lagrange multipliers are interpreted

as real wavefunctions and excitation energies, the objectives of DFT go nowadays beyond the calculation of

the ground state energy and density, e.g. calculation of density of states, bandstructures, responses, e.t.c.
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The construction, development and extension of such exchange-correlation functionals ,to

take into account a larger portion of the electronic correlations, is still an active field of

research [134]. Among the most famous approximations for the exchange-correlation po-

tential, widely used in the solid-state community, one finds the (spin-resolved) local density

approximation, (s)LDA, and it’s gradient extension (s)GGA [15].

Being computationally inexpensive and versatile, DFT has gained extreme popularity that

exceeds the boundaries of solid-state physics, and one finds applications in as diverse fields

as astrophysics [7] and drug design [58]. In the fields of material science and chemistry, it

has been the standard tool to explore material trends, while nowadays large (commercial

or open-source) code bases allow access to a plethora of interesting properties. Gradually,

DFT became the synonym of first-principles or ab initio method.

Nevertheless, and despite the advancements, DFT still remains practically a one-particle

theory that treats the complicated correlations in a static mean-field manner. Thus, it is

confined to give acceptable results for only the weakly correlated class of compounds, or

at most to mimic the effects of strong-correlations through the ad-hoc inclusion of effective

energy splittings [9][85]. For a proper treatment of strong-correlations one needs to reside

to many-body approaches, which is the subject of the next sections.

1.3 Low energy effective Hamiltonians

The second branch of the community – the many-body one – aims to attack Eq. (1.2) from

another perspective. Instead of seeking approximate single-particle solutions of the orig-

inal problem, it tries to construct reduced – in terms of degrees of freedom – effective

model Hamiltonians and deal with their full complexity. Here, reduced shall be understood

as minimal, in terms of answering the question "Which degrees of freedom cannot be ne-

glected?". At the same time, effective has the meaning of renormalized: truncation of the

phase-space of the problem in a controlled procedure, corresponds to a redefinition of the

constitutional parameters that act on the selected target energy window.
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U

t

t'

t

Fig. 1.1: The Hubbard model of a two-dimensional square lattice with first and second nearest neighbors

hopping, t and t ′, and a local Coulomb interaction, U .

That said, it is advisable to change the notation of Eq. (1.2) into second quantization form.

In a localized Wannier basis [139][95], Eq. (1.2) is written as,

Ĥ =
∑

i j

∑

αβ

tαβi j ĉ†
iα ĉ jβ +

1
2

∑

ii′ j j′

∑

αα′ββ ′
Uαα

′ββ ′
ii′ j j′ ĉ†

iα ĉ†
i′α′ ĉ j′b′ ĉ j b, (1.4)

where ĉ†
iα (ĉiα) are the usual fermionic creation (annihilation) operators that create (de-

stroy) a particle on a Wannier orbital centered at site i with orbital and spin quantum num-

bers α = {τa,σ}. Note that until this point, no approximation on the electronic Hamilto-

nian has been employed: Eq. (1.4) is nothing but the so-called tight-binding representation

of Eq. (1.2).

In the following sections, I will discuss the simplifications, approximations and rationale

behind two derived models that are considered in this work.

1.3.1 The Hubbard Model: a simple yet challenging prototype

For a time-spread of more than 50 years, the (fermionic) Hubbard model has been the

subject of extensive studies both numerical and analytical. Nowadays, it serves as the

prototypical Hamiltonian for the description of correlated fermionic systems, and it is con-

jectured to describe the physics high-temperature superconductivity [142, 6].

The model was introduced – at the same year but independently – by J. Hubbard [60], J.
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Kanamori [65] and M.C. Gutzwiller [49], for the description of transition metals, itinerant

magnetism and the metal-to-insulator transition, respectively 4. For a given lattice L , the

Hamiltonian formally reads:

Ĥ = Ĥkin + Ĥint =
∑

i, j∈L

∑

σ

tσi j ĉ
†
iσ ĉ jσ +

∑

i∈L
Ui n̂i↑n̂i↓. (1.5)

The first term, stands for the hopping processes – via tunneling effect – of electrons from

site i to site j, and describes their itinerant character. The second term, in contrast, fa-

vors localization by penalizing any potential double-occupancy on any site. And it is the

interplay of those energy scales, together with the particle-density and the lattice structure

that determine the ground-state properties and excitation spectrum of the system. In the

non-interacting, U = 0, and in the atomic, t = 0, limit, Eq. (1.5) can be readily diagonal-

ized in momentum or real space, respectively. Analytic solutions are only known for one

dimension via the Bethe Ansatz [92][20] and in the limit of infinite dimensions through

dynamical mean-field theory.

The apparent simplicity of the Hubbard model is only deceptive in case of other dimensions,

except the two mentioned extremes. As four possible states, namely |0〉, | ↑〉, | ↓〉, | ↑↓〉, can

be realized on each lattice site, the configuration space of the whole system grows as 4N ,

where N is the number of lattice sites. Thus, exact diagonalization of the Hamiltonian –

with or without employing symmetries – is only possible for limited number of sites, and

finite-size effects prohibit a controlled extrapolation to the thermodynamic limit.

An accurate numerical treatment, able to handle the exponential growth of the configu-

ration space – for a general parametrization of the model – remains an open and chal-

lenging research topic. Lattice Quantum Monte Carlo variants[36] suffer from the so-

called fermionic sign-problem [135] which becomes severe away from half-filling and for

intermediate-to-strong coupling strength; density matrix-renormalization group (DMRG)

approaches [126, 115], while essentially exact in 1D, face extreme difficulties in two-

dimensions and above, since the bond dimension increases exponentially with the width

of the quasi-1-dimensional stripe.

4In chemistry, it is known as the Pariser-Parr-Pople model, introduced already ten years prior.
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Fig. 1.2: A picturial view of the periodic Anderson model (PAM).

1.3.2 Periodic Anderson Model

The description of partially filled f -electron systems – rare earth lanthanides and actinides

– is typically sought for by another low-energy effective Hamiltonian: the periodic Ander-

son Model (PAM) [104]. The PAM Hamiltonian, describes periodically aligned f -shells

embedded in a metallic (itinerant) host, and reads:

ĤPAM =
∑

k,σ

εk ĉ†
kσ ĉkσ + ε f

∑

iσ

f †
iσ fiσ + U

∑

i

n f i↑n f i↓
∑

i,k,σ

(Vik f †
iσ ĉkσ + h.c). (1.6)

Here, f †
σ

, fσ are creation and annihilation operators of f -electrons with spin σ, while

c†
kσ, ckσ are creation and annihilation operators of conduction electrons with dispersion

relation εk. The last term describes the hybridization between localized f -states, subject

to the interaction U , and the fermionic conduction sea.

Note that no direct hopping between f -electrons exists: f electrons can acquire kinetic

energy only via their hybridization with the conduction electrons in case that charge fluc-

tuations – controlled by the strength of the on-site repulsion – are energetically favorable.

For various extensions as well as (semi-)analytical and numerical treatments of the PAM,

we refer the interested reader to Ref. [57].

1.3.3 Multiorbital generalizations: A survival kit

Our first assumption when describing the Hubbard model was that the underlying low-

energy physics can be described by a single-band placed around the Fermi energy. How-
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tπdd

tδdd

Fig. 1.3: Examples of parametrization of the hopping between d-orbitals. The π (σ) bond corresponds

to the case where the density distribution lobes point towards (parallel to) each other.

ever, in most realistic cases such a downfolding is not possible. Multiple bands lie on or in

the proximity of the Fermi energy while they might hybridize strongly with other itinerant

valence states. The aim of this section is to describe the main components and additional

terms that typically arise and provide the key ideas of predicting the behavior of such sys-

tems, which we formally express through the multi-orbital generalization of the Hubbard

Hamiltonian:

Ĥ =
∑

i 6= j

∑

αβσ

tαβσi j ĉ†
iασ ĉ jβσ +

∑

i

∑

αβ

∑

σσ′
hσσ

′
αβ

ĉ†
iασ ĉiβσ′ +

∑

i

∑

αβγδ

∑

σσ′
Uσσ

′
αβγδ

ĉ†
iασ ĉ†

iβσ′ ĉiγσ′ ĉiδσ,

(1.7)

where we have chosen to split the quadratic part into a local, hσσ
′

αβ
, and non-local part, tσσ

′
αβ

,

while once again we consider only local interactions5. For the following, we further assume

a system, where a d-shell atom resides on each lattice site, as is the case for transition metals

of the 3d, 4d and 5d series of the periodic table, although the same argumentation follows

naturally for any shell type, i.e f -shells of the lanthanides series. The hopping integrals,

e.g. shown Fig. 1.3, tαβσi j can be obtained by considering the interatomic Slater-Koster

5Extending the model to include non-local interactions is straightforward, but will not be considered in

any part of this work.
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two-center integrals [53, 131], and they will not be discussed further.

The isolated atom: Let us start by considering only the presence of the last term of

Eq. (1.7), namely an isolated d-shell. For N ≥ 2 full diagonalization of the rotationally

invariant SO(3) interaction operator – parametrized in our case with 3 independent co-

efficients – written in the dN Hilbert space, yields the so-called multiplet structure of the

atom [127]. Its ground state, |GS〉, is determined by the infamous Hund’s rules: (i) the

|GS〉 has the maximum possible total-spin S, (ii) the |GS〉 has the maximum possible total

orbital angular-momentum L and (iii) for more (less) than half-filled shell the |GS〉 has

the maximum (minimum) total angular momentum, J , possible 6.

Atomic-shells embedded into a lattice: We now turn our focus to the energy scales

that emerge or are typically introduced, when considering a periodic lattice. When an

atom is embedded in a solid, its original SO(3) symmetry reduces to the symmetry group

of the corresponding lattice. More specifically, as shown in Fig 1.4, let us assume the

very common in transition-metal oxides perovskite structure: here the d-shell is placed in

the center of a perfect octahedron with oxygens (ligands) at its corners. This symmetry

corresponds to the Oh point group.

In first approximation, we can assume the oxygens as being point charges (no orbital struc-

ture). The symmetry operations, that leave the Hamiltonian invariant, determine the form

of the single-particle states. The original (atomic) 5-fold degeneracy is lifted and two de-

generate subspace arise: a 3-fold and a 2-fold irreducible representation, labeled as t2g and

eg respectively, with an energy difference denoted as∆CF. To get an intuitive picture of the

crystal field effects, we will use another notation for our five single-particle wavefunctions

– the tesseral harmonics T m
l –, constructed as linear combinations of the complex-valued

spherical harmonics: dx y , dyz, dzx , dx2−y2 , dz2 . The tesseral harmonics are real-valued func-

tions and their electron distribution is shown in Fig. 1.4.

Given the octahedral point-charge structure around the d-shell, we can readily see that the

6The last rule applies when considering spin-orbit coupling interaction.
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dxz , dyz

dx y

dx2−y2

dz2

dxz , dyz , dx y

dx2−y2 , dz2

dxz , dyz , dx y

dx2−y2 , dz2

dxz , dyz

dx y

dx2−y2

dz2

SO(3)
eg

t2g

eg

t2g

(D4h − z<) (D4h − z>)(cubic) (cubic)

Fig. 1.4: (top-left) The unit cell of a cubic perovskite ABO3. (top-right) The d orbitals in the basis of

tesseral harmonics. (bottom) Energy level splittings of the d-shell due to the experience of

an (I) octahedral, Oh, and (II) tetragonal , D4h, crystal-field generated from the surrounding

ligands. The far-left case corresponds to a compression of the z-axis while the far-right case

corresponds to an elongation of the z-axis.

lobes of the electron distribution for dx2−y2 and dz2 (the eg subsapce) point directly towards

the corners of the octahedron. Thus, they will experience stronger Coulomb repulsion

and will be shifted upwards in energy with respect to the dx y , dyz and dzx orbitals (the

t2g subspace) which point in between the surrounding ligands. The same argumentation

follows also for the splittings – and the orbital characters – resulting from a compression

or an elongation along the c-axis of the octahedron: a tetragonal crystal-field described by

the D4h point-group symmetry.

It should be noted once again that the above ionic view, the crystal-field theory, is an ap-

proximation, since it principally neglects the effect of covalency: equivalently this means
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∆so∆cf

SO(3) SO(3)

(i) (ii)(iii)

t2g

eg

J3/2

J5/2

Fig. 1.5: Energy splittings of the d-shell. (i) Splittings based on a cubic crystal-field, which is diagonal

in basis of the tesseral harmonics, T m
l . (ii) Splittings generated from the spin-orbit coupling,

which is diagonal in the basis of total-angular momentum, |J ; Jz〉. (iii) Splittings generated

when both cubic crystal-field and spin-orbit coupling operator act on the d-state manifold.

Note that no good single particle basis exists [123].

that the oxygen states lie far below our low energy window so that they do not hybridize

with the d-shell. When the latter assumption does not hold, a more comprehensive treat-

ment must be considered, known as ligand-field theory, where both the electrostatic and the

covalent bonding (hybridization) between ligands and the transition metal are explicitly

taken into account 7.

Another quadratic term, that is considered in this work, is the relativistic spin-orbit coupling

operator, whose action results in splittings of the multiplets with total angular momentum

J. Expressed in the basis of spherical harmonics, |l, m,σ〉, it is given by,

Ĥso = λ
�m=+l
∑

m=−l

∑

σ

mσĉ†
mσ ĉmσ +

m=l−1
∑

m=−l

pm
l (ĉ

†
m+1↓ ĉm↑ + ĉ†

m↑ ĉm+1↓)
�

, (1.8)

where pm
l =

1
2

p
l +m+ 1

p
l −m and λ is the spin-orbit coupling strength. For transition

metals that belong to the 3d-series, the spin-orbit coupling is rather small – of the order

of meV – when compared with the crystal-field splitting between the t2g and eg subspace

– of the order of eV – and often is neglected. This is not the case for 4d and especially

5d series compounds, where the situation might even be the opposite, or in cases that

the crystal-field symmetry is further reduced, e.g. by tetragonal distortions. There, one

7A systematic study of group, crystal and ligand field theory is far beyond the scope of this section. The

interested reader is pointed the excellent monograph [14].
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actually needs to compare the energy scales of all crystal-field splittings to decide if the

spin-orbit coupling can be safely neglected.

A schematic view of the d-shell including both single-particle operators is shown in Fig. 1.5.

1.4 Dynamical Mean-Field Theory

In absence of exact analytical or numerical treatment of (even) the single-band Hubbard

model, it has been a necessity to seek for another route towards the exploration of its

phase diagram. Many-body approaches based on expansions around small parameters –

when existing – proved to be extremely useful: the physical properties of the system can be

accessed through one- or two-particle Green’s functions which not only can be computed

in a controlled manner but are also cheaper to store memory-wise and easier to analyze

than the bulky many-body wavefunction.

Nevertheless, while one can envisage a perturbative expansion around the extreme cou-

pling limits, no obvious small parameter for the intermediate regime seemed to exist. It

has been the seminal work of W. Metzner and D Vollhardt, that revealed the existence of

another limit: the infinite dimensions or infinite coordination number [97]. In this limit a

non-perturbative expansion with respect to the coupling strength is possible and sets the

foundation of the so-called dynamical mean-field theory [42, 55, 73, 37].

1.4.1 Key concepts and formulation

Following the ideas of Ref. [97], consider the single-band Hubbard model for the case of a

d-dimensional hypercubic lattice and assume only nearest-neighbor hopping with strength

t. In such case, the kinetic part of Eq. 1.5 can be readily diagonalized and the corresponding

eigenvalues are,

ε(k) = −2t
d
∑

a=1

cos(ka), (1.9)
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where ka is the projection of the k vector on the a axis. Given the eigenvalues, one can

evaluate the corresponding density of states (DOS), as:

D(ω) =
� 1
2π

�d/2
∑

k

δ(ω− ε(k)) d→∞
=

1
2t(πd)1/2

e− (
ω

2t
p

d
)2 , (1.10)

where for the last equality we used the central limit theory. The kinetic energy scales as

the variance (the second moment) of the above distribution, and thus diverges in the limit

d → ∞, given a constant hopping amplitude, t. In contrast, the potential energy per

lattice site of the system does not scale with the number of dimensions. Consequently,

in this limit the model would lead to a trivial situation: the competition between kinetic

and potential energy would not be captured. To capture the competition between the two

relevant scales in this limit, we need to introduce a scaling factor. This is equivalent to

force the above variance to be finite and can be achieved by a renormalization t ≈ t∗/
p

2d.

The scaling derived above for the specific assumptions can be generalized for a system

with long range hopping elements by introducing the quantity Z||i− j||. The latter counts

the number of equivalent sites at distance ||i − j|| from site i. The scaling, then, reads as

t i j ∝
t∗i j

Z||i− j||
. (1.11)

Diagrammatics in the limit of infinite dimensions: We proceed by asking "How does

the single-particle propagator of the system behave in the limit d →∞, given the scaling

of the hopping amplitudes as in Eq.( 1.11)? ". For the non-interacting single-particle

propagator, G0
i j(iωn), written on the Matsubara axis, we can show – by expansion – that it

scales exactly as the hopping amplitudes, namely:

G0
i j(iωn) =

�

(iωn +µ)1− t̃
�−1
�

�

�

�

i j

∝ 1
Z||i− j||

, (1.12)

where µ is the chemical potential of the system that fixes the particle-density. The in-

teracting Green’s function, Gi j(iωn) is connected with the non-interacting one and the

self-energy, Σi j(iωn), via the Dyson equation:

Gi j(iωn) =
�

�

G0
i j(iωn)

�−1 −Σi j(iωn)
�−1

. (1.13)
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Fig. 1.6: Examples of Feynman diagrams for the self-energy. (a) second-order diagram of the self-

energy, (b) non-skeleton self-energy diagram, (c) Second-order diagram of the self-energy

expressed in terms of the interacting (dressed) single-particle propagator.

Thus, assuming that the self-energy tends to zero faster than the hopping amplitudes when

Z||i− j||→∞ – a condition that we will verify shortly – the interacting Green’s function has

the same scaling as the non-interacting one.

In Fig. (1.6a), we show a second-order Feynman diagram that contributes to the self-energy

of our system, Σi j. Given that our interaction is considered to be local and thus it connects

a site i with itself, we can distinguish between two cases:

• Non-local contributions, namely when i 6= j: Since we have three non-local prop-

agators involved, all these diagrams scale as Z−3/2
||i− j|| and thus vanish in the limit of

Z||i− j||→∞.

• Local contribution, namely when i = j: In this case the diagram remains finite even

in the limit of infinite coordination number.

The same argument holds for all non-local contributions to the self-energy, as long as two

different sites are connected by at least three lines (propagators). In Fig. (1.6b), we show

another diagrammatic possibility for the self-energy, where now two different lattice sites

are connected by only two lines (propagators). In that case, the two propagators provide

a factor of Z−1
||i− j|| which cancels exactly with the prefactor of the implied internal summa-

tion (over j). However, the figure is already included when we consider local interacting



1. General Background 19

propagators (blue lines) to build-up our diagrammatics, as shown in Fig. (1.6c).

Thus, we can conclude that in the limit of infinite dimensions only the local diagrams

contribute to the self-energy: the non-local ones are irrelevant since they scale at least as

Z−3/2
||i− j||. Transforming the notation from the real to the reciprocal space, this corresponds

to:

Σi j(z) = δi j Σ(ω) → Σ(z,k) = Σ(ω). (1.14)

So far, we have shown that, in limit of infinite dimensions, the correlations encoded in the

self-energy, collapse onto the local ones only. That is, for the interacting lattice Green’s

function of the Hubbard model:

G(k, iωn) =
�

iωn +µ− ε(k)−Σ(k, iωn)
�−1

=
�

iωn +µ− ε(k)−Σ(iωn)
�−1

. (1.15)

However, we still miss a scheme within which we are actually able to compute this local

self-energy. Devising such a scheme implies two ingredients [41]:

• A solvable effective model, whose self-energy is a priori purely local.

• A self-consistent mapping of the original lattice model onto the above effective one.

Connection with the Anderson Impurity Model: The model Hamiltonian describing an

impurity embedded in a bath of non-interacting electrons, can be written in the form of

the Anderson impurity model (AIM) [5], which reads as:

ĤAIM =
∑

nσ

εn ĉ†
nσ ĉnσ +

∑

nσ

Vn(ĉ
†
nσ fσ + f †

σ
ĉnσ) + U f †

↑ f↑ f
†
↓ f↓, (1.16)

where c† (c) and f † ( f ) create (destroy) an electron on a conduction site and the impurity

site, respectively; εn are the on-site energies of the non-interacting sites and Vn denotes the

hybridization of the n-th site with the impurity. These two parameters – called Anderson

parameters – together with the onsite interaction strength, U , completely define the AIM.

Integrating out the trivial non-interacting part, the action of the AIM reads as [2]:

SAI M = −
1
β

∫ β

0

dτ

∫ β

0

dτ′
∑

σ

η̄σ(τ)G−1
0 (τ−τ′)ησ(τ′) + U

∫ β

0

η̄↑(τ)η↑(τ)η̄↓(τ)η↓(τ)dτ.

(1.17)
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Here η̄σ (ησ) are the Grassman variables associated with the creation (annihilation) oper-

ators of the impurity; β is the inverse temperature. The non-interacting Green’s function,

G 0, of the AIM – entering in the quadratic part of the action – is conventionally called the

Weiss-field and is expressed in terms of the Anderson parameters of the fermionic bath as:

G 0(iωn) = iωn +µ−
∑

m

| Vm |2
iωn − εm

= iωn +µ−∆(iωn), (1.18)

where in the last equality he have defined the so-called hybridization function, ∆(iωn). In-

spection of the action, Eq. (1.16), reveals an intuitive picture: the quadratic part describe

the process in which an electron leaves the impurity at time τ′, propagates freely in the

fermionic bath for τ − τ′, and returns at the origin at time τ; the quartic part describes

the instantaneous Coulomb interaction when the impurity is doubly-occupied. The rela-

tion between the impurity site and the non-interacting bath, is encoded in G 0, which is

nothing but the quantum counterpart of the Weiss-field of classical mean-field theory. The

interacting single-particle Green’s function, GσAIM(iωn) – given the AIM – action is obtained

as:

GσAIM(iωn) = −
∫ D[η̄]D[η]η̄σησe−S

∫ D[η̄]D[η]e−S
, (1.19)

and the impurity self-energy, is evaluated via the corresponding Dyson equation,

ΣAIM(iωn) = [G 0(iωn)]
−1 − [GAIM(iωn)]

−1. (1.20)

DMFT self-consistency scheme: We can now describe the self-consistent DMFT scheme

to map the original lattice model into an effective impurity problem. Since in the limit of

infinite dimensions the diagrams that contribute to the self-energy are the local skeleton

ones, and since by definition the diagrams that contribute to the self-energy of an AIM are

also local – with local Green’s functions – we can conclude that both systems are described

by the same diagrammatics. Thus, assuming that the on-site Coulomb interaction of the

impurity system is the same also for all sites of the lattice system, and in the case that both

interacting Green’s functions, Gloc and GAIM, are the same, the corresponding self-energies

evaluate the same. With these considerations we obtain,

Gloc(iωn) = GAIM(iωn)⇒
∑

k

�

iωn+µ−ε(k)−Σ(iωn)
�−1

=
�

G−1
0 −ΣAIM(iωn)

�−1

, (1.21)
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ΣAIM, GAIM

Fig. 1.7: The DMFT self-consistent scheme. Given the original lattice model we (I) fix the particle

density – calculating the chemical potential µ – and we obtain the local Green’s function of the

system. Provided the interacting part of the Hamiltonian, we define and (II) solve the AIM.

At stage (III) we check if the convergence criteria are met and return to stage (I) or exit the

self-consistent loop, respectively.

which can be regarded as the DMFT self-consistency equation. If we are able to find

the AIM whose Weiss-field and self-energy fulfill Eq. (1.21), then we will know exactly

the local interacting Green’s function and self-energy of the lattice system, in the limit of

infinite dimensions.

In turn, to specify the self-energy, one needs to solve the impurity many-body problem,

a task for which various methods have been devised – even 20 years before DMFT was

formulated – and are still actively developed. A summary of the self-consistency scheme

of DMFT is shown in Fig. 1.7.

1.4.2 Limitations and extensions

The limitations of dynamical mean-field theory originate both from numerical and theo-

retical reasons. From the numerical point of view, despite the enormous simplification of

the lattice model in infinite dimensions, one is still left to deal with and overcome the full
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complexity of the resulting quantum impurity model, which lies at the core of the self-

consistent DMFT framework. This task is the subject of the so-called quantum impurity

solvers, which can be classified into two main categories: analytical (AIS) and numerical

(NIS) solvers. AIS are typically employed to provide approximative yet computationally in-

expensive solutions involving (controlled) diagrammatic truncation schemes as in iterative

perturbation theory and strong-coupling expansion, or non-crossing and slave-boson mean-

field approximation, to name a few. NIS, based on e.g. different flavors of continuous-time

quantum Monte Carlo (CTQMC), exact diagonalization or density-matrix renormalization

group (DMRG), represent the opposite "limit": they are computationally (very) expensive

but can be considered as exact. Each class comes with its own benefits and challenges

hence their usage depends on the context.

For instance, the qualitative exploration of phase-diagrams over a large set of tunable pa-

rameters is often a perfect case for an AIS [32, 80]. In contrast, quantitative – or many

times even qualitative 8 – studies necessitate the use of expensive NIS calculations. CT-QMC

solvers [45, 46] are currently considered to be the state-of-the-art method for finite tem-

perature simulations of multi-orbital systems with complex hybridization functions. Their

computational cost scales cubicly with the number of orbitals and temperature. However,

as in their lattice counterpart, they are often hampered by the fermionic sign-problem,

which causes an exponential scaling in computational time for any desired accuracy. Fur-

thermore, the measurements of the Green’s functions and self-energies are obtained on

the Matsubara axis, which necessitates the ill-conditioned analytic continuation to obtain

results on the real axis. This systematic problem is avoided when using ED solvers [87],

which operate directly on the real-frequency axis. They are, however, severely limited re-

garding the number of orbitals they can handle. New DMRG algorithms [16], exploiting

efficient representations of the wavefunction, such as matrix-product states (MPS), seem

to (partially) circumvent the exponential growth of the Hilbert space and offer a very in-

teresting alternative for the solution of generic impurity problems.

Regarding theoretical considerations, the main limitation of DMFT is very easy to be under-

8Perturbative solvers cannot be expected to perform well away from the parameter space in which they

are defined.
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stood: only in the limit of infinite dimensions the self-energy loses it’s spatial dependence

and becomes local. In finite systems, however, the self-energy has also non-local part,

meaning that non-local correlation effects – and thus non-local fluctuations, e.g. charge

and spin fluctuations – are completely missed by DMFT. The various methods, devised dur-

ing the last decades to include some portion of those missing contributions, fall into two

general categories: cluster extensions [44, 91] and diagrammatics extensions [112].

• In cluster extensions, formulated either in the reciprocal space (DCA) [56, 122,

84] or in real space (cellular-DMFT)[72], the idea is to extend the single-site impu-

rity model to a cluster of impurities embedded into the dynamical mean field bath.

As DMFT accounts exactly for all local correlations on the impurity, cluster DMFT

extensions will account for all local correlations within the cluster: short-range cor-

relations will be included. Additionally, they provide a systematic way to approach

the thermodynamic limit by increasing the cluster size.

• In diagrammatic extensions, non-local correlations are taken into account via in-

clusion of (non-local) Feynman diagrams that are not considered in DMFT. Early

approaches in this context, supplemented the purely local DMFT self-energy with

non-local contributions of other diagrammatic methods, i.e GW+(E)DMFT [128, 12].

Other recently developed approaches, point towards a different way to introduce

non-local correlation effects. For instance, DΓA is formulated around the locality

of the two-particle irreducible vertex Γ [133], while TRI LEX [13] is based on the

locality of the three point 2-fermion-1-boson vertex, Λ. In the same category, dia-

grammatic mergers like DM F2RG can be considered too [132].

Extensions of DMFT are a current subject of active research. However, a word of caution:

the extensions of DMFT typically imply a huge increase in computational cost. Cluster

extensions, for instance, are rather limited by the cluster size, while diagrammatic exten-

sions apart from being computationally expensive are also memory bound, since they deal

with higher-order Green’s functions. Thus, especially the treatment of multiorbital systems

within these extensions is in its early stage.
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1.5 Bringing two worlds together: The merger of DFT and

DMFT

In the previous sections, we discussed the methodologies commonly employed either for

ab initio calculations (DFT) or for model hamiltonians (DMFT), and we addressed their

merits and limitations. Hence, it should be already evident that a realistic description of

strongly-correlated materials, directly points to a combination of such concepts. Among

the so-called DFT++ methods [83], the merger DFT and DMFT is currently the state-of-

the-art framework [105]. It allows the inclusion of many-body effects into one or more

correlated subspaces, within a material-dependent parametrization of the Hamiltonian of

the system. In the following, we will describe the rationale behind this merger, alongside

with its algorithmic realization and pitfalls that are usually encountered.

1.5.1 Constructing the ab initio Hamiltonian

In contrast with a pure model Hamiltonian study, where one usually deals with a relatively

small number of orbitals and can, therefor, explicitly choose and write down the single-

particle hopping integrals, tαβi j , the description of a periodic real system (compound) is far

more complicated: it typically consist of dozens of orbitals in the unit-cell, whose local

structure must be properly obtained, while thousands of hopping amplitudes must be de-

termined. On top, we know that neither all states shall be considered as relevant nor all

remaining states shall be treated as correlated and altered by the inclusion of many-body

correlation effects.

Construction of the quadratic Hamiltonian: The initial local structure and hopping

integrals, Tαβi j , are obtained solely within the context of DFT, and it is assumed that they

form the non-interacting Hamiltonian, H0(k) = HDFT(k). It should not be forgotten though,

that this last step is an approximation since DFT is already taking into account part of

correlation effects through the exchange-correlation functional; indeed this is the source
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of the so-called double-counting problem which we will discuss in Section 1.5.2.

Given the converged set of single-particle wavefunctions and eigen-energies, the next step

is to construct atomic-like orbitals for the relevant energy window, W , for which the low

energy Hamiltonian will be defined. Common choices of such atomic-like localized basis,

Ψiα(r) are (localized) projections [124] and linear or N-th order muffin-tin orbitals [4],

while their quality is typically validated by the convergence upon the original DFT band-

structure. This allows us to obtain a tight-binding representation of our system, namely

the quadratic part of Eq. ( 1.4), as,

Ĥ0 =
∑

i j

∑

αβ

Tαβi j ĉ†
iα ĉ jβ , (1.22)

where the hopping integrals Tαβi j are given as,

Tαβi j = 〈Ψiα(r)|ĤDFT|Ψ jβ(r
′)〉 (1.23)

Construction of the quartic Hamiltonian: In the DFT+DMFT framework correlation

effects are generated by the interaction terms in the selected subspaces. Without loss of

generality, letM be the set of all states in the low energy-window, namely the correlated,

C , and the uncorrelated, U . In the same manner as in Eq. (1.4), we can define the

interacting (quartic) term of the Hamiltonian, which is parametrized by the U-matrix, Uαβγδ
with αβγδ ∈ C .

However, because of the rearrangement of all surrounding electrons upon the presence of

an electron due to the Coulomb repulsion, the interaction interaction to be constructed

must consider the effect of screening. The derivation of such a U-matrix, is the subject

of constrained approaches, like the constrained local density approximation [48] or con-

strained random-phase approximation [11]. The latter, is based on the resummation of

ring-diagrams to build the polarization tensor, excluding the processes within the corre-

lated subspaceC and generates a frequency dependent interaction Uαβγδ(iνn). Oftentimes,

the static limit – or close to the static limit – value of the interaction kernel is taken to con-

struct the interacting Hamiltonian of the low-energy model [136], albeit this approxima-
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tion neglects processes, such as plasmons, that might crucially affect the excitation spectra,

as shown in references [27].

1.5.2 Double counting and self-consistent cycle

Based on the previous considerations, the Hamiltonian of the system in the energy window

W , reads:

Ĥ =
∑

i j

∑

αβ∈M
Tαβi j ĉ†

iα ĉ jβ +
∑

i

∑

αβγδ∈C
U (i)
αβγδ

ĉ†
iα ĉ†

iβ ĉiγ ĉiδ. (1.24)

At this point, two cases can be realized: (i) All states inM are correlated, that isM =C
and U = ;, (ii) uncorrelated states exists in the low energy window, U 6= ;. In the first

scenario, the resulting form of the Hamiltonian is nothing but the multi-orbital generaliza-

tion of the Hubbard model and DMFT can be employed directly to converge the interacting

local Green’s function and local self-energy of the system.

In the second case, though, additional steps must be included. As mentioned earlier, part

of the correlation effects – local and non-local – are already taken into account during

the DFT step. At the same time, within DMFT we are assured that we account for all

local correlation effects explicitly; this would effectively lead to a double counting of some

terms. Thus some form of double counting correction has to be introduced. However, the

commonly used exchange-correlation functionals are non-linear and cannot be explicitly

expressed in terms of Feynman diagrams – there is no common language between DFT and

DMFT. Thus, there is no definite solution to the double-counting problem, and one typically

assumes its form inspired by limiting cases.

The most common schemes, labeled as "around mean-field" (AMF) [10] and "fully-localized

limit" (FLL) [29] correction, are constructed directly from the non-interacting (DFT) occu-

pation numbers. Restrictions for the high-frequency asymptotic behavior of the impurity’s

self-energy have been also employed in the study of insulating systems, while oftentimes

the double-counting term is treated as an adjustable parameter, optimized a posteriori upon

the proximity of the converged solution to experimental results. Independently of the se-

lected form, the double-counting correction essentially assumes a quadratic operator to be
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Fig. 1.8: A schematic view of the DFT+DMFT self-consistent scheme in its one-shot variant.

included in the Hamiltonian, as:

HS → HS +
∑

i

∑

αβ∈C
µDC ĉ†

iα ĉiβ . (1.25)

Having discussed all the preliminaries, as sketched in Fig. 1.8, the steps and decisions to

be made in order to perform a self-consistent DFT+DMFT calculation – in the so-called

one-shot variant, can be summarized as follows:

1. Perform a DFT calculations and identify the low energy-window, W in which the

Hamiltonian will be constructed. Obtain a tight-binding representation of the Hamil-

tonian, H0(k) (Wannierization).

2. Label the subspaces, ci, of the Hamiltonian to be treated as correlated. Parametrize

the interaction kernel and assume a form of the double-counting correction for each

correlated subspace.

3. Obtain the local lattice Green’s function – in the first cycle the all self-energies can

be set equal to the corresponding double-counting correction – as,

GWloc =
1
Nk

∑

k

1
iωn +µ−H0(k)−ΣW (iωn)

, (1.26)



28 1. General Background

where the self-energy in the full space is constructed as,

ΣW (iωn) =













Σ(1) 0 0 0

0 Σ(2) 0 0

0 0 . . . 0

0 0 0 0













−













Σ
(1)
DC 0 0 0

0 Σ
(2)
DC 0 0

0 0 . . . 0

0 0 0 0













(1.27)

with Σ(i) and Σ(i)DC being the self-energy and double-counting correction of the corre-

lated subspace i.

4. Solve independently the AIMs defined the Weiss-field,

G (i)0 =
�

Σ(i) + [G(i)loc]
−1
�−1

, (1.28)

and the interaction Ĥ (i)int, where the local Green’s function of the i-th subspace is

obtained by the projection operator Pi as G(i)loc = PiG
W
locP

†
i .

5. Iterate over steps 3 and 4 until the convergence criteria are met.

1.6 Observables and connection to experiments

This section is devoted to the physical observables that one is able to obtain upon solving a

corresponding model Hamiltonian, always in the context of DMFT (or DFT+DMFT). That

is, we ask which physical information can be extracted given the non-interacting Hamilto-

nian together with the converged local Green’s function and self-energy. Furthermore, we

assume that the solution of the impurity problem is obtained on the imaginary (Matsub-

ara) axis as is the case for most impurity solvers, based on Quantum Monte Carlo (QMC)

implementations.

1.6.1 The problem of analytical continuation

Most experiments probe dynamical quantities directly on the real-frequency axis, e.g single-

particle spectral functions. In turn, the (local) spectral-function, A(ω) and the retarded
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single-particle Green’s function, GR
loc(ω) are connected as

A(ω) =
1
π

ImGR
loc(ω). (1.29)

The connection between A(ω) (target-quantity) and the imaginary-time single-particle

Green’s function G(τ) (obtained during simulation) is given – in the continuum – by,

Gloc(τ) =

∫

dωK (τ,ω)A(ω)→ Gτ =KτωAω, (1.30)

where, for the right-hand side, we have assumed a discrete time and frequency mesh; this

is the case for all numerical simulations. K (τ,ω) is the kernel of the transformation which

in the fermionic case reads,

K (τ,ω) =
e−τω

1+ e−βω
, (1.31)

with β = 1
κB T being the inverse temperature. A direct inversion of the matrix equation to

retrieve the spectral function, A = K −1G is futile. The exponential decay of the kernel

transformation corresponds to a very large condition number of the above procedure [23],

meaning that even small variations of the input vector (G) significantly change the resulting

output vector (A): the analytical continuation is an ill-conditioned problem. The advance-

ments and/or the development of algorithms and methods to deal with it is an active field

of research. Among other methods [47, 76], the Maximum Entropy Method (MEM) [119,

47, 120], which is based on the Bayes theorem, has been proven to be the most successful.

Here we will recapitulate only the basic idea of the MEM, while for the interested reader

we refer to [61]. The basic idea of MEM, in order to circumvent the ill-conditioned relation

Eq. (1.30), is to construct, instead, the (statistically) best spectral function A(ω) that gives

the correct G(τ), in terms of analytic properties.

The arguments are based on the Bayes theorem stating that the joint probability of two

stochastic samples X and Y , P[X , Y ], is given as:

P[X , Y ] = P[X |Y ]P[Y ] = P[Y |X ]P[X ], (1.32)

where P[X |Y ] is the conditional probability of having X given Y . The purpose of the MEM

algorithm is to exactly maximize the posterior functional P[A(ω)|G(τ)], which is calculated

as:

P[A(ω)|G(τ)] = P[G(τ)|A(ω)]P[A(ω)]
P[G(τ)]

(1.33)
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where P[G(τ)|A(ω)] is called the likelihood function. It estimates the probability of finding

the actual G(τ) given the spectral function A(τ), and typically is calculated as:

P[G(τ)|A(ω)]∝ exp
�

a

∫

dω
�

A(ω)− D(ω)− A(ω) ln
A(ω)
D(ω)

��

= exp[aS] (1.34)

where S is called information entropy, a is an adjustable hyper-parameter and D(ω) is

the so-called default model: it is used as the initial point for the spectral function and to

enforce its analytic properties, e.g. normalization. Note, however, that the default model

should not impact the resulting A(ω), given that the stochastically generated G(τ) data

have relatively small noise.

Complementary, obtaining the self-energy in real frequencies allows us to retrieve vari-

ous properties of the system which can are of experimental interest, including for instance

Fermi-surfaces, k-resolved or local spectral functions, renormalization factors e.t.c.. How-

ever, the AC procedure of the Σ(ω) is a more subtle issue, since a corresponding spectral

representation does not exist, and various methodologies have been employed. For exam-

ple, one could analytically continue both the local non-interacting and the local interacting

Green’s functions and use the Dyson equation to obtain the Σ(ω). However, such a proce-

dure tends to give unsatisfactory results as there are two independent analytical continua-

tions involved, leading to strong oscillations of the results. Another approach, considered

to be more stable, is to exploit the AC of an auxiliary (mock) Green’s function – which

fulfills all necessary analytic properties – and reconstruct the objective Σ(ω) from Gaux(ω).



Chapter 2

Perturbative approaches around

reference points

The scope of this chapter is to discuss two different methodologies that can be employed

when a clear separation of the primary energy scales, namely the itinerant and interacting,

exists. In such systems, which lie in the proximity of the exactly solvable reference points

– the non-interacting and the atomic-limit one –, diagrammatic expansions with respect

to the remaining inferior energy scale formally hold and offer an alternative approach to

access physical observables both at the one- and two-particle level, albeit the limits of their

applicability are often debatable.

2.1 The multi-orbital Random Phase Approximation

There are three interconnected parts involved for a theoretical description of a (realistic)

system: (i) the construction of a microscopic model, preferably as minimal as possible,

which we hypothesize to capture the essential physical mechanisms that are present, (ii)

the solution of the corresponding model to access its physical properties and (iii) the cross-

validation of points (i), (ii) against the actual experimentally obtained observables of the

31
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corresponding system. In turn, experimental setups are designed under the principle of

probing the response of a given system upon (usually weak) external perturbations and

indirectly extracting its so-called susceptibility, which as the name suggests describes how

susceptible is the system upon such a perturbation.

Although the comparison of a microscopic theory with the experiment commence (usually)

from one-particle quantities – for instance single-particle spectral functions compared with

ARPES [31] experimental data –, most experiments, such as Raman spectroscopy or inelas-

tic neutron scattering [28], require access to high-in-order correlators from the theoretical

side, in particular two-particle Green’s functions.

Devising methodologies and approximations to obtain the latter is currently an active field

of research. Here, we will discuss the matrix formalism of the random-phase approxima-

tion that allows the study of multi-orbital model Hamiltonians regarding their response

functions and has been employed for the study of a generic t2g-model presented in Chap-

ter 4.

2.1.1 Linear response theory

Let us assume that the system in thermodynamic equilibrium is described by the (time-

independent) Hamiltonian Ĥ − µN̂ . Furthermore, we consider an external field, Fm(t),

with Fm(t = −∞) = 0, that acts on our system and couples to the m-th component of an

operator B̂, so that it reads:

Ĥ1(t) =
∑

m

BmFm(t) with [Ĥ1(t), N̂] = 0. (2.1)

From statistical mechanics, we know that the expectation value 〈 Â(t) 〉 of any operator Â

at time t will be given by

〈 Â(t) 〉 ≡ 〈Â〉t = Tr[ρ(t)A] = Tr[ρ0 A] + Tr[ρ1(t) A]. (2.2)
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The last equality in Eq. (2.2) is obtained by defining the density-matrix of the system at

time t, ρ(t), as

ρ(t) = ρ +ρ1(t) with ρ1(t = −∞) = ρ =
e−β(Ĥ−µN̂)

Tr[e−β(Ĥ−µN̂)]
. (2.3)

The last equation states that at t = −∞ the system is at equilibrium with no perturba-

tion applied. In turn, the density-matrix satisfies the Liouville-von Neumann equation of

motion [25]:

i
dρ(t)

d t
= [H,ρ1(t)] + [H1(t),ρ] + [H1(t),ρ1(t)]. (2.4)

The last term of Eq. (2.4) is at least of second order in terms of the applied field and we

can restrict ourselves to include only terms up to first order. Thus, we are left only with

the linear terms, namely,

i
dρ1(t)

d t
= [H,ρ1(t)] + [H1(t),ρ], (2.5)

The above differential equation which can be easily solved and yields:

ρ1(t) = −i

t
∫

−∞

d t ′ ei(Ĥ−µN̂)(t ′−t) [H1(t
′),ρ] e−i(Ĥ−µN̂)(t ′−t). (2.6)

By substituting Eq. (2.6) and Eq. (2.1) into Eq. ( 2.2), we obtain,

〈Â〉t = 〈Â〉0 − i
∑

m

t
∫

−∞

d t ′ Tr
�

ei(H−µN)(t ′−t) [B̂m,ρ] e−i(H−µN)(t ′−t) Â
�

Fm(t
′), (2.7)

where 〈. . . 〉0 denotes the expectation value calculated on the unperturbed system. Intro-

ducing the Heisenberg picture for the operators Â, B̂m, Eq. (2.7) can be rewritten into:

〈 Â 〉t − 〈 Â 〉0 = −i
∑

m

t
∫

−∞

d t ′〈 [Â(t), B̂m(t
′)] 〉 Fm(t

′). (2.8)

Introducing the definition of the retarded (bosonic) Green’s function,

χ r
ABm
(t, t ′) = −iΘ(t − t ′)〈 [Â(t), B̂m(t)] 〉0, (2.9)
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we end up to the so-called Kubo formula [78],

〈 Â 〉t − 〈 Â 〉0 =
∑

m

+∞
∫

−∞

d t ′χ r
ABm
(t, t ′)Fm(t

′), (2.10)

or, equivalently, written in the frequency domain,

〈 δÂω 〉=
∑

m

χABm
(ω)Fm(ω), (2.11)

where 〈 δÂ 〉 is the response of the system due to the effect of the perturbation. From a

phenomenological point of view, the coefficients χABm
connect the experimentally accessible

response of the system with the corresponding applied field and are conventionally called

susceptibilities. They fulfill all properties of bosonic Green’s functions, e.g. sum rules and

Kramers-Kronig relations, while they directly encode the causality principle [43].

2.1.2 Mathematical formulation

In the previous section, we derived a fundamental expression to connect the action of a

field on our system with its response and found that the intrinsic properties that govern

this connection are encoded in the so-called susceptibility of the system. The methodology

to evaluate the corresponding susceptibility for a given model is the subject of this part.

More specifically, we will assume that the unperturbed system is characterized by transla-

tional symmetry and is time-independent, thus the susceptibility depends solely on spatial

and time differences, namely:

χAB(r − r′,τ−τ′) = 〈 T̂
�

Â(r,τ) B̂(r′,τ′)
	 〉. (2.12)

Note, that here we have transformed the notation onto the imaginary axis, due to the

analytical properties that Green’s functions, in general, fulfill. The expectation value 〈. . . 〉
is assumed with respect to the full (interacting) Hamiltonian of the system. The operator

T̂ is the time-ordering operator whose action (for the bosonic case) is defined as:

T̂ �M̂(τ) P̂(τ′)
	

= Θ(τ−τ′)M̂(τ)P̂(τ′) +Θ(τ′ −τ)P̂(τ′)M̂(τ). (2.13)
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The single particle operators Â, B̂ can be expressed in terms of fermionic creation and an-

nihilation operators and thus Eq. (2.12) can be rewritten as:

χAB(r − r′,τ−τ′) =
∑

i jkl

Ai jBkl〈 T̂
�

ĉ†
i (r,τ)ĉ j(r,τ)ĉ†

k(r
′,τ′)ĉl(r

′,τ′)
	 〉

=
∑

i jkl

Ai jBkl χ
gen
i jkl(r − r′,τ−τ′). (2.14)

Here, the Latin letters i, j, k, l stand for composite spin-orbital indices that label the chosen

single-particle basis in which the matrix representation of the operators is obtained; χgen
i jkl

is the generalized susceptibility of the system. Note that Eq. (2.14), suggests that the

knowledge of the generalized susceptibility allows us to evaluate any physical susceptibility

generated from the set of operators {Â, B̂} and that χAB is nothing but a tensor contraction

of the χgen
i jkl .

Non-interacting limit

We will start from the non-interacting limit in which a specific element of the generalized

susceptibility reads,

χ
gen
i jkl(q,τ−τ′) =

∑

k,k′

〈 T̂ �ĉ†
i (k+ q,τ)ĉ j(k,τ)ĉ†

k(k− q,τ′)ĉl(k
′,τ′)

	 〉0 (2.15)

where we have performed a Fourier transformation to the reciprocal space (since our

Hamiltonian has translational symmetry). Making use of the Wick’s theorem [35] – which

applies since the expectation value is taken with respect to the non-interacting system –

and recalling the definition of the non-interacting single-particle Green’s function,

G0
αβ
(k,τ−τ′) = −〈 T̂ {ĉβ(k,τ)ĉ†

α
(k,τ′)} 〉0, (2.16)

we can rewrite Eq. (2.15) as,

χ
0,gen
i jkl (q,τ) =

∑

k,k′

G0
ji(k, 0)G0

lk(k
′, 0)δq,0 −

∑

k

G0
l i(k+ q,−τ)G0

jk(k,τ). (2.17)

In terms of Feynman diagrams, the first contribution on the right-hand side of Eq. (2.1.2)

is represented by a disconnected diagram and can be conveniently neglected in all orders
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Fig. 2.1: Example case: the two-dimensional single band Hubbard model described by the dispersion

relation εk = −2t (cos kx + cos ky), with t = 1 setting the energy units. (upper panel) Band-

structure along the high-symmetry points of the Brillouin-zone. Dashed line corresponds to

the assumed chemical potential. (lower left) The Fermi surface of the above model. Full lines

correspond to the perfect nesting condition. Dashed lines denote the boundaries of the Bril-

louin zone. (lower right) The static non-interacting generalized susceptibility as obtained by

a direct evaluation of the Lindhard formula. Due to SU(2) symmetry all non-zero elements of

the tensor are equal.

of the perturbation expansion due to the linked cluster theorem [68]. The remaining term

describes the propagation of a particle-hole pair in the non-interacting system and is con-

ventionally named ring or bubble diagram, due to its diagrammatic representation. To

this end, and by Fourier transforming from the imaginary time domain into the Matsubara

frequency one, the non-interacting generalized susceptibility reads:

F T[χ0,gen
i jkl (q,τ)]→ χ0,gen

i jkl (q, iνn) = −
1
β

∑

k

∑

ωn

G0
l i(k+ q, iωn + iνn)G

0
jk(k, iωn), (2.18)
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whereωn =
(2n+1)π
β and νn =

2nπ
β are the fermionic and the bosonic Matsubara frequencies,

respectively. As an example, in Fig. 2.1, we show the bare (non-interacting) susceptibility,

χ
0,gen
i jkl , for a single-band Hubbard model defined through the dispersion relation εk, as

obtained analytically using the Lindhard formula [98]:

χ0,gen(q, iνn) =
1
Nk

∑

k

f (εk)− f (εk+q)

iνn + εk+q − εk
. (2.19)

Note that due to the SU(2) symmetry of the model, only four components of the non-

interacting generalized susceptibility are non-zero (and actually equal), namely: χ0,gen
σσσσ

and χ0,gen
σσ′σ′σ for σ ∈ [↑,↓].

Introducing interactions

To consider the effect of the interactions on the generalized susceptibility we can follow

the conventional many-body perturbation methodology in order to generate all possible

higher-in-order diagrams using again the Wick’s theorem. A controlled approximation to

evaluate such a series of infinite diagrams assumes a resummation of a subset of diagrams

whose expansion series does not diverge.

Such an approximation is the random phase approximation (RPA) [22] which is built upon

the idea that only the terms involving particle-hole susceptibilities for a given wavevector

q and frequency vn add up coherently, while the contribution of all other diagrams is

suppressed due to their random phase [3]. The calculation of the generalized susceptibility

within RPA results in a summation of diagrams with bubble and ladder topology up to

infinite order and diagrammatically reads:

+ + + . . .=

= ×
�

+ + + . . .
�

+=
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which translates into an algebraic form as,

χgen(q, iνv) =
χ0,gen(q, iνv)

1−χ0,gen(q, iνv) U
, (2.20)

where we explicitly use bold-face letters to denote the matrix character of the building

blocks χgen,χ0,gen and the corresponding U interaction. Note that the denominator of

Eq. (2.20) shall be understood as a matrix inversion operation. As such, the very ability to

invert the denominator – non-trivial determinant – sets the hard limit of the applicability

of the RPA: for fixed χ0,gen and for a critical Uc the denominator is not invertible, thus

signalizing the breakdown of the assumed diagrammatic resummation.

The main benefit of the matrix generalization of RPA is its efficiency; the computational

cost is generated solely from (multiple) matrix operations and has a rather small memory-

footprint, since the mathematical objects involved scale as N 4
s × Nq × Nvn

, where Ns is the

number of single-particle states, Nq is the number of q-points and Nvn
is the number of

bosonic Matsubara frequencies.1 For general realistic multiorbital systems, where the Fermi

surface typically consist of several Fermi sheets, oftentimes the RPA is the only methodology

to obtain lattice generalized response functions, although its validity is still debatable even

in the weak coupling regime.

Physical susceptibilities

The solution of Eq. (2.20) results in the determination of the χgen
i jkl tensor which, in turn, al-

lows us to access any physical susceptibility by simply applying Eq. (2.14). In continuation

of our previous example, in Fig. 2.2, we visualize the static spin and charge susceptibilities

along the high symmetry path on the Brillouin zone. For fixed temperature and increasing

onsite interaction strength, the spin susceptibility dominates and finally diverges at a crit-

ical value of Uc = 1.47, signalizing a phase transition from the normal state (NS) onto the

(checkerboard) antiferromagnetic (AF) one. This phase transition is driven by the perfect

1Note that this is the upper limit of the memory scaling. In practice, various symmetries can be exploited

and lead to significant reduction of computational cost.
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Fig. 2.2: Interacting physical susceptibilities obtained with the RPA for the model defined in Fig. 2.1.

(left) The static spin-spin response function, χss(q, 0), along the high symmetry points of the

Brillouin zone. (right) The static density-density response function, χnn(q, 0), along the high

symmetry points of the Brillouin zone.

nesting of the assumed Fermi surface and could be foreseen already from the pole structure

of the non-interacting generalized response.

At this point, it is important to note that although the RPA is known to be overtaken by the

structure of the Fermi surface, for multiorbital systems attributing or rationalizing diver-

gences based solely on nesting conditions can lead to wrong estimates due to the matrix

form of the interaction kernel.

An alternative view of RPA: The Bethe-Salpeter equation

Previously we derived a closed form for the generalized susceptibility in the context of

(matrix) RPA based on a mere diagrammatic expansion and summation of diagrams of a

particular topology. Another approach to conceptualize RPA is to view it in the context of

the Bethe-Salpeter equations (BSEs) [94]. The BSEs are the two-particle equivalent of the

one-particle Dyson equation and formally read,

χgen = χ0,gen +χ0,genFchχ
0,gen, (2.21a)

Fch = Γ ch + Γ chχ
0,genFch, (2.21b)
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ΓΓ Γ

Fig. 2.3: (i) Diagrammatic view of the Bethe-Salpeter equations. (ii) In the case of the single-band

Hubbard model and due to SU(2) symmetry only 6 out of 16 equations remain to be solved,

while they can be further diagonalized. The RPA corresponds to approximating the two-particle

vertex Γ with the bare interaction kernel U .

where F is the fully connected vertex and Γ is the fully irreducible vertex, which in princi-

ple depend on three Matsubara frequencies and three momenta (note that in Eq. (2.21) we

imply integrations over repeated internal indices and arguments). The subscript denotes

the so-called channel of reducibility. Their explicit calculation corresponds to the evalua-

tion of all diagrams up to infinite order, a task which is unfeasible from a computational

perspective.

In that respect, RPA can be viewed as the zero order approximation of the Γ vertex, which

is nothing but the bare interaction kernel, together with the restriction of remaining only

on the particle-hole channel of the BSEs. Within these considerations, the BSEs – coupled

with respect to the spin-orbital indices – reduce to our earlier result of Eq. (2.20).
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2.2 Strong coupling approximation impurity solver

As we have already reviewed in Sec. 1.4.2, the development of both analytical or numerical

approaches to solve the underlying quantum impurity model that lies at the core of DMFT

is an active field of research by its own. Here, we will describe a (semi-) analytical impu-

rity solver, which is based on a finite expansion with respect to the hybridization around

the atomic-limit [30]. Besides its mathematical formulation, we will refer to the critical

implementation details that need to be considered and we will discuss about the possible

usage cases, as well as the accompanying limitations.

2.2.1 Mathematical formulation

Following Ref. [30], our starting point for the formulation of the impurity solver will be

the multiorbital generalization of the AIM which reads as,

ĤAIM = Ĥimp + Ĥbath + Ĥhyb, (2.22)

where we have decoupled the corresponding degrees of freedom to explicitly denote the

atomic-like part Ĥimp, the non-interacting fermionic bath, Ĥbath, and the hybridization be-

tween them, Ĥhyb.

In particular, each term is defined as,

Ĥimp =
∑

αβ

hloc
αβ

f †
α

fβ +
∑

αβγδ

Uαβγδ f †
α

f †
β

fγ fδ (2.23a)

Ĥbath =
∑

k,a

εα(k)ĉ
†
kα ĉkα (2.23b)

Ĥhyb =
∑

kαβ

Vkαβ f †
α

ĉ†
kβ + h.c. (2.23c)

Here, greek letters denote composites of spin-orbital indices, f †
α
( fα) and ĉ†

kα (ĉkα) create

(destroy) electrons on the impurity site and on the bath, respectively; Vkαβ stands for the

strength of the hybridization between the fermionic non-interacting bath and the impurity.
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Assuming that the impurity Hamiltonian, Ĥimp, can be fully diagonalized and yields,

Ĥimp
diag−−→

∑

l

El |l〉〈l| , (2.24)

the atomic-limit Green’s function can be simply computed through the Lehmann represen-

tation,

Gatom
αβ
(iωn)≡ −

β
∫

0

dτ e−iωnτ〈Tτ fα(τ) f
†
β
(0)〉= 1

Z

∑

l l ′

Fαl l ′F
β ,†
l ′ l

�

e−βEl + e−βEl′
�

iωn − El ′ + El
, (2.25)

where Z is the atomic partition function and Fα (Fα,†) is the matrix representation of the

fermionic operator fα in the full eigenbasis, |l〉 of the atomic Hamiltonian. The atomic

self-energy can be obtained via the Dyson equation,

Σatom(iωn) = [G
0,atom(iωn)]

−1 − [Gatom(iωn)]
−1, (2.26)

where G0,atom(iωn) is the non-interacting atomic Green’s function. Considering the effect

of the hybridization with the non-interacting bath – encoded in the hybridization function

∆(iωn) – perturbatively, the interacting Green’s function of the system reads,

G(iωn) = Gatom(iωn) + G[∆](iωn) + G[∆2](iωn) + . . . . (2.27)

Up to second order expansion with respect to the hybridization elements, Vkαβ , the self

energy of the system becomes

Σ(iωn) = Σ
atom(iωn) + [G

atom(iωn)]
−1G[∆](iωn)[G

atom(iωn)]
−1 −∆(iωn). (2.28)

The correction to the atomic Green’s function can be analytically obtained [96] and is given

by,

G[∆]≡ G(2)
αβ
(iωn) = βGatom

αβ
(iωn)Tr[Gatom∆] + Gamp

αβ
(iωn), (2.29)

where Gamp
αβ
(iωn) is the two-particle amputated Green’s function. The latter is given by,

Gamp
αβ
(iωn) =

β
∫

0

β
∫

0

β
∫

0

dτ1dτ2dτ3e−iωnτ1

∑

γδ

〈Tτ fα(τ1) f
†
β
(0) f †

γ
(τ2) fδ(τ3)〉A∆γδ(τ2 −τ3),

(2.30)
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with the thermal averaged 〈. . . 〉A to be computed with respect to the atomic system. Insert-

ing the matrix-representation of the fermionic creation and annihilation impurity operators

and after analytical integration one arrives at:

Gamp
αβ
(iωn) =

∑

I JK L

∑

γδ

FαI J Fγ,†
JK FδK L Fβ ,†

LI

�

RJK
γδ

E−1
J LΩJ I + RLK

γδ
E−1

LJ ΩLI +QIK
1,γδΩJ IΩLI

�

+ FαI J FδJK Fγ,†
K L Fβ ,†

LI

�

RKJ
γδ

E−1
J LΩJ I + RK L

γδ
E−1

LJ ΩLI −QKI
2,γδΩJ IΩLI

�

+ Fγ,†
I J FδJK FαK L Fβ ,†

LI

�

RKJ
γδ

E−1
KI ΩLK + RI J

γδ
E−1

IK ΩLI −QLJ
2,γδΩLIΩLK

�

+ FδI J Fγ,†
JK FαK L Fβ ,†

LI

�

RJK
γδ

E−1
KI ΩLK + RJ I

γδ
E−1

IK ΩLI +QJ L
1,γδΩLIΩLK

�

+ FδI J FαJK Fγ,†
K L Fβ ,†

LI ΩKJΩLI

�

RK L
γδ
− RJ I

γδ
+QJ L

1,γδ −QKI
2,γδ

�

+ Fγ,†
I J FαJK FδK L Fβ ,†

LI ΩKJΩLI

�

RLK
γδ
− RI J

γδ
+QIK

1,γδ −QLJ
2,γδ

�

. (2.31)

Here, we have used capital Latin letters I , J , K , L to label the states that span the whole

atomic Fock space, while Fα (Fα,†) shall be regarded as the matrix representation of the

corresponding creation (annihilation) operators, respectively. Furthermore, we have used

the shorthand notation Ei j = EI−EJ and ΩI J = (iωn−EI J)−1, while the R and Q functionals

read:

RI J
γδ
≡ Rγδ(EI , EJ) =

1
Zβ
(e−βEI + e−βEJ )

∑

ωn

∆γδ(iωn)

iωn − EI J
, (2.32a)

QI J
γδ
≡Qγδ(iωn, EI , EJ) =

1
Zβ
(e−βEI − e−βEJ )

∑

ω′n

∆γδ(iω′n)

iω′n − iωn − EI J
, (2.32b)

with QI J
1,γδ ≡ Qγδ(iωn, EI , EJ) and QI J

2,γδ ≡ Qγδ(−iωn, EI , EJ). Careful treatment of the pos-

sible singularities – that can arise from degenerate subspaces – must be considered. In such

cases, the Q integral takes the form:

Qγδ(iωn, EI , EJ)
EI=EJ−−−→−β

Z
e−βEJ∆γδ(iωn). (2.33)

Lastly, the corresponding singularities of the first 4 lines of Eq. (2.29) can be lifted by

applying the de L’ Hospital rule simultaneously on both R integrals. This leads to the
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following expressions:

RJK
γδ

E−1
J LΩJ I + RLK

γδ
E−1

LJ ΩLI
EJ L→0−−−→

∂ RJK
γδ

∂ EJ
ΩJ I + RJK

γδ
Ω2

J I (2.34a)

RKJ
γδ

E−1
J LΩJ I + RK L

γδ
E−1

LJ ΩLI
EJ L→0−−−→

∂ RKJ
γδ

∂ EJ
ΩJ I + RKJ

γδ
Ω2

J I (2.34b)

RKJ
γδ

E−1
KI ΩLK + RI J

γδ
E−1

IK ΩLI
EIK→0−−−→

∂ RKJ
γδ

∂ EK
ΩLK − RKJ

γδ
Ω2

LK (2.34c)

RJK
γδ

E−1
KI ΩLK + RJ I

γδ
E−1

IK ΩLI
EIK→0−−−→

∂ RJK
γδ

∂ EK
ΩLK − RJK

γδ
Ω2

LK (2.34d)

These equations form a closed set and allow us to evaluate Eq.(2.31), given the atomic

Hamiltonian and the hybridization function ∆(iωn). Consequently we can exactly obtain

the self-energy of the impurity model up to second order with respect to the hybridiza-

tion by Eq. (2.28). This completes the mathematical formulation of the strong-coupling

approximation impurity solver, which can be used as any other impurity solver within the

DMFT self-consistency cycle – see Fig. 1.7.

2.2.2 Implementation details

In this section, we will discuss the crucial technical details that need to be considered

when implementing the strong-coupling approximation impurity solver (SCA). The com-

putational cost associated with the SCA stems from:

1. The full diagonalization of the atomic Hamiltonian.

2. The evaluation of the two-particle amputated Green’s function, namely Eq. (2.31).

Here, we focus only on the second source of computational cost, since the diagonalization

step does not nowadays pose a relevant restriction, at least for most systems of interest.

Furthermore, based on physical grounds we will show that the full solution of the atomic

problem is not even necessary.

Regarding the computational cost, C, associated with Eq. (2.31), a mere inspection results

in a scaling relation C= N 4
orb × N 4

F × N 2
ω

. Here, Norb is the number of single-particle states,
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N 4
F×N 2

ω
is the dimension of the atomic Fock space and Nω is the dimension of the Matsubara

axis in which the Green’s functions are defined. For instance, considering a full d−shel l to

represent the atomic problem, a naive (brute-force) implementation would necessitate the

evaluation of up to 1016 integrals; an impractical scenario even for a modern computer.

Since all terms of Eq. (2.31) have the same structure – element-and-index-resolved matrix-

multiplications of two annihilation and two creation operators followed by numerical R

and Q integrations – we consider, without loss of generality, only the first one. In a more

compact notation, it reads:

Eq.( 2.31)
1st term−−−−→

∑

I JK L

FαI J Fγ,†
JK FδK L Fβ ,†

LI PI JK L(iωn), (2.35)

where PI JK L(iωn) stands for all terms inside the parenthesis of the original expression. The

functional form of the R and Q integrals provide an immediate simplification: the Bolzmann

prefactors make the combinations that involve only high-in-energy states numerically ir-

relevant and thus effectively truncate the Fock-space of the problem 2.

Assuming that the relevant many-body states belong to a subset of the Fock space S , we

can furthermore seek for an efficient representation of the corresponding fermionic oper-

ators. Indeed, most elements of the matrices F are by definition zero, while conserved

quantities – represented by good quantum numbers – usually prohibit a large set of con-

tractions. The numerical search of those quantum numbers, that maximally partition the

(remaining) Fock space, can be obtained by the so-called autopartition method without

prior or additional knowledge, apart from the many-body Hamiltonian itself [116].

Summarizing the algorithm, during its first phase the local Fock space is partitioned into

the finest direct sum of subspaces of smaller dimension. This corresponds to finding a

permutation of the basis vectors so that the local Hamiltonian is block-diagonal. In the

second step, the resulting partition is further modified so that all creation and annihilation

operators are matrices with maximally one non-zero element in each row and column.

2In fact, at the intermediate temperature regime, the only relevant I , J , K , L combinations are those where

at least one index points to the ground-state Hilbert space.
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Within the discussion above, Eq. (2.35) can be rewritten as,

Eq. (2.35)
autopar t i t ion−−−−−−−→

∑

s1,s2,s3,s4

∑

i jkl

Fαi j F
γ,†
jk Fδkl F

β ,†
l i Pi jkl(iωn), (2.36)

where si are the obtained subspaces and i, j, k, l are indices running over them. Thus,

instead of scanning over (large) square matrix representations, we traverse over all com-

binations of (small) rectangle ones defined for all possible si subspaces, which is orders of

magnitute more efficient.

do not reduce the computational cost dramatically. The remaining computational cost is

attributed to the evaluation of the R and Q integrals themselves 3. The key observation

here is that both types of integrals depend on the energy difference in their denominator.

This allows for an efficient use of look-up tables to store the integrals in memory and access

them when required, instead of re-evaluating them each time. Especially for large multi-

orbital systems this insight exploits the fact that multiple degeneracies usually occur, thus

leading to a large reduction of the required integrations to be performed. Furthermore,

we have implemented a combination of numerical and analytical integration – based on

second order moment-expansion model – which can be used to even further reduce the

computational cost. This is crucial considering the fact that calculations at low temper-

atures usually necessitate the enlargement of the Matsubara axis – of the order of 103

frequencies.

2.2.3 Benchmarks: The single-band Hubbard model

Before closing this section, we will test the applicability and accuracy of the SCA impurity

solver when employed within the DMFT framework. We will compare the results against

the – numerically exact – continuous time Quantum Monte Carlo (CT-QMC) impurity solver

in its hybridization expansion variant [116] and the exact-diagonalization (ED) one. To

simplify our analysis and avoid systematic errors of CTQMC– such as the fermionic sign

problem – while being able to provide accurate results even with finite (small) number of

3The symmetries of the Gamp
αβ
(iωn) can also be used although they do not reduce the computational cost

dramatically.
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Fig. 2.4: (left) The interacting one-particle Green’s function, G(τ), as obtained by CT-QMC within the

DMFT framework for increasing on-site Hubbard interaction strength U . (right) Comparison

between ED, CT-QMC and SCA impurity solvers for selected insulating cases on the level of the

self-energies.

bath sites used in ED, we consider the single-band Hubbard model at half-filling with a

dispersion relation that reads,

ε(k) = 2t (cos kx + cos ky + cos kz). (2.37)

Here, we set the hopping t = 1
6 so that the half-bandwidth D = 1 is used to set our units.

All simulations have been performed at fixed temperature T = 0.01 and are restricted to

the paramagnetic phase, namely we impose the symmetry Σ↑↑(iωn) = Σ↓↓(iωn).

For increasing strength of the on-site Coulomb interaction U , the system undergoes a metal-

to-insulator transition at Uc ≈ 2.0. This is shown on the left-hand side of Fig. 2.4, where

we plot the converged G(τ) both in the metallic and in the insulating regime, obtained

by simulations using the CT-QMC impurity solver. On the right-hand side of Fig. 2.4 we

compare the different impurity solvers on the level of the self-energy Σ(iωn) for selected
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Fig. 2.5: The two-particle amputated Green’s function (left) and the corresponding imaginary part of the

self-energy (right) at selected interaction values around the breakdown in the last (obtained)

iteration. For U < 2.75 the self-consistency cycle breaks down and non-causal features in

the self-energy appear in the next DMFT iteration. For larger interaction values although

the deviations from the numerically exact results are substantial, the DMFT self-consistent

cycle can be completed. The abrupt changes between the (non-converging) U = 2.74 and

(converging) U = 2.75 numerically pinpoint the SCA breakdown point.

insulating (only) cases 4. For large U values, where the system is governed by the atomic-

reference point, all solvers show excellent agreement. Naturally, substantial numerical

deviations start to appear as we lower U and approach the insulator-to-metal transition.

Hence. the further we move away from the SCA reference point (atomic-limit) the more

crude the truncation of the perturbation series becomes. As a side remark, note that the

differences are confined only to the low-frequency regime, as the high-frequency partωn >

U is in any case an atomic-like feature.

The truncation scheme employed in the SCA eventually breaks down – already before the

transition – and is signaled by artifacts that manifest themselves in non-causal (negative)

spectral functions 5. Non-causal spectral functions result from the violation of the Green’s

function’s analytic properties and consequently of the self-energy. Directly from Eq. (2.28)

4The discrepancies in level of the G(τ) are not descriptive enough.
5This sets the hard limit of the applicability of the SCA impurity solver for any (multiorbital) system.
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and since the atomic-limit self-energy fulfills by construction all analytic properties, we

can deduce that the issue arises from the mismatch between the hybridization function

and the two-particle amputated Green’s function [77]. In Fig. 2.5, we explicitly target

the parameter-space region where the breakdown of the approximation occurs. Note the

abrupt changes on the functional form of the two-particle amputated Green’s function upon

lowering the on-site interaction. The still causal self-energies for U < 2.75 are misleading:

in the next iteration non-causal features burst forth and the convergence procedure must

be terminated.

Further restrictions can be enforced in order to postpone the non-causality issue and per-

form calculations for lower U values. However, the very perturbative nature of the SCA im-

purity solver comes in conceptual disagreement with the corresponding parameter regime.

A more powerful and promising approach has been recently proposed within the so-called

superperturbation theory [50] in which the expansion is not limited around the atomic-limit

but instead around any solvable reference system.

2.2.4 Final remarks

The SCA impurity solver offers an efficient approach to solve a quantum impurity problem,

which in turn is a key component in the DMFT framework. As is the case of any perturba-

tive expansion, its applicability is confined to the phase-space around the corresponding

reference system. In principle, there are only two conditions to satisfy in order to make

use of the SCA: (i) integer total filling of the impurity system and (ii) proximity to the

atomic-limit.

The small-to-moderate accompanying computational cost – resulting from an efficient im-

plementation – allows to solve large and complicated multiorbital Hamiltonians, without

further assumptions or simplifications on its quadratic or quartic part. Due to the latter, and

considering also the numerical and computational limitations of more powerful impurity

solvers, the SCA offers an alternative approach that can be used:
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• In the framework of DFT+DMFT and especially within the full charge self-consistency

scheme. Here the calculations are usually resource- and time- consuming and the

SCA can be also employed to provide either the full solution or at least a better starting

point for more powerful methods.

• In generic model studies to scan over multi-dimensional parameters’ space and to

analyze trends of the system. Importantly, access to uniform and static response

functions – that typically require high-level of accuracy on the one-particle interacting

propagators – is possible with a rather moderate additional computational cost that

originates from further breaking of symmetries on the Hamiltonian level.

• For (cluster) calculations even directly on the real frequency axis, as the R and Q

functional integrals in Eq. (2.31) can be analytically continued [63].



Chapter 3

Investigation of the LaNiO2/LaGaO3

heterostructure

Since after its discovery in cuprates [17], high-temperature superconductivity (HTS) has

been one of the most fascinating macroscopically observed phenomena in condensed mat-

ter physics. Being a hallmark of strongly correlated systems, cuprates have been the sub-

ject of extensive theoretical and experimental studies [109, 66] driven both by the par-

tial – or non-conclusive – undestanding of the underlying mechanism and (of course) the

technological consenquences that a near-the-room-temperature superconductor might trig-

ger [114]. This has lead to the discovery of other – similar but not quite to cuprates – fam-

ilies of HTS compounds, such as ruthenates [89, 86], cobaltates [130] and pnictides [118,

140], that form each by themselves a very active research field.

Inspired by their proximity – in terms of the periodic table classification – to cuprates,

nickel-based oxides (nickelates) have been theoretically proposed [8, 107, 52, 51] as pos-

sible candidates for HTS cuprates’ analogs, despite their differences [81]. However, the-

oretical expectations and predictions did not meet experimental realization; at least not

until very recently, when superconductivity has been observed and reported by D. Li et

al. in Nd0.8Sr0.2NiO3 infinite layer [82]. Nickelates are actively back in the forefront of

investigations, afresh.

51
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Here, we report our realistic calculations on the layered LaNiO2/LaGaO3 superstructure,

resolving the layer and orbital spectral weight structure at nominal filling and most impor-

tantly upon hole and electon doping. The chapter is organized as follows. In Section 3.1,

we provide details on the model and the methodology that has been employed. In Section

3.2 and 3.3, we comment on the general features of the aggregated spectral functions and

explicitly discuss the layer-dependence and structure of the relevant orbitals, respectively.

In the last section, we summarize our findings.

3.1 Model and methodology
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Fig. 3.1: (left) The unit cell of LaNiO2. (right) The bandstructure along the high-symmetry points of

the Brillouin zone. The Fermi energy is adjusted to EF = 0 eV .

Our calculations have been performed within the framework of density functional the-

ory (DFT) and single-site dynamical mean-field theory (DMFT), without full charge self-

consistency, as discussed in detail in Section 1.5. The DFT calculations have been carried
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out using the VASP code [75], and we have obtained the realistic tight-binding represen-

tation of the system (wannierization) in the low energy regime [−12 eV, 3 eV ] using the

Wannier90 code [99]. In Fig. 3.1, we show the structure of the heterostructure together

with the resulting bandstructure along the high-symmetry points of the Brillouin zone.

Note that the zero level has been adjusted to the chemical potential of the system at nom-

inal filling (N = 122 electrons per spin-block).

The derived model consists of 139 orbitals (per spin-block) and includes the Nickel 3d-,

the Oxygen 2p- and the Lanthanum 5d- and 4 f -states. All Nickel atoms – full d-shell –

are considered and treated as correlated, while oxygens and lanthunum states as uncorre-

lated. In all eight Nickel subspaces, we have introduced the Coulomb interaction, which is

approximated by the rotationally invariant Kanamori operator [R] and parametrized with

the on-site Hubbard U = 8 eV and Hund’s coupling JH = 0.8 eV .

As mentioned above, correlation effects have been taken into account for each Nickel within

DMFT. Exploiting the mirroring symmetry of the layers (or equivalently of the Nickel sub-

spaces), on each iteration of the full self-consistent DMFT cycle, see Fig. 1.7, we solve simul-

taneously and independently only four impurity models: one for each correlated subspace

in layers L1, L2, L3, L4. Regarding the very solution of the DMFT auxiliary impurity mod-

els, we have employed the state-of-the-art continuous-time quantum Monte-Carlo solver

(CT-QMC) [135], in its hybridization expansion variant (CT-HYB) [116]. In all studied

cases, and after the DMFT self-consistency condition has been satisfied, we have further

obtained 50 independent measurements of high QMC statistics (∼ 108 − 109 QMC cycles)

of the (four) resulting impurity models, in order to average out the unavoidable QMC noise

and increase the quality of our results on the imaginary (Matsubara) axis. The latter is a

key requirement to optimally perform the necessary step of the analytical continuation, for

which we have used the maximum entropy method (MEM) [76, 74].

All calculations have been performed at fixed temperature T = 116 K enforcing the self-

energy to be paramagnetic on each correlated subspace, namely Σ↑↑ = Σ↓↓. Electron and

hole doping has been considered by adjustment of the chemical-potential. Lastly, and since

the derived Hamiltonian consists of both correlated and uncorrelated states, the double
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counting (DC) correction terms – layer dependent – have been approximated by the around-

mean-field [10].

3.2 Results: Aggregated local spectral functions

The starting point of our analysis is Fig. 3.2, where we show the aggregated local spectral

functions , A(ω), resolved and grouped in terms of the atomic character of the states,

over an extended energy window for all studied cases of total particle-filling: nominal

filling and additional two and three holes/electrons. At nominal filling, we find most of

the oxygen spectral weight to be located around −4.85 eV extended over a wide energy

window. Lanthanum states, located around 1.8 eV , are less dispersive than the oxygen

ones, although completely empty. For Nickel states, the largest portion of the spectral

weight is distributed over a large energy window, while clearly a (small) quasiparticle

peak structure is observed on the Fermi level.

Inducing holes into the system, results in significant modifications of the overall spectral

weight structure. Lanthanum and oxygen states are push away and towards the Fermi

level, respectively. In particular, the center of mass of the oxygen’s spectral weight shifts

by approximately 1 eV , and develops a peak in the proximity of the Fermi surface. Strong

redistribution of the spectral weight is observed for the Nickel states, which concentrates at

very low energies and develops distinct peaks that correspond to the t2g and eg subspaces.

On the opposite doping direction (electron doping), we find very different behavior. The

oxygen spectra remain rather unaffected in terms of their structure and only slightly shift

to lower energies. On the contrary, lanthanum states gradually cross the Fermi level and

start to contribute to the formation of the quasiparticle peak, albeit the latter is definitely

dominated by the nickel 3d-states.

In Fig. 3.3, we summarize quantitatively the effect of doping on the occupation of the

Nickel, Oxygen and Lanthanum states, by showing the absolute (histograms) and relative

(pie-charts) distribution of the charge carriers in the system. We note that the data have

been extracted directly from the converged local Green’s functions on the Matsubara axis.
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Fig. 3.2: Local spectral functions at nominal filling and for hole and electron doping, aggregated and

resolved in terms of the atomic character.
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Fig. 3.3: The distribution of the induced charge carriers (holes or electrons) within the nickel, oxygen

and lanthanum states. The pie-charts show the relative percentage of the particle distribution

within the corresponding states normalized with respect to the overall doping.

Regardless the type of doping, we find the largest portion of the charge carriers to be

distributed among the nickel subspaces. In the hole-doping cases, more than 25% of holes

lie at the oxygen states. In the electron-doping cases, both lanthanum and oxygen doping

is not negligible ∼ 10%, although it is expected that the oxygen states to be exhausted for

stronger doping.

3.3 Results: Layer and orbital resolved spectra

Having discussed the overall behavior of the system at nominal filling and upon hole and

electron doping, we turn our attention to the layer- and orbital-resolved spectral functions

of each case, shown in Fig. 3.5-3.9. There, for each layer L1−L4 – the rest are symmetric as

discussed earlier – we explicitly visualize all five orbitals of the corresponding Nickel atom

together with its nearest neighboring oxygen ligands (for L1 the additional apical oxygen

has been included), on the energy window [−5 eV,+5 eV ].
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Already at nominal filling, the orbital distributions (location and structure) show very dis-

tinct layer dependent features. For all layers, the in-plane oxygens are located at approx-

imately same energies, while the apical-oxygen states in layer L1 are found at −3eV . As

expected, the more relevant states are the Nickel ones. Although, in all layers we find the

dx2−y2 dominating the spectral weight at the Fermi level, the distribution of t2g subspace

– dx y , dxz, dyz orbitals – as well as dz2 orbital clearly depends on the corresponding layer:

for the layer L1 they are located in between the apical oxygen states and the Fermi level

at −1 eV , while in the rest layers they are found in the proximity of the in-plane oxygen

states and are rather decoupled from the dx2−y2 orbital.

When we consider two holes in the system, the spectral weight shifts towards to Fermi level.

The t2g orbitals are greatly affected in all layers, reaching (L1, L2, L3) or even crossing (L2)

the Fermi energy. The behavior of the dz2 orbital is distinct when comparing the L1 with

the rest layers: in the former we find an almost half filled (insulating) state, while in the

latter the dz2 orbital is completely occupied. The dx2−y2 orbitals show similar features for

all layers: close to half-filling and with clear quasiparticle peak at the Fermi energy. In

the case of three holes in the system, we observe very similar features and trends for all

orbitals, although the t2g subspace and in particular the dxz and dyz orbitals are now clearly

crossing the Fermi level in layers L1 and L2.

The situation in the electron doping regime is very different. The oxygen states, the t2g

subspace and the dz2 orbital remain rather unaffected with respect to the nominal filling for

all layers and for both studied dopings. The dx2−y2 orbitals show layer dependent features

mainly on their spectral weight formation for the two-electron doping, which may be due to

their interplay with the lanthanum states (not shown here). For the three-electron doping

case, the dx2−y2 partial spectral function has similar structure in all layers.

Finally, in Fig. 3.4 we summarize quantitatively the effect of doping on the orbital occupa-

tions for each layer, as obtained by a direct comparison against the nominal filling results.

Note that the data have been obtain directly from the local Green’s function on the imagi-

nary axis. Evidently, the inner most layers L3 and L4 show very similar behavior regardless

the direction of the doping (hole or electron): in both cases we effectively induce the charge
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Fig. 3.4: Distribution of the charge carriers (holes or electrons) on the Nickel d-orbitals resolved in

terms of the corresponding layer. (pie-charts) Concentration of the charge carriers (total sum)

with respect to the corresponding layer of the heterostructure.

carriers solely to the dz2−y2 orbitals. This trend gradually changes when moving to layer L2.

Here, although the doping affects dominantly the dx2−y2 orbital, we find a non-negligible

hole doping of the dyz and dxz orbitals. The most distinct effects, though, are observed

in the outermost (interface) layer L1 possibly due to the influence of the apical oxygen;

here, we find a clear tendency towards the concentration of the holes (electrons) to the dz2

(dx2−y2) orbital. Lastly, based on the pie-charts, we observe that in the hole doping regime
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the charge carriers are primarily confined within the layers L1 and L2, different than the

electron doping regime where no significant layer-preference is found.

3.4 Summary

In summary, we have performed ab initio calculations for the LaNiO2/LaGaO3 heterostruc-

ture within the merger of DFT and DMFT, focusing on the one-particle local spectral func-

tions of the system at nominal filling and for hole and electron doping. We have found

substantial differences with respect to the doping direction and characteristic layer and

orbital dependence.

A clear trend towards doping the Nickel orbitals is found in all cases, while oxygens (in

the hole-regime) and lanthanum (in the electron-doping regime) states contribute to the

overall spectral weight on the Fermi level. Our analysis over the layer- and orbital-resolved

spectra suggests a single-band-like dx2−y2 doping-scenario for the inner most layers of the

heterostructure where both the t2g and the axial dz2 orbitals are completely occupied.
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Fig. 3.5: Layer- and orbital-resolved local spectral functions for the three-holes doping case.
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Fig. 3.6: Layer- and orbital-resolved local spectral functions for the two-holes doping case.
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Fig. 3.7: Layer- and orbital-resolved local spectral functions for undoped case.
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Fig. 3.8: Layer- and orbital-resolved local spectral functions for the two-electron doping case.
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Fig. 3.9: Layer- and orbital-resolved local spectral functions for the three-electron doping case.



Chapter 4

On the interplay of crystal-field and

spin-orbit coupling effects

Transition metal compounds of the 4d or 5d series, for instance Ruthenates or Iridates,

are currently in the forefront of intense experimental and theoretical investigation [143,

18, 110]. From a theoretical point of view, their study through (derived) effective low-

energy is challenged by significant difficulties that mainly originate from the interplay and

competition of energy scales.

When present, a clear hierarchy of those energy scales is of great use; not only it directly

connects with the existence of good quantum numbers – thus an optimal single particle

basis to formally express the Hamiltonian itself – but also allows for further approxima-

tion schemes to be considered. For instance, transition metal compounds of the 3d-series

are usually characterized by dominant crystal-field potential and one usually labels the

single particle states according to the irreducible representations of the underlying lattice

symmetry. Complementary, in rare-earth (4 f -series) compounds spin-orbit coupling dom-

inates over the crystal-field energy-scales and thus renders the total angular momentum –

the eigenbasis of spin-orbit coupling – to be the single-particle basis of choice.

In between, and especially for the 4d-series compounds, such a clear hierarchy breaks down

65
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and both crystal-field and spin-orbit coupling effects have to be considered explicitly: a task

that only recently became feasible – yet significantly challenging – due to advancements

of computational methodologies that allow to work within the absence of non-conserving

and generic (even realistic) models.

Both parts of this chapter, focus on the interplay and effect of both crystal-field and spin-

orbit coupling on the physical properties of strongly correlated systems. In the first part

of this chapter, we present our results for Ca2RuO4 obtained by the merger of DFT+DMFT,

where we focus on the single particle spectral functions when a DC-current is applied. To a

large extend our discussion follows Ref. [19] and at its Supplementary Material, although

we restrict ourselves mostly on the theoretical and methodological part of the work. In

the second part, we present a generic study of a t2g model in order to shed more light

on the distinct effects of the crystal-field and/or spin-orbit coupling both on a single- and

two-particle level.

4.1 Current driven insulator-to-metal transition in Ca2RuO4

Parts of this section are published in "A Unique Crystal Structure of Ca2RuO4 in the Current

Stabilized Semi-Metallic State" [19].

Non-equilibrium phenomena in correlated fermionic systems currently form a major fron-

tier of condensed matter research, since they provide an alternative way to realize phase

transitions and study the interplay of competing energy scales [93, 138, 34]. Recent ex-

periments on the antiferromagnetic Mott insulator Ca2RuO4 unveiled a rare example of a

phase transition when a DC voltage is applied [101, 121]: upon applying an external volt-

age the insulating ground state was observed to transform into an electrically conducting

phase with the latter being characterized by strong diamagnetic susceptibility.

Although it has been shown that in semi-metals such large diamagnetism can arise from

light-mass Dirac electrons in the presence of strong spin-orbit coupling [39, 40], the elec-

tronic structure of ruthenates’ metallic phases, such as Sr2RuO4, is incompatible with such
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view [90, 26]. There, the Fermi surfaces consist of large multiple sheets and four electrons

are distributed rather evenly within the t2g subspace, while the metal-to-insulator transi-

tion can be tuned upon chemical substitution and involves a redistribution of the electrons

accompanied with a first order structural transition; the latter involves the compression,

tilt and rotation of the RuO6 octahedra [103, 33].
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Fig. 4.1: (left) The conventional unit cell of Ca2RuO4. (right) The bandstructure along the high-

symmetry points of the Brillouin-zone. The Fermi energy corresponds to E = 0 eV .

Similarly, in Ca2RuO6 the transition has been identified upon applied pressure and strain

[102, 137]. Thus, a microscopic description of the current-induced insulator-to-metal tran-

sition necessitates an accurate knowledge of the atomic positions in-equilibrium and out-

of-equilibrium as well as the inclusion of correlation effects. Within neutron and X-ray

diffraction experiments – for details we refer to Ref [19] – it has been found that the non-

equilibrium phase assumes a unique crystal structure distinct from those of the equilibrium

metallic phases leading to distinct electronic band-structure.

Based on the refined atomic positions, summarized in Table 4.1, we have performed ab ini-

tio electronic structure calculations in order to study the sensitivity of the electronic state to

the crystallographic distortions in all phases: the equilibrium S-phase, the non-equilibrium

semi-metallic S∗ phase and the non-equilibrium metallic L∗ phase. In the following sec-



68 4. Interplay of CF and SOC

tions, we will first present the methodological details involved before we discuss our results

and finally draw conclusions.

Phase S-phase S*-phase L*-phase

Temperature (K) 130 130 130

a (Å) 5.3842(8) 5.404(4) 5.341(5)

b (Å) 5.6158(9) 5.547(4) 5.436(6)

c (Å) 11.7461(11) 11.848(8) 12.153(9)

Volume (Å3) 355.16(3) 355.2(2) 352.8(3)

Orthorhombicity (b−a) 0.23 0.14 0.10

Ru–O(1)a (Å) 2.0132(11) 2.001(4) 1.964(4)

Ru–O(1)b (Å) 2.0161(10) 2.005(3) 1.968(5)

Ru–O(2) (Å) 1.9683(11) 1.979(4) 2.021(4)

Ru–O avg (Å) 1.999 1.995 1.984

Ru–O ratio 1.023 1.012 0.972

Θ–O(1) (◦) 12.79(1) 12.43(4) 10.69(4)

Θ–O(2) (◦) 11.53(1) 10.65(4) 9.76(4)

Φ (◦) 11.965(3) 11.874(10) 12.034(11)

Table 4.1: Neutron diffraction structural refinement in the orthorhombic P bca space group. Ru–O

bonds and RuO6 octahedral parameters at T = 130 K of the S-phase and S*- and L*-phases

at J = 10 A cm−2. Θ–O(1) refers to the tilt angle between the basal plane and the ab-plane,

Θ–O(2) is the angle between the RuâĂŞ-O(2) bond and the c-axis, and Φ is rotation of the

RuO6 around the c-axis. The Ru–O ratio compares the apical and averaged in-plane Ru-O

bond lengths, and is a measure of the tetragonal distortion. Taken from Ref [19].

4.1.1 Models and technical details

For our calculations, we have employed the well-established merger of density functional

theory (DFT) and single-site dynamical mean-field theory (DMFT), in its one-shot variant

(no charge self-consistency), as discussed in detail in Chapter 1. The experimentally refined

atomic positions have been used as input for the DFT calculations which have been carried
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out using the WIEN2K code [88] with a full potential linearized augmented planewave

method and with the Perdew/Burke/Ernzerhof parametrization of the generelized gradi-

ent approximation as the exchange-correlation functional [108]. The effective – material

and phase dependent – models have been derived by projecting the converged DFT wave-

functions on a Wannier basis in the energy window [−1,2] eV around the Fermi level.

The low energy window is spanned by four t2g subspaces, each one corresponding to one

of the four Ru-sites in the unit cell. Note, however, that the label t2g is strictly precise only

in the case of a cubic environment and that the lower-in-symmetry distortions introduce

off-diagonal matrix elements in the local crystal-field potential. Furthermore, we have

introduced the local spin-orbit coupling operator on each Ru-site as the t2g projection of

the Hso = ζ
∑Ne

i lisi. Here, the spin-orbit coupling strength, ζ, is approximated by its

Hartree-Fock value ζ= 0.16 eV [1] and the summation runs over all Ne electrons.

Regarding the (screened) Coulomb interaction kernel, it has been approximated by the ro-

tationally invariant Kanamori operator [64] and parametrized – as in previous studies [67,

100] – with U = 1.9 eV and JH = 0.4 eV for all Ru-sites in all studied models. The to-

tal particle filling is adjusted to 16 electrons per unit-cell that corresponds to a t4
2g average

configuration of each Ru subspace. Note that since our energy window contains only states

that are treated as correlated, no double counting correction term is needed to be consid-

ered.

For the very solution of the DMFT auxiliary impurity models, we have employed the state-

of-the-art continuous-time quantum Monte Carlo solver (CT-QMC), in its hybridization ex-

pansion variant (CT-HYB) [116]. After the DMFT convergence has been reached, the re-

sulting impurity models have been further used to generate a statistical ensemble of 100

independent solutions of high QMC-statistics in order to minimize the unavoidable QMC

noise and obtain high quality of results on the imaginary axis. The (average) interacting

Green’s function and self-energy have been analytically continued onto the real frequency

axis; here we have employed the maximum entropy method (MEM) following Kraberger

et al. [74].

An important remark should be made at this point. As is the case for most QMC calculations
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S S∗ L∗ T = 400 K

nxz 1.11 1.16 1.28 1.34

nyz 1.13 1.14 1.25 1.32

nxy 1.76 1.70 1.47 1.34

ntot 4.00 4.00 4.00 4.00

Table 4.2: Occupation numbers of the t2g orbitals from DMFT calculations.

in similar systems, we have been confronted by the presence of severe QMC sign-problem

and thus restricted our simulations in terms of the reachable temperature. This is due to

the fact that common simplification schemes that involve, for instance truncation of small

off-diagonal elements on the level of the Wannier Hamiltonians [67], cannot be employed

for our study: most of the structural dependence of our models is in fact encoded on those

elements. Hence, all our calculations are performed at T = 390 K where the average sign

– in the most difficult S∗-phase – has been 0.38. Lastly, we emphasize that the calcula-

tion temperature should be distinguished from the physical temperature which, already, is

strongly reflected by means of the corresponding lattice structures.

4.1.2 Results and discussion

We start our discussion from the non-interacting Wannier Hamiltonians. In all cases the

cubic symmetry is broken and we find sizable tetragonal crystal-field splittings of Ex y 6=
Exz/yz. Further small orthorhombic distortions lead to an additional splitting – which is of

two orders of magnitude smaller than the tegragonal one – of Exz 6= Eyz. Here we observe

a clear trend: the tetragonal crystal-field splitting , ∆p = Exz/yz − Ex y , decreases as the

current drives the system from the equilibrium S-phase, where ∆p = 0.32 eV , to the non-

equilibrium S∗- and L∗-phase, where ∆p = 0.29 eV and ∆p = 0.19 eV respectively. When

considering interactions and include correlation effects through DMFT, this material’s trend

is still present and is reflected on the partial orbital occupations of the t2g orbitals, that we

summarize in Table 4.2. In particular, the largest orbital polarization is observed for the

S-phase and the non-equilibrium S∗, despite the qualitative change in the metallicity of
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the latter. In addition, the L∗ and T = 400 K phases have similar orbital fillings as a

result of their structural similarity. In Fig. 4.2, we show the DMFT self-energies and the
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Fig. 4.2: Analytically continued self-energies Σ(ω) for all phases. (top) The real-part of the self-energy.

(bottom) The imaginary-part of the self-energy. Here we show only the diagonal elements and

restrict the visualization on the spin-up block of Σ(ω).

local spectral functions on the real frequency axis for all phases. Note the well-defined

Fermi-liquid-like behavior – linear (real part) and quadratic (imaginary part) around the

ω = 0 eV – for the T = 400 K , L∗- and S∗-phase, and the development of a pole when

crossing the metal-to-insulator transition line and enter the S-phase 1.

In turn, the analytically continued self-energies allows us to obtain the corresponding k-

resolved spectral functions, A(ω,k), in a numerically consistent manner 2 – as discussed in

Section 1.6. In Fig. 4.4, we show the A(ω,k) for all studied phases in a small energy window

1At this point we note that the AC of the insulating self-energy poses a real challenge due to the presence

of large off-diagonal elements.
2For the cross validation of the AC procedure of the self-energies we have compared the corresponding

local spectral functions, A(ω), as obtained from a direct AC of the local Green’s functions and the explicit

summation of the A(ω,k) over the whole Brillouin zone.
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Fig. 4.3: Orbital-resolved local spectral functions A(ω) (in units of 1/eV ) for all studied structures, as

obtained from the analytical continuation of the local Green’s function, Gloc(iωn), on the low

frequency regime. Here we show only the diagonal elements and restrict the visualization of

the spin-up block.

near the Fermi level, while in Fig. 4.3, we extend the energy interval and plot the corre-

sponding local spectra, A(ω). We find the equilibrium S-phase to be Mott-insulating with a

charge gap of ∼ 0.2 eV . The gap is formed between a dx y dominated lower-Hubbard band

and a dzx/yz dominated upper-Hubbard band. The agreement of the DMFT results with ex-

perimental ARPES data [129, 111] is satisfactory: wide and dispersive dx y -character band

is located around −2.0 eV same as seen in experiment. Further dx y -weight is located at

−0.3 eV which is slightly closer than the experimental value of −0.5 eV . On the other

hand, the dxz/yz spectral weight is mostly distributed in a non-dispersive and incoherent

broad band spanning from −2.0 eV to −1.0 eV while small contributions – that originate

from the spin-orbit coupling mixture with the dx y excitations at the same energy scale –

are also found around −0.3 eV , in excellent agreement with the experiment.
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Driving the S-phase to the S∗-phase results in a redistribution of spectral weight from the

Hubbard bands towards the Fermi level.The transfer of the spectral weight closes the insu-

lating gap and create a semi-metallic phase. Qualitatively, the hole (electron) pockets are

derived mostly from the dx y (dxz/yz) bands – although the spin-orbit coupling certainly mix

the orbital character. Note, that the structure of the high-energy Hubbard bands remains

very similar to the equilibrium S-phase one. Larger currents stabilize the L∗-phase, where

tetragonal and orthorombic distortions are further reduced, and even larger transfer of

spectral weight towards the Fermi level.

4.1.3 Conclusions

In conclusion, we have investigated the equilibrium and current-driven non-equilibrium

phases of Ca2RuO4, on the single-particle level by means of DFT+DMFT, exploiting the

knowledge of the exact atomic positions as have been obtained by neutron and X-ray

diffraction experiments.

We have found that all t2g orbitals contribute both in the formation of the Hubbard bands

as well as in the character of quasiparticle bands around the Fermi level; no full orbital

polarization has been found. Our results are in excellent agreement with experimental

evidence and reveal the extreme sensitivity of the electronic band structure to even minor

structural changes in the current induced state. Thus, they make it clear that the structural

details must be explicitly considered in any model to describe the mechanism that drives the

anomalous diamagnetism under direct current, such as the Dirac point formation proposed

by Sow et al. [121].
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Fig. 4.4: DMFT-calculated intensity map for electrons spectral function A(ω,k) (in arbitrary units, dark

(light) color implies low (high) intensity) as a function of the energy ω (counted from the

chemical potential) and momentum k along the high-symmetry points in the orthorhombic

Brillouin zone. From top to bottom: the equilibrium S-phase, the non-equilibrium S∗− and

L∗− phases, and the T = 400 K structure from Ref [38]. The DFT+U mean-field bands are

shown in white dashed lines.
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4.2 Response of t4
2g systems in non-spherical potentials

During the last decades, advancements both in the theoretical and computational machin-

ery have triggered even more the interest into the physics of the so-called strongly corre-

lated fermionic. systems, through the study of effective model Hamiltonians that represent

whole classes of real materials.

The very construction of those models is typically based on recognizing the relevant de-

grees of freedom and the associated energy scales that govern the system’s properties. If

present, a clear hierarchy of those energy scales is of great use; not only it directly con-

nects with the existence of good quantum numbers – thus an optimal single particle basis

to formally express the model itself – but also allows for further approximation schemes to

be considered. For instance, transition metal compounds of the 3d series are usually char-

acterized by dominant crystal-field potentials, hence one usually labels the single particle

states according to the irreducible representations of the underlying lattice symmetry; that

is the t2g and eg states in the case of cubic (octahedron) crystal field. On the other hand,

in rare-earth (4 f -series) compounds spin-orbit coupling dominates over the crystal-field

energy-scales and thus renders the total angular momentum – the eigenbasis of spin-orbit

coupling – to be the single-particle basis of choice. In between, the 4d and 5d compounds

pose a real challenge in that respect. There, both crystal-field and spin-orbit coupling ef-

fects act on similar energy scales: no good single particle basis exist.

Here, we make use of a generic t2g model Hamiltonian, which has been extensively em-

ployed for the study of early-in-series transition metal compounds under the initial as-

sumption that the energy splitting between the irreducible representations is sufficiently

large so that the low temperature dynamics involves only the lowest t2g states. On top

we consider the effect of both spin-orbit coupling and (additional) crystal-field splitting

as induced from distortions of the perfect octahedron. Our study focus on the single- and

most importantly on the two-particle observables, such as the magnetic susceptibility.

The following sections are organized as follows. In Section 4.2.1 we will describe in detail

the model that has been used in this work together with the methodologies that have been
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employed for its solution. In Section 4.2.2 and 4.2.3, we present and discuss our results.

In Section 4.2.4, we summarize our conclusions and draw future plans.

4.2.1 Models and methods

We consider the t2g multiorbital extension of the Hubbard Hamiltonian, which reads as,

Ĥ =
∑

i j

∑

αβ

Tαβi j ĉ†
iα ĉiβ +

∑

i

∑

αβγδ

U (i)
αβγδ

ĉ†
iα ĉ†

iβ ĉiγ ĉiδ −µ
∑

iα

n̂iα, (4.1)

where Latin letters denote lattice sites and Greek letters stand for the collective spin-orbital

indices a ≡ {d↑yzd↑xzd↑xz, d↓yzd↓xzd↓xz}; ĉ†
iα (ĉiα) create (destroy) at electron at lattice site i with

index a, U (i)
αβγδ

is the fully rotational invariant 4-index local interaction kernel and µ is

the chemical potential that fixes the total particle density of the system. Tαβi j stands as

the matrix representation of all local and non-local single-particle operators acting on the

system, namely:

Tαβi j ≡ tαβi j (1−δi j) + (∆
αβ

cf +∆
αβ
so ) δi j, (4.2)

where hαβi j stands for the hopping integrals of the model and ∆αβC F (∆
αβ
so ) corresponds to

the matrix-representation of the crystal-field (spin-orbit coupling) operators in the corre-

sponding single-particle basis. Regarding the hopping integrals, we have allowed for only

nearest-neighbor hopping of an isotropic form, namely tαβi j = −tδαβδ|i− j|=1. The spin-orbit

coupling operator has been constructed by utilizing the T − P equivalence: comparing the

matrix-elements of the single-particle momentum operator of the full d- and p-shell iden-

tifies a mapping between the t2g states and the latter using the relation l(t2g) = −l(p).
Note, however, that the T − P equivalence mapping holds under the assumption that the

eg states lie far above the t2g ones [123]. Effectively, this corresponds to neglecting the off-

diagonal elements between the irreducible representations’ manifolds, and thus obtaining

a partial quenching l = 1 of the angular momentum – the eg states are non-magnetic.

The interaction kernel is parametrized by two radial integrals F0 and F2 or equivalently to

intra-orbital interaction U and the Hund’s coupling J .

The general formulation of the above Hamiltonian allows us to study separate cases char-

acterized by different hierarchy of energy scales, all in the same framework. In particular,
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we define the following:

• The crystal-field only model (m-CF), where we set∆αβso = 0 and assumed a tetragonal

elongating crystal-field that results in splitting upwards the dx y orbital by an energy

scale of t and yields an anisotropy between the x y-plane and the perpendicular z-

axis.

• The spin-orbit coupling only model (m-SO), where we set ∆αβCF = 0 in which the

spin and orbital momenta are mixed but the total angular momentum is a conserved

quantity. The spin-orbit coupling strength is set to be ζ= 2t
3 .

• The aggregated model (m-CFSO) in which both spin-orbit coupling and tetragonal

crystal-field effects are taken into account on equal footing.

Note that we have chosen the parametrization of the spin-orbit coupling to be such that the

local energy-level structure of the m-CF and m-SO is equivalent – a four-fold and a two-fold

degenerate subspace – while the orbital character of their local eigenstates critically differ.

The average filling for all calculations and for all models is fixed to be N = 4. We have

investigated the above mentioned models in three regimes: (i) the weak coupling regime,

(ii) the atomic-limit regime and (iii) the intermediate regime.

Starting from the weak-coupling regime, we have employed the matrix formulation of the

random-phase approximation, as it has been introduced, in detail, in Chapter 2. To recap,

the random-phase approximation is a weak-coupling approach in which the summation of

diagrams of bubble and ladder topology up to infinite order is considered, or equivalently it

stands as the zero order approximation of the 4-index vertex function within the BSEs view.

The objective, here, is the generalized response function, χgen
αβγδ
(q, iνn), and the building

blocks of the methods are the non-interacting generalized susceptibility, χ0,gen
αβγδ
(q, iνn) and

the bare local interaction kernel Uαβγδ. The former can be easily obtained by a convolution

of the non-interacting lattice propagators as,

χ
0,gen
αβγδ
(q, iνn) = −

1
β

∑

k

∑

ωn

G0
l i(k+ q, iωn + iνn)G

0
jk(k, iωn), (4.3)
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while when written in a spin-block notation, χ0,gen
αβγδ

reads as,

χ0,gen(q, iνn) =













χ0
↑↑↑↑ χ0

↑↑↑↓ χ0
↑↑↓↑ χ0

↑↑↓↓
χ0
↑↓↑↑ χ0

↑↓↑↓ χ0
↑↓↓↑ χ0

↑↓↓↓
χ0
↓↑↑↑ χ0

↓↑↑↓ χ0
↓↑↓↑ χ0

↓↑↓↓
χ0
↓↓↑↑ χ0

↓↓↑↓ χ0
↓↓↓↑ χ0

↓↓↓↓













(q, iνn) . (4.4)

Every element of the above matrix form shall be considered as 9 × 9 (orbital-indexed)

matrix. In the same notation the 4-index interaction kernel reads:

U =













U↑↑↑↑ 0 0 U↑↑↓↓
0 U↑↓↑↓ 0 0

0 0 U↓↑↓↑ 0

U↓↓↑↑ 0 0 U↓↓↓↓













. (4.5)

The structural differences in the above matrices come as a result of the SU(2) symmetry:

the Coulomb repulsion is always spin-conserving, thus independently from the model at

hand the above notation always holds. If the spin quantum number is conserved by the

quadratic part of the Hamiltonian – and this is the case only for the m-CF –, the non-

interacting generalized susceptibility simplifies to the interaction matrix-form. Regardless

of symmetry conservations, the generalized susceptibility is obtained by Eq. 2.20, and does

not pose any computational challenge for any set of parameters. In the extreme opposite

regime, setting tαβi j = 0, one arrives to the atomic limit, which serves in our case as a

reference point. As in the weak-coupling regime, we can obtain the exact solution for

any parametrization of the remaining terms. Diagonalizing the Hamiltonian, we access

the eigenenergies and eigenstates of the system, thus we can obtain any physical quantity.3

For instance, in Fig. 4.5, we show a cumulative energy-level diagram of the t4
2g atomic-limit

configuration, where we only tune the parametetrization of its quadratic part – crystal-field

and spin-orbit coupling. The two boundaries of the figure correspond to the case where

neither spin-orbit coupling or crystal-field splittings occur. The figure is (conceptually) di-

vided into three regions and the color denotes the expectation value 〈J2〉. Starting from the

very left of the figure towards the center, the strength of the spin-orbit coupling increases

3For all atomic-limit calculations we have used the Quanty codebase [54].
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Fig. 4.5: The energy level diagram of the lowest lying states in the atomic limit. The color encodes

the expectation value of the J2 operator averaged of the corresponding degenerate states. We

refer to the text for further explanations.

and the total-angular momentum subspaces J = 0,1, 2 continuously split. Similarly, from

the very right towards the central panel again the states split and form a 6-fold and 3-fold

degenerate subspace. The central panel corresponds to the case where both single-particle

operators are considered. The grey-filled areas denote the regime where one or the other

single-particle operators can be treated as perturbatively. Of particular interest for this

study is the isothermal response, χat
AB, which for can be evaluated as,

χat
AB =

1
Z

∑

m,n

〈ψn|Â|ψm〉〈ψm|B̂|ψn〉
�

βe−βEnδ(En − Em)−
e−βEn − e−βEm

En − Em

�

1−δ(En − Em)
�

�

,

(4.6)

where ψn (En) is the m-th eigenstate (eigenenergy) of the atomic Hamiltonian; β is the

inverse temperature and Z is the atomic partition function. The first term of of Eq. (4.6)

corresponds to the Curie-Weiss part of the susceptibility and contributes in the presence

of degenerate subspaces. The second term, in contrast, connects with non-degenerate sub-

spaces, is almost temperature-independent and forms the so-called Van Vleck part.

In Fig. 4.6, we plot the isothermal magnetic response along the z− and x-axis, as obtained

from Eq. 4.6) for three different models: (left) spin-orbit coupling case, (center) crystal-
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Fig. 4.6: The isothermal magnetic response along the z- and x-axis in the atomic limit: (left) spin-orbit

coupling, (right) tetragonal crystal-field, and (middle) both spin-orbit coupling and crystal-

field operators included.

field and spin-orbit coupling case and (right) crystal-field case. Note that although we

have chosen the values of the SO and CF such that the splittings on the single particle

level are equal, the two-particle response clearly distinguishes between the action of the

corresponding operator. For instance, the magnetic response of the SO system is spherically

symmetric while a clear in- and out-of-plane anisotropy is found – as expected – in the CF

system. Additional information can be also extracted when considering again Fig. 4.5.

For high temperatures all systems show a Curie-Weiss behavior as a result of the thermal

activation of degenerate subspaces. As the temperature decreases, the Bolzmann factors act

as a cut-off of relevant states. Eventually, in the SO system the last-standing subspace, J =

0, is non-degenerate and thus only the Van Vleck part contributes. In the CF system, the 9-

fold degeneracy of the ground-state allows for the dominant Curie-Weiss part to contribute

the most. In between, both contributions become relevant and their effect together with

the anisotropy should be visible – at least at some extend – even when the lattice degrees

of freedom are introduced.

To study the intermediate coupling regime, we have employed the dynamical mean-field

theory (DMFT), in which the original lattice problem is mapped onto an effective impurity

model embedded self-consistently into a bath of non-interacting; the underlying approx-
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imation is that the self-energy is momentum-independent yet fully dynamic. Regarding

the very solution of the corresponding impurity problem, we have used the continuous-

time Quantum Monte Carlo in hybridization expansion variant (CT-HYB) [116], which in

principle allows to consider full-rotational invariant interactions and (real or complex) off-

diagonal elements in the hybridization function.

We will focus on two objectives throughout the study of the different models: single-

particle spectral functions and uniform and static response functions. Given that a full

self-consistency is reached, and by performing the necessary analytical continuation 4 step

to obtain the local Green’s function into the real frequency axis, the local spectral function

is calculated as,

A(ω) = − 1
π

∑

a

ImGloc
αα
(ω). (4.7)

In general, the calculation of two-particle response functions necessitate access to the two-

particle vertex 5. Here, we restrict ourselves to the linear response regime in order to

exploit the fact that the uniform and static susceptibilities, χAB, can be calculated as,

χAB(q,ω)

�

�

�

�

ω=0
q=0

= b−1
s Tr [ρ̃BÃ], (4.8)

where bs is the strength of the field that couples to an operator B̂ and is acting as a pertur-

bation to the original Hamiltonian of system, Hper = Ĥ− bsB̂; ρ̃B is the one-particle density

matrix of the perturbed system at hand.

At this point we should note that the absence of good quantum numbers leads to (severe)

QMC fermionic sign-problem, which in turn hinders the solution – and ultimately the con-

vergence – of the corresponding impurity models. Thus the calculations were limited to

rather high-temperatures within adjusted natural single-particle basis. Regarding the con-

vergence of the single-particle density matrices in the presence of small perturbations, it

has been necessary to obtain an extended sample of measurements. Small perturbation

result in small elements in the hybridization function, which, in turn, are comparable with

4 For completeness, the analytical continuation of the single-particle Green’s functions has been obtained

using the stochastic optimization method (SOM) [76]
5 And additionally, DMFT is not self-consistent on the two-particle level.
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the unavoidable numerical QMC noise. Therefore, in all cases shown below, we have ob-

tained 30 independent measurements with high QMC statistics ( ∼ 108 − 109 cycles ) and

performed a statistical analysis.

4.2.2 Results: Comparison in the one-particle level
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Fig. 4.7: Comparison of the single-particle spectral functions at fixed inverse temperature β = 20 eV−1

for selected values of the on-site Hubbard interaction – (blue) U = 2.5 eV , (orange) U = 3.5 eV

and (green) U = 6.0 eV – that correspond to different points in the complete phase-diagram.

(right) Spectral functions for the m-CF case. (left) Spectral functions for the m-SO case.

We start our discussion with the comparison of the extreme-cases on the single-particle

level. Namely, we consider effects either of the tetragonal crystal-field (m-CF) or a spin-

orbit coupling (m-SO). In Fig. 4.7, we show for both models the local spectral functions

for three selected values of the interaction at fixed inverse temperature β = 20 eV−1. Each

one corresponds to a characteristic point in the complete phase-space:

• A strongly correlated metallic (SCM) solution, which is characterized by a sharp (thus

coherent) quasiparticle peak on the Fermi-surface (ω = 0), and corresponds to an

intra-orbital interaction strength U = 2.5 eV .
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• An Mott-insulating solution (MI), right after the metal-to-insulator transition, ob-

tained at U = 3.5 eV . Here, the upper and lower Hubbard bands are fully formed

and a charge gap is (just) opened.

• A solution (dMI) far away from the metal-to-insulator transition line, deep within

the Mott phase, at U = 6.0 eV .

In both cases, m-CF and m-SO, we have determined the metal-to-insulator transition to

occur at Uc = 3.0 eV . Note that the ratio of the intra-orbital interaction and Hund’s

coupling strength is kept fixed as J = 0.1 U . Moreover, we find that the differences of

the local spectra with respect to their structural features are almost negligible. It is only

the rather small bumb on the edge of the lower Hubbard band for the MI solution, which

originates from the multiplet structure in presence of the SOC operator, that can be used

as a hint to distinguish the two – fundamentally different – physical systems.

Other than this faint detail the models are indistinguishable: the orbital character and the

symmetries of each model are to a large extend and misleadingly smeared when looking

at single-particle observables.

4.2.3 Results: Uniform and static response functions

As has been shown in the previous section, the symmetry and orbital character of the m-CF

and m-SO are not clearly visible within the single-particle local spectral functions. On the

two-particle level, however, due to the (greater) sensitivity upon the symmetries of the

Hamiltonian the distinct effects of crystal-field and spin-orbit coupling can be captured.

In Fig 4.8, we show the inverse uniform and static magnetic susceptibility as a function of

temperature down to room-temperature for the same interaction regime discussed above 6.

For completeness, on each subplot we have included both the (exact) atomic-limit refer-

ence system and the results in the weak-coupling regime treated within the multiorbital

generalization of RPA.

6For clarity we have omitted the error-bars for all our DMFT response functions’ calculations.
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Fig. 4.8: The inverse uniform and static magnetic response corresponding to the m−SO (upper panels)

and to the m − C F (lower panels) case, respectively. From left to right we move from the

SCM regime into the dMI regime. With black (red) color we plot the exact atomic-limit (RPA)

susceptibilities. For the DMFT results we use the same color-encoding as in the case of the local

spectral functions. Solid lines correspond to an applied field along the z-axis, while dashed in

the x/y-axis.

For both m-CF and m-SO systems, we find profound atomic features in the dMI-regime,

which start to get mediated by the lattice degrees of freedom as we move towards the

MI-regime. Interestingly, even when cross the line and enter the CM-regime, the localized

magnetic moments only moderately washed out by the itinerant energy scale and still show

atomic-like behavior. In the m-CF case, the anisotropy that originates from the tetragonal

crystal-field potential clearly comes into view 7. On the other hand, in the m-SO case, due

to the spherical symmetry – that the local spin-orbit coupling conserves – the magnetic

response is isotropic in all directions.

7The numerical effort needed together with the severe QMC sign problems we have experienced due to

the specific variant of QMC that we have employed do not allow in which point the very interesting inversion

of the easy-axis occurs.
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Fig. 4.9: The inverse uniform and static susceptibilities for the m-CFSO case. From top to bottom (row-

wise): the magnetic, orbital, spin and orbital-spin susceptibilities. From left to right (column-

wise): strongly correlated metallic, insulating and deep insulating phase. With blue (orange)

we depict the data for the z-axis (x/y-axis). Dashed lines are used for the exact atomic-limit

values while solid lines correspond to the data on perturbative regime as obtained by RPA.
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The full problem: Crystal field and spin-orbit coupling effects

Having compared the two limiting cases, we now consider the m-CFSO case in order to

capture the effect of the interplay and of both single-particle operators. Following the same

procedure as before, we have obtained the response of the system in three characteristic

points of the complete phase-diagram: one SCM, one MI and one dMI. Furthermore, we

have disentangled the various channels that contribute to the final magnetic response,

namely the spin-spin, orbital-orbital and spin-orbital susceptibility.

In Fig. 4.9, we present our DMFT results together with the corresponding atomic-limit and

RPA ones that serve as a reference points.8 Again, we find a linear temperature dependence

for all strengths of the on-site interaction in all channels. Note, however, the effects of the

tetragonal crystal-field and spin-orbit coupling: interference terms appear, namely 〈LzSz〉 6=
0 and 〈LxSx〉 6= 0, together with a clear anisotropy between the x/y-axis and z-axis, namely

〈Âx B̂x〉 6= 〈Âz B̂z〉 for Â, B̂ ∈ [M̂ , L̂, Ŝ]. The profound atomic-like features get mediated by

the lattice degrees of freedom as we move towards the metallic regime. Most importantly,

the orbital part of the response remains rather large in magnitude and thus contributes

significantly to the total magnetic response.

4.2.4 Summary and conclusions

To summarize, we have investigated the t2g Hamiltonian in the presence of tetragonal

crystal-field (m-CF) or spin-orbit coupling (m-SO) on the one- and two-particle level. Re-

garding the local spectral functions we have found only subtle differences. In contrast, the

conserved-symmetries and the (unique) orbital-character of those systems can be easily re-

solved when considering their response upon small fields, and we have observed profound

atomic features even in the case where we enter the strongly correlated regime. Consider-

ing both operators on equal footing (m-CFSO), the characteristics of both operators come

into view: easy and hard axis magnetic anisotropy together with interference L̂Ŝ terms are

8In the RPA limit, χls (shown in insets), is only marginally present (shown in insets): only one point at

the Fermi surface contributes to the ring-diagram evaluation.
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present. Interestingly, we find that the orbital-orbital channel contributes significantly in

all cases: the orbital moment is not fully quenched.
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Chapter 5

Dynamics of the PAM’s magnetic

response

Heavy-fermion systems – (intermetallic) compounds of rare earth metals – comprise an ex-

tended class of strongly correlated compounds which have been in the forefront of intense

experimental and theoretical research for over 50 years [125, 117, 141]. The physics of

those materials originates from the interplay of the Kondo effect [71] that when activated

leads to a abrupt resistivity reduction, and the indirect – mediated by the polarization of

the dispersive conduction electrons – coupling of the localized states, the so-called RKKY

interaction [113], that favors the formation of magnetic ground states [106]. However,

a realistic description of such compounds within an ab initio framework is a very chal-

lenging (numerical) task. Multiple energy scales, i.e. crystal-field splittings and spin-orbit

coupling, coexist and have to be considered explicitly while taking into account correlation

effects; a task that is oftentimes feasible only within crude approximation schemes, even

when equipped with the concurrent advanced computational methodologies.

In the following, we report our DMFT study on the multi-orbital generalization of the pe-

riodic Anderson model, as inspired by conditions that are realized in Cerium-based heavy-

fermion compounds. The remainder of this chapter is organized as follows. In Section 5.1,

we explicitly present the parametrization of the models that have been used together with
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the methodology that we have followed. In Section 5.2 we discuss the evolution of the

single-particle spectral functions of our systems. Finally, in Section 5.3, we present our re-

sults regarding the static- and the dynamic magnetic susceptibilities, both in real-frequency

and time.

5.1 Models and methodology

In this study, we consider the multi-orbital generalization of the periodic Anderson model

(PAM). Our model consists of four localized states that hybridize with four conduction

bands, on a three-dimensional cubic lattice. The PAM Hamiltonian, written in a mixed

Wannier and Block representation, formally reads as,

ĤPAM =
∑

kb

εb(k)c
†
kbckb +

∑

iαβ

hαβ f †
iα fiβ (5.1)

+
∑

i bα

Vbα

�

c†
i b fiα + f †

iαci b

�

+
∑

i

∑

αβγδ

Uαβγδ f †
iα f †

iβ fiγ fiδ

+µ(N̂c + N̂f ).

Here, c†
i b (ci b) create (destroy) an electron in the b conduction band whereas fiα ( fiα) de-

note the creation (annihilation) of an electron with quantum number α at site i. The matrix

elements hαβ stand for the single-particle local structure and Uαβγδ is the 4-index interac-

tion kernel acting only on the localized states; Vbα correspond to the hybridization strength

between the local f -states and the conduction bands. Finally, the chemical potential, µ,

controls the total particle occupation of the system.

The dispersion relation, εb(k), is assumed fully isotropic and equivalent for all conduction

bands, namely εb(k) = 2t(cos kx + cos ky + cos kz). The localized f -states are expressed

in the basis of total angular momentum |J ; Jz〉, and more specifically the |J = 5
2 ; Jz = ±5

2〉
and |J = 5

2 ; Jz = ±3
2〉 states. We assume the single-particle local structure to be diagonal

albeit we control the splitting between the j-states with a unique adjustable parameter
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∆ j = E5/2 − E3/2. The hybridization is set to be constant, Vbα = V , and for all cases shown

above we fix the total particle filling to be N = Nc + Nf = 3 with the additional restriction

Nf = 1.

We obtain the solution of the PAMs by means of dynamical mean-field theory (DMFT) in

which the original lattice model is mapped onto an impurity embedded in a non-interacting

fermionic bath self-consistently1. Within the DMFT context, we are assured that we take

into account all local correlation effects explicitly. To solve the generated auxiliary impurity

problems, lying in the core of the DMFT framework, we employ the – numerically exact

– continuous-time Quantum Monte Carlo (CT-QMC) [46], in its hybridization expansion

variant (CT-HYB) [116].

In all cases, the converged impurity models have been subsequently sampled 50 times

with high QMC statistics to achieve quality results for both the corresponding local self-

energy, Σ(iωn), and the dynamic (impurity) magnetic response along the z-axis, χ imp
zz (τ).

The calculation of χ imp
zz (τ) = 〈Mz(τ)Mz(τ = 0)〉 has been performed within the time-

insertion method on the basis of Legendre polynomials for higher accuracy [21]. The

obtained fermionic single-particle Green’s functions and bosonic dynamic responses have

been analytically continued onto the real-frequency axis using the stochastic optimization

method (SOM) [76].

5.2 Results: Single particle spectral functions

We start our discussion from the single-particle local spectral functions, A(ω), shown in

Fig 5.1 for three different inverse temperatures. Row-wise the splitting of the j-states

remains fixed and only free parameter is the strength their hybridization with the non-

interacting bath, which increasing when moving from the left to the right. The upper

(lower) panels correspond to the ∆ j = −0.05 eV (∆ j = +0.05 eV )), namely to the case

where the lowest lying states are the |J = 5
2 ; Jz = ±5

2〉 (|J = 5
2 ; Jz = ±3

2〉). The central panel

1See also Chapter 1
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Fig. 5.1: The single-particle local spectral-functions, as a function of temperature, for all studied models.

Row-wise the splitting is adjusted to ∆J = −0.05 eV (upper), ∆J = 0.0 eV (middle) and

∆J = +0.05 eV (lower).

correspond to full fourfold degeneracy, ∆ j = 0.00 eV .

As expected, and regardless of the assumed splitting of the j-states, the hybridization con-

trols the transition from an insulating (purely localized) solution to a metallic-like one.

For small hybridization, the local subspace is effectively decoupled from the band, while

spectral weight moves towards the Fermi level and becomes coherent with increasing hy-
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bridization. In turn, the quasiparticle peak is dominated by the corresponding lowest-in-

energy states, although this information cannot be directly resolved from inspection of the

full spectral functions. The character of the (composite) orbital character is encoded solely

in the two-particle interaction kernel. Since we restrict the filling of the corresponding

localized states to Nf = 1, the two-particle configuration subspace inserts only marginally

for all single-particle observables, as is the local spectral function. However, the evolu-

tion of the quasiparticle-peak into a Kondo resonance, already signalizes the importance

of electronic correlations in the dynamics of the system, which is the subject of the next

section.

5.3 Results: Magnetic response functions

5.3.1 Static magnetic response

In Fig 5.2, we present the big summary of the (impurity) static-limit of the magnetic re-

sponse along the z-axis, χmm(iω= 0), obtained by DMFT as a function of the temperature

from T = 400 K down to T = 100 K . In all cases, the inverse magnetic response shows

an apparent linear Curie-Weiss like behavior: localized j-moments are formed. Even more

interesting, however, is the information that we communicate in the color-encoding of our

data (red= large, blue= small) – see also Fig. 5.3 – which provides a measure, Md , of the

dynamics of the corresponding magnetic response and has been calculated as,

Md = χ
imp
mm (τ= 0)−χ imp

mm (τ=
β

2
). (5.2)

At high temperatures and small-to-intermediate hybridizations, the response of the system

is rather non-dynamic. As temperature decreases fluctuations start to show up and espe-

cially for the intermediate values of the hybridization become significant. In contrast, for

large hybridizations the strong dynamic behavior is always present. This behavior holds for

all studied systems, although the numerical values suggest that there is a dependency with

respect to the assumed splitting: the fourfold degenerate model shows the most dynamic

features, since fluctuations within the local-subspace are not penalized.
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Fig. 5.2: The static magnetic response as a function of temperature, for all studied models. Row-wise

the splitting is adjusted to∆J = −0.05 eV (upper), ∆J = 0.0 eV (middle) and∆J = +0.05 eV

(lower). From left to right the hybridization strength increases as V = 0.1 eV (left), V = 0.2 eV

(center) and V = 0.3 eV (right). Red (blue) color encodes a large (small) magnetitude of the

measure Md .

Importantly, our results suggest that employing purely local-models to fit magnetic re-

sponses that show even Curie-Weiss behavior, shall be considered with great care in most

cases: albeit there can be found a parametrization that perfectly fits the data, the assumed

moment is definitely not static.
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Fig. 5.3: An example case of the magnetic (impurity) response function on the imaginary time axis,

at fixed inverse temperature β = 80 eV−1 and local splitting ∆J = −0.05 eV , and varying

hybridization strength V .

5.3.2 Dynamic magnetic response: Frequency- and time-domain

In continuation of the previous analysis, in Fig. 5.4 and Fig. 5.5, we show the spectral

functions of magnetic response in real-frequencies, χmm(ω), and real-time, χmm(t), re-

spectively, for all studied models as obtained by the analytical continuation of the corre-

sponding measured χmm(iωn). Despite the fact that our data on the Matsubara axis are

of great quality (see Fig. 5.3 for example), in order to Fourier transform into the time-

domain, χmm(t) ≡ FT[χmm(ω)], the real-frequency magnetic spectral functions have been

fitted within an adjustable Lorentzian distribution of the form,

1
π

Imχmm(ω)→ L(ω) =
2αγω

(ω2 −ω2
p)2 + 4γ2ω2

, (5.3)

where ωp stands for the peak-position and γ is the damping parameter (width of the

Lorentzian). In all cases, the numerical optimization has been performed by minimiz-

ing the quadratic difference between the actual and the fitted spectral functions, with an

optimization confidence on the fifth digit.

For small hybridization strength, most of the bosonic spectral weight is located very close to
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the zero-level and shows a characteristic peak structure, which corresponds to very shallow

and extensive time-period fluctuations that decay very slowly: here the moments can be

considered static and thus a purely-local model can provide reasonable estimates. As we

increase the hybridization strength, the spectral weight moves towards higher frequencies

and becomes dispersive; there, the time-fluctuations are very strong and sharp, and the

responses decay in short time-scales: neglecting the hybridization with the conduction

electrons can lead to false estimates.
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Fig. 5.4: The magnetic response in the real frequency domain as a function of temperature, for all

studied models. Row-wise the splitting is adjusted to ∆J = −0.05 eV (upper), ∆J = 0.0 eV

(middle) and ∆J = +0.05 eV (lower). From left to right the hybridization strength increases

as V = 0.1 eV (left), V = 0.2 eV (center) and V = 0.3 eV (right).
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Fig. 5.5: The magnetic response in the real time domain as a function of temperature, for all studied

models. Row-wise the splitting is adjusted to ∆J = −0.05 eV (upper), ∆J = 0.0 eV (middle)

and ∆J = +0.05 eV (lower). From left to right the hybridization strength increases as V =

0.1 eV (left), V = 0.2 eV (center) and V = 0.3 eV (right).



Chapter 6

Summary

The topic of this thesis has been the study of material-based many-body effective Hamiltoni-

ans describing different classes of compounds, within the context of dynamical mean-field

theory (DMFT) and the ab initio framework of density functional theory (DFT). Exact in the

limit of infinite dimensions and formulated around the single-particle self-energy, DMFT

not only allows for accessing dynamic one-particle or two-particle correlator but acts like

a compass for the development of concurrent methodologies that target self-consistency

to higher-in-order properties. The latter, provides the necessary material specification to

tailor the parametrization of the corresponding effective models.

Starting with the nickelate-based heterostructure LaNiO2/LaGaO3 (Chapter 3), we have

investigated the structure of the orbital-resolved single-particle spectral functions at nom-

inal filling and upon electron and hole doping. The analysis of the layer dependence to

the concentration of the induced charge carriers and the accompanied redistribution of the

spectral weight of Nickel, Oxygen and Lanthanum states around the Fermi surface, serves as

a prediction for the corresponding compound, yet to be verified by experiments. Within the

same, DFT+DMFT, framework, we have tackled Ca2RuO4 ruthenates’ compound, which has

recently attracted attention due to an unusual interplay of correlation effects and spin-orbit

coupling (Chapter 4). Our simulations have explained a new – experimentally generated

– type of insulator-to-metal transition caused by subtle variations in the lattice structure as
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induced by the application of an external electrical potential.

In continuation to the material-based studies, we have turned our attention to prototypical

model Hamiltonians. First, we have studied the a generic three-band t2g model in the pres-

ence of both tetragonal crystal-field and spin-orbit coupling – a reminiscent of the Ca2RuO4

compound. Here, the simulations have targeted not only single-particle spectral functions

but more importantly the channel resolved – orbital-orbital, spin-spin and spin-orbital –

static and uniform magnetic susceptibilities for different parametrizations of the Coulomb

interaction across the phase-diagram, using for reference the extreme cases: atomic-limit

and the spin-resolved random-phase approximation in the weak coupling regime. Our

results sketch the significance of the two-particle susceptibilities to explicitly recover the

presence of each corresponding symmetry of the applied local operator. Following the last

remark and inspired by previous studies on the family of Ce-based heavy-fermion systems,

we have explored in depth the dynamic character of the magnetic susceptibility of the 4-

state Periodic Anderson model (PAM) in a wide range of parameters’ space (Chapter 5).

We have determined the boundaries of the validity of a common scheme, where one can

map the underlying PAM onto a static isolated local subspace. However, for a wide range

of the phase-space, we find highly fluctuating moments suggesting that the neglection of

the hybridization can indeed lead to physically wrong estimates.
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