Fully-resolved simulations of the heating, ignition, volatile flame combustion and char conversion of single coal particles in convective gas environments are conducted and compared to experimental data (Molina and Shaddix, 2007). This work extends a previous computational study (Tufano et al., 2016) by adding a significant level of model fidelity and generality, in particular with regard to the particle interior description and heterogeneous kinetics. The model considers the elemental analysis of the given coal and interpolates its properties by linear superposition of a set of reference coals. The improved model description alleviates previously made assumptions of single-step pyrolysis, fixed volatile composition and simplified particle interior properties, and it allows for the consideration of char conversion. The results show that the burning behavior is affected by the oxygen concentration, i.e. for enhanced oxygen levels ignition occurs in a single step, whereas decreasing the oxygen content leads to a two-stage ignition process. Char conversion becomes dominant once the volatiles have been depleted, but also causes noticeable deviations of temperature, released mass, and overall particle conversion during devolatilization already, indicating an overlap of the two stages of coal conversion which are usually considered to be consecutive. The complex pyrolysis model leads to non-monotonous profiles of the combustion quantities which introduce a minor dependency of the ignition delay time $\tau_{\text{ign}}$ on its definition. Regardless of the chosen extraction method, the simulations capture the measured values of $\tau_{\text{ign}}$ very well.

1. Introduction

Pulverized coal combustion (PCC) is a major technology for thermal energy conversion, particularly for providing base load power. It is, however, crucial for a sustainable future of coal conversion that pollutants from coal are heavily reduced and climate change is mitigated. To achieve any kind of significant progress detailed insights in the underlying physical and chemical processes that govern PCC are required. A fundamental understanding of the principal processes can be obtained by state-of-the-art experimental investigations [1–5] and by performing detailed numerical simulations. As the flow conditions in PCC furnaces are typically turbulent, the large eddy simulation (LES) approach is increasingly employed for capturing the highly transient processes in pulverized coal flames [6–17]. However, LES does not resolve the smallest scales of the process, but requires detailed sub-grid closures for effects that occur on the level of individual particles or small particle ensembles. Such closures can be derived from resolved simulation approaches, i.e. resolved laminar flow simulations (RLS) and direct numerical simulations (DNS). Typically, these simulation approaches resolve all scales of turbulence and the bulk flow, but do not consider the fluid boundary layers right at the particle surface and consider Lagrangian point particles instead [18–27], whereas the Arbitrary Lagrangian–Eulerian (ALE) method was employed in [28]. The number of simulations that fully resolve the particle boundary layers is scarce and primarily one- and two-dimensional setups have been considered [29–32]. Previous studies by the present authors considered fully-resolved simulations of coal particle ignition and volatile flame burning of single coal particles in laminar flow [33–35] and of coal particle ensembles in both laminar and turbulent convective environments [36,37]. Our previous simulations required limiting -albeit...
reasonable assumptions such as pre-fitted single-step devolatilization and a fixed (presumed) volatile composition based on relatively small hydrocarbons. Furthermore, a simplified description of the particle interior processes was assumed and the effects of porosity and char conversion were omitted from the analysis. The present work alleviates the previous limitations by

- considering a detailed kinetic model for the heterogeneous particle processes that dynamically predicts the volatile release rate and composition, including large hydrocarbons
- including a detailed description of the particle interior properties such as porosity and particle-internal fluid flow
- accounting for char conversion.

The remainder of the paper is structured as follows: The modeling approach is detailed in Sec. 2, which is followed by a description of the computational setup and the reference experiments in Sec. 3, the results in Sec. 4 and conclusions in Sec. 5.

2. Modeling

Our simulation approach fully resolves the flow, mixing and reaction processes in the gas phase on the exterior of the solid fuel particle, similar to our previous model implementation [34,36,37]. However, the particle interior description is significantly improved compared to previous work, by considering the gas-solid interaction processes inside the particle using a sophisticated model for porous media with chemical reactions [38–40].

2.1. Mathematical model

We distinguish between our model description of the particle interior and exterior. The particle is considered as a porous medium bounded by a spherical outer shell that separates it from the exterior gas phase. To describe the exterior gas the conservation equations of momentum, enthalpy, total and species mass in their variable density form are solved as previously presented in [34] and omitted here for brevity. Pressure-velocity (and -density) coupling is performed using OpenFOAM’s hybrid approach [41]. The particle interior volume is split into a gas (superscript \( g \)) and solid (superscript \( s \)) contribution, where the gas and solid volumes can be calculated from the porosity \( \epsilon \)

\[
V^g = V_{sphere} \cdot \epsilon
\]

(1)

\[
V^s = V_{sphere} \cdot (1 - \epsilon)
\]

(2)

and \( V_{sphere} = V^g + V^s \). Total and individual species mass conservation is considered for the particle interior solid phase as

\[
\frac{\partial [\rho^s (1 - \epsilon)]}{\partial t} + \nabla \cdot (\rho^s \mathbf{U}^s) = \sum_{i=1}^{N^s} \dot{\omega}_i^s
\]

(3)

\[
\frac{\partial [\rho^s (1 - \epsilon) Y_i^s]}{\partial t} = \dot{\omega}_i^s,
\]

(4)

with time \( t \), density \( \rho \), reaction rate \( \dot{\omega}_i \), number of species \( N \) and species mass fraction \( Y_i \). Similarly, for the particle interior gas phase we write

\[
\frac{\partial [\rho^g \epsilon]}{\partial t} + \nabla \cdot (\rho^g \mathbf{U}^g) = \sum_{j=1}^{N^g} \dot{\omega}_j^g
\]

(5)

\[
\frac{\partial [\rho^g (1 - \epsilon) Y_i^g]}{\partial t} + \nabla \cdot (\rho^g (1 - \epsilon) Y_i^g \mathbf{U}^g) = -\nabla \cdot (\rho^g Y_i^g \mathbf{V}_i^g) + \dot{\omega}_j^g,
\]

(6)

with the local density of the gas enclosed inside the particle \( \rho^g \) (varying with the ideal gas law), the local superficial velocity \( \mathbf{U} \) [42] and the correction diffusion velocities \( \mathbf{V}_i \). Note that the subscripts \( g \) and \( i \) have been used to distinguish between solid and fluid species. The correction diffusion velocities are introduced to enforce mass conservation according to [43]

\[
\mathbf{V}_i^g = \mathbf{V}_i + \mathbf{V}^g
\]

(7)

\[
\mathbf{V}_i = -\frac{D_{diff}^g}{Y_i^g} \nabla Y_i^g
\]

(8)

\[
\mathbf{V}^s = -\sum_{j=1}^{N^g} \mathbf{V}_j
\]

(9)

where \( \mathbf{V}_i \) includes both bulk and pore diffusion by considering an effective diffusion coefficient \( D_{eff}^g \) and \( \mathbf{V}^s \) is a velocity correction factor as introduced in [38]. The momentum conservation equation for the particle interior gas phase reads

\[
\frac{\partial \rho^g \mathbf{U}^g}{\partial t} + \nabla \cdot (\rho^g \mathbf{U}^g \mathbf{U}^g) = -\nabla p + \nabla \cdot \mathbf{r} + \rho^g \mathbf{g} + \mathbf{S},
\]

(10)

with pressure \( p \), gravity vector \( \mathbf{g} \) and

\[
\mathbf{r} = \mu \left[ \mathbf{V} \mathbf{U} - (\mathbf{U} \mathbf{V}) \mathbf{U} - \frac{2}{3} (\nabla \cdot \mathbf{U}) \mathbf{I} \right].
\]

(11)

where \( \mu \) denotes dynamic viscosity. The momentum source term for porous media \( \mathbf{S} \) in Eq. (10) is calculated according to the Darcy-Forchheimer law

\[
\mathbf{S} = -\left( \mu \mathbf{D} \mathbf{a} + \frac{1}{2} \rho^g |\mathbf{u}_t| |\mathbf{u}_t| \mathbf{F} \right) \mathbf{U}
\]

(12)

and affects the pressure drop inside the particle by means of a viscous and an inertial contribution, which are characterized by the Darcy \( \mathbf{D} \) and Forchheimer \( \mathbf{F} \) tensors, respectively. Due to the low particle Reynolds numbers considered here the inertial contribution is ignored [38]. \( \mathbf{D} \) represents the resistance against the flow of gas produced inside the porous medium, which enhances the intra-particle pressure gradients. Ranzi et al. [44] reported how the full momentum equations (Eq. 10) can be simplified under the assumptions of steady-state and very low flow velocity, obtaining the widely used Darcy law for porous media. Here we employ the more general approach to characterize the evolution of a solid fuel particle, which is governed by the fundamental conservation equations of mass, momentum, and energy, and accounts for porous media effects via porosity and Darcy-Forchheimer source terms. Particle interior heat transfer occurs by conduction and (gas) convection. The amount of gas instantaneously contained inside the particle pores is limited and, considering the very large surface area of the porous medium, it is reasonable to consider that the gas instantaneously reaches the temperature of the solid. This assumption does not imply that the particle internal thermal gradients are neglected, but only that locally the temperature of the solid and the gas contained inside the pores is the same. In fact, the heat capacity \( \rho^g c_{p}^g \) of the solid is much larger than that of the gas formed inside the particle. Thus, local thermal equilibrium is assumed between the co-existing solid and gas phase and a unique temperature field for the porous medium is obtained solving the equation

\[
c_p^g \frac{\partial (\rho^g \epsilon T)}{\partial t} + c_p^g \nabla \cdot (\rho^g \epsilon \mathbf{U} T) + c_p^g \frac{\partial (\rho^g (1 - \epsilon) T)}{\partial t} = \nabla \cdot (\lambda_{eff} \nabla T) + \dot{Q}_k,
\]

(13)

with temperature \( T \), heat capacity \( c_p \), effective thermal conductivity \( \lambda_{eff} \) and heat release by chemical reaction \( \dot{Q}_k \). The density of the gas mixture \( \rho^g \) is calculated from the perfect gas law and all other transport properties are evaluated by applying the mixture averaging rules [45].

2.2. Boundary conditions

A set of boundary conditions at the (spherical) interface between the particle interior and exterior needs to be applied. Atmospheric conditions for total pressure and the equivalence of the convective fluxes at
both sides of the interface are enforced. Zero-gradient conditions for the solid species mass fractions are assumed. The gaseous species mass fractions and temperature need to satisfy the following equivalence of fluxes at both sides of the interface

$$\rho^f D_{\text{eff},f} \frac{\partial Y^f_i}{\partial r} \bigg|_{\text{int}} = \rho^f D_{\text{eff},f} \frac{\partial Y^f_i}{\partial r} \bigg|_{\text{ext}}$$  \hspace{1cm} (14)

$$\lambda^\text{eff} \frac{\partial T}{\partial r} \bigg|_{\text{int}} = \lambda^\text{eff} \frac{\partial T}{\partial r} \bigg|_{\text{ext}} + Q_{i,p}$$, \hspace{1cm} with \hspace{0.5cm} $$Q_{i,p} = -\frac{q_p}{2(2 - \varepsilon_p)}(4\pi^2 p^\text{eff} - G_p)$$  \hspace{1cm} (15)

where $$Q_{i,p}$$ is the surface radiative heat flux, $$q_p$$ the particle emissivity, $$\varepsilon_p$$ the Stefan-Boltzmann constant and $$G$$ the incident radiation. As discussed in [36], a sensitivity study within the full range 0 ≤ $$\varepsilon_p$$ ≤ 1.0 did not reveal any significant influence for particle configurations similar to the one considered here. Moreover, we have conducted test runs including $$Q_{i,p}$$ and did not find any significant role of it for ignition since, up to the ignition point, temperature levels in the particle vicinity are comparatively low. After ignition, radiative effects become more important, especially in the presence of heterogeneous chemistry, but since the comparison with the experimental measurement is attempted here only for ignition delay but no reference data is available for the subsequent combustion phase, the term $$Q_{i,p}$$ in Eq. (15) has been omitted from the present DNS. Gas phase radiation is included by the P1-approximation [46,47], using absorption and emission coefficients for the continuous phase. By imposing the equivalence of the convective fluxes across the interface, the convective contributions on both sides cancel out, and therefore do not directly appear in Eqs. (14) and (15). A reaction source term, is also not included in Eqs. (14) and (15), since reactions do not occur on the surface, but are purely volume-based instead.

2.3. Physical properties

The thermophysical and transport properties of all species involved in the conversion process are obtained from established databases [48], and interpreted via the OpenSMOKEx+ library [49] as previously reported in [38,40]. Due to the limited availability of experimental data regarding the heat capacity, thermal and (effective) mass diffusivity of the solid phase, simple models are assumed here. The heat capacity $$C_p$$ of the solid species contained in the coal is assumed to be constant and equal to the nominal value for the coal of interest. The effective thermal conductivity $$\lambda^\text{eff}$$ of the porous medium is obtained as a linear combination of the gas and solid contributions

$$\lambda^\text{eff} = \varepsilon \lambda^g + (1 - \varepsilon)\lambda^s,$$ \hspace{1cm} (16)

where for $$\lambda^s$$ the nominal value of the given coal is considered. The effective pore diffusion coefficients are evaluated as in [39]

$$D_{\text{eff},j} = \frac{1}{D_{j}^p} + \frac{1}{D_{j}^k} \bigg|^{-1} \frac{\varepsilon}{\tau^2}.$$ \hspace{1cm} (17)

where $$D_{j}^p$$ and $$D_{j}^k$$ are the molecular and Knudsen diffusivities and $$\tau$$ the local tortuosity. The Knudsen diffusivity is calculated as

$$D_{j}^k = \frac{d_{\text{pore}}}{3} \frac{8RT}{\pi M_{j}},$$ \hspace{1cm} (18)

with the mean pore diameter $$d_{\text{pore}} = 0.3 \mu m$$ as estimated in [39] for bituminous coal, the universal gas constant $$R$$ and molar species mass $$M_{j}$$.

During pyrolysis the solid particle undergoes radical changes of its internal structure due to drying, devolatilization and char conversion. We have conducted a pyrolysis regime analysis based on Biot and Pyrolysis numbers according to Paulsen et al. [50] for the present case. For the sake of simplicity, the rate of the initial decomposition of reference COAL1 (see Section 2.4) was used as being representative of coal pyrolysis. The analysis revealed that the pyrolysis regime for the present case is kinetically-limited isothermal, but very close to the boundary of the region where internal temperature gradients begin to become important. In the kinetically-limited isothermal regime a thermally thin particle has limited internal temperature gradients during pyrolysis and the chemical reactions take place uniformly throughout its volume. For these conditions the mass loss results in an increase of the porosity $$\varepsilon$$ without variations of the particle size [38]. This assumption is sufficiently robust in the case of coal particles which are subjected to modest shrinking during devolatilization. Therefore we include mass loss by assuming a linear increase of the particle porosity $$\varepsilon$$ with particle conversion $$\chi$$ [39]

$$\chi = 1 - \frac{m^s}{m^s_0}$$ \hspace{1cm} (19)

$$\varepsilon = \varepsilon_0 + \chi(1 - \varepsilon_0),$$ \hspace{1cm} (20)

where $$m^s$$ and $$m^s_0$$ are the current and initial mass of the solid phase and $$\varepsilon_0$$ is the initial porosity. The solid mass varies according to:

$$\frac{dm^s}{dt} = \sum_{i=1}^{N^s} \dot{\omega}_i V^s.$$ \hspace{1cm} (21)

Conversely the tortuosity decreases linearly with particle conversion [39]

$$\tau = \tau_0 - \chi(\tau_0 - 1).$$ \hspace{1cm} (22)

2.4. Kinetic model

A predictive, multi-step kinetic model for coal pyrolysis [51] and char conversion [39] is applied. The model is able to predict the thermal degradation of different coals across a wide range of operating conditions only requiring the elemental composition of the coal. While the physical properties are assigned to the coal as a whole, the chemical-kinetic properties of the coal of interest for a given problem are obtained by linear interpolation of the kinetic properties of three reference coals, i.e. three separate species evolving simultaneously. Here, we consider Pittsburgh seam high-volatile bituminous coal the properties of which are given in Table 1. Table 2 shows its composition in terms of the reference coals COAL1, COAL2 and COAL3 defined in [51].

The kinetic sub-mechanism describing the pyrolysis of the reference coals is based on the previous work of Sommariva et al. [51] and composed of 32 species and 36 reactions. The sub-mechanism for heterogeneous char reactions considers char combustion, char gasification and thermal annealing in a set of 8 species and 14 reactions with rates and heats of reaction based on the work of Maffei et al. [39]. The latter represents a volume-based approach. For the sake of simplicity, even the gasification reactions are volume-based as already pointed-out in [39]. The model also accounts for particle drying by means of a single kinetic rate law. The heterogeneous mechanisms are made available as Supplementary material. The volatile matter released during pyrolysis is a complex mixture of light gases and heavy tars, the latter of which are modeled as lumped species [51]. According to the different molecular structure and atomic composition, each of the lumped tar species released during coal devolatilization is split up into a limited number of

Table 1

<table>
<thead>
<tr>
<th>Proximate analysis</th>
<th>Ultimate analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volatile matter</td>
<td>35.89</td>
</tr>
<tr>
<td>Fixed carbon</td>
<td>56.46</td>
</tr>
<tr>
<td>Moisture</td>
<td>0.47</td>
</tr>
<tr>
<td>Ash</td>
<td>6.95</td>
</tr>
<tr>
<td>HHV</td>
<td>30.94 MJ/kg</td>
</tr>
</tbody>
</table>
combustion products from a Hencken burner as reported in [54]. The ignition delay time of the particles was evaluated from ensemble-averaged images of the experimental CH\textsuperscript{+} chemiluminescence.

3.2. Numerical setup

The computational setup considered here extends the one previously reported in [34]. Fig. 1 shows the two-dimensional, axisymmetric, multi-region domain, which is 100 particle diameters (dp = 0.1 mm) long, 33.5 dp wide and set up as a 5° wedge, as rotational symmetry in laminar flow has been assumed. Based on our previous grid analyses [34] the boundary layer around the particle is fully resolved with 20 cells in the radial and more than 70 cells in the circumferential direction, with a characteristic cell width of 0.02 dp both in the external gas phase and in the particle interior. The envelope flame is also resolved with at least 20 cells. At the left boundary of the domain, mixtures of hot combustion products, cf. Tab. 4, are introduced as transient boundary conditions. These transient BCs are obtained from auxiliary Euler-Lagrange simulations of the Hencken burner (not shown for brevity), which result in time-varying oxidizer temperatures. The computational setup considered here extends the one previously reported in [34]. The initial values from the auxiliary simulations are also used to initialize the (particle exterior) computational domain for the fully-resolved simulation and the actual value of the transient T\textsubscript{0}(t) reaches the particle surface in less than 5 ms. Since after about 15 ms, T\textsubscript{0}(t) has already reached an asymptotic value, this delay does not affect the ignition delay time predicted for the particles. For the solid coal particle ρ\textsuperscript{p} = 1400 kg/m\textsuperscript{3}, \varepsilon\textsuperscript{p} = 1680 J/(kg K) and \lambda\textsuperscript{p} = 0.3 W/(m K) are considered. As reported in [39], the heat of pyrolysis is less than 1% of the combustion heat and has therefore been neglected, whereas the heats of the heterogeneous reactions are calculated, considering the enthalpy of formation of the gas species only [39]. The initial particle porosity and tortuosity are set to \epsilon\textsubscript{p} = 25% and \tau\textsubscript{p} = \sqrt{2} as estimated in [39]. The initial particle temperature T\textsubscript{0}\textsuperscript{p} is set to 350 K after performing sensitivity analyses using the Euler-Lagrange set-up, exploring the effects of different boundary conditions at the furnace inlet. This T\textsubscript{0}\textsuperscript{p} is lower than the one previously reported in [34] where a significant particle pre-heat was assumed and a parameter study of T\textsubscript{0}\textsuperscript{p} was shown. However, the present Euler–Lagrange simulations predict a significantly smaller pre-heat and T\textsubscript{0}\textsuperscript{p} = 350 K is considered for all cases.

The simulations are performed with a solver based on OpenFOAM v2.4.x after coupling it with the OpenSMOKE++ library. Note again that different sets of equations are solved in different areas of the multi-region domain: The standard gas phase conservation equations are solved for the particle exterior, while the complex intra-particle two-phase model described in Section 2 is solved for the particle interior.
The sequence of ignition and burning of the coal particle is illustrated in Fig. 2, where the experimental condition N2-21 of [2] is chosen as a representative example for all cases from Table 4. After an initial stage of particle heat-up that triggers the volatile matter release from the particle to the surroundings (not shown), homogeneous gas phase ignition occurs at 29.5 ms, as indicated by the significant amounts of OH and elevated temperature that can first be observed in the particle wake (29.5 ms) and which quickly envelope the entire particle (29.6 ms). Up to this point the ignition sequence is identical to the particle wake (29.5 ms) and which quickly envelope the entire particle interior (29.6 ms). For ease of discussion the complex set of species only. To judge the relative contributions from pyrolysis and char conversion, simulations with (solid lines) and without char reactions (dashed lines) are compared and case N2-30 is chosen, as its elevated oxygen levels trigger more char conversion than the reference case N2-21. During the first 20 ms the composition of the solid coal, Fig. 3 (left), remains unchanged since the particle has not yet reached a sufficiently high temperature. From 20 ms on devolatilization starts and reference coals COAL2 (representing bituminous coal) and COAL3 (lignitic coal) are rapidly consumed to produce more of COAL1 (hydrogen-rich coal), as well as volatile gases, tars and char. Between 23 and 30 ms COAL1 is also consumed, while further char is formed. Up to around 33 ms the curves from the simulations with and without char conversion completely overlap, while the simulation with char consumption continuously reduces the char mass after that, while it stays constant if char conversion is neglected.

The (complex) time evolution of the gaseous species in the particle interior is shown in Fig. 3 (bottom). During the early stages (not shown) the gas from the surrounding fluid phase rapidly diffuses through the pores inside the particle as O2 and CO2 have reached the nominal concentration of the external mixture by 10 ms. Once the depletion of the reference coals begins, both light gas species such as CO and CO2 and heavier tars are produced by pyrolysis and first released to the particle interior, before being ejected from the particle to the exterior gas phase, alongside the O2 enclosed in the pores. As the (large) tar species are only formed during pyrolysis and subsequently depleted
they are only present in the particle interior until the end of pyrolysis (33 ms). In contrast, CO and CO$_2$ can be formed by char oxidation and are therefore present inside the particle at even later stages of the conversion process, while O$_2$ is consumed and stays near zero between 25 and 35 ms for the case with char conversion. With char conversion switched on, the levels of produced CO and CO$_2$, and consumed O$_2$ from around 30 ms onwards are considerably higher than for the case without. The details of late-time char conversion (where particle shrinkage effects that are ignored by the present model, cf. Sec. 2.3, will increasingly play a role) are not critical for the considered experimental campaign that mainly focused on devolatilization and ignition. Therefore the simulations are run up to 60 ms and then stopped. It is noted that at the end of the simulation that includes char conversion there still is a considerable amount of char and oxygen left (in a volume-averaged sense), which leads to further char conversion if the simulation is run longer. However, this process (accompanied by annealing reactions) is very slow possibly because a) the conversion/annealing reactions themselves are slow and/or b) despite the presence of elevated levels of O$_2$ at the particle surface there is no oxygen in the particle core that could convert the char, see Fig. 2 (right, 50 ms). This can be further examined by investigating axial profiles of temperature and main chemical species along the centerline inside the particle and in its proximate vicinity at selected time instants as shown in Fig. 4. At 29.5 ms the onset of homogeneous ignition can be recognized, as the gas temperature reaches $\approx$1900 K at $x/r_p = 8$ and some OH starts to form at that location. Afterwards both the peak temperature and OH mass fraction rapidly propagate towards the particle surface, reaching a stand-off distance of about $1...2d_p$ at 29.6 ms. At this time a significant amount of the reference coals has been consumed (especially in the outer layers of the particle where $Y_{COAL}$ is already zero) to form the light volatile gases, the heavy tars ($Y_{TAR,max} > 30\%$ inside the particle) and the char that already represents more than 60\% of the particle mass. At 35 ms the reference coals have been fully depleted and the consequent drop in the release of volatile matter, causes the (near-) extinction behavior observed in Fig. 2. Moreover, the absence of an intense convective flux from the particle after the end of devolatilization now allows for oxygen to diffuse inside the particle, as the increased levels of $Y_{O_2}$ in its outer layer suggest. The presence of oxygen triggers the conversion of the char, which is responsible for the temperature increase observed at 50 ms, this time directly at the particle surface. The oxidation of the char occurs in the outer layers of the particle where both char and oxygen are consumed. As a consequence, oxygen cannot penetrate inside the core of the particle, which is mostly occupied by the char, that is therefore not further decomposed until the end of the simulation. Hence, in the inner particle region char conversion is diffusion-limited, since it is prevented by the lack of oxygen. The outer layers of the particle, however, still contain a substantial amount of oxygen, which should promote the conversion of the residual char. Yet, the significant amount of char present in that region, is consumed only slowly due to the slow kinetics of the char conversion/annealing reactions. The presence of both diffusion- and kinetically-limited char conversion at different locations inside the particle leads to the persisting volume-averaged char mass fraction at 60 ms that was discussed in the context of Fig. 3. Figure 5 shows the time evolution of the maximum gas and particle temperatures, mass release rate and released mass, as well as the volume-averaged particle conversion, porosity and tortuosity for the two mixtures balanced with N$_2$. As the particle heats up, the mass release increases slowly, becoming significant only at around 20 ms. A drop in the release rate $m$ after 20 ms can be observed for both mixtures and coincides with the full consumption of reference coals COAL2 and
COAL3 as shown in Fig. 3. Observing the gas temperature profiles the ignition behavior is affected by the oxygen concentration. For case $N_2$-30 the onset of ignition is sudden and unique, whereas the mixture with 21% $O_2$ shows a two-stage ignition process with a temperature plateau between 26 and 29 ms, which corresponds to the final conversion period of COAL1. After ignition, the gas temperature increases up to a peak value which is higher for the mixture containing more $O_2$ and, in general, for the mixtures balanced with $N_2$ rather than $CO_2$ (not shown for brevity). After reaching the peak gas temperature the volatile flame cools down, whereas the particle heats up until the temperature of the two phases is equilibrated (at 32 ms for case $N_2$-30 and 35 ms for $N_2$-21, see Fig. 5 (top)). Thereafter, the heat release resulting from the combustion of the residual volatiles and then from char reactions increases the temperature of the gas phase in the immediate vicinity of the particle, and of the particle itself. Hence, the temperatures of the two phases stay in equilibrium, first increasing and then decreasing again at late times. The late time behavior of the mass release rate and released mass in Fig. 5 (middle) show a continuous decrease of the mass release rate and almost constant values of the released mass towards the end of the simulation. Figure 5 (bottom) shows the temporal evolution of the coal conversion $\chi$ which, as defined in Eq. (19), relates the mass released from the coal particle, Fig. 5 (middle), to the initial particle mass. Only limited extents of particle conversion are obtained towards the end of the simulation, around 50% for case $N_2$-21 and 60% for case $N_2$-30. The particle porosity and tortuosity follow their assumed linear relationships with particle conversion, Eqs. (20) and (22), therefore they can influence particle burning mainly by means of their initial value. For example reducing the initial porosity from 25% to 10% of the particle volume leads to an increase in the ignition delay time of the ‘$N_2$-21’ mixture by 12% (not shown), as the augmented presence of solid matter increases the thermal inertia of the particle, which slows down the pyrolysis process. To confirm that the late time behavior discussed in Fig. 5 is indeed caused by char conversion, Fig. 6 shows a comparison of the same quantities with and without char conversion for case $N_2$-30, where more char conversion happens than for case $N_2$-21. As can be seen from the profiles up to 27 ms, the cases with and without char conversion completely overlap, so the observed behavior is solely caused by pyrolysis. Between 27 and 33 ms (after ignition) small, but non-zero differences between the profiles can be observed, where small levels of char conversion seem to cause slight deviations from the pure pyrolysis profiles. From 33 ms onwards char conversion becomes significant and all quantities begin to deviate strongly. As a result, the case with char conversion shows significantly higher temperatures, more released mass, higher final particle conversion and porosity and lower final particle tortuosity than the case that neglects char reactions. Fig. 7 shows the ignition delay time $\tau_{\text{ign}}$ predicted by the numerical simulations along with the experimental measurements, for each of the conditions presented in Tab. 4. The experimental values of $\tau_{\text{ign}}$ result from the acquisition of the CH$^+$ chemiluminescence signal. In Tufano et al. [34] different ways of extracting ignition delay times from numerical simulations (based on species CH, OH and temperature) were compared and no significant influence of the chosen extraction method on $\tau_{\text{ign}}$ was found, similarly to what was found by Evans et al. [55] for autoigniting ethylene flames fed by hot air. The fact that the extraction criterion for ignition delay did not make any difference in [34] was probably related to the use of a single-step pyrolysis model, which results in monotonous temporal trends of the volatile release rate and combustion quantities. In contrast, the complex pyrolysis model employed here leads to non-monotonous profiles with one and two-step ignition scenarios as the ones shown in Fig. 5 and 6. As a consequence, different methods of extracting ignition delay times may give different results. Here, we compare $\tau_{\text{ign}}$ extracted from the maximum (overall) gas temperature to $\tau_{\text{ign}}$ extracted from the maximum temporal gradient of gas temperature (which may differ from case to case, if multi-stage ignition occurs). The
The complex composition predicted by the porous-media model is the oxygen content in the surrounding gas. In the presence of lower rate and composition of species released from the particle by linear gradation of the coal. The model dynamically predicts the mass release indicated as $\text{CO}_2\to\text{CO}$ action of $\text{CO}$ oxidation ($\text{H}+\text{CO}_2\to\text{CO}+\text{H}_2\text{O}$) ignition in homogeneous mixtures. Moreover, increased levels of $\text{CO}_2$ increase the ignition delay time with increased $\text{O}_2$ and combustion of $\text{CO}_2$ with $21\%$ oxygen is found when using the temperature gradient criterion. We have verified that pure homogeneous gas phase kinetics and thermodynamics actually slightly increase the ignition delay times for $\text{CO}_2$. As a matter of fact, the higher specific heat of $\text{CO}_2$ decreases the gas temperature delaying ignition in homogeneous mixtures. Moreover, increased levels of $\text{CO}_2$ have a chemical effect of depleting $\text{H}$ radicals through the reverse reaction of CO oxidation ($\text{H}+\text{CO}_2\to\text{CO}+\text{H}_2\text{O}$), as was also considered in [27]. In our case, the heterogeneous chemistry of product release from the particle and the fuel/oxidizer mixing under strain partially hide these effects. Overall, it needs to be stated that the present detailed simulations provide a good representation of the experimental ignition delay, but since the predicted ignition delay times are all fairly similar, the trends with changing gas mixture -which are also small in the experiments- are difficult to corroborate for the selected set of cases.

5. Conclusions

A multi-step approach for heterogeneous kinetics coupled to detailed homogeneous chemistry is applied to fully-resolved simulations of single coal particle ignition and combustion in four different hot gas environments representing well-defined laminar flow experiments for the first time. A comprehensive model description is introduced for the particle interior, where a time-evolving porosity and tortuosity govern the particle internal fluid flow of gas formed during the thermal degradation of the coal. The model dynamically predicts the mass release rate and composition of species released from the particle by linear combination of a set of reference coal. The ignition sequence is investigated and shows a dependency of the particle burning behavior on the oxygen content in the surrounding gas. In the presence of lower oxygen concentrations, two-stage ignition phenomena are observed. The complex composition predicted by the porous-media model is analyzed and char conversion effects are discussed. Heterogeneous re-actions result in considerably higher temperatures, enhanced mass release, and larger particle conversion along with a higher value of the final porosity. Slight deviations from the pure pyrolysis profiles are also found during the last stage of devolatilization, if char reactions are included. The predicted ignition delay times are in very good agreement with the experimental measurements, even though the complex profiles of the combustion quantities predicted by the detailed pyrolysis model lead to a mild dependence of the ignition delay time on the extraction method.
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