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There would be a day — there must be a day — when he (King Arthur)

would come back to Gramarye with a new Round Table which had no

corners, just as the world had none — a table without boundaries

between the nations who would sit to feast there. The hope of making

it would lie in culture. If people could be persuaded to read and write,

not just to eat and make love, there was still a chance that they might

come to reason.

— T. H. White, The Once and Future King
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A B S T R A C T

Proton exchange membrane (PEM) water electrolysis is a technology designed

to produce H2 using only water and electricity as inputs; it has gained in-

creased attention in industry and academia due to its advantages over incum-

bent H2 generation processes (of which the most widely used are steam re-

forming and coal gasification) namely, low temperature, carbon-neutral and

intermittent operation. PEM electrolysis can be instrumental for creating a hy-

drogen economy, although still much research needs to be carried out before

widespread industrial adoption is achieved. PEM water electrolyzers suffer en-

ergy losses associated with the chemical reactions and the transport of charge

and mass; of these phenomena, mass transport in PEM electrolyzers is the least

understood subject, given the complex nature of the interaction of multiphase

flows (mainly consisting of liquid water and evolved gases) through micromet-

ric pores.

The subject of multiphase flow in water electrolysis and its relationship with

the mass transport phenomena in PEM water electrolysis has been a prevalent

subject in the literature. Despite numerous attempts at pinpointing the rela-

tionship between mass transport overpotential and the operating parameters,

there is no clear consensus about which transport mechanisms dominate, nor

about how the component design of PEM electrolyzers affects the mass trans-

port. While the effect of temperature and current density on mass transport

losses has been extensively studied and is well understood, there are signifi-

cantly fewer studies that focus on the effect of water flow and pressure. Both

water flow and pressure have a direct effect on mechanisms such as bubble

nucleation and two-phase flows that occur in the porous structures within a

PEM electrolyzer (electrodes and porous transport layers, PTLs).



xxii abstract

In this work, I studied the effect of water flow and pressure on the mass

transport phenomena in PEM electrolyzers. Chapters 1 and 2 provide an intro-

duction to the topic as well as a description of the materials and experimental

setups used. Chapter 3 of this thesis depicts the visualization and modeling of

bubble nucleation in an operating PEM electrolyzer. I discovered that bubble

detachment radii are largely independent of water flow and I identified two

types of bubbles: bubbles that detach after reaching a critical size, and bub-

bles that fill up the pores of a PTL before detaching. Chapter 3 consists of the

measurements I carried out regarding the transport of evolved gas through the

water-filled pores of a PTL, where I observed that water flow severely impedes

the gas transport through the pores and that such impediment is related to a

shear stress exerted by the water flow on the pores. Chapter 5 shows the mea-

suring of mass transport losses using electrochemical impedance spectroscopy

(EIS) on an operating PEM electrolyzer; the results indicate that pressure and

water flow affect the diffusion of gas in the electrode and that the mass trans-

port overpotential depends on design parameters of the PEM electrolyzer, such

as electrode thickness and hydrophobicity.

Overall, I derived a theoretical framework based on the assumption that

the evolved gas in a PEM electrolyzer permeates through the PTL after dif-

fusing from the active sites to the bubble nucleation sites. Such framework,

constructed on the basis of the models regarding gas transport in porous me-

dia, can be used to explain the mass transport loses in a PEM electrolyzer that

arise from operating with increased water flows and pressures. The model I

derived can be used in future work as a guideline to optimize the components

of a PEM electrolyzer, in particular regarding the hydrophobicity and pore size

distribution of PTLs as well as the composition of the catalyst ink to produce

the electrodes. Moreover, this work can also be used to further understand

the mass transport losses and optimize the operation of PEM electrolyzers to

decrease the energy consumption of H2 generation.



Z U S A M M E N FA S S U N G

Protonenaustauschmembran (PEM)-basierte Wasserelektrolyse (PEM-Elektro-

lyse) ist eine Technologie zur Erzeugung von H2 mit lediglich Wasser und

Elektrizität als Input. PEM-Elektrolyse hat Aufmerksamkeit in Industrie und

Wissenschaft aufgeregt aufgrund seiner Vorteile wie Niedrigtemperatur-, kli-

maneutraler und intermittierender Betrieb gegenüber der am häufigsten ver-

wendeten Verfahren zur Erzeugung von H2 (insbesondere Dampfreformierung

und Kohlevergasung). PEM-Elektrolyse kann für die Etablierung einer Was-

serstoffwirtschaft von entscheidender Bedeutung sein, obwohl noch viel For-

schungsarbeit geleistet werden muss, bevor eine breite industrielle Akzeptanz

erreicht werden kann. PEM-Wasserelektrolyseure erleiden Energieverluste im

Zusammenhang mit den chemischen Reaktionen sowie dem Ionen- und Mas-

sentransport. Von diesen Phänomenen ist der Massentransport in PEM-Elek-

trolyseuren das bisher am wenigsten verstandene Thema, da die Interaktion

von Mehrphasenströmungen (hauptsächlich bestehend aus flüssigem Wasser

und entwickelten Gasen) durch mikrometrische Poren komplex ist.

Das Thema der Mehrphasenströmung und seine Beziehung zu den Massen-

transportphänomenen bei PEM-Wasserelektrolyseuren ist seit Jahren ein vor-

herrschendes Thema in der Literatur. Trotz zahlreicher Versuche, den Zusam-

menhang zwischen dem Überpotential des Stofftransports und den Betrieb-

sparametern zu bestimmen, besteht jedoch kein eindeutiger Konsens darüber,

welche Transportmechanismen dominieren und welche Rolle das Komponen-

tendesign von PEM-Elektrolyseuren auf den Stofftransport spielt. Während die

Auswirkung von Temperatur und Stromdichte auf Stofftransportverluste aus-

führlich untersucht wurde und allgemein bekannt ist, gibt es bedeutend weni-

ger Studien, die sich auf die Auswirkung von Wasserfluss und Druck konzen-

trieren. Sowohl der Wasserfluss als auch der Wasserdruck wirken sich direkt
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auf Mechanismen wie die Keimbildung von Blasen und Zweiphasenströmun-

gen aus, die in den porösen Strukturen eines PEM-Elektrolyseurs (Elektroden

und poröse Transportschichten, PTL) auftreten.

In dieser Arbeit wird der Einfluss von Wasserfluss und Druck auf die Mas-

sentransportphänomene in PEM-Elektrolyseuren untersucht. Kapitel 1 und 2

enthalten eine Einführung in das Thema sowie eine Beschreibung der verwen-

deten Materialien und Versuchsmethoden. Kapitel 3 beschreibt die Visualisie-

rung und Modellierung der Blasennukleation in einem laufenden PEM-Elektro-

lyseur. Es konnte die weitgehende Unabhängigkeit der Blasenablösungsradien

vom Wasserfluss gezeigt sowie zwei Arten von Blasen identifiziert werden: Bla-

sen, die sich nach Erreichen einer kritischen Größe ablösen, und Blasen, die

die Poren einer PTL vor dem Ablösen auffüllen. Kapitel 4 besteht aus den

Messungen zur Untersuchung des Transports von entwickeltem Gas durch

die wassergefüllten Poren einer PTL. Dabei konnte eine starke Behinderung

des Gastransports durch die Poren aufgrund des Wasserflusses beobachtet so-

wie ein Zusammenhang mit einer ausgeübten Scherspannung vom Wasserfluss

auf die Poren nachgewiesen werden. Kapitel 5 zeigt die Messung von Stoff-

transportverlusten mittels elektrochemischer Impedanzspektroskopie (EIS) an

einem sich im Betrieb befindenden PEM-Elektrolyseur. Die Ergebnisse zeigen

eine Beeinflussung der Gasdiffusion durch Druck und Wasserfluss sowie eine

Abhängigkeit des Massentransport-Überpotentials von Konstruktionsparame-

tern des PEM-Elektrolyseurs wie Elektrodendicke und Hydrophobizität.

Insgesamt konnte ein theoretisches Gerüst abgeleitet werden, das auf der An-

nahme basiert, dass das entwickelte Gas in einem PEM-Elektrolyseur die PTL

durchdringt, nachdem es von den aktiven Stellen zu den Blasen-Keimbildungs-

stellen diffundiert ist. Ein solches Gerüst, das auf der Grundlage der Modelle

für den Gastransport in porösen Medien aufgebaut wurde, kann verwendet

werden, um die Stofftransportverluste in einem PEM-Elektrolyseur zu erklä-

ren, die durch den Betrieb mit erhöhten Wasserströmen und Drücken entste-

hen. Das Modell kann in zukünftigen Arbeiten als Richtlinie zur Optimierung

der Komponenten eines PEM-Elektrolyseurs verwendet werden, insbesondere
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hinsichtlich der Hydrophobizität und Porengrößenverteilung von PTLs sowie

der Zusammensetzung der Katalysatortinte zur Herstellung der Elektroden.

Darüber hinaus kann diese Arbeit auch verwendet werden, um die Massen-

transportverluste besser zu verstehen und den Betrieb von PEM-Elektrolyseu-

ren zu optimieren, um den Energieverbrauch bei der Erzeugung von H2 zu

senken.





Part I

I N T R O D U C T I O N A N D E X P E R I M E N TA L S E T U P

General introduction to the topic of two-phase transport phenom-

ena in PEM electrolyzers; experimental setup used for the prepara-

tion of this thesis.





1
I N T R O D U C T I O N

1.1 pem electrolysis

Proton exchange membrane (PEM) water electrolysis is a technology that has

gained a lot of attention in recent decades following the achievements made

with the proton exchange membrane fuel cells. PEM electrolysis is regarded

as a promising technology for energy storage in conjunction with renewable

energy production, such as wind or solar energy ([8][17]). PEM electrolyzers

allow for a fast dynamic response to grid fluctuations (including surplusses

of electricity on high solar or wind power production) and a simplified sys-

tem design in comparison with alkaline electrolysis. To achieve the target of

distributed hydrogen from water electrolysis with a production cost of $4 per

gallon of gasoline equivalent by 2020 [22], significant improvements regarding

electric efficiency are required. Therefore, it is necessary to gain a full under-

standing about the underlying causes of system overpotentials so that effective

optimization strategies can be derived.

A PEM water electrolyzer is an electrochemical device that uses water and

electricity to produce H2 and O2. The main components of a PEM water elec-

trolyzer are:

• Anode. In this electrode the oxygen evolution reaction (OER) takes place:

H2O
Ru, Ir or IrO2−−−−−−−−−⇀↽−−−−−−−−− 2H+ +

1
2

O2

The anode’s catalyst is typically made of ruthenium, iridium or a mixture

thereof, sometimes using the metallic form or as an oxide.

• Cathode. In this electrode the hydrogen evolution reaction (HER) takes

place:
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Anode
Ru,Ir,IrO2

Membrane
N115/117Pt/C

Cathode

H2 O2

H O2

Figure 1.1: Diagram of an MEA of a PEM water electrolyzer, showcasing the anode,

cathode and membrane. An electric current needs to be applied between

anode and cathode to drive the splitting of water into H2 and O2; the mini-

mum cell potential required by the electrochemical reaction is 1.23 V.

2H+ Pt/C−−−⇀↽−−− H2

The cathode’s catalyst is typically made of carbon-supported platinum.

• Membrane. It is made of a proton-conducting membrane (Nafion™) and

it is used as an electrolyte i.e., to facilitate the transport of H+ between

anode and cathode.

During manufacture, the anode, cathode and membrane are typically bound

together to ensure a good electric contact between the membrane and each

of the electrodes; one manufacturing method consists of fabricating each elec-

trode by coating the membrane with a mixture of the respective catalyst (Ru, Ir,

or Pt) and ionomer (which is typically comprised of solubilized membrane ma-

terial). This manufacturing method (called catalyst-coated membrane, or CCM)

produces a membrane-electrode assembly (MEA). Figure 1.1 shows a diagram

of a MEA of a PEM water electrolyzer.

Aside from the MEA, a typical PEM water electrolyzer includes the following

elements:
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• Porous transport layers (PTL). The porous transport layers provide elec-

tric contact between the electrodes and the flow fields while also offering

a pathway for water and gases to flow through. Typical PTL materials

include titanium-based porous structures (for the anode, used for its cor-

rosion resistance) and porous carbon substrates such as carbon paper or

cloth (only usable for the cathode); the design variables of a PTL, such as

porosity, pore size and thickness, affect both the mass transport and the

electric resistance of a PEM electrolyzer.

• Flow fields. They are used to distribute the water flow as evenly as pos-

sible and to allow the evolved gases to exit the electrodes. The design of

the flow fields depends on the type of MEA used (and the type of elec-

trochemical cell); parallel flow fields (such as the ones depicted in Figure

1.2) minimize the friction losses of the water flow and spread the water

flow evenly across the electrode, while single-channel flow fields (used in

PEM fuel cells) maximize the residence time of the reactants.

• Gaskets. These components seal off the cell from the environment; they

stop water and gases from exiting the system and prevent the reactants on

each electrode from coming in contact. Gaskets are typically made from

fluorinated natural rubber (Viton®), teflon or copolymers, either carbon-

based (EPDM) or silicon-based (MVQ); the choice of gasket material re-

sponds to the design of the flow fields and end plates, as well as the

operating temperature and pressure.

• End plates. They are used to hold the rest of the elements together by

tightening both plates using screws mounted with a specific torque to

guarantee an even electric contact between all the elements as well as al-

lowing the gaskets to seal off the PEM electrolyzer from the environment.

Figure 1.2 shows an exploded cell view of a complete PEM water electrolyzer,

including MEA, PTLs, flow fields, gaskets and end plates.

PEM electrolysis represents significant advantages as a process for produc-

ing H2 (e.g. for fuel and chemical applications) over incumbent methods of
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(a)

(b)
(c)

(d)

(e)

(a)

(b)

(c)

(d)

Figure 1.2: Exploded cell view of a PEM electrolysis cell. a) SS316 end plates, b) Ti flow

fields, c) Viton® gaskets, d) sintered Ti PTLs, and e) MEA.

H2 production (the most popular being steam reforming and coal gasification):

the operation of PEM water electrolyzers can be carbon-neutral (depending on

the source of the electricity), is carried out at low temperatures (< 100°C) and

can be intermittent, allowing certain level of synergy with renewable energy

sources namely, by mitigating their curtailment from the electric grid by grid

operators. PEM electrolyzers are not without limitations; there are different

sources of energy losses namely, ohmic losses (caused by the relatively large

electric resistance of the membrane), kinetic losses (caused by the nature of the

catalyst and the availability of active sites in an electrode) and mass transport

losses (caused by the interaction of water and gas streams in the PTLs and the

electrodes).

Understanding the performance of a PEM water electrolyzer, more specifi-

cally how the operating conditions affect it, is a crucial step toward optimizing

the components of an electrolyzer stack [7] by e.g. lowering the production

costs and allowing a wider integration of H2 storage technologies in the renew-

able energy landscape. There are four main operating parameters of a PEM

electrolyzer: temperature, pressure, current density, and water flow. Whereas

the choice of current density and temperature obey higher-order constraints

(stack design and materials choice, respectively, see [7]), water flow and pres-
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sure are parameters that are decided upon during the system design phase.

Operation at high H2 pressure leads to lower costs of pressurizing (to store H2

and use it in e.g. fuel cell vehicles), and the choice of water flow is directly

related to the cooling design and capacity to demineralize the water stream

to prevent premature degradation of the stack. There are three recognizable

operation modes in a PEM electrolysis stack, dictated by the current density:

kinetic control, ohmic control and mass transport control. During kinetic con-

trol (at current densities below 0.3 A cm-2), the main overpotential is related to

the HER and OER. Between 0.3 and 1.5 A cm-2, the performance of the stack is

strongly determined by cell electric resistance. At current densities above 1.5 A

cm-2, mass transport effects can be important; all three operation modes gen-

erally overlap [17]. It is favorable that a PEM electrolyzer be operated at high

current densities to decrease stack size, therefore reducing the capital costs

associated with its manufacture [7].

One of the greatest challenges in the subject of PEM electrolysis is the char-

acterization and understanding of the mass transport losses, mainly caused by

the interaction between water and the evolved gases (with O2 in the anode and

with H2 in the cathode). Water is present in each site of the electrode surface

due to either being a reactant (anode) or being dragged electro-osmotically

through the ion-conducting membrane (cathode); consequently, an active site

will be the converging point of two material flows in two different phases.

Furthermore, water is typically used as a coolant as well as a reactant: a PEM

electrolyzer will generate waste heat and using the same flow channels for cool-

ing as well as reactant supply greatly simplifies cell design. The (volumetric)

water flow that is circulated in a PEM electrolysis cell is therefore much larger

than the stoichiometrically required amount. The encounter of water and gas

streams in a PEM electrolyzer can occur in three different sections: around the

electrodes, inside the pores of the PTLs and in the flow field. The interaction of

gas and water will cause friction between both phases, and such friction will

be reflected in an energy loss that needs to be compensated to keep a constant

operation. It is therefore paramount that we focus our attention on how mass
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transport affects the performance of a PEM electrolysis stack at high current

densities and what role the operating conditions (temperature, pressure, water

flow) and stack design play.

1.2 literature survey

The subject of multiphase flow in water electrolysis, as well as the implications

in the efficiency of water electrolysis, has been a prevalent subject in the liter-

ature. Roy et al. measure an overpotential caused by bubbles adhering to the

electrodes in an alkaline water electrolyzer [77]; they presented an equation to

calculate a “bubble voltage loss”. This bubble voltage loss increasses polynom-

ically with current density. Roy et al. base their work on the publication by

Nagai, who introduces the study of bubble formation as a result of electrode

spacing [66]. Nagai proposed a model for electrode void space as a function of

current, but does not go deep into detail regarding bubble evolution. Aldas et

al. developed a model for bubble formation and show experimental results [3],

although the model and experimental results are not really correlated to one

another. Mat and Aldas presented a similar approach to Aldas et al.; they argue

that determination of flow regimes leading to lesser residence time of bubbles

on the electrode is crucial to enhance the performance of the system. Aldas and

colleagues [3] and [61] assumed there is slip between gas and liquid, meaning

that both phases flow at different velocities, which is not true when the pores

are sufficiently small (see [97]). A major challenge of measuring bubble-related

voltage losses is the actual visualization of both phases; several authors have

used different setups consisting of either acryllic [98][106][107][105] or polycar-

bonate [89] end plates. A major drawback of such approaches is the infeasibility

to operate at high pressures.

Multiphase fluid dynamics is a topic that has been intensively pursued for

the last half century; understanding how a two-phase flow affects the flow’s

transport properties can lead to improvements of design in a wide range of

processes, ranging from nuclear reactor engineering [19] to electrochemistry
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[43][46]. One of the earliest attempts at including two-phase phenomena in

modeling was that of Lockhart and Martinelli [58]: they proposed an empirical

correlation to predict pressure drops of two-phase flows based on the pressure

drops of the individual phases. Subsequent works aimed at correcting Lock-

hart and Martinelli’s correlation to take into account the flow regime of each

phase [18]. Among the earliest works studying two-phase flows, the article of

Bretherton is perhaps the most influential [16]; this work is one of the first to

develop a model of bubble motion in tubes. The work of Nicklin is also influen-

tial in the subject of two-phase flows in tubes; Nicklin predicted originally that

a two-phase flow can show a negative pressure drop due to shear stresses on

the liquid [67]. This negative pressure drop is caused by a slip between the gas

and liquid phases that causes liquid to flow in a direction opposite to the gas

stream, causing shear stresses that act opposed to what normally is expected

[55]. Some articles report a counter-current flow of liquid and gas in a vertical

tube [55][56], confirming the theory by Nicklin. However, in both articles the

vertical tube had a diameter between 0.91 and 3 mm [55] and 40 mm [56] and,

according to the latter, the negative pressure drop is offset by buoyancy in the

gas-phase; therefore, the behavior of two-phase flow in tubes with diamters

smaller than 900 µm is still unclear.

Scientists typically use one main graphical representation of how gas and

liquid interact namely, the flow regime map. Gas and liquid adopt different

flow morphologies, which depend on the relative velocity of each phase: bub-

bly phase (where gas bubbles are smaller than the flow channel), slug phase

(where gas bubbles are larger than the flow channel), churn flow (where bub-

ble slugs break off due to the gas being turbulent), and annular flow (where

gas flows as a continuous phase in the middle of the flow channel and liquid

flows as a thin film along the walls), see [43]. Ishii published one of the first and

most widely used two-phase flow models [42], which was later used to draw a

flow-regime map that predicts the flow regime as a function of the individual

gas and liquid velocities. Mishima and Hibiki subsequently added corrections

to the model by Ishii [64], and later extended further the theory to horizon-
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tal channels and concluded that there is a substantial difference between the

regime maps for circular and rectangular channels, and that the coalescence

of bubbles increases when the channel size is smaller than 4 times the bub-

ble radius [40]. The flow-regime map has been used to calculate the pressure

loss in the flow field of a PEM electrolyzer (see [43][24][23]). Further works

have continuously improved the understanding of the flow regime map, and

how each two-phase flow regime can have different transport properties; see

[97][95][81][55][108].

One of the main parameters that affects the multiphase rheology is the sur-

face tension. Lubetkin discusses the Marangoni effect, which is the appearance

of forces due to surface tension gradients (thermophoresis, thermocapillary ef-

fects) [59]; he also stated that simple gases (H2, O2) exhibit surfactant behavior

in solution. Fukano and Kariyasaki stated that surface tension has a larger ef-

fect on the flow pattern than gravity when the channel diameter is less than 5

mm [29]. Regular two-phase literature and models (such as the ones discussed

in the previous paragraph) do not apply to capillaries, where surface tension

is predominant and there is a reduction in the slip velocity, making the two-

phase flow chacteristics independent of gravity. Bretherton developed a theory

stating that a gas that flows into a capillary full of liquid will establish an an-

nular flow [16]; he derived a model to calculate the thickness of the liquid film.

Schwartz et al., and Aul and Olbricht further discussed the theory of Brether-

ton [81][6]. Further literature exists that discuss the subject in more detail (see

for example [53][39][21]).

As I mentioned earlier, the appearance of gas bubbles can reduce the effi-

ciency of water electrolyzers; there are several theories that predict the depar-

ture diameter of bubbles, useful to predict the efficiency loss of a gas evolving

electrode. Oguz et al. concluded, from the Young-Laplace equation, that large

bubbles grow due to addition of mass rather than pressure difference [70]; they

derived a model to predict detachment radii as a function of pore sizes (see also

[13]). Van Helden et al. derived a bubble force balance to predict the detach-

ment radii from vertical surfaces [109]; they argue that the driving force of
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detacment is the force balance orthogonal to the surface in a liquid flow field

parallel to the gas evolving surface (i.e., lift exerted by the liquid); therefore,

liquid drag does not play a role in determining the detachment radii, only

in determining the trajectory of the detached bubble. Enríquez et al. stated

that a bubble that evolves on an horizontal surface, grows from the pit un-

til buoyancy overcomes the surface tension [25]. Vogt mentioned an intrinsic

relationship between gas departure and the shielding of an electrode by the

bubble (reactant deprivation of an electrode caued by blockage of the bubble)

[99]; the shielding is a function of current density and the surface properties of

the electrode. Vogt conducted a litersture survey and discovered that the aver-

age bubble diameters across different gas evolving electrodes lies between 50

and 100 µm [99]. Vogt et al. developed a model to explain the mass transport

in gas evolving electrodes [101][100][102]. Vogt and colleagues divide the mass

transport of a gas evolving electrode in two steps: mass transfer from the active

site to the surrounding liquid, and mass transfer from the liquid to a bubble

[100]. According to Vogt and Stephan, two main transport processes exist in

gas evolving electrodes: non-steady diffusion following bubble departure and

convective mass transfer induced by bubble growth [102].

Several publications have asserted the presence of mass transport overpo-

tential in PEM electrolysis and the role of multiphase flows during operation.

Ito et al. based their work off the works of Ishii [42], and Mishima and Hibiki

[64][40], and measured a flow regime map of a PEM electrolyzer, where they

assessed the effect of different flow fields (mono serpentine, multi serpentine

and parallel) on the pressure drop [43]. Ito and colleagues suggested a rela-

tion between flow velocity and overvoltages, but this overvoltage cannot be

solely explained by flow velocity. They show a method to calculate the pres-

sure drop caused by two-phase flow using correlations, based on the work by

Lockhart and Martinelli [58]. Ito et al. argue that mass transport overpotentials

only appear in the anode (the O2-evolving electrode) thus water circulation in

the cathode does not significantly affect cell operation [43], albeit this is later

refuted by a later publication of the same research group [46]. Dedigama et



12 introduction

al. visualized bubbles in a transparent PEM electrolyzer [24], using a similar

design to the ones already portrayed in the literature [98][106][107][105]; they

observe that the energy consumption of electrolysis increases with increasing

electric current and increasing water flow. Ito et al. stated that larger bubbles

hinder more the supply of water to the catalyst than small bubbles, that larger

pores imply larger bubbles, and that larger pores lead to larger activation over-

potentials [45]. Ito and colleagues find a source of overpotential that cannot be

explained by either activation or ohmic overpotential; this overpotential scales

with pore size [45], and appears analogous to the bubble overpotential mea-

sured by Roy and colleagues [77]. Nie and Chen modeled the two-phase lam-

inar flow through the anode of a PEM electrolyzer using a CFD-based model

[68]. Ito et al. presented an equation that calculates the critical bubble diameter

as a function of buoyancy and surface tension (similar to the one by Bi and

Zhao [13]) [44]. Lafmejani et al. derived an equation to estimate the thickness

of the water film in a Taylor (slug) flow [47], similar to the previously derived

equations by Bretherton [16] and Triplett et al. [97]. Ojong et al. derived the

mass transport overpotential equation from the Butler-Volmer equation [71].

Fritz et al. derived a mass transport model, based on the results by Chun et al.

[19], to model mass transport losses in PEM electrolyzers [28]; this model takes

into account water flow and gas evolution.

The causes of mass transport losses in PEM electrolyzers, as well as the effect

of the cell design, have also been discussed in the literature. Aubras et al. stated

that the two-phase regime affects ohmic resistance [5]; according to Aubras and

colleagues, there are two flow regimes namely, non-coalesced bubbles and co-

alesced bubbles. Aubras and colleagues proposed the theory that the Nafion™

membrane is not saturated with water at all times but rather that the water in

the Nafion™ membrane is in equilibrium with the water in the electrode [5]

and that this equilibrium is affected by the presence of gas bubbles. Lee et al.

carried out experiments where they simulated the pores in a PTL and conclude

that the mass transport through pores is single-phase [49][50], not two-phased

as it is commonly hypothesized (see for example [47]). Lee and colleagues
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mentioned that the performance of a PTL depends on the throat distribution

(thus the openings of the pores) rather than on the pore distribution; the cap-

illary pressure in the throats govern gas movement [50]. Han et al. modeled

the two-phase transport in a PEM electrolyzer; they find that the PTL should

be as thin as possible, as porous as possible and hydrophilic [38]. Regarding

the PTL design in PEM electrolysis, Arbabi et al. created an experimental rep-

resentation of an operating Ti PTL (similar to the setup of Lee and colleagues

[49][50]) and measured air flowing through water-filled pores [4]. Arbabi and

colleagues distinguished three main substrates usable as PTL material for PEM

electrolysis: Ti felt, sintered Ti and Ti foam, and they conclude that liquid flow

does not affect air transport and that Ti felt offers the least flow resistance in an

operating PEM electrolysis environment [4]. Arbabi and colleagues observed

that the two-phase flow is capillary-dominated: surface tension plays a vital

role in two-phase transport [4]. Grigoriev et al. reviewed the effect of the PTL

properties on the PEM electrolyzer operation [35]; they hypothesized that large

pores are inhabited by gas and small pores are inhabited by liquid; mass trans-

port limitations are found to depend on small pores. According to Grigoriev

and colleagues [35], pore size has two effects: large pores are required for good

mass transport, small pores are required for good conductivity, and neither the

gas permeability nor the porosity affect the performance.

Despite the plethora of available literature on the subject of multiphase flow

in PEM electrolyzers and how it affects the mass transport overpotential, there

does not seem to be a consensus about how to tackle the subject, contrary to

what Carmo et al. mentioned on their review article [17]. A relatively recent

review on mass transport in PEM electrolysis argues that very few dedicated

mass transport studies are actually available [1]. Measurements carried out by

Arbabi and colleagues, and Lee and colleagues, showed the mass transport

through pores to be dominated by gas permeation through water-filled pores

[4][50]; this idea is contrary to the common assumption that an annular flow

is established in the pores of a PTL [28][47], which leads to the mass trans-

port overpotential to be related to bubble sizes [5]. Moreover, little attention
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has been put to modeling the mass transport at electrode level, with most of

the literature adopting a simpler approach of parametrizing either Fick’s law

or Darcy–Weisbach’s equation (the so-called diffusion-driven and momentum-

driven approaches, respectively, mentioned by the review by Carmo et al. [17])

and adapting it to a mass transport overpotential equation derived from the

Butler-Volmer equation (e.g. [71]).

Furthermore, several authors have investigated the effect of other operating

parameters than temperature or current density (mainly pressure) on the total

system overpotential and have reported mixed results; Table 1.1 (top) summa-

rizes the surveyed publications. There does not seem to be a clear consensus

regarding the effect of pressure on the performance: 8 out of the 15 surveyed

publications found a negative effect of pressure, most of them testing up to 2

A cm-2 and between 20 and 100 bar. 5 out of the 18 publications depicted in

Table 1.1 found a performance improvement due to pressure (4 of which come

from the same research group), operating at current densities higher than 2 A

cm-2 and at up to 50 bar. Shapiro and colleagues found no discernible trend

between pressure and current [85], and Suermann et al. found the performance

of their PEM electrolysis stack to be independent from pressure at up to 5 A

cm-2 and 100 bar [94]. These results indicate that there is no universally dom-

inating effect of pressure on the performance of PEM electrolyzers, and that

testing conditions of each experiment (for example cell configuration) seem to

play an important role.

There has been considerably less attention paid to the role of water flow on

the performance of PEM electrolysis systems; Table 1.1 (bottom) summarizes

the findings of the respective literature survey. The only publications that dis-

cuss the role of water flow on the mass transport losses are the ones following

the modeling approach suggested by Carmo and colleagues [17], in particular

the mass transport model by Fritz et al. [28]. Some studies argue that water

flow is an operating parameter that affects the mass transport losses [5], either

by removing the bubbles and therefore decreasing the mass transport losses

[71][46][52], or by increasing the mass transport losses by other mechanisms
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[82]. Other researchers, such as Medina and Santarelli, have suggested water

flow not to have any effect on performance whatsoever [63]. From the liter-

ature surveyed a clear conclusion is that the dependence of the total system

overpotential on pressure and water flow is unclear and largely based on test-

ing conditions; therefore, there is much to be yet understood.

Detecting the effect of operating parameters on mass transport losses re-

quires the use of operando measuring techniques. Out of the available operando

tools for measuring and differentiating the different sources of overpotential,

electrochemical impedance spectroscopy (EIS) is one of the most useful, given

that its use is fairly simple and that there is an extensive theoretical framework

that relates the measurements to physical phenomena such as mass transport

[48][9]. Despite this, EIS has been rather underutilized in the PEM electrolysis

community as a tool to measure mass transport losses, where most of the re-

sults are rather qualitative rather than quantitative [86][76][92][78]. Typical uses

of EIS include characterizing electrodes in rotating disk electrodes (RDE) tests

or to characterize MEAs, although the EIS spectra are rarely analyzed to find

the physical significance of the parameters obtained after fitting the data to an

equivalent circuit.

1.3 outline of this thesis

This work focuses on the multiphase flow phenomena that occur in PEM elec-

trolyzers. Chapter 1 shows the literature survey conducted regarding mass

transport, multiphase flows and the role of water flow and pressure on the

performance of PEM electrolyzers, and has provided a detailed insight into

the problem. Chapter 2 showcases the utilized materials, equipment, and mea-

suring methods throughout this thesis. I divided the work carried out in three

further chapters. Chapter 3 focuses on the detection of gas bubbles in an op-

erating PEM electrolyzer; different optical setups were used to photograph

different two-phase flows that occur in a PEM electrolyzer (in flow field chan-

nels, in a PTL and around electrode) and the results were modeled using the
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bubble force balance presented by van Helden and colleagues [109] to vali-

date the measured bubble departure diameters. Chapter 4 depicts the results

of different gas permeation measurements carried out in a sintered Ti PTL.

The derivation of an energy balance model is shown, which accounts for the

pressure drop measured and explains the effect of water flow on the pressure

drop of an evolved gas flow. The results show the relationship between the

measured gas permeability and the pore characteristics of the sintered Ti using

the van Genuchten–Mualem model ([41]). Chapter 5 shows the measurement

of mass transport overpotentials in a PEM electrolyzer using EIS; the results

are validated with help of a derived model that combines the mass transport

model developed by Vogt and colleagues [100][102] with the EIS model for

finite-length mass transport [48]. Throughout this work I discuss the literature

relevant for each topic, which includes both literature I have discussed in this

introduction and more specific literature for each one of the chapters. Chapter

6 rounds off this thesis by presenting the overall conclusions as well as some

insights regarding future work.
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Pressure

Authors Maximum
tested
pressure /
bar

Maximum
tested
current
density /
A cm-2

Pressure effect
on current den-
sity

Reference

Espinosa-López et
al.

35 1.4 Negative [26]

Frensch et al. 34 2.0 Positive [27]
Grigoriev et al. 25 2.5 Positive [34]

25 2.5 Positive [37]
50 2.0 Positive [35]
8 0.6 Positive [36]

Li et al. 2 1.5 Negative [52]
Marangio et al. 70 1.3 Negative [60]
Olesen et al. 70 1.0 Negative [72]
Santarelli et al. 70 1.3 Negative [80]
Selamet et al. 50 1.0 Negative [82]
Shapiro et al. 14 1.0 Independent [85]
Smolinka et al. 20 2.0 Negative [91]
Suermann et al. 100 5.0 Independent [94]

100 4.0 Negative [92]

Water flow

Authors Maximum
tested wa-
ter flow / l
h-1

Maximum
tested
current
density /
A cm-2

Water flow ef-
fect on current
density

Reference

Dedigama et al. 0.5 0.5 Unclear [24]
Ito et al. 3.0 1.0 Negative [43]
Selamet et al. 90 1.0 Negative [83]

Table 1.1: Surveyed literature that focused or featured studies on the effect of pressure
and water flow on the performance of PEM electrolyzers.





2
E X P E R I M E N TA L S E T U P A N D M E T H O D S

2.1 construction of testing station

To carry out the required measurements for this work, I designed and con-

structed a PEM electrolysis testing station. The need for the test station arose

from a necessity for automation, which greatly improved the safety of the ex-

periments as well as the repeatibility of each measurement. The design guide-

lines of the testing station were the following:

• Compatible for 25 cm2 cells. This is the most common cell size performed

at the low temperature fuel cell and electrolysis research group and the

Institute of Engineering Thermodynamics of the German Aerospace Cen-

ter. Nevertheless, the testing station should be flexible enough to handle

other cell dimensions.

• Pressurization up to 15 barg. Research at a medium pressure range ap-

pears rarely in the literature (pressures are either atmospheric or 100+

bar), which is the focus of this research.

• Temperature handling up to 80°C. Beyond this temperature there are two

main problems: the vapor pressure of water is relatively high (thus a large

amount of deionized water is lost to evaporation) and the rubber sealing

in the electrolysis cell (made of Viton®) starts to weaken, thereby leaking

unsafe amounts of H2 and O2 to the laboratory.

• Water flows up to 7.5 l h-1. Common water flows reported in the literature

are in the range 60-120 l h-1 and there are scarce articles that deal with

the effect of water flow, especially at near stoichiometric flows; therefore,

my research was aimed at covering that flow range.
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• Electric current and voltage up to 150 A and 5 V, respectively. This current

amounts to 6 A cm-2, which is larger than the maximum typical current

densities employed in PEM electrolysis research (typical is 1.5-2 A cm-2

for single cells and up to 4 A cm-2 for stacks). The operating cell voltages

lie between 1.4 and 2.5 V, thus the choice of 5 V is only to safely handle the

typical operating voltages. Large electric current and voltage capabilities

mean that the testing station can handle cells with a wide variety of active

areas, as well as short stacks (2-3 cells).

• Redundant safety features. There are three types of safety features in the

testing station: software-activated, hardware-activated, and manually ac-

tivated. The testing station measures the concentration of H2 and O2 and

any upward deviations from the safety explosion limit of H2 (4% in air)

automatically trigger the safety protocol that shuts down the electric cur-

rent from the power supply and pumps water at the pumps’ maximum

capacity to mitigate any possibility of explosion. The testing station is

connected to the N2 supply line in case a fire needs to be suffocated.

• Controllable by a user-friendly interface. I designed the user interface

based on LabVIEW™. The controls are properly labeled and are intuitive.

• Standalone operation. This feature was an innovation among the testing

capabilities of the research group: the testing station’s control software

contains an algorithm that reads the values of all input variables from a

table, and can implement them in a user-specificed time period. I also de-

signed a water refilling algorithm that is triggered automatically, whether

overnight or during weekends and holidays, thereby allowing continuous

operation that can span months at a time.

• Dynamic temperature behavior. The common approach to controlling the

temperature of a PEM electrolyzer is to heat up a large reservoir of water,

thereby introducing a large thermal inertia to the process. My approach

consisted of heating the water pipes that are next to the electrolyzer as
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Figure 2.1: Process flow diagram of the testing station.

well as the electrolyzer itself, which allows for starting-up times of 20-

30 min; the dissipated heat from the electrolysis reaction helps the fast

heating up of the water that enters the PEM electrolyzer.

Figure 2.1 shows the process flow diagram (PFD) of the testing station. The

PFD features two main water loops, one for each electrode in the MEA; the

main difference between my design and the conventional testing stations is

the dedicated cathode water loop. Similarly to carrying out research on the

effects of near stoichiometric water flow, I surveyed the existing PEM electro-

lysis literature and discovered that very little attention was being put on the

effect of circulating water through the cathode of a PEM electrolyzer instead of

the common practice of flooding the cathode with water. I decided that it was

best to circulate water through the cathode side symmetrically to the anode

side. Moreover, I wanted to maintain flexibility should I require to make minor

modifications of the setup to allow for different types of experiments.
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Figure 2.2: Picture of the testing station.

The main components of the water loop are the gas-liquid separator, the

dosing pump, the heating, and the back-pressure regulators; Figure 2.2 shows

the constructed testing station. The testing station consists of:

• Instrumentation: includes pressure sensors, temperature sensors, water

level sensors, flow sensors, concentration sensors, conductivity sensors, a

voltage sensor, a current sensor, and differential pressure sensors.

• Actuators: includes solenoid valves and electric heaters.

• Control units: includes back-pressure regulators, dosing pumps, and a

controllable power supply.

• Auxiliary and safety equipment: includes relief valves, check valves, ball

valves, gas-liquid separators, and gas dryers.

Figure 2.3 shows pictures of some of the components and instruments in-

stalled in the testing station.
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(a) Back-pressure regulator (b) Dosing pumps

(c) Gas flow meter (d) Gas dryer

Figure 2.3: Picture of some of the instruments and components of the testing station.

The back-pressure regulators and gas flow meters were manufactured by

Bronkhorst, the dosing pumps were manufactured by Fink ct, and the gas

dryer was manufactured by JCT Analysentechnik.

2.2 materials used

The materials I used for testing (except if otherwise stated in the following

sections) are the following:



24 experimental setup and methods

• MEA. Consisted of Nafion™
115 (electrolyte), 2 mg cm-2 Ir-black loading

for the anode, and 1.3 mg cm-2 Pt/C loading for the cathode. All MEAs

used in this work were provided by balticFuelCells and consist of 25 cm2

MEA; the active area (where the electrodes are deposited) measures 50 x

50 mm while the membrane measured 100 x 100 mm to allow for better

gas sealing.

• PTLs. Consisted of sintered Ti (GKN, 50 x 50 x 1 mm, 14 µm average pore

size and 40% porosity); I used the same PTL for both sides in the majority

of experiments to highlight the mass transport on both electrodes under

the same circumstances.

• Flow fields. Consisted of 50 x 1 x 1 mm channels machined into a Ti plate

(70 x 50 x 1 mm, 25 channels in parallel).

• Gaskets. Consisted of Viton® and were shaped to fit the perimeter of the

PTLs and to account for mechanical expansion caused by compression

(52.5 x 1.5 x 1 mm).

• End plates. Consisted of stainless steel (SS316) plates with holes for the

water and gas streams where the flow fields are mounted on.

Figure 2.4 shows a picture of the actual testing cell used for the experimental

work in this thesis.

2.3 experimental methods used

2.3.1 Bubble evolution and detachment

I tested the MEAs using the testing cell depicted in Figure 2.5; the cell layout is

essentially similar to the cell I used for the rest of the experiments (Figure 1.2),

save for the use of an end plate with an inlaid sapphire glass window on the

anode side instead of a closed end plate. The use of a sapphire glass window

ensured optical accessibility to observe the evolved O2 bubbles. I used three
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Figure 2.4: Picture of the assembled 25 cm2 PEM electrolysis cell where all the tests

described in the following sections were carried out. On the image the cell

is showcased along with electric heaters attached to the end plates (red

patches), and the mechanical and electric connections to the testing station.

different PTLs on the anode side: sintered Ti to capture bubbles flowing in a

flow field channel (Figure 3.2), Ti mesh (Sorst Streckmetall, 50 x 50 x 1 mm, 1 x

0.75 mm pattern size) to capture bubbles evolving on macro pores (Figures 3.3

and 3.4), and a Ti mesh coated using Vacuum Plasma Spraying (VPS) (in-house

made, Ti coating, 50 x 50 x 1 mm, 0.75 x 0.3 mm pattern size) to observe bubbles

evolving directly on top of the electrode (Figure 3.6). I used a slightly modified

testing setup (Figure 2.6), which is essentially similar to the one depicted in

Figure 2.1 with the addition of a stand for the cameras and the illumination.

The camera setup consisted of a camera and LED illumination; I used differ-

ent cameras and LED lamps to take the different kinds of images, capturing the

different stages of bubble evolution (detachment and motion) with more pre-

cision. For the pictures of bubbles in a flow field (Figure 3.2), I used a Hero4
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Black camera (GoPro) with a removed low-pass filter. I fitted the GoPro cam-

era with a macro lens filter (Polar Pro) and I illuminated the cell using 720

nm LEDs (Roithner Lasertechnik). I chose the 720 nm wavelength to be able

to differentiate O2 from water: at this wavelength, O2 partialy absorbs the IR

radiation while water fully transmits it. The images displayed in Figure 3.2 are

actually frames of a 240 fps video.

For the images with the Ti mesh (Figure 3.3), I used a D7200 camera (Nikon)

without low-pass filter, fitted with an AF-S VR Micro-Nikkor macro lens (Nikon);

I used the same 720 nm LEDs to distinguish O2 from water. The rest of the im-

ages (close-up of the Ti mesh, Figure 3.4 and close-up of the VPS-modified

Ti mesh, Figure 3.6) were taken with the same D7200 camera, fitted instead

with a QM 100 long-distance microscopic lens (Questar) and cool-white LEDs.

Whereas the images in Figures 3.3 and 3.4 were images taken with a shutter

speed of 1/2000 s, Figure 3.6 displays frames from a video shot at 30 fps.

I tested the effect of the water flow on the bubble detachment sizes on all

tests; for this purpose I used two different pumps. I used a gear pump (IS-

MATEC) to finely control the water flow on the anode side (the water flow I

used was between 0.07 and 4.65 l h-1); additionally, I used a diaphragm pump

(Fink ct, Figure 2.3, top right) to record the images with the flow field (Figure

2.5, top). To promote gas evolution, I applied a current to the cell; given the

poor through-plane conductivity of the Ti-mesh (even after VPS coating) and

the poor in-plane conductivity of the Ir-black, the current density I applied on

all tests except the ones with a flow field and sintered Ti as PTL (Figure 3.2,

top) was 0.04 A cm-2. I used a current density of 1 A cm-2 for the tests with

flow field and sintered Ti. The cell temperature at all times was 65°C.

Along with qualitative analysis of the bubble evolution, detachment and mo-

tion inside a PEM electrolysis cell, I carried out quantitative tests namely, the

detection, measuring and counting of the evolved bubbles. I was primarily in-

terested in the effect of water flow on the bubble detachment radius; therefore,

I detected the bubbles only on the microscope images of the Ti mesh (Fig-

ure 3.4). To detect the bubbles, I wrote a MATLAB script based on the Image
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Processing Toolbox (MathWorks). The script consisted of the following steps:

converting the image to grayscale, thresholding the dark areas, binarizing the

image, removing small pixels, closing large pixel clusters, and measuring the

pixel clusters that show the highest contrast with the background. To remove

digitally the Ti mesh from the images with a Ti mesh and the macro lens (Fig-

ure 3.3, right), I wrote another MATLAB script that performs image registration

with a picture where there are no visible bubbles.

2.3.2 Gas permeation through porous transport layers

For these tests, I did not use an MEA but rather I tested only the sintered Ti

PTLs on a modified setup where gas and water were allowed to cross over

freely; the testing cell I used is depicted in Figure 2.7.

In Figure 2.7 there are two end plates, and each end plate has two flow

connections: one inlet and one outlet. I carried out two kinds of tests namely,

water permeation tests (to measure the water permeation of the tested PTL)

and gas permeation tests. During the water permeation tests, I sealed off the

outlet of one end plate and the inlet of the second plate (see Figure 2.8, top),

thereby forcing water to flow through the PTL. During the gas permeation

tests, I left open both flow connectors on one end plate and only the inlet of

the second end plate. I bubbled gas through the end plate with the sealed

exit, while water flowed through the end plate that had both flow connectors

open (see Figure 2.8, bottom); the gas flow was forced to flow through the PTL,

which in turn had water flowing through one of its sides, causing the PTL

pores to saturate with water. The gas and water streams were collected in a gas-

liquid separator, where the water was recirculated and the gases were dried

(stripped from any humidity) using the gas dryer (Figure 2.3, bottom right).

I measured the pressures P1, P2, and P3 (Figure 2.8) using digital pressure

sensors (Siemens) and the gas flows using thermal conductivity flow sensors

(Figure 2.3, bottom left); I controlled the gas pressure drop using the back-

pressure regulators (Figure 2.3, top left).
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I used two different gases for the gas permeation tests: H2 and N2, which

are representative of the gases produced in a PEM electrolyzer. I chose to work

with N2 instead of O2 due to safety concerns regarding handling dry, pure O2

in equipment that also handles dry H2. Nevertheless, the results obtain with N2

can be representative of the results that would be obtained with O2 due to the

similar physical and transport properties of both gases. For each gas, I carried

out a test consisting of three experimental runs (to calculate the error bars of

all tests); each experimental run consisted of increasing the water flow rate

between 1 and 6 l h-1 and recording the flow rates and pressures in the system.

Each set point was kept for periods of 1 h; therefore, each experimental run

lasted 6 h, and a full test of a single gas lasted 18 h. I logged the measurements

every 5 s; the data presented is the average of 720 data points.

2.3.3 Impedance spectroscopy of mass transport phenomena

I tested the MEAs using the unmodified testing cell (Figure 1.2); the tested

MEAs were manufactured in different batches. The PTLs with an average pore

size of 14 µm were chosen because a previous study on sintered PTLs for

PEM electrolysis concluded that 14 µm is the optimal pore size for PTLs [35];

therefore, I did not expect the PTL to have a significant role in the mass trans-

port losses as compared with the porous electrodes. Common practice involves

using Sigracet layers (porous carbon paper) on the H2 side since there is no

chemical restriction to use carbon on the low voltage side; I wanted to capture

the effect of the operating parameters (pressure and water flow) on both sides

under similar circumstances, hence I used the exact same PTL for both sides.

I designed a simple testing protocol that each MEA would undergo; each

protocol consisted of the linear variation of either water flow (between 1 and

6 l h-1) or pressure (between 1 and 6 bar), in unitary steps, while the other

parameter was set to either 1 l h-1 or 1 bar. A total of four testing protocols

were measured (anode water flow change, cathode water flow change, anode
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pressure change and cathode pressure change). The temperature of the system

was kept at all times at 65°C.

During each testing protocol, I measured both a galvanostatic V(I) curve and

an impedance spectrum; the V(I) curve was measured between 0.004 and 1.5

A cm-2, using a current ramp of 0.63 A s-1, while the impedance spectrum was

measured at 1.5 A cm-2, using a frequency range of 10 mHz-10 kHz. I measured

both the V(I) curve and the impedance spectrum on each unitary change of

either water flow or pressure, resulting in a total of 6 impedance spectra and

V(I) curves per testing protocol (that varied a single operating condition) with a

total of 24 different measurements for all four varied operating conditions. Both

measurements were carried out using an EIS potentiostat (Zahner–Elektrik).

I carried ou each testing protocol a total of three times, each time using a

different MEA to account for manufacture variations; all data showcased are

the average values of three different measurements.
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Figure 2.5: (Top) Exploded cell view of the assembled MEA with anode flow field. a)

Stainless steel (SS316) cathode end plate, b) Ti parallel flow fields, c) Viton®

gaskets, d) sintered Ti PTLs, e) MEA, f) SS316 anode end plate with sap-

phire glass window. (Bottom) Exploded cell view of the assembled MEA

with no anode flow field. a) Stainless steel (SS316) cathode end plate, b)

cathode Ti parallel flow field, c) Viton® gaskets, d) cathode sintered Ti PTL,

e) MEA, f) stainless steel (SS316) anode end plate with sapphire glass win-

dow, g) anode Ti plate with window, h) anode Ti mesh for electrode visual-

ization.
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Figure 2.6: Process flow diagram of the slightly modified testing station where the

bubble evolution was visualized.
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Figure 2.7: Exploded cell view of the cell where the permeation tests were carried out.

(a) SS316 end plates, (b) Ti flow fields, (c) Viton® gaskets, and (d) sintered

Ti filter.
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Figure 2.8: (Top) Process flow diagram of the water permeation experiments. (Bottom)

Process flow digram of the gas permeation tests. In both images (a) gas

inlet, (b) test cell (see Figure 2.7), (c) gas–liquid separator, (d) dosing pump,

(e) back-pressure regulator, and (f) gas outlet. Circles labeled as 1, 2, and

3 represent the measurement points for the homologous pressures (P1, P2,

and P3). Circle labeled as F represents the measurement point for the gas

flow (water flow was a set point in the dosing pump).



Part II

R E S U LT S A N D D I S C U S S I O N

Experimental results, mathematical modeling and discussion of the

tests; each chapter contains a specific introduction and a conclusion.





3
B U B B L E E V O L U T I O N A N D D E TA C H M E N T

3.1 introduction

An important phenomenon related to the multiphase flow dynamics is how

the bubble departure size on gas evolving electrodes is determined. The typi-

cal measured diameters of detached bubbles have been reported to be between

50 and 100 µm [99][54] and as high as 300 µm [46]. The effect of two-phase

flows and bubble evolution on the efficiency of PEM electrolyzers has been

widely studied, albeit there does not seem to be a clear understanding of how

two-phase flows behave under the operating conditions of PEM electrolyzers,

nor up to what extent the size of bubbles affects the mass transport overpoten-

tial. Some works propose the existence of a two-phase flow inside the porous

transport layer (PTL) pores [69]; other works propose optimal PTL pore sizes

[84][45][65] without diving into details regarding rheology inside porous sub-

strates. Some articles have been devoted to studying the effect of material prop-

erties and operating conditions on bubble detachment (see [59][62]), while oth-

ers have visualized gas motion through PTLs and concluded that gas flows

as a single phase through capillary pores [4][49]. The experimental work de-

picted in this chapter is aimed at contributing to the discussion of how gas and

water interact in PEM electrolyzers, both on the electrode sufaces and within

the pores of a PTL. I combined imaging, image processing and a mathematical

model based on a bubble force balance to predict the bubble departure sizes at

the anode and how they are affected by water flow; the results presented here

lead to design considerations for both the electrode and the PTL.
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3.2 modeling

3.2.1 Bubble force balance

I modeled the bubble detachment radii using the bubble force balance model

proposed by van Helden et al. [109]. The first assumption is that the evolved

gas nucleates into bubbles on the pores of the electrode surface. It is likely that

the pores where bubbles grow are spots with a local surface tension maximum,

where bubble growth is more energetically favorable than contact between wa-

ter and solid. On these pores the evolving bubble experiences two kinds of

forces: forces acting parallel to the direction of water flow, and forces orthogo-

nal to the electrode surface. Bubble detachment occurs when the forces normal

to the electrode are at equilibrium; thus, a minor disturbance or a force acting

on a different direction can cause the bubble to experience an acceleration and

therefore get displaced.

The surface tension force (Fσ) acts against detachment of the bubble; it is

equal to

(3.1)Fσ = 2πRp
[
−Cσσ sin

(
β
)]

where Rp represents the pore radius, σ is the surface tension, and β is the

contact angle between the water and electrode. The coefficient Cσ in equation

3.1 takes into account that β is not constant but rather varies along the pore

throat, and this relationship is not linear [109].

The corrected buoyancy force on the x-direction, also named volume force

(FBx) is a combination of two forces: gravity on the surrounding water, which

acts against detachment (in the x-axis), and the Young-Laplace force, which

acts in favor of bubble detachment. The corrected buoyancy force is displayed

in equation 3.2

(3.2)FBx = πR2
p

[(
ρg − ρw

)
gRb +

2σ

Rb

]
where ρg and ρw are the gas and water densities, respectively, g is the terrestrial

gravity acceleration, and Rb is the bubble radius at the moment of detachment.
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There are two lift forces caused by a stream of water flowing parallel to the

electrode surface: one lift force (FL1) caused by the suction of a uniform flow

(water) on an adhering body (bubble), and a second lift force (FL2) caused by

the vorticity of the water stream near the wall of the bubble. Both lift force

equations are expressed as

(3.3)FL1 = πR2
b

[
1
2

CL1ρwV2
w

]

(3.4)FL2 =
4
3

πR3
b
[
CL2ρwVwdVw

]
where Vw is the water velocity (along the y-axis). Coefficients CL1 and CL2

contain the dependence of the force on parameters such as the shape of the

bubble and the flow regime of water.

The bubble will grow until it reaches a detachment radius, which will cause

the aforementioned forces to reach an equilibrium, calculated as

(3.5)∃ Rb | Fσ + FBx + FL1 + FL2 = 0

Any disturbance to the bubble (after detachment) in the y-direction will de-

termine its detachment angle. There are two main forces that will determine the

bubble detachment angle: the buoyancy (FBy) and the drag (FD) forces, caused

by the incoming water flow; both forces are illustrated in equations 3.6 and 3.7

(3.6)FBy =
4
3

πR3
b
[(

ρw − ρg
)

g
]

(3.7)FD = πR2
b

[
1
2

CDρwV2
w

]
where CD is the drag coefficient of the bubble.

I define the detachment angle as a function of the forces acting on the y-

direction (Fy) and the forces acting on the x-direction (Fx) minus the surface

tension force. The reason for not including the surface tension in calculating Fx
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Figure 3.1: Visual representation of the bubble force balance. (White arrows) Forces act-

ing on the bubble. (Black arrows) Trajectory of the water flow (bottom) and

the detaching bubble (middle). (Blue circles) Bubble evolving (solid) and

detached (dashed). (Red ellipse) Pore on whose throat the bubble evolves.

is that, after detachment, the surface tension force no longer acts on the bubble.

The bubble detachment angle (θ) is therefore defined as (see Figure 3.1)

(3.8)
θ = atan

(
Fy

Fx

)
= atan

(
FBy + FD

FL1 + FL2

)
A diagram illustrating the model is shown in Figure 3.1.

To calculate the water velocity and acceleration (the latter is needed to calcu-

late FL2), I incorporated the flow regime (laminar or turbulent) into the model.
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The velocity and acceleration profiles of water flowing in the laminar regime,

as a function of bubble radius (in a rectangular channel), are expressed as

(3.9)Vw = 6Vw,mean

(
Rb
L
− R2

b
L2

)

(3.10)
dVw

dRb
= 6Vw,mean

(
1
L
− 2Rb

L2

)
where Vw,mean is the mean water velocity and L is the channel thickness. I

derived the velocity and acceleration profiles of water in a turbulent regime

(in a rectangular channel) using the 1/7-power expression [14] (equations 3.11

and 3.12)

(3.11)Vw = 1.322Vw,mean

(
Rb
L
− R2

b
L2

)1/7

(3.12)dVw = 1.322Vw,mean

 L − 2Rb

7L2
[

Rb(L−Rb)
L2

]6/7


I set the threshold between the laminar and turbulent regimes at Re = 2100.

The hydraulic diameter of a rectangular channel (Dh) and the threshold water

velocity (Vw,mean,lim) between laminar and turbulent flows are defined as

(3.13)Dh =
4LB

2 (L + B)

(3.14)Vw,mean,lim = 2100
µw

ρwDh

where B is the width of the flow field channels and µw is the water viscosity.

I simulated the effect of the number of channels on the bubble force balance

(see Figures 3.7 and 3.8). The width of the flow field channels is a function of

the number of channels, nchan; the relationship is shown in equation 3.15

(3.15)B =
0.05

2nchan − 1
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The value 0.05 m represents the width of the used MEAs, which is the same

width as the PTLs, flow fields and end plates (see Figure 2.5). I calculated the

mean water velocity, Vw,mean, as a function of the water flow according to

(3.16)Vw,mean =
φw

LB

where φw is the water flow.

3.2.2 Sensitivity analysis

The bubble force balance is a rather simple model with only a few coefficients

that need to be adjusted namely, Cσ, CL1, CL2, and CD. According to van Helden

and colleagues [109], Cσ is a coefficient that accounts for the nonlinearity of the

contact angle along the perimeter of the pore; from their simulation results they

obtained a value of Cσ = 0.6. Moreover, van Helden et al. derived the value of

CL1 = 11/8 = 1.38 and found that both lift forces, FL1 and FL2, are correlated

(after all, they are both forces exerted by the same fluid, the only difference

being the flow geometry) [109]. Using the CL1 value of 11/8, van Helden and

colleagues obtained CL2 = 0.1. I analyzed the effects of both CL1 and CL2 on the

bubble force balance using a second set of parameters obtained by van Helden

et al. [109] (1.83 and 0 for CL1 and CL2, respectively). Finally, I used a drag

coefficient (CD) of 1.22 that was derived by AlHayes and Winterton [2], which

corresponds to a drag coefficient of a bubble at low Re values (20 < Re < 400).

I tested the effect of using a drag coefficient (CD) of 0.47, which corresponds to

the drag coefficient of a sphere inside a flow with Re = 104.

Table 3.1 shows the parameters that I used for modeling the bubble force

balance, including the parameters that were used for the sensitivity analysis.
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Parameter Value Unit

General parameters
T 65 °C
L 1 mm
ρg 1.09 kg m-3

ρw 1000 kg m-3

µw 0.00043 Pa s
σ 0.0626 N m-1

β 76 °

Simulation parameters

φw
φw,min 0 l h-1

φw,max 90 l h-1

Force coefficients

Reference Sensitivity
analysis

Cσ 0.6 1 -
CL1 1.38 1.83 -
CL2 0.1 0 -
CD 1.22 0.47 -

Table 3.1: Parameters used for the bubble force balance.

3.3 results and discussion

3.3.1 Bubble motion through the flow field

Figure 3.2 shows the motion of a stream of O2 and water within a parallel

flow field (see Figure 2.5, top). I recorded the images operating at 1 A cm-2

and 1 l h-1. Gas bubbles appear darker than their surroundings due to the type

of illumination used; at 720 nm, O2 partially absorbs the incoming radiation,

while water transmits it completely. The original photographs were predomi-

nantly red; what is depicted in Figure 3.2 are the photographs after stripping
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1 mmt = 0 s

Channel divisions

Bubbles

Flow channels

Pores

(a) Bubbles flow continuously.

1 mmt = 0.067 s

(b) Bubbles stop and the larger ones flow
slightly backwards, caused by the suc-
tion step of the reciprocating pump.

1 mmt = 0.246 s

(c) Smaller bubbles with high inertia coa-
lesce with the larger ones, producing
bubble slugs.

1 mmt = 0.404 s

(d) Bubbles resume the flow as slugs.

Figure 3.2: Photographs showing the motion, coalescence and flow regime change of
bubbles in the flow field during operation; one bubble (red rectangle) was
highlighted as reference.

the green and blue components from them and performing a histogram adap-

tation. The brightest objects depicted are the strips of the metal plate that make

up the flow field (see Figure 2.5, top). The flow field channels appear slightly

darker due to the PTL that stands behind the flowing gas and liquid; randomly

intercalated pores and solid Ti yield an overall dark gray color.

In Figure 3.2, I depict a cycle that lasts approximately 0.5 s (induced by the

operation of the water pump), where we observe a stream of bubbles that are

smaller than the channel width (characteristic of a bubbly flow, see [43][64]);

this flow is transitioning to slug flow, characterized by a flow of bubbles larger

than the channel width. The cycle of images in Figure 3.2 follows the operating

cycle of the diaphragm (positive displacement) pump. At t=0 s, bubbles are

in motion following the pump discharge. At t=0.067 s, the larger bubbles stop

after the discharge ends, while the smaller bubbles continue their motion with
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their remaining inertia. At t=0.246 s, we observe that the smaller bubbles have

coalesced with the larger bubbles (creating slugs), following the suction at the

pump. At t=0.404 s, the diaphragm pump discharges liquid and the bubbles

resume their motion, restarting the cycle.

The two-phase flow inside the flow field has an effect on the overall pressure

drop, which will consequently reduce the efficiency of a PEM electrolysis sys-

tem (including the balance of plant, BOP, components), although this pressure

drop is not as significant as it would be if I had used a mono-serpentine flow

field [43]. There are two main sources of pressure loss: wall friction between

the fluid phases and the channel walls and slip i.e., interfacial friction between

the fluid phases [67]. According to the Lockhart–Martinelli [58] model and the

subsequent Chisholm–Laird correction [18], the two-phase pressure loss is a

function of the ratio between the gas and the liquid fractions [43]. The total

pressure loss will therefore be a function of the two-phase flow regime and the

pressure drop of the liquid phase. A bubbly flow regime might therefore be

recommended to minimize the total pressure loss (due to minimal friction be-

tween gas and liquid), although to reach this flow regime at current densities

above 1 A cm-2 either wider flow field channels or a high water flow is needed,

causing the wall friction to increase. Ito and colleagues calculated that the two-

phase pressure loss heavily depends on the channel length [43]; therefore, it

is advisable to minimize the residence time of the evolved gas within the flow

field.

An effective way to minimize the total pressure loss may consist of operating

a PEM electrolysis stack with a minimal amount of water. Operation with an

annular flow regime (where gas bubbles span the entire channel, relegating liq-

uid to flow only near the channel walls) can maximize the slip between gas and

liquid while minimizing the wall friction. Metal is undoubtedly coarser than

water; therefore, a gas stream that is in contact with water will experience a re-

duced friction compared with flowing directly next to a metallic channel wall.

Combining this with the fact that water is 10
3 times denser than gas, leads to

an effective minimization of the total pressure loss in an annular flow regime.
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The stoichiometric water flow required to sustain electrolysis at 1 A cm-2 in a

MEA with an electrode surface of 25 cm2 is 8 ml h-1. Considering a stoichiomet-

ric electro-osmotic drag coefficient of 5 [43][63], the total stoichiometric water

flow required is 48 ml h-1. Other factors to take into account for selecting an

optimal water flow include the flow field and PTL design as well as the stack

design.

3.3.2 Bubble evolution on the electrode

Figure 3.3 shows bubbles evolving on the anode of a PEM electrolyzer; to

record these images, I used a macro lens on a modified conventional camera.

Figure 3.3 (left) shows the original image that was originally red due to us-

ing 720 nm LEDs for illumination, with histogram adaptation and stripping of

the green and blue components. I used the Ti mesh to keep the MEA straight-

ened; otherwise, it would crumple when it becomes wet. The main component

of the image is the Ti mesh, which reflects light so intensely that it makes it

difficult to distinguish the evolving bubbles. To solve this problem, I took an-

other photograph of the MEA with the Ti mesh and no bubbles, and then I

performed an intensity-based image registration with both images (with and

without bubbles) to produce the image shown in Figure 3.3 (right).

There are two distinguishable types of bubble depicted in Figure 3.3 (right):

small bubbles that detached (with a radius of approximately 30 µm), most

likely removed by the force of water acting on them, and bubbles that could

not be removed but rather coalesced with neighboring bubbles and eventually

end up blocking the crevices of the PTL. We can observe a significant amount

of bubbles that are large enough to block their respective crevices; thus, it may

be more energetically favorable for a bubble to nest in a PTL pore until it is

large enough to detach. This observation is consistent with those of Lee and

colleagues, who photographed gas flowing through a PTL and determined that

gas actually forms a front that pushes water from the pores of a hydrophilic

PTL [49][50]. The common understanding of how two-phase flows occur in
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1 mm

(a) Raw image.

1 mm

Smallest bubbles to detach

Bubbles that coalesce and fill up the channel

(b) Image after digitally removing the Ti
mesh using MATLAB.

Figure 3.3: Photographs of the anode of a PEM electrolyzer, without flow field, and
using a Ti mesh rather than the sintered Ti PTL; the photographs were
taken using the macro lens. The current density was 0.004 A cm-2, and
the water flow was 0.04 l h-1. The images show two types of bubbles (red
circles): small bubbles that detach after reaching their critical detachment
radius, and bubbles that coalesce with other bubbles and fill up the gaps
in the mesh. In both images, water is flowing upward, entering from the
bottom of the image.

PTL pores is that an annular flow is established, with gas flowing outwards

from the electrode and water flowing in counter-current [69]. Theoretically, it

is possible to observe such a flow [67], although I suspect that the pore sizes

where such a flow can be encountered need to be much larger for the wall

friction to be negative (a pore with a diameter larger than 3 mm can probably

experience counter-flowing fluid phases, see [55][56]).

Understanding how gas evolves on the electrode is crucial for the optimiza-

tion of both PTL and electrode fabrication. To maximize the gas evolution ef-

ficiency, the gas bubbles should be as small as possible to minimize “bubble

shading” i.e., bubbles that prevent any mass transfer between the active sites

and the surrounding water [100][102]. To promote small bubbles, we need to

prevent the coalescence and nesting of bubbles on the electrode needs to be pre-

vented, and this does not occur using a Ti mesh. Figure 3.3 shows why meshes

are not ideal for use as PTLs despite their cost effectiveness. Another issue to

consider is the amount of gas that dissolves in water; according to Vogt and



46 bubble evolution and detachment

Stephan, the practical efficiency of a gas-evolving system lies in the percentage

of gases that exit an electrolyzer in the gas phase, since gases that exit dis-

solved in water require an extra energy expenditure to be released [101][102].

Vogt and colleagues propose an empirical relationship between the gas evolu-

tion efficiency ( fg, defined as fraction of the total gas flow that exits the cell in

the gas phase) and the electrode coverage (θelec) [102][101]

(3.17)fg = 0.55θ0.1
elec + 0.45θ8

elec

(3.18)θelec = 0.023
(

j
Am−2

)0.3

where j is the electric current density.

According to equation 3.18, the gas evolution efficiency will be approxi-

mately 50% for current densities between 1 and 4 A cm-2, meaning that an elec-

trolysis system needs to recover 50% of the evolved gas that leaves in solution

(which would also depend on the water flow, as was mentioned previously).

I believe that equations 3.17 and 3.18 are a strong function of the electrode

properties (hydrophobicity, particle size), of the PTL (pore size, hydrophobic-

ity) and of the operating conditions (water flow, temperature). Nevertheless, I

can conclude that the design of a PEM electrolysis anode and a PTL needs to

respond to a need for increasing the gas evolution efficiency as well as a mini-

mal bubble shading of the electrode, and images such as Figure 3.3 can serve

as starting points for the design of newly developed materials and operation

strategies.

3.3.3 Bubble detection and counting

Figure 3.4 shows images similar to Figure 3.3, with the only differences being

that I used a microscopic lens to take pictures of an area of approximately 1.6

x 0.9 mm and that I used a regular cool white LED illumination system rather

than the 720 nm infrared illumination that I used for Figures 3.2 and 3.3. I used

white lighting simply because it was brighter than the in-house-made infrared
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(a) Raw image.

100 μm

Detected bubbles with Matlab

(b) Representative image after bubble de-
tection using MATLAB.

Figure 3.4: Photographs taken under the same conditions as Figure 3.3 using the mi-
croscopic lens rather than the macro lens. The detected bubbles (red circles)
were automatically pinpointed by the detection algorithm.

illumination system. Figure 3.4 (left) shows a raw image obtained directly from

the camera; I processed these images in MATLAB to detect the bubbles that

are floating directly in front of the electrode (shown as the black surface on the

background). The bubble detection algorithm that I used consisted basically

of highlighting the small pixel clusters that show a high contrast with the

neighboring areas; therefore, the algorithm did not detect bubbles in front of

the metallic Ti mesh. Additionally, the bubble detection algorithm did produce

some false positives, particularly at the borders of the image where the shaded

areas show a contrast difference similar to the electrode.

Figure 3.4 (right) shows an image after being processed with the bubble de-

tection algorithm. We can observe that not all bubbles in front of the electrode

were detected and that there is a false positive in the lower right corner. I fine-

tuned the bubble detection algorithm to ensure that most of the detected bub-

bles were actually bubbles rather than maximizing the amount of detections,

for which there can be many false positives. The main difference between Fig-

ures 3.3 and 3.4 is that I do not show a coalesced bubble that blocks the crevice

of the Ti mesh; rather, the only bubbles shown are the ones that are freely float-

ing, which I assumed would be the smallest bubbles to detach. I did observe,

during the course of the experiments that the photographed crevice became
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from time to time blocked by a coalescing bubble; I simply waited for the large

bubble to detach before continuing the photographing.

I photographed a total of 2956 images of the same crevice and the same cur-

rent density as Figure 3.4; the only parameter that I varied was the water flow,

between 0.07 and 4.65 l h-1. I performed the test using a gear pump instead of

a diaphragm pump to have a continuous water flow, thus avoiding the suction-

discharge cycles (which have been discussed previously). The detected bubble

detachment radii as a function of water flow are plotted on a boxplot diagram

(Figure 3.5). We can observe that the median bubble detachment radius in Fig-

ure 3.5 does not display a trend but is rather a constant value. This result is at a

first glance counter-intuitive since my initial hypothesis was that a higher wa-

ter flow should yield smaller bubbles due to the drag force water would exert

on the bubbles. The bubble detection algorithm often detected bubbles larger

than the median but in general it consistently detected the same range of val-

ues (the interquartile range in all boxplots is relatively similar). The fact that

the third quartile is generally larger than the first quartile in all boxplots can be

the result of the algorithm detecting bubbles that either already coalesced with

other bubbles when photographed or absorbed O2 from the neighboring water.

I calculated the average bubble detachment radius (the average of all medians

of each boxplot, see Figure 3.5) to be 22.47 µm; this value is similar to the ones

reported by other sources [99][54][65].

Thus far, I have displayed images of bubbles that are already detached from

the electrode or large enough to occlude observing the electrode where they

evolve, but the question of how bubbles evolve at the electrode level remains

unanswered. To obtain insights into how bubbles evolve, I recorded images of

the electrode using the same setup and conditions as the pictures in Figure

3.4, only this time I used a VPS-coated Ti-mesh as the PTL. The reasoning

behind the choice of PTL is that the Ti-mesh that I used has wide crevices,

which display a large portion of the electrode and prevent us from clearly

distinguishing the bubbles still attached to the electrode in the background.

The two main factors that helped me record images of bubbles attached to
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Figure 3.5: Box plots of the bubble detection performed (using MATLAB) as a function
of water flow. I used photographs similar to Figure 3.4; a total of 2956

images were processed. The average of the medians of all box plots is 22.47

µm. The dots located outside the upper error bars correspond to outliers.

the electrode were the modest in-plane electric conductivity of Ir-black (which

allows gas evolution on active sites relatively far from where PTL and electrode

are in contact) and the matte finish obtained with the VPS treatment (which

prevented excessive light reflection by the PTL, instead allowing the bubbles to

reflect light and therefore be more clearly distinguishable).

Figure 3.6 shows a time lapse of bubbles evolving on the electrode with

the VPS-modified Ti-mesh. At t=0 s, the electrode is evolving new bubbles.

At t=0.97 s, bubbles with a radius of approximately 10 µm are visible on the

electrode surface. At t=1.24 s, some bubbles have reached a radius of 25 µm

(similar to what I measured as the median bubble detachment radius in Figure

3.5). At t=1.34 s, some bubbles are absorbed by a larger, already detached bub-

ble, and the cycle starts anew. An important finding is that I identified hotspots

at which bubbles always evolve. At t=12.00 s and t=34.38 s, bubbles are evolv-

ing on the same spots as at t=1.24 s. The presence of hotspots is relevant for the

design of PEM electrolysis components; a PTL can be designed to maximize

the amount of pores positioned atop the electrode hotspots, or an electrode
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100 μmt = 0 s

(a) Gas starts to be evolved.

100 μmt = 0.97 s

(b) Bubbles evolve on defined hotspots.

100 μmt = 1.24 s

(c) Bubbles coalesce with adjacent bubbles.

100 μmt = 1.34 s

(d) Bubbles detach and the cycle starts
anew.

100 μmt = 12.00 s

(e) Bubbles evolve at the same hotspots at
12 s.

100 μmt = 34.38 s

(f) Bubbles evolve at the same hotspots at
34.38 s.

Figure 3.6: Photographs taken under the same conditions as Figures 3.3 and 3.4 but
using a VPS-coated Ti mesh; I highlighted a section of the exposed electrode
(red circles) as a reference.

can be designed to align its hotspots with a certain PTL. Moreover, I believe

that the visual identification of hotspots and how they vary with ink composi-

tion, coating technique or drying method can be crucial for the development

of MEA manufacturing techniques in PEM electrolysis.
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3.3.4 Bubble force balance and sensitivity analysis

To model the detachment radii measured with the bubble detection algorithm

(Figure 3.4), I used the bubble force balance developed by van Helden et al.

[109]. Previous works have focused on bubbles exiting the PTL, but thus far,

none of the published studies have reported modeling of bubble evolution

at the electrode level [69]. According to van Helden and colleagues, bubbles

become detached whenever the forces that act on the bubbles at the electrode

surface reach equilibrium [109]. This implies that it is not the drag exerted on

the bubble that causes it to detach but rather the sum of buoyancy, surface

tension and lift forces exerted by water (which is orthogonal to the drag) that

govern bubble detachment (see Figure 3.1).

Figure 3.7 shows the simulated bubble detachment radii as a function of

water flow rate using the bubble force balance. Each of the colored lines of

both figures represent a pore diameter. Bubbles evolve on top of the electrode

pores where there is a local interfacial tension maximum (between electrode

and water); hence, it is more energetically favorable for a bubble to evolve on

that particular pore. The presence of pores on the electrode surface refers to

the channels that connect the PTL with the membrane, although a pore in this

sense can also be a concave crevice on a catalyst particle; therefore, rugged elec-

trodes could potentially offer more active sites for bubble nucleation. I found

that an electrode pore radius (Rp) of 26.2 µm can reproduce the average bubble

detachment radius of 22.47 µm observed in Figure 3.5. I modeled two cases: a

flow field with 1 channel (such as in the portrayed experiments) and a flow

field with 25 channels, where water would be 25 times faster and therefore

exert larger drag and lift forces. The behavior of the detachment radius with

water flow follows what I measured with the bubble detection experiments

namely, at low water flows, the detachment radius remains constant, and it in-

creases slightly with increasing water flow (more observable in the simulation

with 25 channels in Figure 3.7).
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Figure 3.7: Bubble detachment radii as a function of water flow, modeled with the
bubble force balance. Each colored line represents the diameter of a the-
oretical pore on whose throat a bubble evolves. (Solid lines) Simulations
with a flow field containing 1 channel (Figure 3.3). (Dashed lines) Simula-
tions with a flow field containing 25 channels (Figure 2.5). (Dots) Median
bubble detachment radii measured via bubble detection (see Figure 3.5).

The role of the acting forces on the bubble diameter is depicted in Figure

3.8. The surface tension force (Fσ) is considerably larger than any of the other

forces; therefore, it appears to be the force that governs the detachment radius.

The corrected buoyancy force (FBx) is the second largest force in magnitude,

while both lift forces (FL1 and FL2) are much smaller than the surface tension

and the corrected buoyancy forces, particularly at low water flows (which is

to be expected). At higher water flows, the increase in the lift force causes a

decrease in the corrected buoyancy force; the augmented lift force will cause

larger bubbles. Moreover, Figure 3.8 shows the effect of the number of flow

field channels on the force balance. A flow field with 25 channels has a larger

per-channel water velocity that would cause a higher lift than a flow field with

a single, wide channel; this effect causes the increase in the lift force 1 (FL1) at
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Figure 3.8: Forces acting on an evolving bubble as a function of water flow, modeled
with the bubble force balance using Rp = 26.2 µm. (Solid lines, red, green
and blue) Simulations with a flow field containing 1 channel (Figure 3.3).
(Dashed lines, red, green and blue) Simulations with a flow field containing
25 channels (Figure 2.5). (Black lines, right axis) Bubble detachment angle
as a function of water flow.

water flows larger than 60 l h-1. The steep increase in the lift force causes the cor-

rected buoyancy force (FBx, see equation 3.2) to decrease (to maintain the force

balance), subsequently increasing the bubble detachment radius compared to

the 1-channel flow field scenario, as can be seen in Figure 3.7. The increased

detachment radius caused by the lift force at higher water flows can cause

mass transport losses in an operating PEM electrolysis, due to larger bubbles

blocking water from reaching the catalytically active sites (bubble shading).

Figure 3.8 shows the effect of water flow on the detachment angle. A de-

tachment angle close to zero means that the bubble detaches parallel to the

electrode, whereas an angle close to 90°means that the bubble detaches orthog-

onal to the electrode. I calculated a detachment angle of 41° for the 1 channel

simulation and a slightly smaller angle for the 25 channel simulation. An angle
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Figure 3.9: Sensitivity of the bubble detachment radius to the force coefficients (using
Rp = 26.2 µm) according to table 3.1, as a function of water flow.

close to 45°means that the forces in the x- and y-directions (minus the surface

tension force) have equal magnitude, which is the case in the depicted simu-

lations considering that the lift force (FL1) and the drag (FD) are the largest

forces that the bubble experiences after detaching from the electrode. Accord-

ing to equations 3.3 and 3.7, the only difference between drag and lift is the

magnitude of the respective coefficient; with 25 channels, lift and drag on the

bubble increase by an almost equal amount, with drag increasing ever slightly.

In Figures 3.7 and 3.8, we observe an increase in the bubble radius and lift

force until they reach a maximum and then proceed to start decaying. This

result comes from the dependence of the lift force on the square of both the

bubble radius and the water velocity, which causes the bubble radius to exhibit

a bubble-controlled lift force region (until 70 l h-1), as well as a flow-controlled

lift force region (upward of 70 l h-1).

As already discussed in the modeling section, I performed a sensitivity anal-

ysis of the bubble force balance with varying force coefficients [109]. Figure

3.9 shows the sensitivity of the detachment radii; as expected, the surface ten-
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sion force coefficient dominates the detachment radii. A high sensitivity to the

surface tension force means that measurements regarding contact angle and

surface tension need to be carried out with considerable precision, but the

most important consequence is the role of the electrode hydrophobicity on the

bubble radii. Doubling the surface tension force (via an increase in the force

coefficient, Cσ) halved the detachment radius for the same value of Rp (primar-

ily due to the corrected buoyancy force FBx, see equation 3.2). At low values

of the bubble detachment radius (Rb < 1000 µm), the second term of the right-

hand side of equation 3.2 (the Young-Laplace equation) dominates the total

force, while the first term of the right hand side (the weight of the surrounding

water) dominates at larger detachment radii. Since FBx is the main force that

counteracts the surface tension force, a smaller bubble will break free from a

more hydrophobic electrode (equation 3.1). This result can serve as a guideline

for future electrode designs.

Figure 3.10 depicts the sensitivity of the forces and the detachment angles

with the changes in the force coefficients Cσ, CL1, CL2, and CD. Fσ and FBx

are the forces that are most sensitive to changes in the surface tension force

coefficient, Cσ. For the lift coefficients, we can observe a small change when

I used the second pair of lift coefficients proposed by van Helden et al. [109],

confirming that the lift exerted by water has little say in determining the bub-

ble detachment radius. In general, water flow does not affect the detachment

radius up to 60 l h-1. The bubble detachment angle (Figure 3.10, right) is in-

sensitive to the surface tension force coefficient because the surface tension

force no longer acts on the bubble after it has detached. We observe a slight de-

crease in the angle with an increased lift coefficient, CL1, but the most impactful

change is the decrease in the drag coefficient, CD. A reduction in the drag coef-

ficient would cause the lift force to dominate the detachment angle (equation

3.8), thereby causing the bubble to flow further away from the electrode after

it detaches. From the observed behavior in Figure 3.6, bubbles tend to detach

almost parallel to the electrode surface (at least at an angle significantly lower

than 90°). During the course of the experiments, I did not observe any bubble
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Figure 3.10: Sensitivity of forces acting on an evolving bubble and the bubble detach-
ment angle to the force coefficients (using Rp = 26.2 µm) according to table
3.1, as a function of water flow.

that detached perpendicularly, thus confirming that the drag coefficient must

have a significantly larger value than the one proposed by AlHayes and Win-

terton [2] or that the lift coefficient is much smaller than the value proposed by

van Helden and colleagues [109] (which would be the case with water being

an axisymmetric flow).

3.4 conclusion

In this chapter, I explored the dynamics and evolution of O2 bubbles on the

anode side of a PEM electrolyzer. I showed images of bubbles flowing in a

flow field, where I discussed how the two-phase flow regime affects both the

fluid-to-fluid friction and the wall fraction. The results suggest that the main

role of water flow in gas evolution lies in the pressure drop it causes the sys-

tem, originated from an increase in the wall friction; water flow should be kept

at a minimum to optimize the pressure losses, although the optimal water flow
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will necessarily be a function of the flow field design. Moreover, I showed im-

ages portraying bubble growth through the pores of a PTL. I identified two

types of bubbles: bubbles that reach a detachment radius and freely float on

the surrounding water, and bubbles that coalesce with the neighboring bubbles

and absorb the dissolved gas in water, growing as large as the pores that con-

tain them. I discussed the importance of promoting only the evolution of small

bubbles to avoid bubble shading and how parameters such as hydrophobicity

and pore/particle size can have a role in determining bubble sizes.

I presented microscopic images of detached bubbles from the electrode, which

I subsequently processed with an image processing algorithm to find a depen-

dence between the bubble detachment radius and water flow. I found that the

bubble detachment radius is constant for a wide span of water flows. I modeled

these results with a bubble force balance that takes into account the effects of

surface tension, contact angle and water velocity, among other parameters. The

bubble detachment radius was found to be largely determined by the surface

tension force, which is in turn a function of the contact angle between the elec-

trode and the surrounding water, as well as the surface tension between water

and O2. The model also revealed that the detachment radius does not depend

on the drag force induced by the water flow nor on any force orthogonal to the

bubble growth. The detachment radius is determined solely by a force balance

on the growth axis of the bubble.





4
G A S P E R M E AT I O N T H R O U G H P O R O U S T R A N S P O RT

L AY E R S

4.1 introduction

There is no real consensus on what is meant by mass transport losses in a PEM

electrolyzer. Abdol Rahim et al. mention three discernible transport mecha-

nisms: water transport to the anode, diffusion transport of the evolved gases,

and electro-osmotic transport of water across the ionomer [1]. Of the three

mechanisms, the combination of the water and gas transport within the PTL

is considered the source of the mass transport limitations [28][1][93][47]. The

common interpretation of the mass transport in a PTL is that there exists a two-

phase flow [38][84][45][5], where water flows toward the electrode and the gas

flows away from it [69]. Traditional modeling of mass transport losses includes

the effect of this two-phase flow (sometimes referred to a momentum-driven

approach, see [17]), and it is often combined with the use of Fick’s first law to

relate the concentration gradient of both evolved gases (H2 and O2) to the mass

transport overpotential [28][71][96] (also known as diffusion-driven approach,

see [17]).

I have reason to believe that the common interpretation of mass transport in

a PEM electrolyzer does not fully reflect the transport mechanisms in a PEM

electrolyzer. According to Vogt and Stephan, the mass transport of gas in a

gas-evolving electrode is largely determined by gas agglomerating and exiting

the cell through the PTL, rather than driven by a concentration gradient while

still dissolved in water, where its behavior can be modeled using Fick’s law

[100][102]. Moreover, it is controversial that the flow through the PTL occurs

in two phases: according measurements conducted by Lee and colleagues, gas
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travels through the PTL as a single phase, where it displaces the water con-

tained in the pores, thus as a permeating flow rather than a two-phase flow

[49][50]. These results have lead me to propose an alternative set of experi-

ments that can bring more insight into the problem of mass transport losses in

a PEM electrolyzer.

In this chapter, I present the results of a simulated gas evolution test I carried

out: I propose an experimental setup that intends to recreate the mass trans-

port phenomena occuring in the PTL of a PEM electrolyzer. I measured the

effect of water flow on the gas transport across the PTL, and I compared the

energy expenditure of the gas flowing through the pore network of the PTL

(measured as pressure loss) of two different scenarios namely, assuming that

gas flows as a one-phase flow and assuming that gas permeates through the

PTL. The one-phase flow scenario is meant to represent a limiting case of the

more general two-phase flow that has been discussed previously: a two-phase

flow will exhibit friction losses caused by the wall-fluid interaction of the water

flowing in the annulus of each pore, as well as friction losses in the gas-water

interface. A one-phase flow would only exhibit wall-fluid friction losses, and

such losses will be approximately three orders of magnitude lower for a gas

than for a liquid (given that the friction losses are proportional to the fluid den-

sity, according to the Darcy–Weisbach equation). Therefore, the friction losses

of a one-phase flow are the lowest possible losses a more general two-phase

flow would exhibit.
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4.2 modeling

4.2.1 Energy balance

The differential energy balance (ignoring the changes in liquid kinetic energy

and gas potential energy) on the experimental setup is described in equation

4.1 [15]

VgdVg +
dPg

ρg
+

dPw

ρw
+ ġdzw + Htotal = 0 (4.1)

where Vg is the gas velocity, dVg is the differential gas velocity, dPg is the gas

differential pressure drop, ρg is the gas density, dPw is the water differential

pressure drop, ρw is the water density, ġ is the terrestrial gravity acceleration,

and dzw is the differential height increase in the flowing water.

The term Htotal in equation 4.1 represents the sum of the friction head loss

of the water from the pump outlet to the cell inlet, and of the two-phase flow

along the channels of the cell flow field, as shown in equation 4.2

(4.2)Htotal = f w
D

1
2

V2
w

Dp
h

dLp + f lg
D

1
2

V2
lg

D f f
h

dL f f + Hother

where f w
D is the Darcy friction factor of water flowing, Vw is the water velocity,

Dp
h is the hydraulic diameter of the pipe where water flows, dLp is the differen-

tial pipe length, f lg
D is the Darcy friction factor of the two-phase flow (water and

gas in the flow field of the test cell, see Figure 2.7), Vlg is the two-phase flow

velocity, D f f
h is the hydraulic diameter of a flow field channel, and dL f f is the

differential flow field channel length. The term Hother represents the leftover

head loss caused by the gas crossing the PTL.

I consider two cases regarding the friction head loss of the gas crossing

through the PTL:

1. Head loss as if gas were a one-phase flow through the PTL (head loss

modeled with the Darcy–Weisbach equation).
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2. Head loss as gas permeating through the PTL (head loss modeled with

Darcy’s permeability law).

As I mentioned in the introduction of this chapter, I consider the one-phase

flow through PTL to be a special case of a more general two-phase flow through

pores. As we will see further on, a two-phase flow shows higher friction losses

due to the friction between phases; in light of this, the losses of a one-phase

flow would be smaller than a two-phase flow that might happen in the PTL

pores. Equation 4.3 shows the respective equations for each case (one-phase

and permeation)

(4.3)Hother =


One-phase flow f g

D
1
2

V2
g

Dpore
h

dLPTL

Permeation
µgVg

ρgKg
dLPTL

where Dpore
h is the hydraulic diameter of the PTL pores, dLPTL is the differential

PTL thickness, µg is the gas viscosity, and Kg is the gas permeability through

the PTL.

I define the continuity equation for the gas flow in the PTL as

ṁg = ρg APTLVg (4.4)

and the ideal gas law as

ρg =
Pg

RmT
(4.5)

where ṁg is the gas mass flow rate, APTL is the cross-sectional area of the PTL,

Pg is the pressure in the PTL pores, Rm is the universal mass gas constant, and

T is the temperature of the system.

I calculated the universal mass gas constant for each gas as

Rm =
R

Mg
(4.6)

where Mg is the gas molar mass.
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Inserting equations 4.2, 4.3, 4.4, and 4.5 into equation 4.1, using the pres-

sures from the experimental setup (see Figure 2.8), rearranging and integrating,

yields

(4.7)
2ln

P1

P2
+

A2
PTL

ṁ2
gRmT

(P2
2 − P2

1 ) +
f lg
D

D f f
h

L f f

+

[
P3 − P2

ρw
+

f w
DV2

w

Dp
h

Lp + ġ∆zw + Hother

](
ρg APTL

ṁg

)2

= 0

where L f f is the flow field channel length, Lp is the pipe length, and ∆zw is

the total height increase in the flowing water. I solved equation 4.7 for each

experiment, obtaining in each case the value of Hother.

The Darcy friction factor of either water or gas can be calculated using the

relationship depicted on equation 4.8; this equation can be derived from the

Hagen–Poiseuille equation, which calculates the pressure drop of a laminar

flow in a channel with a circular cross-section

fD =
64
Re

(4.8)

4.2.2 Two-phase pressure drop

I modeled the pressure drop along the flow field channels according to the

Lockhart–Martinelli model [58][43][55]

(4.9)χ2 =
∂Pw

∂Pg

(4.10)ϕ2 =
∂Plg

∂Pw

where ∂Pw, ∂Pg, and ∂Plg represent the pressure drop (caused by friction) of

the water, the gas and the two-phase flow, respectively. Equations 4.9 and 4.10

depict the interdependence of the pressure drops for all three flows, and they

can be combined to express the two-phase pressure drop as a sole function of

the gas pressure drop.
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The relationship between both Lockhart–Martinelli parameters χ and ϕ is

[18][43]

ϕ2 = 1 +
C
χ

+
1

χ2 (4.11)

where C, also known as the Chisholm parameter, depends on the flow regime

of each phase (water and gas); in this case, the Re number of neither phase

exceeded the transient threshold (Re < 2100) during the gas permeation mea-

surements; therefore, C = 5.

The χ parameter in equation 4.11 is related to the flow quality and the vis-

cosity ratio between gas and liquid, according to equation 4.12

χ2 =
1− x

x
µw

µg
(4.12)

where x is the flow quality of the two-phase stream, defined as

x =
φg

φg + φw
(4.13)

where φg and φw are the volumetric flows of gas and water, respectively. Ac-

cording to equation 4.13 a flow quality of 0 means that the flow is 100% water,

while a value of 1 means that the flow is 100% gas.

To insert directly the value of ∂Plg from equation 4.10 to the energy balance

(equation 4.7), I combined equations 4.9 and 4.10 with the definition of friction

head (equation 4.14) to give equation 4.15

H =
∂P
ρ

(4.14)

flg =
χ2ϕ2

(1− x)
ρg

ρw

56.91
Re

(4.15)

The value 56.91 in equation 4.15 corresponds to a coefficient derived by

Berker to calculate the Darcy friction factor of laminar flow in a channel with a

square cross-section [12]; compare it to the value of 64 in equation 4.8. This co-

efficient takes into account the contact between fluid and channel walls; there
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appears to be less contact in a square channel than in a circular channel, con-

sidering that a prismatic channel has more wall area per channel length than a

cylindrical channel.

The calculation of the gas head loss assuming a one-phase pressure loss

allows us to set a limiting case i.e., a minimum head loss that can be compared

with the head loss calculated as if the gas flow were permeating through the

PTL.

4.2.3 Permeability

The Darcy–Weisbach equation for permeability (shown as head loss using equa-

tion 4.14) is depicted as

Hperm =
µgVgLPTL

ρgKg
(4.16)

where Hperm is the head loss caused by permeation, LPTL is the PTL thickness,

and Kg is the total gas permeability.

The total gas permeability is defined as

Kg = kgkg,r (4.17)

The term kg in equation 4.17 corresponds to the gas permeability in a free

medium (without taking into account the morphology of the porous medium

or, in this case, the effect of water in the PTL), whereas the term kg,r is known

as the relative gas permeability, which I will discuss later.

The gas permeability is related to the water permeability through Klinken-

berg’s equation [21][41]

kg = kw

(
1 +

4λ

Rpore
h

)
(4.18)

where kw is the water permeability in a free medium, λ is the mean-free path

of the gas, and Rpore
h is the hydraulic radius of the pore.
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I calculated the mean-free path of gases according to equation 4.19 [21].

λ =
µg

Pg

√
πRmT

2
(4.19)

The kg,r term in equation 4.17 is defined as the relative gas permeability,

which is a function of the water saturation in the pores (and in this case can

contain the effect of water flowing in front of the pores) [41]. The dependence

of kg,r with the pore properties can be modeled using an equation derived from

the van Genuchten–Mualem model [41]

kg,r = (1− S∗)
1/2
(

1− S∗
1/m
)2m

(4.20)

where S∗ is the pore water saturation, and m and n are parameters from the van

Genuchten–Mualem model. Parameter m from equation 4.20 can be calculated

by different techniques, including simulations based on 3D imaging [51] and

direct capillary pressure measurements [41].

The dependence of capillary pressure with pore water saturation is given by

the van Genuchten–Mualem model

Pc =
1

αvgm

[
S∗

− 1/m − 1
]1/n

(4.21)

where Pc is the capillary pressure, and αvgm is a third van Genuchten-Mualem

parameter (with units Pa-1).

4.2.4 Permeability and tortuosity

I identify two main water flows occurring in the experiment. One water flow

is the one pumped by the dosing pump, which flows in-plane with respect to

the PTL (see Figure 2.7); this is the water flow that is depicted in the main axis

of all graphs in this chapter. I call this water flow the “orthogonal” or the “in-

plane” water flow since its flow direction is orthogonal to the pores and flows

parallel to the surface of the PTL. The second water flow is the water that

would flow from one side of the PTL to the other (therefore in the through-

plane direction of Figure 2.7), and I refer to this water flow as “normal” or
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“through-plane” water flow since it flows in the direction of the pores and

across the PTL. Due to the experimental setup, I did not measure the through-

plane water flow. Most of the in-plane water stream will flow in and out of the

testing cell without entering a pore, and only a small fraction of the in-plane

water flow will become through-plane water flow by entering the pores and

reaching the other side of the PTL.

My initial hypothesis was that the permeating gas undergoes two pressure

drops: one caused by the porous medium (the PTL) and another one caused

by the presence of the in-plane water flow. The porous medium will fill with

water, impeding the passage of gas; while the in-plane water flow will block

the pore exits, thereby exerting a force to the oncoming gas through the PTL.

Mathematically, I assume that the pressure drops (or head losses, as I have

been using this nomenclature throughout this chapter) occur in series

Hperm = Hperm, f ric + HPTL + Hwater (4.22)

where Hperm, f ric is the head loss caused by the friction of the permeating gas,

HPTL is the head loss of gas permeation, and Hwater is the head loss caused by

the flow of water at the other side of the PTL.

Hperm, f ric is calculated as a one-phase flow through pores with a length equal

to the PTL thickness

Hperm, f ric = f g
D

1
2

V2
g

Dpore
h

LPTL (4.23)

All H values from equation 4.22, except for Hperm, f ric, are calculated by

Darcy’s law (equation 4.16) and they share the same parameters (see equation

4.16) save for the permeability coefficients.

After subtracting Hperm, f ric and using equation 4.16 on each H in equation

4.22, and subsequently using equation 4.17, equation 4.22 reduces to

1
kgkg,r

=
1
kg

+
1
k∗

(4.24)
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The parameter k∗ from equation 4.24 is a permeability coefficient that is a

function only of the water in the pores and the in-plane water flow. Solving

equation 4.24 for k∗ leads to equation 4.25

k∗ = kg

(
1

kg,r
− 1
)−1

(4.25)

According to the Carman–Kozeny equation [41], a similar form known as the

Blake–Kozeny equation [14], the permeability of a fluid in a porous medium is

a function of the porous medium properties

k∗ = α
Dparticle

2εap
3

(1− εap)2 (4.26)

where α is a Carman–Kozeny parameter, Dparticle is the diameter of the particle

that was sintered to form the sintered porous medium, and εap is an apparent

porosity of the PTL pores. It is important to mention that the parameter εap in

equation 4.26 refers to an apparent change in the PTL’s porosity, which means

that the PTL is not undergoing changes of its pore structure during operation

but rather that the permeating gas is losing energy as a result of the water

blocking its path. I am accounting for the energy loss with the term εap by

assuming that the gas flows through a PTL with a lower porosity. As I will

discuss later, this behavior can be understood as a source of the mass transport

losses in a PEM electrolyzer.

The term Dparticle (the particle size of the PTL) is not a parameter typically re-

ported during production of PTLs. I calculated the dependence of the particle

size on the PTL pore size using data measured by Grigoriev et al., who charac-

terized different PTLs produced by sintering Ti particles of different sizes [35];

from their results I obtained

Dparticle =
Dpore

0.2133
(4.27)

Finally, I calculated an apparent tortuosity as a function of the apparent

porosity from equation 4.26 using Bruggeman’s equation [20][74] (equation

4.28)

τap =
1

ε
1/2
ap

(4.28)
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The concept of apparent tortuosity helps me explain the results in a clearer

manner. A PTL will have pores whose minimum length is LPTL, the PTL thick-

ness. Since the PTL pores are hydrophilic, they will fill with water as soon as

water comes in contact with the PTL, as is the case in the experimental setup.

As I discussed earlier, gas will permeate through the pores, displacing water on

its path until it exits the PTL. Since water represents an obstacle to the gas flow,

the energy expenditure from the gas flow can be understood as an increase in

the relative length of the PTL pores, which is represented by τap.

A second route to calculate the head loss (see equation 4.3) is to treat the gas

flow as a one-phase flow through the PTL pores (which in turn is a limiting

case of a more general two-phase flow). I calculated an apparent tortuosity

of the one-phase flow using the definition of friction head loss and tortuosity

(equations 4.29 and 4.30)

Lpore =
2HotherDpore

h Reg

64V2
g

(4.29)

where Reg is the Reynolds number of the gas flow through the pores. The

apparent tortuosity of a one-phase gas flow, τap,1phase is calculated as

τap,1phase =
Lpore

LPTL
(4.30)

Both apparent tortuosity values (of permeation and one-phase flow) will

help me compare the energy requirements for both processes to occur; the pro-

cess with the lowest tortuosity will be the process that is energetically favored

to take place.

The following algorithm summarizes the calculation of the apparent tortuos-

ity from the permeability measurements:

1. I applied the mass balance to the measurements (equation 4.7), to obtain

Hother.

2. Using equation 4.16, I calculate Kg.
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3. Having calculated kg from the water permeability measurements (the pro-

cedure is the same as for the gas permeability), I obtained kg,r using equa-

tion 4.17.

4. Subsequently, I calculated k∗ using equation 4.25.

5. I solved equation 4.26 for εap, which I then inserted into equation 4.28 to

obtain τap .

4.2.5 Confidence intervals and error propagation

I calculated the confidence intervals (CI0.05) using equation 4.31

CI0.05 = m̄± tStudentσsd√ndata points
(4.31)

where m̄ is the average of the measurements, tStudent is the inverse Student t

coefficient (that depends on the number of measurements carried out), σsd is

the standard deviation, and ndata points is the number of data points averaged.

To calculate the propagation of uncertainty of a variable y that depends on

a variable x directly measured, I used equation 4.32, which is only valid for

one-dimensional equations

σsd,y =
(

dy
dx

)
σsd,x (4.32)

Table 4.1 summarizes the parameters used to model the results.

4.3 results and discussion

Figure 4.1 shows the result of the water permeation measurements. The slope

of the head loss (Hother from equation 4.7) is proportional to 1/kw, according

to equation 4.16 (when applying Darcy’s law to water permeation). The depen-

dence of the head loss to water flow is linear with the increase in water flow

(since velocity is proportional to the flow); thus, this was a straightforward mea-

surement. I calculated a kw of 1.34x10−13 m2, in the same order of magnitude
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Parameter Value Unit

General parameters
T 295.15 K
APTL 25 cm2

Fluid properties

Mg
N2 0.028 kg mol-1

H2 0.002 kg mol-1

µg
N2 1.74x10

-5 Pa s
H2 8.91x10

-6 Pa s
µw 0.001 Pa s
ρw 1000 kg m-3

Flow field properties
D f f

h 0.001 m
L f f 0.05 m

PTL properties
Dpore = Dpore

h 1.6x10
-5 m

LPTL 0.001 m
Rpore

h 8x10
-6 m

Pipe properties
Dp

h 0.01 m
Lp 2 m
∆zw 0.6 m

Statistical parameters
ndata points 720 –
tStudent 1.97 –

Table 4.1: Parameters used in this chapter.

as impervious rocks such as limestone [10]. I calculated a Carman–Kozeny α

coefficient of 1.34x10−4 m2, roughly 10
9 larger than kw.

To estimate the gas permeability of both H2 and N2 using the water per-

meability, I calculated the Knudsen number of each gas (equation 4.33). The
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Figure 4.1: (Dots) Permeability head of water as a function of in-plane water flow, ob-
tained from the water permeation tests (dots). (Solid line) Linear regression
of the data points; it corresponds to equation 4.16. The calculated water per-
meability and α (Carman–Kozeny coefficient) are, respectively, 1.34x10−13

and 1.34x10−4 m2 (see equation 4.26). The error bars are at least three or-
ders of magnitude smaller than the measured data.

Knudsen number is defined as the ratio between the mean-free path of the gas

molecules and the hydraulic radius of the PTL pores; a small Knudsen number

implies that the gas molecules are less likely to collide with the pore walls,

while large Knudsen numbers mean that the gas molecules collide often with

the pore walls

Kn =
λ

Rh
(4.33)

The value of the Knudsen number determines the governing transport phe-

nomenon that gas undergoes in the PTL pores: if Kn << 1, (continuum) perme-

ation will dominate the mass transport, whereas if Kn >> 1, Knudsen and con-

figurational diffusion become the dominant transport mechanisms [41], which

would require a different modeling approach. I found the Knudsen number of

both gases in the experiments to be well below 1, therefore validating the as-

sumption that the main transport mechanism through the PTL is permeation

rather than Knudsen or configurational diffusion. A small Knudsen number

implies that the free-medium gas permeability (that is, the gas permeability
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Figure 4.2: (Dots) Capillary pressure of the PTL as a function of the pore water satura-
tion, obtained from the data measured by Lettenmeier et al. [51]. (Blue line)
Data modeled with equation 4.21. (Red line) Relative gas permeability as
calculated with equation 4.20. Values of the parameters αvgm, m, and n are,
respectively, 1.345x10−4 Pa-1, 0.821, and 5.592.

through water-free pores) is approximately equal to the water permeability

(from equation 4.18).

The capillary pressure–pore water saturation curve for the sintered PTL can

be found in Figure 4.2. I obtained this graph by adjusting the van Genuchten–

Mualem model (equation 4.21) to data obtained by Lettenmeier and colleagues

[51], who used tomographic imaging of sintered Ti from the same manufac-

turer and with similar pore sizes and porosity as the PTLs I used. The zero

value of the pore water saturation does not refer to a completely dry PTL but

rather to the minimum water content of the PTL, since there will always be a

minimum amount of water in the pores that cannot be removed by the non-

wetting fluid (the gases), as long as the PTL has access to a source of water

[41].

Albeit counterintuitively, Figure 4.2 shows that the relative gas permeability

(kg,r) increases with the capillary pressure. An increase in the pore water satu-

ration means that the water inside the pores has already reached the maximum

pressure head that the capillary pressure can provide i.e., the water level inside

the pores is higher than the level it would reach by pure capillarity. With an in-
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Figure 4.3: (Top) Measured pressures (left axis) and flow (right axis) for N2 as a func-
tion of in-plane water flow, obtained from the N2 permeation tests. (Bottom)
Tortuosity as a function of water flow for the N2 permeability tests, calcu-
lated with equation 4.28; trendline corresponds to equation 4.34.

creased pore water saturation, it is easier for the gas to push through the water

because the intrinsic resistance posed by the water in the pores (measured as

energy per unit mass, see Figures 4.3 and 4.4) will be lower.

Figures 4.3 (top) and 4.4 (top) show the raw measurements of the gas per-

meation tests on N2 and H2, respectively. From the raw data I calculated the

permeation head loss (equation 4.7), and from the permeation head loss I

calculated the tortuosity. At first glance we notice that the inlet pressure, P1,



4.3 results and discussion 75

1 2 3 4 5 6
4.3

4.4

4.5

4.6

4.7

φw / l h-1

P
H

2
/
b
ar

P1 P2 P3 φH2

250

300

350

400

450

φ
H

2
/
N
m
l
m
in

-1

1 2 3 4 5 6

8

10

12

φw / l h-1

τ a
p
,H

2
/
-

Experimental

Regression (R2=0.9404)

Figure 4.4: (Top) Measured pressures (left axis) and flow (right axis) for H2 as a func-
tion of in-plane water flow, obtained from the H2 permeation tests. (Bottom)
Tortuosity as a function of water flow for the H2 permeability tests, calcu-
lated with equation 4.28; trendline corresponds to equation 4.34.

stayed relatively constant, as did P3 (the outlet pressure). The only pressure

that changed throughout the test was P2 (the pressure immediately after the

PTL), which decreased proportionally to the decrease in gas flow (see the right-

hand scale in Figure 4.3). Since I controlled P3, and P1 is a pressure externally

set by the gas distribution network in our laboratory, the only pressure allowed

to change was P2. The change in gas flow can be explained by the fact that

the gas distribution network will have a maximum pressure and flow output
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(therefore a maximum head); thus, whenever the downstream pressure drop

increases, the gas flow will have to decrease to maintain a constant head. More-

over, we observe in Figures 4.3 (top) and 4.4 (top) that the measured H2 flow

at 2 l h-1 water flow is higher than expected when compared to the trend fol-

lowed by the N2 flow. Considering that the data depicted in Figures 4.3 and 4.4

is an average of three different measurements and that the anomaly is being

consistently detected, I can attribute the anomalous measurement to the H2

supply system, in particular to the pressure reducer of the H2 tank. Nonethe-

less, the trend exhibited by both gases is consistent; therefore, I believe that

both datasets are valid.

Figures 4.3 (bottom) and 4.4 (bottom) show the calculated tortuosities for

the gas permeation tests on N2 and H2, respectively. I calculated the tortuosity

using the Carman–Kozeny model (equation 4.26) together with the Bruggeman

equation (equation 4.28). We observe an increasing tortuosity on both datasets

with an increasing water flow. This increase is most likely related to two main

factors: more water being displaced by the gas (thus a lower water saturation

in the PTL that causes an increase in the capillary pressure, see equation 4.21)

and water flow increasingly blocking the gas path. It is difficult to separate

both phenomena given the limited amount of variables measured, so I lumped

both effects into a single parameter namely, kg,r (equation 4.20).

I expect that the pore water saturation in the PTL is solely a function of the

gas flow and pressure (since the gas flow will displace a proportional amount

of water in the pores as long as it has enough energy to do so), whereas the

in-plane water flow will influence the permeability independently from both

gas flow and pressure. From Figures 4.3 (bottom) and 4.4 (bottom) we observe

that the resulting tortuosity of the PTL increases proportionately to the water

flow.

Figure 4.5 shows the individual contributions of HPTL and Hwater to the to-

tal permeation losses for both studied gases. According to equation 4.16, the

energy losses from the energy balance have three contributions: the friction

losses caused by permeation (Hperm, f ric), the energy losses of the permeating
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Figure 4.5: (Top) Permeation head losses (Hperm) of N2 as a function of in-plane water
flow, with the individual contributions of friction (Hperm, f ric), free-medium
permeation (HPTL, blue area), and energy loss caused by the water flow
(Hwater, green area). (Bottom) Permeation head losses (Hperm) of H2 as a
function of water flow, with the individual contributions of free-medium
permeation (HPTL, blue area) and energy loss caused by the water flow
(Hwater, green area). See equation 4.16.

gas through a water-free PTL (HPTL, see equation 4.24), and the energy losses
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of permeating gas through a water-filled PTL (Hwater). The friction head loss

is 2 orders of magnitude larger for H2 than for N2 primarily because the fric-

tion losses depend on the square of the gas velocity, and H2 had a higher flow

throughout the experiment. We can see in Figure 4.5 that the free-medium per-

meation losses are similar for both gases, which is to be expected given that

the free-medium permeability coefficient is similar for both gases (see equa-

tions 4.18 and 4.19). The main difference between the permeation losses of N2

and H2 is the effect of water. N2 appears to be more sensitive to the in-plane

water flow. This result appears in line with the change of the measured gas

flow rates, where N2 suffered a flow rate decrease of 70% when the water flow

was increased from 1 to 6 l h-1, while H2 saw a decrease of 50% its initial flow

rate.

Alongside the tortuosity as a function of water flow in Figures 4.3 (bottom)

and 4.4 (bottom), I used linear regression on the tortuosity data; the equation

used is of the form

τap = Aϕ2
w + B (4.34)

There appears to be a strong effect of in-plane water flow that can be un-

derstood in terms of kinetic energy. Flowing water has a kinetic energy pro-

portional to the square of its velocity. This kinetic energy could exert a stress

orthogonal to the flow direction (shear stress) that the gas flow needs to over-

come if it wants to access the flow field channels where water is flowing. The

shear stress can be perceived by the gas flow as another impediment for its

passage, thereby increasing the pressure drop across the PTL, which is what I

measured. The quadratic relationship appears to be more clearly distinguish-

able for H2 (with a correlation coefficient of 0.9404) than for N2 (with a correla-

tion coefficient of 0.6258). The reason behind the worse correlation of N2 may

be the scale of the gas flow measurements. The H2 flow was between 460 and

480 ml min-1, roughly halfway through the measurement scale of the gas flow

meter used, whereas the N2 flow was between 150 and 180 ml min-1, about

20% of the measurement scale (thus more susceptible to measurement errors).

Nevertheless, I identified a quadratic relationship between tortuosity and wa-
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ter flow that is attainable to the kinetic energy dependence of the pressure drop

in the PTL and that it was somewhat confirmed by the experimental result (in

particular for H2).

The effect of the in-plane water flow is an interesting topic. My hypothesis is

that the in-plane water flow causes an additional head loss to the permeating

gas because the water flow will exert a shear stress on the pore exit. I did not

model this behavior because it was outside of the scope of this work, but I can

name the operation of air doors as a similar rheology phenomenon. An air door

(or air curtain) in HVAC engineering is a jet of air that is shot vertically at the

entrance of a building and its purpose is to minimize the convection between

the outside and the inside air [33][88]. The modeling of an air door considers

the angle at which the air jet is shot [33], and the model breaks down when the

air door is shot orthogonally to the inflow of outside air. Most of the air door

modeling is done empirically [33], mainly done for sizing. Another example I

can mention regarding the effect of the shear stress of an in-plane water stream

is the operation of water-jet cutters. A water-jet cutter is a device that relies on

a high-velocity water stream to cut through a variety of materials [103]. There

is little information regarding the modeling of water-jet cutters, with the ma-

jority dedicated to designing the machine or developing the cutting technique

rather than modeling the effect of the water velocity [103]. Nevertheless, water-

jet cutters and air doors are examples that confirm the hypothesis that a water

stream can exert a shear stress on the PTL pores, causing the gas flow to suffer

a further energy loss. Therefore, I can conclude that the head loss of the per-

meating gas through the PTL is a result of both the pore-water saturation and

the in-plane water flow.

Figure 4.6 shows the calculated one-phase tortuosity using the experimental

data shown in Figure 4.3 and 4.4 for N2 and H2, respectively. We notice that the

calculated one-phase tortuosity is up to 8 orders of magnitude larger than the

tortuosity calculated using the permeability model; this is an indication that

the energy expenditure required by the gas to cross over is extremely large,

if the gas were thought of losing energy to friction in the same sense as in
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Figure 4.6: (Top) One-phase flow tortuosity as a function of in-plane water flow for the
N2 permeability tests, calculated with equation 4.30. (Bottom) One-phase
flow tortuosity as a function of water flow for the H2 permeability tests,
calculated with equation 4.30.

wider channels. We can think of the gas flow through pores as a two-phase

phenomenon rather than a one-phase flow: as pointed out by Nicklin, there is

a negative wall shear stress when air flows through capillaries [67], which has

been interpreted as a counterflow of water with respect to the air [28][69][55].

There is a possibility of water flowing close to the walls of the PTL pores, but

I expect that the friction losses of the flowing gas would be nonetheless high

(since the two-phase flow will have a larger energy loss than the sum of the
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individual losses, due to interfacial stresses between both phases). According

to Figure 4.6, this energy loss (interpreted as tortuosity) is significantly higher

than the loss caused by a different transport mechanism namely, permeation;

therefore, I can conclude that the main transport phenomenon occurring within

the PTL is permeation rather than one- or two-phase flow.

If the gases cross the PTL via permeation, the question of how water reaches

the electrode of a PEM electrolyzer through the PTL remains unanswered. I

come to think that a possible explanation lies within the heterogeneity of pore

sizes and lengths within the PTL. It is common for the pore sizes in a PTL not to

be homogeneous (especially a PTL that was manufactured by sintering, where

the heat distribution and particle size are inhomogeneous by nature); thus, it is

highly probable that some PTLs exhibit different pore sizes and, consequently,

a different capillary pressure (caused by an asymmetric water saturation). Gas

would tend to favor permeating through the pores with the least energy loss

(probably the shortest, widest pores), thus leaving the energetically unfavored

pores to be full of water, which could naturally flow toward the electrode. Thus,

a through-plane water stream will likely flow only via the smallest and coarsest

pores in a PTL.

The question that now arises is the connection between the permeation

through the PTL and the mass transport losses of a PEM electrolyzer. At a

first glance, it seems that the mass transport losses could be a function of the

gas flow and the water flow. There is an energy expenditure necessary for the

gas to flow through the PTL that needs to come from somewhere, and given

that the gas has been evolved inside the electrode (instead of coming from a

pressurized source), the only reasonable source of available energy has to be

the electric energy feeding the electrolysis cell. Water, on the other hand, acts

as a further impediment for the gas flow; thus, I expect that an increased water

flow increases the mass transport losses. Another possible source of mass trans-

port losses could be the water that flows from the flow field into the electrode:

since the evolved gas flow is constantly draining the PTL pores of water in

order to exit the electrolysis cell, the electrodes could be suffering from water
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(a) Start of electrolysis (gas evolution). (b) Evolved gas flow through PTL pores.

(c) Gas breakthrough to the flow channel.

Figure 4.7: Images showing the possible gas permeation mechanism through the PTL
in a PEM electrolyzer, showcasing the effect of water flow exerting a shear
force on the PTL pores. (Top left) Start of the gas evolution. (Top right)
Evolved gas permeating through the PTL, displacing water in the pores.
(Bottom) Breakthrough of the gas front flow through the pores that show
favorable conditions for gas permeation.

starvation, which could cause an increased mass transport loss. I believe that

the latter (water starvation) is less likely to be an important source of trans-

port losses than the former (gas crossing the PTL), since the energy needed

for water to flow toward the electrode would have to be delivered by the wa-

ter pump, not to mention that a hydrophilic PTL would promote the water

to flow through its pores. Moreover, the pores where it is energetically unfa-
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vorable for the gas to permeate through (i.e., the longest pores) could be the

pores delivering water from the flow fields to the electrodes. Figure 4.7 show

a series of images conveying the gas permeation process in an operating PEM

electrolyzer, based on the results depicted in this chapter.

4.4 conclusion

In this chapter, I carried out gas permeation measurements in a sintered ti-

tanium PTL where I evaluated the effect of the in-plane water flow on gas

that flows through the PTL pores (thereby simulating the operation of a PEM

electrolyzer) to bring insight into the topic of mass transport through a PTL.

I proposed that the transport of gases through a PTL does not obey a one- or

two-phase flow regime but rather a permeation regime and that the problem

of mass transport losses can be understood as a problem of a nonwetting fluid

displacing a wetting fluid in a porous, hydrophilic medium. I introduced an en-

ergy balance to calculate the energy losses associated with the gas flow through

pores and used Darcy’s law and the Carman–Kozeny equation to calculate the

apparent tortuosity of the PTL as a function of the water flow.

I found out that the pressure loss and the tortuosity are correlated to the in-

plane water flow, which can be explained by a shear stress exerted by the water

flow on the gas flow. I found a quadratic correlation between tortuosity and

water flow, which means that this shear stress is related to the kinetic energy

of water. Finally, I calculated the apparent tortuosity of the PTL as a one-phase

flow of gas through the pores, and the calculations show that this transport

mechanism is more energy demanding than permeability, further confirming

that permeability is the main mass transport mechanism of gas through PTLs.
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I M P E D A N C E S P E C T R O S C O P Y O F M A S S T R A N S P O RT

P H E N O M E N A

5.1 introduction

As I argued in chapter 1 of this thesis, EIS is one of the most useful in situ tools

to measure and differentiate the different sources of overpotential in a PEM

electrolyzer, due to its simple operation and the extensive theoretical frame-

work that relates EIS measurements to physical phenomena such as mass trans-

port [9][48]. Nevertheless, EIS has been rather underutilized in the PEM electro-

lysis community as a tool to measure mass transport losses, where most of the

results are rather qualitative rather than quantitative [76][86][92][78]. Building

from the results from chapters 3 and 4, the mass transport losses in a PEM elec-

trolyzers are likely to be related to water flow impeding the evolved gases from

exiting the pores of the PTLs. Aside from exerting a shear force on the gases,

water-related mass transport losses can also promote gas accumulation in the

PTL pores that will, in turn, cause bubble shading on the active area. Moreover,

according to Table 1.1, there is no clear understanding of how pressure affects

the performance of PEM electrolyzers; it is possible that, for example, water

with a higher pressure causes a larger energy drop on the evolved gases when

they exit the PTL pores. In this chapter, I present measurements regarding the

effect of water flow and pressure on the mass transport overpotential, and I

show a model I derived to explain the obtained data, based on the theoretical

framework of EIS.
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5.2 modeling

5.2.1 EIS model

I modeled the measured EIS using the modified Randles equivalent circuit de-

picted in Figure 5.1. The equivalent circuit used is substantially different from

the typical equivalent circuit used to analyze EIS spectra from PEM electroly-

zers (see [27][87]). The typical equivalent circuit consists of two Voigt elements

(resistor and capacitor in parallel) connected in series, with the capacitor sub-

stituted by a constant-phase element (CPE) to account for inhomogeneities in

the contact between electrolyte and electrode [48]. The two differences I am

introducing to the analysis of the EIS spectra is the use of an ideal capacitor

and the use of a finite diffusion element that replaces the second Voigt ele-

ment. Given the relavitely high current density at which I operated the PEM

electrolysis cell (1.5 A cm-2), the dominant overpotentials are ohmic and mass

transport losses; therefore, using a CPE instead of an ideal capacitor would not

bring much more useful information about the MEA while simply adding an

extra parameter to fit the data. Moreover, the estimation of the electrode ca-

pacitance is relevant for the mathematical model, and this capacitance follows

more naturally from an ideal capacitor than from a CPE.

L1 Rs

Rct ZNern

Cdl

Figure 5.1: Modified Randles circuit used to fit the EIS spectra. I used the Nernst
impedance instead of a second Voigt element to relate the low-frequency
impedance to mass transport impedance.

The second feature of the equivalent circuit is the finite diffusion element.

Voigt elements are typically used to represent charge transfer phenomena oc-
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curring in electrodes [9][48], and it is generally understood that the capaci-

tance measured corresponds to the interface between electrode and electrolyte,

where the electronic and the ionic conductors come in contact. Kinetic ef-

fects are typically detected at relatively high frequencies [48]; therefore, it is

unlikely that the low-frequency impedances at current densities larger than

1 A cm-2 are in fact kinetic in origin. As for the choice of mass transport

impedance, there exist three main models in the EIS theory [48]: the semiinfi-

nite diffusion impedance, which occurs when the reactant is supplied stoichio-

metrically; the finite diffusion impedance with a reflective boundary, which

occurs when the transported species do not penetrate the electrolyte; and

the finite diffusion impedance with a transmissive boundary (also known as

Nernst impedance), which occurs when the transported species penetrates the

electrolyte. The model for all three diffusion impedances is similar (Warburg

impedance); the main difference lies in the boundary conditions for each of the

three scenarios. Assuming that at low frequencies the measured impedance cor-

responds to mass transport effects, it follows that the Nernst impedance is a

more suitable element to model the EIS spectra than using a second Voigt ele-

ment. Mathematically, a second Voigt element with a CPE could in fact provide

a better fit than the Nernst impedance, but this is attributable to the former

having 3 parameters to fit instead of the 2 parameters from the latter model.

The general expression for the finite-length Warburg impedance (Nernst

impedance) with a transmissive boundary is [48]

(5.1)ZNern =
RT

z2F2D0.5
e f f Cg Ae20.5ω0.5

tanh

( iω
De f f

l2
e

)0.5
 (1− i)

where R is the universal gas constant, T is the system temperature, z is the

number of moles of electrons transferred during either the HER or the OER

reactions, F is Faraday’s constant, De f f is the effective gas diffusivity, Cg is the

gas concentration in the water surrounding the electrode, Ae is the electrode

area, ω is the frequency, i is the imaginary number, and le is the electrode

thickness.
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The apparent tortuosity (which I introduced in chapter 4) is a measurement

of the energy losses associated with the mass transport in the PEM electro-

lysis cell, interpreted as a lengthened diffusion path of the evolved gases. The

parameter De f f is related to the tortuosity according to equation 5.2 [74]

(5.2)De f f = D0
εap

τap

where D0 is the gas diffusivity in a free medium, τap is the apparent tortuosity

of the electrode, and εap is the electrode’s apparent porosity. The porosity and

the tortuosity are related according to Bruggeman’s correlation [20]

(5.3)εap =
1

τ2
ap

The term Ae in equation 5.1 does not necessarily refer to the coated area of

the membrane (25 cm2); it could also represent the actual interface between

electrode and ionomer. The choice between the two areas in the model is a

function of the expected magnitude of the diffusion path. I am assuming that

the diffusion length of the evolved gases is equal for all active sites and that

it spans beyond the electrode surface. This assumption implies that the term

Ae will be equal to the coated electrode surface (25 cm2). Figure 5.10 displays

a sensitivity analysis where I explore the aforementioned assumption and cal-

culate the effect of the electrochemical area of the electrode (which carries the

assumption that the diffusion length is equal to or shorter than the electrode

thickness) on τap (Figure 5.10). The electrochemical area can be estimated from

the double layer capacitance

(5.4)Cdl = εr
permε0

perm Ae

ldl

where εr
perm is the relative permittivity of the Nafion membrane, ε0

perm is the

vacuum electric permittivity, and ldl is the double layer thickness, which can

be calculated as

(5.5)ldl = dwnw
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where dw is the Lennard–Jones diameter of a water molecule and nw is the

number of water molecules that separate the double layer (membrane and elec-

trode).

For the parameter εr
perm, the relative medium permittivity (also known as

the dielectric constant) of Nafion, I used a value of 20, which corresponds to

the dielectric constant of Nafion when fully humid [73]. I assumed that the pa-

rameter ldl, the distance between the double layer, should acquire a value equal

to the number of water molecules that would fit within the outer Helmholtz

layer; I assumed that there would be 2 water molecules (on average) that sep-

arate the electrode and the ionomer (one water molecule to solvate each plate

of the double layer). I used a hard-sphere water diameter of 3.166 Å (calculated

with an extended simple point charge model for water, see [11]).

I calculated the parameter D0 of equation 5.2, the gas bulk (or free-medium)

diffussivity in water, using the Wilke–Chang equation (which is an empirical

modification of the Stokes–Einstein equation, see [14])

(5.6)
D0µw

T
= 9.32x10−6Nm1.8K−1kg−0.5mol−0.1

(
ϕwMw

) 0.5

vg0.6

where µw is the water viscosity, ϕw is the association parameter of water as a

solvent, Mw is the water molar mass, and vg is the molar volume of each gas.

Fick’s first law of diffusion and the mass conservation equations in a porous

substrate are depicted as

(5.7)J = −De f f
∂Cg

∂ẋ

(5.8)
∂Cg

∂t
= −1

ε

∂J
∂ẋ

where J is the material flux of the evolved gases, ẋ is position, and t is time.

Combining equations 5.1, 5.7, and 5.8, and incorporating equations 5.2, 5.3,

and 5.6, leads to the following equation

(5.9)ZNern =
RTτ2.5

ap

z2F2D0.5
0 Cg Ae20.5ω0.5

tanh

[(
iωτap

D0
l2
e

)0.5
]

(1− i)



90 impedance spectroscopy of mass transport phenomena

All the parameters in equation 5.9 can be bundled together into two param-

eters

(5.10)σ =
RTτ2.5

ap

z2F2D0.5
0 Cg Ae20.5

(5.11)k =
D0

τapl2
e

The mass transport resistance, Rmt, is depicted in equation 5.12 as a function

of the parameters σ and k [48]

(5.12)Rmt =
σ

k0.5

Deriving an explicit expression for the tortuosity as a function of the EIS

parameters σ and k (as well as the electrode properties) by solving equation

5.12 for τap leads to

(5.13)τap =

(
z2F2D0Cg Ae20.5Rmt

RTle

)0.33

Equations 5.10, 5.11, and 5.12 can be combined to show the dependence of

the mass transport overpotential, ηmt, with the electrode parameters (that can

be indirectly measured with EIS)

(5.14)ηmt = Rmt Aj

where ηmt is the mass transport overpotential, j is the current density, and A is

the electrode coated surface.

5.2.2 Mass transport model

I estimated the gas concentration around their respective electrodes using the

model derived by Vogt and Stephan [100][102]. Vogt and Stephan’s mass trans-

port model assumes that the mass transport of gas evolving electrodes consists

of two main mass fluxes: a mass flux of evolved gas from the active site to the
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surrounding water, and a mass flux of dissolved gas from the surrounding wa-

ter to the bubbles, which then detach (or coalesce and then detach) and leave

the electrode.

Equation 5.15 calculates the concentration around the electrode (assuming

that the concentration far from the electrode is much lower than the concentra-

tion in its vicinity) [100]

(5.15)
Cg

Cg,sat
= 1− Sh1 −

2
3

fg

(
1− Sh1.5

1

)
where Cg,sat is the gas concentration at saturation conditions, Sh1 is the Sher-

wood number of mass transport between the catalytically active sites and the

bulk of the surrounding liquid (which will be discuss later), and fg is the gas

evolution efficiency (defined as the fraction of evolved gas that exits the cell in

gas phase).

The parameter Sh1 can be estimated using equation 5.16 [102]

(5.16)Sh1 =
2

100.5 Re0.5
g Sc0.5

(
1− 80.5

3
θ0.5

elec

)
where Reg is the Reynolds number of the gas, Sc is the Schmidt number, and

θelec is the electrode coverage fraction by the gas bubbles. It is important to men-

tion that the exponent of the Schmidt number on equation 5.16 was originally

set as 0.34; this exponent is relatively ill-defined and typically lies between 0.34

and 0.5 [102]. The choice of exponent will be related to the mechanism that

dominates the mass transport, with several models in the literature choosing a

value of 0.5 [102]. In this case, I found that a coefficient of the Schmidt number

of 0.5 on equation 5.16 better represented the obtained data.

The Reynolds number of the gas phase, Reg, can be estimated using equation

5.17 [102]

(5.17)Reg = fg
j

zF
RT
P

(
1− Pw

P

)−1 db
νw
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where P is the electrode pressure, Pw is the water vapor pressure, db is the bub-

ble diameter, and νw is the water kinematic viscosity. I used Antoine’s equation

to estimate the water vapor pressure, shown in equation 5.18 [75]

(5.18)log10

(
Pw

1bar

)
= 5.11564− 1687.537K

T − 42.98K

The parameter fg, the gas evolution efficiency, calculates the fraction of the

evolved gas that leaves the electrode in gas-phase (the rest of the gas would be

carried away dissolved in water) [100]. It is a function of θelec, the fractional elec-

trode coverage by bubbles [100]; both parameters are calculated by equations

3.17 [102] and 3.18 [101], respectively for fg and θelec.

The bubble detachment diameter, db in equation 5.17, will be lower than

the detachment diameter of a bubble with no electric current flowing to the

electrode; this phenomenon is caused by a change in the electrode wettability

when it is under electric potential [101]. Vogt and Stephan propose the follow-

ing correlation to calculate the detachment diameter as a function of current

density [101][102]

(5.19)db = db,0

[
1 + 0.15

(
j

Am−2

)]−0.5

where db,0 is the bubble detachment diameter on an electrode with no current

density passing through it. Therefore, the bubble detachment diameter is a

function of current density; it is, however, a function of the pressure as well,

since larger pressures will compress the evolved bubbles. Equation 5.20 shows

the correction of the detachment diameter with respect to pressure, according

to Boyle’s law

(5.20)db,0(p) = db,0

(
1bar

p

)0.33

The Schmidt number is defined as

(5.21)Sc =
νw

De f f
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Combining equation 5.21 with 5.2 and 5.3, the Schmidt number can be ex-

pressed as a function of tortuosity

(5.22)Sc =
νwτ3

ap

D0

To estimate the saturation gas concentration, I used Henry’s law. To estimate

Henry’s coefficient at a temperature T (HT), I utilized the correlation and data

reported by Sander [79]

(5.23)HT = H298K exp
[−∆H

R

(
1
T
− 1

298K

)]
where H298K is the Henry’s coefficient at 298K and ∆H is the enthalpy of disso-

lution. Henry’s law states the relationship between the saturation gas concen-

tration and the system pressure

(5.24)Cg,sat = HT (P − Pw)

The parameters to calculate the Henry’s coefficient (equation 5.23) for O2

and H2 are displayed in Table 5.1.

To calculate the tortuosity from the fitted EIS spectra (based on the modi-

fied Randles circuit depicted in Figure 5.1), I solved the following system of

equations:

τap =

(
z2F2D0Cg AeRmt

RTle

)0.33

(eq. 5.13)

Cg

Cg,sat
= 1− Sh1 −

2
3

fg

(
1− Sh1.5

1

)
(eq. 5.15)

Sh1 =
2

100.5 Re0.5
g Sc0.5

(
1− 80.5

3
θ0.5

elec

)
(eq. 5.16)

Sc =
νwτ3

ap

D0
(eq. 5.22)

5.2.3 Mass transport overpotential

To show a more tangible result of the model, I am proposing an equation to

calculate the mass transport overpotential, ηmt, on the lines of what has been
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previously proposed [17][60][71][28]. There are three mathematical constraints

an equation for ηmt should abide by

(5.25)ηmt →


0 if j� jlim

@ if j ≥ jlim

∞ if j ≈ jlim

where jlim is the limiting current density, the current density at which the mass

transport overpotential approaches infinity and the system is impeded from

producing any more gas. The parameter jlim would theoretically be a func-

tion of the electrode (and/or PTL) transport properties and possibly thermo-

dynamic properties as well. I propose the following equation to model the

mass transport overpotential

(5.26)ηmt =
RT
zF

ln

 1

1− j
jlim


Equation 5.26 complies with the constraints depicted in equation 5.25. More-

over, equation 5.26 is only characterized by a single parameter (jlim), thus over-

parametrization is avoided; overparametrization can yield good fits to exper-

imental data but little relation to the underlying physical phenomena. I am

confident that equation 5.26 can adequately model the mass transport over-

potential, from which fruitful conclusions can be drawn. The question that

remains is how to calculate jlim as a function of kinetic, thermodynamic of elec-

trode design variables. Combining equations 5.14 and 5.26 and solving for jlim,

leads to the following equation

(5.27)jlim =
j

1− exp
(
−βlim j

)
where the parameter βlim is defined as

(5.28)βlim =
τ4

aple A
zFD0Cg Ae

Equation 5.27 shows that jlim is a function of both the current density and the

electrode properties, namely thickness and double layer surface; jlim appears to
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be a function of gas properties namely, diffusivity and concentration near the

electrode. An interesting feature of equation 5.27 is that jlim appears to depend

on the tortuosity, which can be either related to the porous structure of the

electrode (i.e. intrinsic tortuosity), or to the operating conditions.

Table 5.1 shows the parameters used with the model described in this section.

The parameters for calcualting the diffusion coefficient were obtained from

[14][104][75]; the electrode thickness was obtained from [57].

5.3 results and discussion

5.3.1 V(I) curves and EIS spectra

Figures 5.2 and 5.3 show the measured V(I) curves as a function of water flow

and pressure, respectively. Whereas the anode pressure tests show an almost

complete overlapping of the curves (indicating that there is no discernible

trend), the other three tests are considerably different. Both water flow tests

show an increase in the overpotential at higher current densities when the flow

rate increased, the cathode water flow test showing a clearer trend. There is

an overlap of the different V(I) cuves at low current density (where the kinetic

overpotential dominates), which is an indication that the water flow increase

is affecting asymmetrically the potential at high current densities (where the

mass transport overpotential dominates). We do not see a curve distinctive of

high mass transport overpotentials [71][28][52] but rather a slight increase that

is consistent with the increase in the water flow.

The cathode pressure seems to have the strongest effect on the total overpo-

tential: Figure 5.3 shows that the increase in cathode pressure leads to parallel

V(I) curves with an increasing overpotential that is uniform across all current

densities. This could be an indication of a change in the thermo-neutral po-

tential of the cell, which should be in principle only a function of the system

temperature (due to the change in the thermo-neutral voltage being a function

of the change of reaction entropy); this effect is outside of the scope of this chap-
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Parameter Value Unit

General parameters
T 65 °C
A 25 cm2

z O2 4 –
H2 2 –

νw 4.44x10
-7 m2 s-1

j 1.5 A cm-2

Diffusion coefficient calculation
µw 4.3x10

-4 Pa s
ϕw 2.6 –
Mw 0.018 kg mol-1

vg
O2 2.56x10

-5 m3 g-1 mol-1

H2 1.43x10
-5 m3 g-1 mol-1

Henry coefficient

H298K
O2 1.2x10

-5 mol m-3 Pa-1

H2 7.8x10
-6 mol m-3 Pa-1

∆H
R

O2 1700 K
H2 530 K

Double layer thickness
dw 3.166x10

-10 m
εr

perm
20 –

Model-specific parameters
db,0 50 µm
le 7 µm
nw 2 –

Table 5.1: Parameters used in this chapter.

ter. Besides the apparent change in the thermo-neutral potential, the cathode

pressure seems to have an effect on the overpotential at high current density;

thus, the cathode pressure is increasing the mass transport losses. Neither V(I)
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Figure 5.2: V(I) curves as a function of water flow for anode (top) and cathode (bottom).

curve shows a change in the low current density or the mid current density

regions, indicating that neither parameter affects the kinetics of the system or

the ionic resistance (which dominates the electric resistance) of the cell.
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Figure 5.3: V(I) curves as a function of pressure for anode (top) and cathode (bottom).

Figures 5.4 and 5.5 show the measured EIS spectra at 1.5 A cm-2 as a function

of water flow and pressure, respectively. I subtracted the high-frequency resis-

tance from each spectrum to have them all intersect at the origin and make the

visual comparison of the resulting semicircles easier. In the Nyquist diagrams
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we can observe two distinct semicircles, attributable to the kinetic resistance

(the leftmost semicircle) and the mass transport resistance (the rightmost semi-

circle). The effect of each half-cell reaction on the obtained spectra cannot be

visually distinguished; therefore, I decided to lump together both reactions in

a single Voigt element on the equivalent circuit (Figure 5.1) used to fit the EIS

spectra. We can see in Figures 5.4 and 5.5 that all tests but the anode pres-

sure test show an increasingly large second semicircle (attributable to the mass

transport kinetics) with the respective increases in the water flow or pressure.

In magnitude, the cathode water flow seems to cause the highest mass trans-

port resistance (measurable as the semcircle diameter), with the cathode pres-

sure coming in second place. The high frequency semicircle appears unaffected

by water flow or pressure, which was expected given that the Butler–Volmer

equation (that calculates kinetic losses) is only a function of temperature.

Figure 5.6 shows the high frequency resistance (HFR) as a function of water

flow and pressure. The HFRs depicted in Figure 5.6 correspond to the ohmic

resistance of the PEM electrolyzer. We observe an increase in the HFR for all

measurements with increasing water flow rate and with increasing pressure,

save for the anode water flow test (which shows first an increase and, for water

flows larger than 4 l h-1, a decrease of the HFR). This phenomenon could be

an indication that the increase in pressure or water flow affects the humidity

of the membrane, the electrodes, or the interfacial area betwen membrane and

electrode. However, the changes in ohmic resistance are small: the difference

between the lowest and the highest HFR values is 10% for the cathode wa-

ter flow test and 5% for the anode and cathode pressure tests. These results

could imply that the humidity of the PEM electrolyzer might not always be at

its maximum point (since the HFR is inversely proportional to humidity, see

[90]), which is counterintuitive considering that liquid water flows to the cell

on a constant basis. I can argue that liquid water does not necessarily flood

the Nafion™ N115 membrane at all times, due to gas evolving and displacing

the water that surrounds the electrode. The electro-osmotic drag can also be

affected by the gas evolution on the electrodes; Medina and Santarelli reported
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Figure 5.4: EIS spectra (measured at 1.5 A cm-2, subtracting the High-Frequency Re-
sistance, HFR) as a function of water flow for anode (top) and cathode
(bottom).

that the electro-osmotic drag decreases with increasing current density, and

this could affect the water content of the membrane enough to cause a HFR in-

crease of up to 10% [63]. A third possibility is a changing contact area between

membrane and electrodes due to forces induced by water flow and pressure

changes. A fourth possibility could be a moderate temperature variation due

to changes in the operating conditions. A fifth possibility can also be the in-

crease in the cell potential due to pressure, according to the Nernst equation,

although this effect should only be a function of pressure; therefore, water flow
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Figure 5.5: EIS spectra (measured at 1.5 A cm-2, subtracting the HFR) as a function of
pressure for anode (top) and cathode (bottom).

should not affect the reversible cell potential, as can be seen in the cathode wa-

ter flow test (filled squares in Figure 5.6). Presently I cannot exclude any of

these possibilities.

The main conclusion to draw from the experimental data is that there is in-

deed a relationship between mass transport overpotential and water flow and

pressure; to explain such relationship, I am proposing to use the electrode tor-

tuosity as the main parameter that controls the mass transport overpotential. I

introduced the concept of tortuosity in chapter 4 4.28. I defined the tortuosity

as the increase of the effective diffusion path between the catalytically active
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Figure 5.6: HFR of the EIS spectra, for anode (blue circles) and cathode (green circles),
as a function of water flow (top) and pressure (bottom).

site and the bubble nucleation site. There are two kinds of tortuosity that we

must distinguish: the intrinsic tortuosity and the apparent tortuosity. The in-

trinsic tortuosity is related to the morphology of the electrode (in particular

to the electrode porosity according to Bruggeman’s correlation, equation 5.3).

Changes done to the intrinsic tortuosity will necessarily be irreversible and

it is unlikely that either water flow or pressure affect the intrinsic tortuosity.

Apparent tortuosity, on the other hand, is defined as the temporary (and re-

versible) increase in the mass transport losses and it will not cause a change of

the electrode morphology (at least in the short-term future). I can express the

apparent tortuosity as a function of the intrinsic tortuosity

(5.29)τap = τintkex
τ

where τint is the intrinsic tortuosity and kex
τ is a coefficient that quantifies the

excess tortuosity i.e., the increase of the measured tortuosity; changes in kex
τ are

going to be caused by changes in the operating conditions (water flow and/or

pressure).
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If the operating conditions are not impeding the mass transport inside the

PEM electrolyzer whatsoever but the PTL is nevertheless porous, the apparent

porosity would be equal to the intrinsic tortuosity; thus, the value of kex
τ would

be 1. An increase in the measured (apparent) tortuosity due to any changes

in the experimental conditions need not be related to morphology changes of

the PTL but rather to mass transport impediments caused by pressure or water

flow changes; in such cases, the value of the parameter kex
τ would be larger

than 1.

5.3.2 Tortuosity and mass transport overpotential

Figure 5.7 shows the calculated tortuosities (circles) and mass transport overpo-

tentials (squares). All four tested operating parameters show a tortuosity that

trends upwards, meaning that there is a correlation between increasing the

water flow or pressure and an increase in the diffusion path for the evolved

gas. The behavior of the mass transport overpotential correlates with the tor-

tuosity except for the anode pressure, where we see an actual decrease in the

mass transport overpotential (consistent with the data displayed in Figures

5.3 and 5.5, top). I can argue that there are several parameters that affect the

mass transport overpotential, so that the increase in apparent tortuosity can

be counteracted with the change in another parameter that ultimately caused

the decrease of the mass transport overpotential. The parameter βlim (equation

5.27) is a function of design parameters (electrode thickness, coated surface)

but also a function of operating parameters (tortuosity and gas concentration).

Generally speaking, the system of equations depicted on this chapter has two

unknowns (tortuosity, τap and gas concentration, Cg, which are interdependent

as well) and one measurement to calculate them both (EIS); a decreasing mass

transport overpotential can be due to both parameters changing at different

rates (Figure 5.7).

To calculate the apparent tortuosity (Figure 5.8), I assumed that the tortuos-

ity calculated at 1 l h-1 or 1 bar, corresponds to the intrinsic tortuosity of the



104 impedance spectroscopy of mass transport phenomena

1 2 3 4 5 6

0.40

0.60

0.80

1.00

1.20

φw / l h-1

τ a
p
/
-

Anode, τap Cathode, τap Anode, ηmt Cathode, ηmt

0.06

0.08

0.10

0.12

0.14

0.16

0.18

η m
t
/
V

1 2 3 4 5 6

0.40

0.60

0.80

1.00

1.20

P / bar

τ a
p
/
-

Anode, τap Cathode, τap Anode, ηmt Cathode, ηmt

0.06

0.08

0.10

0.12

0.14

0.16

0.18

η m
t
/
V

Figure 5.7: Tortuosity (filled markers, left axis) as a function of water flow (top) and
pressure (bottom). Mass transport overpotential (hollow markers, right
axis) calculated with equation 5.14, as a function of water flow (top) and
pressure (bottom).

samples. The intrinsic tortuosities I calculated (Figure 5.7) at 1 l h-1 or 1 bar

lie between 2.13 and 2.98; these values correspond to porosities of, respectively,

0.22 and 0.11 (using equation 5.3). Figure 5.8 shows the calculated apparent tor-

tuosities, dividing each tortuosity curve in Figure 5.8 by the respective intrin-

sic tortuosity. We can notice that pressure increases lead to higher tortuosities

(which does not necessarily translate to a higher mass transport overpoten-

tial, as I argued earlier), and that the cathode shows higher tortuosities than

the anode at all studied values of water flow and pressure. All four curves in
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Figure 5.8: Apparent tortuosity (equation 5.29) as a function of water flow and pres-
sure for both electrodes, calculated using data from Figure 5.7 and applying
equation 5.29.

Figure 5.8 exhibit the same upward trend, although they all tend to reach an

asymptote (the water flow tests appear to have reached a plateau while the

pressure tests are likely to keep increasing). Since the PTL used is thought to

have the optimal pore sizes to minimize transport losses [35], I expect the mass

transport overpotential to be a function solely of the electrode; however, the

results depicted in chapter 4 indicate that the PTL can play a significant role in

determining the mass transport losses.

The main question that arises is, how does tortuosity exactly affect mass

transport? Vogt and Stephan argue that the mass transport in gas-evolving

electrodes is divided in two steps: transport from the active sites to the water

that surrounds them (characterized by Sh1, see equation 5.16), and transport

from the water around the active sites to the evolving bubble (characterized by
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a second Sherwood number, which we can call Sh2) [100][102]. The relationship

between both Sherwood numbers is [102]

(5.30)
Sh2

Sh1
= 1 + θelec

According to equation 5.30, Sh2 will always be larger than Sh1, considering

that θelec, the fraction of the electrode covered by bubbles, is a number between

0 and 1. What equation 5.30 implies is that the mass transport between the

active sites and the surrounding water is the limiting mass transport step; this

statement is within reason due to the gas diffusing in a liquid medium. In this

case, tortuosity can be understood as the lengthening of the diffusion path of

the evolved gases. Nevertheless, tortuosity is not the only parameter control-

ling the mass transport between active sites and surrounding liquid; equation

5.28 shows that the electrode thickness, le, and the electrode surface, Ae, also

play a critical role in the mass transport overpotential. The electrode thickness

affects the mass transport in a straightforward manner: a thinner electrode al-

lows for a shorter path for the evolved gases to diffuse to the surrounding

water (assuming a constant electrode porosity); this does not necessarily mean

that electrode thickness and porosity can independently be controlled during

coating or drying of the catalyst ink. The electrode surface plays an opposite

role as the thickness: an electrode with higher contact between the catalyst and

the electrolyte will have more active sites; thus, effectively increasing the rate

of gas production per unit area of coated surface.

An increase of the tortuosity with respect to the cathode pressure can be un-

derstood in terms of the Reynolds number of the gas, Reg (see equation 5.17).

An increased gas partial pressure will cause a lower Reynolds number, which

subsequently causes a decrease in the Sherwood number (equation 5.16) as

well as a decrease in the bubble detachment diameter (equation 5.20). I calcu-

lated values of the Sherwood number, Sh1, between 0.65 (at lower water flow

rates/pressures) and 0.35 (at higher water flow rates/pressures) meaning that

the gas transport will always be dominated by diffusion rather than convec-

tion. At higher water flow and pressure values, a decreased Sherwood number
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6 l h-1
6 bar

Anode Cathode Anode Cathode

ηac / V 0.10 0.10 0.10 0.09

ηohm / V 0.32 0.33 0.31 0.31

ηmt / V 0.10 0.17 0.07 0.18

Table 5.2: Activation, ohmic and mass transport overpotentials of tests carried out at 6

l h-1 and 6 bar and 1.5 A cm-2, calculated using the measured V(I) and EIS
spectra (Figures 5.2, 5.3, 5.4 and 5.5).

causes gas to undergo a slower mass transport therefore causing an apparent

increase in the diffusion path, given that the gases’ destination (the gas bubble)

is smaller due to a high current density and a high pressure, see equations 5.19

and 5.20. A strategy to counteract the effect of pressure on the tortuosity (or at

least to alleviate it) can include increasing the hydrophobicity of the electrode

(I measured the contact angle of the anode to be 76° 3.1) to force bubbles to

grow bigger before detaching, keeping the diffusion path short, although larger

bubbles will likely cause water starvation to the active area (bubble shading)

and a subsequent increase in the mass transport losses. Optimization of the

electrode hydrophobicity is a key parameter in controlling the mass transport

losses.

Table 5.2 shows the contribution breakdown of each overpotential to the to-

tal system voltage at 1.5 A cm-2 and 6 l h-1 and 6 bar (the points with the

largest mass transport overpotentials, see Figures 5.4 and 5.5). Figure 5.9 de-

picts a more detailed contribution breakdown analysis. I estimated the activa-

tion overpotential directly from the V(I) curves (total system voltage at 0.1 A

cm-2). I used the values for the ohmic and mass transport overpotential that I

obtained with fitting the EIS model. We can observe in Table 5.2 that the ohmic

overpotential dominates the operation overpotentials and that, in the anode wa-

ter flow and pressure cases, the mass-transport and activation overpotentials

have similar values at 1.5 A cm-2.
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The ohmic resistance has the largest contribution to the total overpotential

and we can spot a slight pressure dependence, although it is not really sig-

nificant (see Figure 5.6, bottom). Causes of the pressure effect on the ohmic

overpotential could include a worsened contact between MEA and PTL due to

mechanical differences of both materials as well as a decreased electro-osmotic

drag coefficient (albeit Medina and Santarelli actually measured an increase in

the electro-osmotic drag with respect to pressure, see [63]). There was a consis-

tently larger effect of water flow and pressure on the cathode mass transport

overpotentials as compared with the anode. I could attribute the effect to the

amount of evolved gas (the electrolysis cell produces twice as much H2 as O2).

Another possibility is that the saturation concentration of H2 is lower than of

O2 (considering that both Henry coefficients are smaller for H2, see Table 5.1);

therefore, the cathode could have a smaller concentration gradient to drive the

mass transport.

Another point to mention is the fact that measuring and modeling mass

transport losses at electrode level does not necessarily mean that the losses

actually occur at the electrode; the PTL could actually play a fundamental role

when it comes to mass transport losses (as I discussed in the previous chapter).

I used a sintered Ti PTL for the cathode, where the usual PTLs are Sigracet

(carbon paper) layers. The fact that I find larger mass transport losses in the

cathode side could be symptomatic of the PTL used (likely to be unfavorable to

mass transport due to the small pore size and large thickness) rather than being

caused by an unfavorable electrode structure (for mass transport). One more

possibility is that the measured mass transport losses were actually caused by

mass transport through the PTLs. A consequence of these losses at the PTL

level in the mathematical model is that now the bubble evolving sites are more

likely to be close to the pores of the PTL, if the bubbles are not in fact evolving

underneath them. Therefore, we can look at the PTL pore distribution and pore

size as potentially optimizable parameters for the mass transport overpotential.
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Figure 5.9: Contributions to the total reaction overpotential for anode (top) and cath-
ode (bottom) for 6 l h-1 (left) and 6 bar (right). The dotted line is the aver-
aged V(I) curve measured (Figure 5.2), and the solid line corresponds to the
parameters obtained with the averaged EIS spectra (see Figure 5.4) using
the equivalent circuit depicted in Figure 5.1, including the mass transport
overpotential equation (equation 5.26).

5.3.3 Sensitivity analysis

As I mentioned in the modeling section, the term Ae in equation 5.1 does not

necessarily refer to the coated area of the membrane (25 cm2). An increase in

the apparent tortuosity of the diffusion path for both evolved gases means that

the dominant step in the mass transport occurs increasingly far from the active

sites i.e., at higher pressures, the evolved gases will diffuse through paths that

exceed the electrode thickness (see Figure 5.8). This situation led me to use

the geometric (coated) area of the electrode in the tortuosity calculations. At
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Figure 5.10: Excess tortuosity parameter (equation 5.29) as a function of water flow and
pressure for both electrodes, when the parameter Ae is equal to the geo-
metric area of the electrode (Ae = 25 cm2) (top), and to the electrochemical
area of the electrode (Ae = 3.08 m2) (bottom).

low pressures and all studied water flows, however, the excess tortuosity pa-

rameter (equation 5.29) is relatively close to 1, which means that the previously
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described assumption may not hold and I need to calculate the tortuosity using

the electrochemical area of the electrode.

Figure 5.10 shows the sensitivity of the excess tortuosity parameter to the

area. I estimated the electrochemical electrode area using equation 5.4 and the

capacitance data measured with EIS (Table A.1) and obtained an area of 3.08

m2, three orders of magnitude larger than the geometric area. I solved the

system of equations depicted in the modeling section using the electrochem-

ical area instead of the geometric area. Using the electrochemical area of the

electrode resulted in a substantial increase in the apparent tortuosity at higher

pressures. Higher tortuosities mean that the diffusion path of the evolved gases

will be lengthened; therefore, at higher tortuosities the working surface for

diffusion will become the geometric area of the electrode instead of the elec-

trochemical area. The apparent tortuosity caused by the increase in the water

flow was not affected by the choice of area, which was expected considering

that the apparent tortuosity is a function of A0.33
e (equation 5.13) and that τap

is in general more sensitive to pressure than to water flow (see Figure 5.7).

5.4 conclusion

In this chapter, I showcased an alternative methodology to measure and model

the mass transport losses in PEM electrolyzers. I presented a model derived di-

rectly from the finite diffusion EIS model (the mass transport impedance) and

combined it with Vogt and Stephan’s mass transport model in gas-evolving

electrodes. I defined the electrode tortuosity as the primary parameter gov-

erning the mass transport in PEM electrolyzers. Additionally, I proposed an

equation to model mass transport losses as a function of a single parameter

namely, the limiting current density, which I found to depend on parameters

included in the mass transport impedance, such as tortuosity, electrode thick-

ness, double layer surface and gas concentration.

I applied the proposed modeling framework to measure the effect of water

flow and pressure on the mass transport losses. I found a consistent correla-
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tion between increasing water flow and pressure, and increased mass transport

overpotential, visible on EIS spectra performed at 1.5 A cm-2. The cathode of

the PEM electrolyzer appeared to be more sensitive to water flow and pressure,

where we saw that a small change in the tortuosity leads to a more substan-

tial change in the mass transport overpotential than in the anode. I measured

a more considerable increase of the tortuosity with pressure than with water

flow, which is an indication that pressure effects a more substantial change in

the diffusion path of the evolved gases than the water flow; nevertheless, water

flow plays a significant role in determining the mass transport losses in PEM

electrolyzers.



Part III

F I N A L R E M A R K S

General conclusions and future work proposed for the topic of mass
transport in PEM electrolyzers.
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F I N A L R E M A R K S

6.1 general conclusions

Chapter 3 of this thesis described the characterization of a two-phase flow in

an operating PEM electrolyzer, comprised of water and evolved O2, on three

different stages of the gas transport namely, on the electrode, through the PTL

and in the flow field channels. Images from a flow field channel revealed the

dependence of the two-phase flow configurations on the type of pump utilized

to circulate water; a transition was observed between bubbly and slug flows

that is consistent with the motion cycle of a positive displacement pump. The

main effect of the different flow regimes on the operation of a PEM electroly-

zer would be on the pressure loss caused to the pump, albeit this energy loss

would be significantly small compared to the energy required to drive the PEM

electrolysis. We observed two types of bubbles evolving through the pores of

a PTL: small bubbles (with a diameter smaller than 50 µm), and bubbles that

fill the complete volume of the pore before detaching. The presence of pore-

filling bubbles is in line with previously reported findings and collides with

the current interpretation of mass transport through PTLs, which predicted the

development of two-phase flows in pores, comprised of gas flowing through

the center and water close to the walls in porous media. The observation of

pore-filling bubbles lead me to conclude that the mass transport losses in PEM

electrolyzers might be related to the energy expenditure of gas that displaces

water in a hydrophilic pore. I analyzed a series of images of a gas-evolving

electrode during operation and found that the average bubble detachment ra-

dius is independent of the in-plane water flow. To explain these results, I used

a bubble force balance model; I argued that the forces affecting the bubble de-
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tachment radius are the forces orthogonal to the bubble growth and that the

detachment radius is largely determined by the surface tension force, which in

turn is a function of the contact angle of the electrode and the surface tension

of the water.

Chapter 4 depicts the gas permeation measurements I carried out in a com-

monly used PTL in PEM electrolyzers (sintered Ti), following the hypothesis

that mass transport losses could be related to gas displacing water, which is a

potentially energy-intensive process due to the small pore sizes (14 µm) and

the hydrophilic character of the porous Ti substrate. I simulated the operation

of a PEM electrolyzer by bubbling gas through a sintered Ti PTL and pump-

ing water on one side of the PTL as is normally done in a PEM electrolysis

system. Both H2 and N2 (which I assumed to have similar rheological prop-

erties as O2) were forced through the PTL, and the pressure losses of the gas

at different stages of the process were measured. The results point at a cor-

relation between water flow and pressure losses, which I modeled using an

energy balance that incorporates the permeability of both phases through the

porous medium. Pumping water on one side of the PTL seemed to increase

the apparent flow path of the gas that tries to displace it; therefore, I utilized

the apparent tortuosity (which takes into account the increase in the apparent

flow path) to represent the increased pressure losses. I discussed different phe-

nomena where the shear stress of water is used to exert stress on another flow,

namely air curtains and water-jet cutters, thereby setting a precedent on the

phenomenon I detected. These measurements led me to believe that there can

be a methodology to measure the apparent tortuosity and correlate it to the

mass transport losses of a real PEM electrolysis working system.

Chapter 5 rounds out this thesis work. I showed the results of measuring

mass transport losses in a working PEM electrolysis system, motivated by the

findings regarding apparent tortuosity and water flow from the previous chap-

ters. The literature survey presented in chapter 1 revealed that the effects of

pressure in PEM electrolyzers has not yet been fully understood; therefore, I

explored the potential effect of water flow and pressure on the mass transport
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losses using EIS. Both the V(I) curves and EIS measurements showed increased

mass transport losses with respect to pressure and water flow for both anode

and cathode, being the effect more pronounced on the cathode side. I modeled

the results deriving a model that combines the finite-length diffusion in EIS

theory with a mass transport model derived for gas-evolving electrodes. More-

over, I proposed a single-parameter equation to calculate the mass transport

overpotential, with a parameter (the limiting current density) being a function

of measurable variables, obtainable from EIS spectra. The results seemed to

agree with the findings from the gas permeation measurements namely, that

the apparent tortuosity is proportional to water flow and pressure (more evi-

dent for pressure than for water flow). The results from this chapter can poten-

tially serve for future design improvements of PEM electrolyzers that aim at

minimizing the effect of operating parameters on the energy losses (in particu-

lar mass transport overpotentials).

The motivation for this work arose from a lack of consensus regarding the

characterization and modeling of mass transport phenomena in PEM electro-

lyzers. The key finding of this thesis is that the flow through a PTL pore is not

what the literature thinks it to be. Gas permeates through the pores displacing

water instead of forming bubbles that allow water to flow in between them or

along the pore walls. The primary consequence of this discovery was correlat-

ing the gas permeation to mass transport losses; it was apparent that evolved

gas from the electrodes needs to exit the system by pushing the incoming wa-

ter that also fills the pores of the PTLs, causing gas to extract energy from the

reaction (or the electric current) to compensate the energy loss of permeation.

I found that mass transport losses can occur at both the PTL and at electrode

level, and that water flow and pressure cause a non-negligible increase in the

mass transport losses; therefore, the choice of operating conditions (in partic-

ular pressure and water flow) has to be coupled with the material properties

and the PEM electrolyzer design. The results depicted in this thesis can set

up a precedent for the PEM electrolysis research to optimize their component
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designs, thereby further optimizing PEM electrolyzers with regard to cost and

efficiency.

6.2 further work

This work created more questions than answers. The central hypothesis was

based on challenging the common understanding of the interaction between

gas and liquid in the PTL of a PEM electrolyzer. Several publications have

pointed out that no two-phase flow occurs inside pores of sufficiently small

size (with a diameter of less than 50 µm); these findings have appeared dur-

ing simulations of porous structures and have been confirmed by the in-plane

imaging of large PTL pores I carried out. Two-phase flows in capillaries have

indeed been observed, but the pore diameters that have been researched in the

literature are in the order of hundreds of microns and up to 1 mm; therefore,

an extrapolation of those observations (to smaller pores) can lead to improper

conclusions. Irrefutable evidence can only be obtained by using through-plane

imaging i.e., filming the cross-section of a PTL of a functioning PEM electro-

lyzer via neutron imaging or using a liquid tracer. The principal limitation of

such an approach is the need for high resolution images, given that a PTL

cross-section is typically thinner than 1 mm (the PTLs I used were 1 mm thick

but the industry standard uses much thinner PTLs, < 100 µm).

In my opinion there is a major flaw that often occurs in the PEM electro-

lysis research namely, that lessons learned from research on homologous solid

electrolyte electrochemical devices (PEM fuel cells, for example) is often used

directly to explain the results obtained in PEM electrolysis, without acknowl-

edging the underlyingly different phenomena between the different electro-

chemical devices (in particular regarding transport phenomena and gas-liquid

interactions). For example, the first iterations of PTLs for fuel cells consisted

of arrangements of metallic meshes of different sizes; consequently, arrange-

ments of metallic meshes have been considered to use in PEM electrolyzers.

More often than not, researchers who work in PEM electrolysis are (or were)
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active in the PEM fuel cells field, and this leads to skewing of both the exper-

iments that are carried out in PEM electrolysis and the interpretation of the

obtained results. Both PEM electrolyzers and PEM fuel cells share similarities

in the physico-chemical phenomena that occurs in both processes, but PEM

electrolysis needs to be comprehended as a process that has unique governing

physical phenomena and its own challenges regarding operation, such as have

been showcased in this thesis.

Understanding the multiphase rheology in porous materials can radically

change the comprehension of mass transport phenomena in PEM electrolyzers.

I showed that there is a correlation between (evolved) gas permeation and

pore tortuosity (which is proportional to the mass transport losses). This work

proved that mass transport is relevant on both cathode and anode, contrary

to the popular opinion in the field that most of the overpotentials in a PEM

electrolysis cell occur in the anode. Since the cathode materials and structure

were imported from the PEM fuel cells field, there has not been enough atten-

tion paid on whether the materials used are optimal for the PEM electrolyzers;

further research should be carried out on this topic.

Another topic worthy of investigation is the effect of the surface tension on

a PEM electrolysis cell. I pointed out the important role of surface tension on

the detachment radius of freely evolving bubbles (i.e., with no PTL); surface

tension appears to be the force that dominates the interaction between water

and evolved gas. I believe that the next natural step is to assess the effect of

changing the surface tension of deionized water on the mass transport losses.

Theoretically speaking, an optimal pore size in a PTL would actually show a

two-phase flow occurring inside the pore, where the bubbles flow in the mid-

dle of the pore and water flows alongside the pore walls but in the opposite

direction. Such a flow arrangement does not happen in the common operating

conditions of PEM electrolyzers because the surface tension of water is suffi-

ciently small that gas bubbles can grow larger than the PTL pores. Moreover,

typical gas bubbles produced on gas-evolving electrodes have diameters be-

tween 50 and 100 µm; using a PTL with pore sizes of less than 50 µm would
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prevent a bubble from breaking off, favoring the formation of a gas channel

that starts at the electrode and gets broken off on the other side of the PTL, af-

ter contact with the water in the flow field channels. I showed that an increase

in the surface tension can lead to smaller bubbles; thus, future research can

attempt to alter the water surface tension to the point that a 50 µm or smaller

pore can house a two-phase flow while conserving the plentiful contact be-

tween electrode and PTL. The contact angle between water and electrode/PTL

also plays a central role in determining the detachment diameter of evolved

bubbles, thus there are two interfacial variables that can be researched to find

an optimal design and optimal operating conditions for a PEM electrolyzer.

I found PEM electrolysis to be a fascinating subject that requires multidisci-

plinary knowledge to fully harvest its potential to become a key technology in

the renewable energy mixture of the short-term future. It will be well worth

it to further invest knowledge and resources on continuing to understand the

multifaceted technology that is PEM electrolysis, in particular with regard to

the subjects of multiphase rheology and interfacial chemistry.
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a.1 impedance spectroscopy of mass transport phenomena

a.1.1 Typical fit of the equivalent circuit
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Figure A.1: Typical fit of a measured EIS spectrum (dots) to the equivalent circuit de-
picted in Figure 5.1 (line). I decided to use the equivalent circuit from
Figure 5.1 to minimize the number of fitted parameters, especially since I
was primarily interested in the frequencies below 1 Hz.
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a.1.2 Fitted EIS data

Electrode φw or P L1 Rs Rct W k Cdl

l h-1 or bar nH mΩ mΩ mΩ s-0.5 s-1 F

Anode 1 2.65 8.11 1.00 1.87 1.07 0.80

2 2.78 8.45 1.04 2.32 1.13 0.75

3 2.72 8.70 1.10 2.49 1.05 0.71

4 2.73 8.68 1.14 2.63 1.00 0.72

5 2.84 8.46 1.12 2.72 1.05 0.70

6 2.92 8.35 1.15 2.75 0.99 0.73

Cathode 1 2.73 8.21 1.09 2.81 1.24 0.67

2 2.57 8.59 1.22 3.33 1.11 0.67

3 2.44 8.84 1.26 4.11 1.12 0.62

4 2.43 8.88 1.30 4.19 1.15 0.62

5 2.38 8.97 1.33 4.43 1.09 0.60

6 2.36 9.02 1.39 4.68 1.10 0.62

Anode 0 1.78 8.05 1.02 2.00 1.24 0.83

1 1.79 8.00 1.01 1.97 1.26 0.87

2 1.82 7.99 1.00 1.97 1.30 0.88

3 1.82 8.02 0.99 1.98 1.34 0.84

4 2.08 7.95 1.00 1.90 1.66 0.97

5 2.13 8.02 1.01 1.98 1.74 0.90

Cathode 0 2.67 7.85 1.06 2.23 1.07 0.81

1 2.94 7.75 1.02 2.32 1.18 0.90

2 3.06 7.70 1.09 2.69 1.17 0.55

3 3.09 7.79 1.10 2.98 1.15 0.92

4 3.14 7.86 1.13 3.46 1.15 0.92

5 3.13 7.91 1.25 3.91 1.16 0.93

Table A.1: Averaged EIS parameters, obtained from fitting the measured EIS spectra at
different water flows (top, see Figure 5.4) and pressures (bottom, see Figure
5.5) to the equivalent circuit depicted in Figure 5.1.
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