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Abstract	
 
The industrial sector should shift more towards sustainability. The industrial production is 
continuously growing driven by the increasing demand, which leads to heavy consumption of 
raw materials and to the release of significant amounts of highly-concentrated wastewater 
streams into the environment. To achieve a more sustainable development, it is fundamental 
to decouple these phenomena by introducing circular economy models. These would allow for 
reducing the environmental impact of the industrial process by recovering energy and 
materials and recycling pre-treated effluents. However, so far, very few studies have dealt 
with the technical implementation of circular economy at the industrial scale and have 
performed economic analysis of large-scale plants.  
To fill this gap, the activities performed during my Ph.D. project were based on three research 
questions, which concerned (i) the selection of treatment processes to purify industrial 
effluents and to recover raw materials; (ii) the development of economically feasible 
treatment chains; (iii) the estimation of the energy demand of the treatment chains and the 
possibility to couple the chains with more environmentally friendly energy supply systems. 
Such questions may be applied to any industrial sector producing industrial wastewater and to 
answer them, I developed a novel multi-step method able to simulate and analyse integrated 
processes (chains) for the treatment of industrial effluents. The proposed method is given by 
four steps: (a) implementation of techno-economic models for pre-treatment and 
concentration technologies; (b) definition of suitable inputs and parameters and of 
representative outputs for each model; (c) development of integrated platforms simulating the 
treatment chains by interconnecting the models of single technologies; (d) definition of global 
assessment criteria informative about the performances of the entire chain.  
Concerning the last point, the technical performances are assessed by estimating the total 
electric and thermal energy demand; the economic feasibility is based on the calculation of 
the levelised cost of the target product of the chain and the environmental impact is evaluated 
via the specific CO2 emissions connected to the energy requirements. In this regard, I 
included different thermal and electric energy supply systems in the scenarios analysed in the 
thesis by giving suitable costs and CO2 emission factors.  
The developed method is flexible and able to simulate treatment chains for different 
wastewater effluents. The thesis presents the results obtained by applying the novel method to 
two case studies: water softening industry and coal mines. In the first case, I developed 
treatment strategies to purify the wastewater and recover a target NaCl-water solution 
reusable as a reactant. Conversely, for the coal mine effluent, the treatment chains were 
designed to produce NaCl crystals competitive with the market.  
For each case, I identified the most economically feasible and the least energy intensive chain 
among various alternatives. The environmental impact of the industrial process decreased 
because the treatment strategies allowed for minimising the discharge of polluted effluent into 
the environment and for reducing the demand for raw materials. In addition, for the softening 
industry case, the specific CO2 emissions connected to the energy requirements of the 
treatment systems resulted to be lower than those due to the production of the fresh 
regenerant, both with grid supply and with a photovoltaic-battery system. The chains turned 
out to be beneficial also from the economic point of view. In fact, the levelised cost of the 
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brine produced by treating the wastewater of the softening industry was 40 to 50% lower than 
the current cost of the regenerant. In the case of the coal mine effluent, I found that the most 
feasible levelised cost of salt was comparable with the lower bound of the market price range 
of high purity sodium chloride. 
Overall, the method developed and presented in this thesis is a powerful tool that can be used 
for decision support by the industries to minimise the environmental impact of the processes, 
by introducing economically feasible treatment and recycling strategies. 
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Zusammenfassung	
 
Die industrielle Produktion wächst ständig, angetrieben durch die steigende Nachfrage, die zu 
einem hohen Verbrauch von Rohstoffen und zur Freisetzung erheblicher Mengen 
hochkonzentrierter Abwasserströme in die Umwelt führt. Die Einführung von 
Kreislaufwirtschaftsmodellen würde es ermöglichen, die Umweltauswirkungen der 
Industrieprozesse durch Rückgewinnung von Energie und Materialien und durch Recycling 
von vorbehandeltem Abwasser zu reduzieren. Bislang haben sich jedoch nur sehr wenige 
Studien mit der technischen Umsetzung der Kreislaufwirtschaft im industriellen Maßstab 
befasst und wirtschaftliche Analysen von Großanlagen durchgeführt.  

Um diese Lücke zu schließen, basierten die während meines Promotionsprojekts 
durchgeführten Aktivitäten auf drei Forschungsfragen, die (i) die Auswahl von 
Behandlungsverfahren zur Reinigung von Industrieabwässern und zur Rückgewinnung von 
Rohstoffen, (ii) den Aufbau wirtschaftlich tragfähiger Behandlungsketten, (iii) die 
Abschätzung des Energiebedarfs der Behandlungsketten und die Möglichkeit der Kopplung 
der Ketten mit umweltfreundlicheren Energieversorgungssystemen betrafen. 

Solche Fragen können auf jeden Industriesektor angewendet werden, der Industrieabwässer 
produziert, und um sie zu beantworten, habe ich eine neuartige mehrstufige Methode 
entwickelt, die in der Lage ist, integrierte Prozesse (Ketten) für die Behandlung von 
Industrieabwässern zu simulieren und zu analysieren. Die vorgeschlagene Methode besteht 
aus vier Schritten: (a) Implementierung von technisch-ökonomischen Modellen für 
Vorbehandlungs- und Konzentrationstechnologien; (b) Definition geeigneter Inputs und 
Parameter und repräsentativer Outputs für jedes Modell; (c) Entwicklung integrierter 
Plattformen zur Simulation der Behandlungsketten durch die Verbindung der Modelle 
einzelner Technologien; (d) Definition globaler Bewertungskriterien, die über die Leistungen 
der gesamten Kette Auskunft geben.  

Was den letzten Punkt betrifft, werden die technischen Leistungen durch die Schätzung des 
gesamten elektrischen und thermischen Energiebedarfs bewertet; die wirtschaftliche 
Durchführbarkeit basiert auf der Berechnung der spezifischen Kosten des Zielprodukts der 
Kette und die Umweltauswirkungen werden über die spezifischen CO2-Emissionen in 
Verbindung mit dem Energiebedarf bewertet. In diesem Zusammenhang habe ich 
verschiedene thermische und elektrische Energieversorgungssysteme in die in der Dissertation 
analysierten Szenarien einbezogen, indem ich geeignete Kosten und CO2-Emissionsfaktoren 
angegeben habe.  

Die entwickelte Methode ist flexibel und in der Lage, Behandlungsketten für unterschiedliche 
Abwasserströme zu simulieren. Die Arbeit stellt die Ergebnisse vor, die durch die 
Anwendung der neuartigen Methode auf zwei Fallstudien erzielt wurden: 
Wasserenthärtungsindustrie und Kohlebergwerke. Im ersten Fall entwickelte ich 
Behandlungsstrategien zur Reinigung des Abwassers und zur Rückgewinnung einer als 
Reaktionsmittel wiederverwendbaren NaCl-Wasserlösung. Umgekehrt wurden die 
Behandlungsketten für das Abflussrohr des Kohlebergwerks so ausgelegt, dass NaCl-Kristalle 
produziert werden, die mit dem Markt konkurrieren können.  
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Für jeden der betrachteten Fälle habe ich die wirtschaftlich effizienteste und am wenigsten 
energieintensive Kette unter den verschiedenen Alternativen ermittelt. Die 
Umweltauswirkungen des Industrieprozesses wurden reduziert, da die Behandlungsstrategien 
es ermöglichten, die Einleitung von verschmutztem Abwasser in die Umwelt zu minimieren 
und die Nachfrage nach Rohstoffen zu verringern. Darüber hinaus fielen im Fall der 
Enthärtungsindustrie die spezifischen CO2-Emissionen, die mit dem Energiebedarf der 
Aufbereitungsanlagen verbunden sind, niedriger aus als diejenigen, die durch die Produktion 
des frischen Regeneriermittels entstehen, sowohl bei der Netzversorgung als auch bei einer 
Photovoltaik-Batterieanlage. Die Ketten erwiesen sich auch unter wirtschaftlichen 
Gesichtspunkten als vorteilhaft. Tatsächlich waren die Kosten für die durch die Behandlung 
des Abwassers der Enthärtungsindustrie erzeugte Sole 40 bis 50% niedriger als die 
derzeitigen Kosten des Regeneriermittels. Im Falle des Abflusses aus dem Kohlebergwerk 
stellte ich fest, dass die Kosten für die Einebnung des Salzes am besten mit der unteren 
Grenze der Marktpreisspanne für hochreines Natriumchlorid vergleichbar waren. 

Insgesamt ist die in dieser Arbeit entwickelte und vorgestellte Methode ein leistungsstarkes 
Werkzeug, das zur Entscheidungshilfe für die Industrie eingesetzt werden kann, um die 
Umweltauswirkungen der Prozesse durch die Einführung wirtschaftlich durchführbarer 
Behandlungs- und Recyclingstrategien zu minimieren. 
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1. Introduction	
 
The release of continuously growing amounts of polluted and highly concentrated wastewater 
effluents produced by the industrial sector has become a severe issue. The adverse 
environmental effects due to the discharge of effluents have been widely reported in the 
literature. To solve this issue, many treatment strategies have been proposed, mainly to purify 
the effluent before discharge. However, to make an industrial process more sustainable, 
circular and more comprehensive strategies, including the recovery of reactants and the reuse 
of low-grade waste heat, should be proposed and analysed at the full-plant scale. In the 
following, I reported an overview about the environmental impact of the discharge of 
wastewater effluents. Then, the second paragraph (1.2) presents a detailed literature review on 
the circular strategies proposed so far for the most relevant industrial sectors, whereas the 
third paragraph (1.3) summarises the few works where a techno-economic assessment of 
treatment systems was performed. The literature review allows for highlighting the literature 
gaps that I collected in paragraph 1.4 together with the main research questions of this thesis.  

1.1	Environmental	impact	of	industrial	wastewater	effluents		

One of the most adverse environmental effects of many industrial sectors consists in the 
discharge of wastewater effluents, whose impact strongly depends on the industrial process 
[1]. In most cases, the effluents present chemicals which are used for pre-treatment in the 
industrial process, organic compounds, heavy metals and salts. Various industrial sectors 
consume high volumes of water and, consequently, contribute to producing wastewater 
effluents, with high concentrations of salt (brines). Five industrial processes have been 
identified as the major potential responsible for damaging the natural environment, since they 
produce highly toxic effluents, presenting severe mutagenic risks [1]. These are pulp and 
paper, coal mine, textile, pharmaceutical and petrochemical industry. The wastewater 
produced by the pulp and paper industry typically contains micro-pollutants, such as 
organics and heavy metals, and has a high Chemical Oxygen Demand (COD) and Total 
Organic Carbon (TOC) [2]. The discharge of this effluent would generate serious problems to 
the marine ecosystem, by disrupting the carbohydrate metabolism and causing 
biotransformation activity of the enzymes. Concerning the coal mine industry, the effluents 
can have various compositions depending on the hydrogeology and they can vary from acid to 
basic drainage [3]. The acid mine drainage constitutes the main threat to the environment and 
to human health, as it presents high concentration of H+, SO42- and Fe(II), together with heavy 
metals (as Cu, Ni, Zn and Co) and alkaline earth metals (as Mg and Ca). The release of the 
acid mine effluent into the sea would cause a deterioration of the quality of water and a pH 
variation, which would lead to the destruction of the natural bicarbonate buffer of water and 
would affect the physiological functions of the organisms [4]. In addition, the precipitation of 
ferric hydroxides and other components creates a yellow or orange coating in the water 
channels, which reduces the oxygen concentration and prevents the penetration of the light, 
endangering the entire ecosystem [5]. Another threat to the environment is the wastewater 
effluent produced by the textile industry. The most polluted effluent is the spent dyeing 
solution, which contains high amount of colour, organic compounds and salts [6]. Several 
problems are connected to the discharge of the dyeing into the environment. Firstly, the 



11 
 

colour would cause a significant aesthetic pollution, together with eutrophication and 
variation of the aquatic ecosystem. Secondly, the effluent typically contains chemicals used 
during the pre-treatment, which are toxic, mutagenic and carcinogenic to various fish species. 
Thirdly, the dye absorbs light of wavelengths within the visible region and this is problematic 
to the photosynthetic aquatic plants and algae [7]. Furthermore, the pharmaceutical industry 
produces a growing amount of toxic wastewater, with high level of Chemical Oxygen 
Demand and salinity. In addition, it presents organic pollutants which are resistant to the 
conventional wastewater treatment processes and which require advanced treatment systems 
[8]. Finally, the petrochemical wastewater effluent is contaminated by coke particles [9], 
presents high amount of organic compounds and constitutes a serious risk to human health 
and to the marine ecosystem for its high toxicity and ability to create mutagenicity [10].  
Other industrial wastewater effluents characterised by high salinity and/or concentration of 
organic compounds are the ones generated by desalination plants and by ion exchange resins 
used for water purification, and the ballast water, which typically presents a variety of micro-
organisms that can be harmful to the marine ecosystem [11]. There is an extensive literature 
about the environmental impact of desalination plants [12]. Five adverse effects have been 
identified: the land use, the effect of the aquifer due to pipes leakage, the energy consumption, 
the noise due to the employment of high-pressure pumps and turbines and the brine discharge 
into the marine environment [13]. The brine discharge has a physicochemical impact, since 
the brine produced by desalination plants may cause a variation of the salinity and the 
temperature of the environment where it is released, and an ecological impact, as the seagrass 
habitat, the invertebrates and the fish community can be seriously damaged [14]. With this 
regard, the brine produced by reverse osmosis plants (RO brines) have been found to be a 
threat to the marine ecosystems and to some specific species as Posidonia Oceanica [15]. In 
fact, the RO brines present residuals of the chemical pre-treatments and heavy metals due to 
the pipes corrosion. Thus, they constitute a serious risk for the environment, as they may 
cause pH fluctuation, eutrophication and proliferation of heavy metals in natural environment 
[16]. Concerning the spent regenerant produced by the ion exchange resins, this presents 
multivalent ions and organic components, depending on the application of the ion exchange 
resins. Therefore, these can be used for various applications, e.g. for water purification from 
perchlorate and nitrate [17], in sugar decolourisation industries [18] and for the removal of 
natural organic matter to produce potable water [19]. The main problem of the ion exchange 
technology concerns the production of significant volumes of spent regenerant that can be 
highly polluted, since it is enriched of the components removed by the resins during the 
operation. 
Finally, the food industry produces a significant amount of waste during all the food life 
cycle, starting from the agricultural phase to the food processing, distribution and sale [20]. 
The wastewater produced by the fruit and vegetables processing presents pesticides, 
herbicides and chemicals used for cleaning. Also, the olive industry generates effluents rich of 
organic compounds and the dairy wastewater contains significant amount of proteins, fatty 
residuals, lactose and chemicals for cleaning [21]. 
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1.2	Literature	review	on	circular	strategies	for	water	treatment	and	recycling	

Due to their critical environmental impact, certain limitations have been imposed on the 
discharge of polluted brines, depending on the volumes produced and the composition. In 
most cases, it is mandatory to implement brine management strategies, which can provide 
minimisation, pre-treatment and disposal or reuse [16]. In addition, the effluents often contain 
materials and products, which can be very valuable. Therefore, the recycle of the treated 
effluent and the recovery of secondary raw materials can be of great importance to deal 
with the net increase of demand for fresh water, energy and raw materials, due to the 
intensification of several industrial sectors. As a matter of fact, a smart treatment of industrial 
effluents can lead to a double benefit, as it would reduce the volumes of wastewater 
discharged into the environment and it would allow for recovering valuable materials from 
waste. Several applications of this concept to real case studies are reported in the literature, 
such as the extraction of sodium carbonate from the effluents of the ceramic industry [22], the 
recovery of water and detergent from the effluents of the laundering industry [23], the 
production of carbon adsorbents from paper mill wastewater [24] and the recovery of 
hydrochloric acid from waste pickling solutions [25].  
The treatment of waste streams and the recovery of industrial streams and/or secondary raw 
materials are waste management strategies that can be located within the wide framework of 
the circular economy (CE). CE is defined as “an industrial economy that is restorative and 
regenerative by intention and design” [26]. Circular economy consists in innovative business 
models, aimed at a more sustainable management of resources, whose consumption has to be 
decoupled from the economic growth [27]. The main principles, which constitute the ways in 
which CE is practically realised, are reduction, reuse and recycle [28]. Reduction concerns all 
the actions to improve the efficiency of the industrial process and to limit the demand of 
energy, utilities and raw materials [29]. Reuse is realised when a stream or a component of the 
industrial process, which does not constitute a waste, is used again for the same initial purpose 
[30]. Recycle refers to any operation aimed at treating waste materials, to convert them into 
reusable products, which can be employed for their initial or for a different purpose [31]. 
Many works in literature focused on the implementation of such strategies at various levels 
and three main circles have been defined [32]. The first circle, the micro-level, consists in 
single industrial plants, where CE strategies can be applied to minimise the waste production 
or to improve the energy efficiency of the process. In this context, a strategy that is worth 
mentioning is the cleaner production strategy, which is based on three principles: pollution 
prevention, reduction of the use of toxic substances and design for environment. The design 
of the plant is a crucial part, since it can affect strongly the sustainability of the operation and 
of the products [33]. The second cycle, the meso-level, corresponds to the inter-firm level and 
the eco-industrial parks, where more firms are part of an eco-industrial network and share 
material, energy and water management systems [34]. Finally, the macro-level is the third 
cycle and includes cities, provinces and regions. At this level, the implementation of CE 
strategies consists in redesigning the industrial, infrastructure, cultural and social system. 
Initiatives connected to the implementation of CE at the macro-level include the 
establishment of eco-cities, where ambitious recycling legislation and significant 
technological improvements are put into place to reduce the environmental impact [35].  
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Many works in literature focus on the development of waste management strategies in various 
industrial sectors to reduce or prevent the environmental damage and to recover valuable 
resources, thus these works constitute examples of implementation of the circularity concept 
at the individual firm level.  
In the following, I will report a literature review of brine management and recycling strategies 
providing secondary raw materials recovery, developed for industrial sectors producing 
polluted and highly concentrated wastewater effluents. 
An overview of the most relevant treatment processes described in literature applied to four 
industrial sectors is shown in Figure 1. 
 

 
Figure 1. Overview of treatment processes reported in literature for four industrial sectors. 

Water	industry	

Concerning the water industry, two highly-concentrated wastewater effluents are worth 
mentioning: the brine produced by desalination plants and the spent water solution given by 
the regeneration of ion-exchange resins.  

Desalination	brines	

Various strategies and technological solutions have been proposed to treat the desalination 
brines and to recover salts and chemicals, in order to ensure a decrease of the desalination 
costs and to obtain a lower levelised cost of water [16]. Emerging technologies have been 
considered for salt production, such as membrane distillation coupled with crystallization, 
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electrodialysis and forward osmosis [36]. These technologies were proven to allow for 
recovering the major components of seawater, i.e. sodium chloride, magnesium and calcium 
minerals, acid and basic solutions [15]. In particular, integrated membrane systems, composed 
of filtration units as microfiltration and nanofiltration, reverse osmosis and membrane 
crystallization have been investigated to produce simultaneously fresh water, salts and 
minerals [37]. The authors showed that the production of salt crystals sellable as raw material 
may allow for decreasing the total desalination cost [38]. Other authors proposed to combine 
thermal and membrane purification processes to treat seawater and produce salt and pure 
water: cost estimations showed that the cost of water produced in such dual-purpose plant 
may be competitive with the current cost of potable water produced in traditional thermal or 
reverse osmosis plants [39]. Moreover, the technical feasibility of using the NaCl salt 
produced by concentrating desalination brines as a reactant in the chlor-alkali industry has 
been investigated. In particular, an electrodialysis unit was used to concentrate the SWRO 
brine up to saturation [40]. Other works focused on the recovery of calcium and magnesium 
minerals, as calcium carbonate and magnesium sulphate [41, 42]. Furthermore, highly-
concentrated NaCl solutions were treated in an electrodialysis unit with bipolar membranes, to 
produce strong acid and basic solutions, i.e. sodium hydroxide and hydrochloric acid [43]. 
This technology turned out to be promising at the lab-scale, since it has lower energy 
consumption with respect to the traditional technology used to produce NaOH via the chlor-
alkali process [44]. However, the economic feasibility of all these emerging technologies at 
the industrial scale has not been assessed yet. Other recovery strategies have been proposed, 
such as the production of minor compounds as caesium, rubidium and indium through ion-
exchange resins, adsorption or liquid-liquid extraction [45]. Also for these cases, a positive 
market trend was predicted, but it is fundamental to develop and test technologies which are 
efficient and competitive at the industrial scale. Finally, in some cases, the brines were treated 
and concentrated up to a certain concentration, in order to be reused for other scopes than 
crystallization, as reactant solutions within the industrial process [46]. 

Ion	exchange	resins	brines	

The other effluent produced in large amounts in the water industry is the spent reactant 
solution used for the regeneration of ion-exchange resins. The ion-exchange resins are used 
for a wide range of application. Resins’ operation is made of two phases: the purification, 
during which the pollutants are removed from the feed solution and exchanged with the 
charged groups of the resins, and the regeneration, during which the charged groups of the 
resins are re-established via the employment of a suitable regenerant solution. Therefore, this 
technology produces a significant amount of wastewater that is the spent regenerant solution 
enriched of the pollutants. Depending on the application, different resins can be employed, 
which require specific regenerant solutions and, consequently, produce wastewater with very 
diverse composition. In many cases, recycling strategies have been proposed to treat the 
effluent by removing the pollutants and to recycle the purified solution as fresh regenerant 
solution. For the case of ion-exchange resins employed to purify the groundwater and remove 
nitrate and perchlorate, the contaminated regenerant solution has been treated via advanced 
biological treatment [17] or via catalytic reduction [47] to enable its reuse for the following 
regeneration cycles. Moreover, various combinations of pressure (ultrafiltration and 
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nanofiltration) and electric (electrodialysis) driven technologies have been tested to remove 
the Natural Organic Matter (NOM) present in spent regenerant solutions, produced by ion-
exchange resins employed for municipal wastewater purification [19]. Finally, an important 
application of the resins consists in water softening, i.e. the removal of hardness (magnesium 
and calcium ions) from the water, to prevent scaling. Also in this case, it is necessary to treat 
the effluent to be able to recycle it to the following regeneration process; otherwise the 
hardness would accumulate and reach critical levels. Brine recycling systems were firstly 
proposed by Flodman and Dvorak. They found that the inclusion of a single or double tank 
allowing for the partial recycling of the regenerant solution reduced significantly the salt 
consumption and the waste discharge, without increasing the hardness leakage [48]. Other 
authors proposed the combination of membrane processes to recover the regenerant solution, 
and in particular a system composed of dia-nanofiltration, nanofiltration and reverse osmosis, 
which was used for either a KCl or a NaCl regenerant solution [49]. When weak ion-exchange 
resins are employed for water softening, the charged group of the resins are H+ ions that are 
released to the water solution during the softening phase. The regeneration is performed via 
an acid solution and its effluent can be treated via an electrodialysis unit with bipolar 
membranes and a crystallizer. This combination allowed for restoring the acid and basic 
solutions and producing the crystals of the hardness minerals [50]. 
Also for these effluents, a detailed economic analysis concerning industrial-scale treatment 
plants is missing and it constitutes a crucial point for the practical realisation of these systems.  

Pulp	and	paper	industry	

The circularity approaches applied in the pulp and paper industry mostly concern the sludge 
generated by the wastewater treatment processes. Therefore, as already mentioned, the 
wastewater produced by this industrial sector is highly polluted and needs to be treated to 
remove the contaminants. The treatment includes physicochemical processes, as 
sedimentation, ultra-filtration, flocculation, coagulation, ozonation and electrolysis, and 
biological processes, both aerobic and anaerobic, to remove the organics [51]. The purified 
water can be recycled to the industrial process or can be discharged into the environment, if it 
meets the legislation requirements [2]. However, a crucial product of the wastewater 
treatment is the biological sludge, which represents a major environmental concern. 
Therefore, various valorisation strategies have been proposed to convert the sludge into 
secondary materials and to avoid the landfill disposal [24]. The sludge can be used as a 
building material, and in particular to produce clinkers/cements [52] or as a reinforcement 
filler [53]. Moreover, the sludge has found a wide application to produce carbon adsorbents, 
given its carbonaceous nature [24]. In particular, the so-obtained carbon adsorbents have been 
used for phenol removal [54, 55] and for sorption of heavy metals, such as cadmium and lead 
[56]. Finally, the anaerobic digestion of the sludge can be a promising option to produce 
biofuels and in particular methane gas [53]. Overall, it has been demonstrated that these 
processes allow for reducing the environmental impact of the sludge disposal, but an accurate 
cost assessment is still needed to evaluate their cost-effectiveness [24].  
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Coal	mine	industry	

Another industrial effluent representing a severe environmental issue is the coal mine 
effluent, whose composition and pH strongly depends on the hydrogeological characteristics 
of the mine where it is produced. As already mentioned, neutral, acid or basic drainages can 
be generated. Concerning the neutral effluents, these typically present a very high 
concentration of salt. Therefore, various combinations of treatment processes have been 
evaluated in the literature to recover the NaCl salt. These included membrane and thermal 
processes, such as nanofiltration, evaporation and crystallization [57] or electrodialysis, 
evaporation and crystallization [58] to recover the salt crystals. A more comprehensive 
utilisation of the effluent was also performed to meet the Zero Liquid Discharge (ZLD) target  
[59]. Another study proposed to use vacuum-enhanced membrane distillation (VMD) to 
reduce the salinity and make the treated water usable as potable water, after a mineralisation 
step [60]. A more extensive research has been carried out about the treatment of acid mine 
drainage (AMD) and the recovery of water, acids and dissolved metals. AMD are typically 
treated with neutralisation reagents, but this leads to the production of sludge, which has to be 
further treated and disposed. Therefore, more sustainable strategies for AMD treatment and 
materials recovery have been proposed in the literature [61]. The recovery of the dissolved 
metals can be performed through a number of technologies, such as selective precipitation, 
ion exchange, adsorption and membrane filtration [62]. Among these processes, ion exchange 
has been used to remove copper, nickel and vanadium as well as lead and cadmium [63] and 
nanofiltration membranes have been tested to remove copper [64]. However, the preferred 
method for heavy metal recovery appears to be the adsorption, which is in continuous 
development thanks to the introduction of new nanomaterials with high surface area and low 
diffusion resistance [4]. With this regard, nanoparticles of maghemite have been employed to 
remove chromium, copper and nickel [65] and carbon nanotubes to adsorb lead and cadmium 
[66]. The recovery of water has been performed via membrane technology, as membrane 
distillation and electrodialysis [4] or in combination with recovery of other products, as 
gypsum and limestone, by adding magnesite nanosheets, lime and CO2 bubbles [3]. Another 
component, whose recovery may be also economically beneficial, is the sulfuric acid, which 
can be produced via membrane processes, ion exchange, solvent extraction, rectification and 
crystallization [67]. Among the membrane processes, previous works demonstrated the 
feasibility to employ electrodialysis [68] and nanofiltration technologies [69] to recover the 
sulfuric acid from AMD. Moreover, Kesieme et al. proposed integrated schemes based on 
solvent extraction technologies to produce water, sulfuric acid and metals [70]. Finally, other 
effluent management strategies include the recovery of rare earth elements via nanofiltration 
[71] and the conversion of the coal mine drainage ochre into water treatment reagent. The 
ochre is a sludge rich of hydrous ferric oxides. From the sludge, it is possible to recover Fe-
based reagents that can be reused for various water treatment applications, such as for the 
removal of phosphorus and zinc [72]. 
Overall, these management strategies were proposed once the constituents of the AMD were 
finally considered as valuable products to recycle. As a matter of fact, the recovery of these 
resources may offset the costs required for the treatment and may make the whole plant 
profitable. However, only a few works reported an economic analysis of the processes 
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required for materials recovery and some of them showed that more efficient separation and 
purification technologies as well as a proper design and optimisation of such systems is 
required to get economic benefits [4, 67].  

Textile	industry	

Textile industry is another industrial sector producing significant amounts of highly polluted 
wastewater. An extensive research has been conducted to treat the wastewater via physical, 
oxidative and biological methods to abate the contaminants before disposal [6]. However, the 
environmental policies together with the increasing water cost and the issue of water shortage 
have led to the development of more sustainable solutions, which provide the treatment and 
recycle of water and reactants [73]. As a matter of fact, different effluent streams are 
produced, with various pollution levels. Therefore, diverse treatment systems can be devised 
to remove the contaminants and recover water and salt. A high percentage of the total water 
demand, between 60 and 90%, is used for washing and rinsing and the corresponding effluent 
would require a less intensive treatment or even no treatment before being reused [74]. 
Conversely, the most contaminated effluent is the dyeing discharge, which is very challenging 
to treat, as it contains both organics and salt. To reduce the environmental damage due to its 
release and the demand for raw materials, various strategies have been proposed to purify the 
dyeing and to reuse it as a fresh reactant solution [75]. Firstly, advanced oxidation processes 
have been tested to decompose the organic compounds: it was found that ozonation is the 
most suitable process for decolourisation purposes, to enable the reuse of the dyeing solution 
[75]. Secondly, membrane processes have been widely used for colour removal: several 
studies focused on the assessment of nanofiltration (NF) performances to remove the dye 
from salty wastewater [76-78]. Novel positively charged NF membranes have been also 
developed to obtain high rejections of positive dyes [79]. Moreover, integrated membrane 
processes as ultrafiltration and NF have been proposed to improve the wastewater quality and 
allow for effluent reusing [80]. Reverse Osmosis (RO) has also been used in combination with 
biological treatments for water recovery and recycle [81]. However, the high energy demand 
of pressure-driven membrane processes as RO and NF has opened up a path to thermal 
processes as membrane distillation (MD) [82]. In this context, various studies demonstrated 
the feasibility of using MD for the treatment of textile effluents and showed high removal of 
organics and colour [83, 84]. However, the economic feasibility of such systems is only 
roughly assessed and it is strictly specific to the wastewater characteristics. Therefore, in 
general, it is still needed a more comprehensive techno-economic analysis of the membrane 
processes used for the treatment of textile wastewater, especially at the full industrial scale 
[85, 86].  
Other methods to treat the effluent and enable its reuse are chemical processes, such as (i) 
electrochemical and chemical coagulation, used to remove colour, turbidity and organic 
compound and (ii) ion exchange to reduce conductivity, iron and hardness concentrations 
[87]. In addition, electrochemical oxidation enhanced with UV radiation has been tested for 
colour removal and it turned out to be a promising option, since it allowed for recovering 
around 70% of salt and water and the recovered solution showed good performances in the 
following dyeing operations [88].  
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Overall, a growing attention has been paid to the development of strategies to improve the 
sustainability of the textile industry, not only by treating the effluent before disposal, but also 
by reusing the purified reactants in the industrial process. These technologies have shown 
high separation efficiencies, since high values of colour removal and of salt and water 
recovery were achieved. However, most of the analyses have been performed at a small scale 
and very little information is available about long-term operations and economic feasibility at 
industrial scale. 

Pharmaceutical	industry	

The wastewater effluents produced by pharmaceutical industry are heavily contaminated 
and their composition can vary significantly. Therefore, a big variety of treatment 
technologies has been developed, to take into account the different pharmaceutical waste that 
can originate from the industrial process. The treatment processes can be classified into 
biological (aerobic and anaerobic), advanced processes as membrane technologies and 
adsorption, advanced oxidation processes and hybrid technologies [89]. Among the advanced 
oxidation processes, Fenton oxidation and ozonation are suitable to abate the Chemical 
Oxygen Demand (COD) [1, 8]. Moreover, NF unit has been employed to concentrate 
antibiotics [90] and to recover amoxillicin from pharmaceutical wastewater [89]. Concerning 
the recovery strategies, given the high purity requirements of the products involved in the 
pharmaceutical industry, the possibility of reusing reactants is quite limited [89]. However, 
the purified water can be reused for various applications, as for irrigation or for industrial 
processes, and the technologies to employ depend on the requirements to meet for the specific 
case. Among the treatment systems aimed at water reuse, membrane filtration is used to 
remove microorganisms and natural organic matters, and nanotechnologies are employed for 
bioremediation and disinfection [91]. Moreover, pharmaceutical wastewaters can be utilised 
in microbial fuel cells to generate bioelectricity [92]. 

Petrochemical	industry	

The petrochemical wastewater has a high content of toxic and organic compounds. Thus, 
physicochemical and biological treatments have been devised to purify the water before 
releasing it into the environment [93]. Various valorisation strategies have been proposed in 
the literature, mainly concerning the potential of using such wastewater for renewable energy 
production [1]. Firstly, anaerobic digestion has been suggested as a promising treatment 
option for petrochemical wastewater to generate bio-methane. In this context, ultrasonic and 
microwave pre-treatments have been considered to enhance the methane generation to 
improve the energy efficiency [10]. Secondly, as an alternative to typical aerobic and 
anaerobic treatment methods, petrochemical wastewater has been treated in microbial fuel 
cells, with simultaneous generation of bio-electricity [94]. Furthermore, treatment processes 
have been also devised for the production of high quality water to be reused for industrial or 
agricultural applications. With this regard, MD has been accounted as a promising option, 
since a 100% rejection of salt and non-volatile compounds can be theoretically achieved and 
the required thermal energy can be supplied by low-cost sources [95]. However, the 
wastewater has to be treated before the membrane process to remove dissolved oils, such as 
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phenols. For this aim, a recent study proposed the combination of oil-water separation and 
photo-catalysis units to realise photo-degradation and removal of dissolved organics [96]. 
These pre-treatments were combined with a direct contact MD unit, which allowed for 
purifying the water to be reused. Finally, the removal and recovery of copper and chromium 
from petrochemical wastewater was realised by adding a calcium hydroxide solution and 
adjusting the wastewater pH [97]. 

Food	industry	

Food industry produces a significant amount of very diverse wastes. In order to improve the 
sustainability, various approaches have been promoted to reduce the waste generation and to 
recover materials or energy. Many sectors within the food industry produce wastewater that 
can be treated and reused. Among those sectors, beverage industry, sugar industry, olive mills 
and dairy industry are worth mentioning. Within the beverage industry, the production of 
orange juice is responsible for generating wastewater rich of phenolic compounds and organic 
acids. The physicochemical analysis of this effluent showed that it contains many components 
reusable in other food industrial sectors [98]. For example, it may be possible to use extracts 
rich of dietary fibre and antioxidants recovered from orange industry in meat and dairy 
products [20]. 
In the sugar industry, most of the valorisation strategies concern the use of a primary by-
product, the bagasse, for pyrolysis to generate clean energy [99]. However, some studies 
focused on the wastewater produced by the regeneration of ion exchange resins employed for 
sugar decolourisation [100]. In particular, various treatment schemes including NF were 
proposed to remove the colourants and to recycle the regenerant solution for other 
regeneration cycles [18].  
The wastewater produced in olive mills is rich of polyphenols, which are accounted as 
valuable components for their antioxidant properties. Therefore, recovery strategies have been 
devised to produce phenolic antioxidants usable for food cosmetic and pharmaceutical 
industries [101]. Other valorisation strategies include the production of enzymes via 
biotechnological methods and the generation of biogas through anaerobic digestion [102]. 
However, it was stated that the cost of the technologies to treat the wastewater and recover 
materials is still too high and technological developments are required to realise such 
strategies at the industrial scale [102].  
Finally, the dairy wastewater typically contains diluted milk and chemicals used for cleaning. 
Water, proteins and lactose can be recovered from the wastewater by implementing suitable 
treatment and recycling schemes. In this context, some studies proposed integrated membrane 
systems composed of ultrafiltration and NF. The ultrafiltration unit aims at separating whey 
proteins, which can be supplied to algae cultivation to produce biofuels and biodiesel [103]. 
The NF process produces reusable water as a permeate, while lactose and chemicals are 
concentrated in the NF retentate and can be used to produce biogas via anaerobic digestion 
[104]. 
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1.3	Literature	review	on	techno-economic	analysis	of	water	treatment	strategies	
 
Notwithstanding the extensive research devoted to investigating innovative strategies for 
industrial wastewater treatment, only a few works focus on the economic feasibility of these 
systems and compare various layouts, by assessing the relevant costs and the ability to recover 
resources. Within the water industry, some research dealt with the comparison of integrated 
systems for seawater desalination and salt recovery from the brine [38]. These systems 
included thermal and membrane processes and provided pre-treatment units (ultrafiltration 
and nanofiltration), desalination units (reverse osmosis or multi-stage flash) and post-
treatment for brine concentration and salt production (membrane distillation, electrodialysis 
and crystallization) [105]. This study estimated the amount of salt and minerals recovered and 
the total desalination costs, and then compared the specific cost of desalinated water 
accounting also for the revenues given by the by-products. However, they concluded that still 
much research is needed to find low-cost, low-energy and -chemicals consumption 
technologies.  
Concerning the textile industry, the economic evaluation has a key role to identify the strategy 
to implement for the treatment and recycling of the spent dyeing solution. Dasgupta et al. 
reviewed the studies carried out in the literature to assess the economic feasibility of 
membrane processes within the textile industry [106]. In particular, some researchers 
performed a techno-economic evaluation of integrated membrane systems to achieve the zero 
liquid discharge target [107]. They compared different scenarios presenting combinations of 
membrane filtration units. Firstly, the raw wastewater produced by the textile industry was 
treated via membrane filtration. Secondly, the produced retentate was further concentrated in 
a MD unit and finally, the MD retentate was sent to the incinerator. Moreover, another study 
reported the economic evaluation of an evaporator for RO concentrate coming from the textile 
industry with or without an electrodialysis unit used as pre-treatment [108]. Generally 
speaking, these studies concluded that the employment of innovative membrane technologies 
may be of fundamental importance to improve the cost-effectiveness and the environmental-
friendliness of the textile sector [106].  
Within the coal mine industry, the economic feasibility of processes aimed at recovering 
sulphuric acid and metals from acid mine drainage has been investigated in a few works. 
Various methods for sulphuric acid recovery have been compared from the economic point of 
view and it turned out that, for some cases, the revenues due to the production of treated water 
and sulphuric acid were able to offset the cost of the treatment [67]. Moreover, concerning the 
metal recovery, the feasibility of the relevant processes depends on several factors: the market 
value of the metal; the metal importance, which is correlated to its impact on the market and 
the risk of its supply; the concentration of the metal in the effluent and the efficiency of 
removal [61]. So far, the high costs and the issues due to membrane fouling and lifespan 
constitute significant challenges for the full-scale implementation of treatment strategies to 
recover metals. Finally, Simate et al. presented integrated treatment processes which have 
been commercially developed to produce various final products, such as potable water, 
gypsum, calcium carbonate and metal hydroxides [4]. Although various integrated systems 
have been proposed, there is no cost-efficient commercial technology which is able to treat 
the acid mine drainage without generating new waste streams. As a matter of fact, all the 
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proposed systems produce vast amount of sludge whose treatment and disposal can be very 
expensive and the membrane performances are still a severe issue. Therefore, it is 
fundamental to couple more stages in a holistic manner to improve sustainability and cost-
efficiency.  
Other examples of techno-economic analysis of wastewater treatment processes concern the 
industrial laundry wastewater and the chemical cleaning water. For the first, researchers 
performed a techno-economic assessment of a full-scale membrane bioreactor to recover 
clean water [109]. For the second, combined and separate processes for pickling and alkaline 
cleaning effluent were compared from the economic point of view [110].  

The studies mentioned so far proposed and analysed from the techno-economic perspective 
various strategies for wastewater treatment and resource recovery in specific industrial 
sectors. However, they are much focused on specific case studies and can be applied only to 
the accounted industrial effluent. A more general framework for industrial wastewater 
treatment was proposed by Sujak et al., who developed a superstructure composed of various 
potential treatment technologies and able to identify the optimal network by maximising the 
net present value (NPV) [111]. This work focused on the treatment of industrial wastewaters 
characterised by high organics content and the technologies were categorised into primary 
treatment, resource extraction and product recovery type. Finally, other studies applied a 
holistic approach for the design of optimal water networks within industrial sectors [112]. 
This approach allows minimising the water consumption of an industrial process by reducing 
the demand and by reusing water streams directly or after a regeneration step [113]. 

1.4	Literature	gaps	and	aim	of	the	doctoral	thesis	
 
Although an extensive research has been carried out in the last years about the treatment of 
industrial wastewater effluents, the study of the literature has highlighted some important gaps 
to fill. Firstly, the main focus of most studies is on the removal of contaminants for water 
purification before discharge rather than on the recovery of resources. In this regard, there is a 
net prevalence of works about the removal of organic compounds from municipal as well as 
industrial wastewater via biological, physical or chemical treatments. Thus, a first gap 
concerns the fact that in many industrial sectors, proper resource recovery strategies have not 
been proposed yet. 
In addition, the literature mostly concerns experimental results of laboratory-scale 
technologies, whose implementation at the full-scale is still challenged by several factors: 
high costs, considerable amounts of waste produced, membrane fouling and membrane 
lifetime. Therefore, a second gap regards the scale of implementation of the treatment 
technologies, since most of the works do not consider full-scale implementations. 
Moreover, only a few works report an economic evaluation of the treatment processes and, 
among these, some works focused only on the operational expenditures and others performed 
a rough estimation of the capital costs starting from lab-scale data and scaling them with the 
plant capacity. As a matter of fact, it was stated in several papers that, although the lab-scale 
results highlighted the potential of recovery strategies, much more research is needed to 
investigate real-scale plants and to assess their economic feasibility [4, 24, 67, 102]. Thus, an 
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important aspect that is often missing regards the assessment of the economic feasibility of 
the treatment processes. 
Finally, the treatment strategies proposed in the literature so far and reviewed in paragraph 1.2 
are very specific to particular industrial applications, whereas a comprehensive framework 
accounting for different types of wastewater is missing, especially for highly-concentrated 
effluents (industrial brines). 

This doctoral thesis aims at covering these gaps, by introducing a novel multi-step 
methodological approach for the technical, economic and environmental assessment of 
integrated treatment processes (chains) devised for industrial brines. I developed a 
comprehensive method that bridges different levels of investigation, from the definition of 
transfer mechanisms within each single treatment unit to the economic analysis of whole 
integrated systems at the real plant size. More in detail, I developed and implemented in 
Python technical models for the design of various pre-treatment and concentration 
technologies and I built a general framework where the models could be integrated and 
interconnected to simulate the treatment chains. The novel framework allowed for simulating 
various combinations of treatment technologies and for analysing and comparing them 
through global technical, economic and environmental assessment criteria.  
Such a comprehensive approach was designed to identify the most economically feasible and 
least energy-intensive treatment chains for the investigated effluents. In this regard, a 
particular attention was also devoted to devising treatment strategies able to increase the 
revenues given by secondary raw materials, in order to offset the costs of the treatment units. 
Therefore, the aim of the thesis was to develop a novel method able to simulate and analyse 
various treatment chains and to find the most suitable one, economically feasible and able to 
reduce the environmental impact of the industrial process.  
The three main research questions of this doctoral thesis, together with the fundamental 
objectives defined to answer each question, are reported in Table 1. The research questions 
are general and could be applied to any of the industrial sectors listed in paragraph 1.2. This 
thesis includes the results obtained in the context of two case studies, i.e. water softening 
industry and coal mines. 
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Table 1. Research questions and objectives of this doctoral thesis. 

Research questions Objectives 

1. Which treatment processes can be 
used to purify industrial wastewater 
effluents and to recover raw 
materials? 

1.1. Development and implementation of technical and 
economic models for water treatment processes. 
1.2. Models simulation by giving as input the 
composition of real water effluents produced by 
industrial plants. 
1.3. Sensitivity analyses to assess the most suitable 
operating conditions depending on the inputs and the 
targets. 

2. How the treatment processes 
should be interconnected in 
integrated systems to be 
economically feasible? 

2.1. Integration of the techno-economic models in a 
simulation platform (RCE). 
2.2. Construction of treatment chains by 
interconnecting the models and implementing mass and 
energy balances. 
2.3. Definition of global economic outputs including 
costs and revenues given by by-products to assess the 
economic feasibility. 

3. How high is the energy demand of 
the treatment chains and which 
energy supply systems can be used to 
make the chain more environmentally 
friendly and economically feasible? 

3.1. Calculation of the thermal and electric energy 
demand of each treatment process in the chains. 
3.2. Inclusion of different energy supplies through 
economic and environmental (CO2 emission factor) 
coefficients. 
3.3. Estimation of global costs and global CO2 
emissions in presence of different energy supply 
systems to assess economic feasibility and 
environmental impact. 

 

1.5	Outline	of	the	thesis	
 
The extensive literature review reported in this chapter highlighted the main literature gaps 
that this thesis aims at filling. For this scope, I identified three relevant research questions that 
have guided the activities performed during the Ph.D. The following chapters describe the 
methodology followed and introduce and discuss the papers included in this thesis.  
In Chapter 2, the novel multi-step methodological approach developed and applied in the 
thesis is described in detail. Within the chapter, a wide section is devoted to presenting the 
techno-economic models that I implemented to simulate pre-treatment and concentration 
technologies. Furthermore, the simulation platform used to simulate integrated treatment 
processes by interconnecting the single models is graphically depicted and explained.  
Chapter 3 concerns the aspects related to the energy supply and the energy demand. Energy 
has a central role in the thesis, because the water treatment plants can have very high energy 
requirements and this can constitute a limitation to their implementation, because of economic 
and environmental reasons. In the first part of Chapter 3 the electric and thermal energy 
supply systems that I used for the techno-economic analysis are described. The second part 
summarises the electricity and heat demands of the investigated pre-treatment and 
concentration technologies. 
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Chapter 4 presents a general overview of the papers produced within the doctoral thesis and 
shows how the papers are located within the framework of the research questions. Then, each 
paper is shortly introduced in a dedicated paragraph. The whole papers are attached to the 
appendix. 
Finally, in Chapter 5, the main findings of the papers are discussed and the results are 
reported and commented in relation to the research questions. Possible applications of the 
proposed method, limitations and future outlooks are also considered and reviewed in the 
concluding chapter. 
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2. Methodological	approach	
 
In order to realise a general framework for the development and assessment of treatment 
schemes for industrial brines, it was necessary to develop a novel methodological approach 
able to bridge different levels of investigation and to provide a comprehensive analysis of the 
treatment schemes. The structure of the methodological approach developed in this doctoral 
thesis is depicted in Figure 2. 

 

Figure 2. Pyramid diagram showing the methodological approach developed in this doctoral thesis. 

The method presents a multi-level structure, which allows for integrating different aspects in 
the calculation of the global outputs. As a matter of fact, the outputs of the techno-economic 
models of the single processes (lower level) feed into the models of the whole treatment 
chains (higher level). In this way, it is possible to assess the role of some specific aspects, like 
the membrane properties or the energy consumption of a single process, on the global outputs 
of the treatment chain. 
The foundation of the method consists in the development and implementation of detailed 
technical and economic models of each treatment process potentially involved in the chains. 
In this thesis, I focused on five treatment processes: two belong to the pre-treatment category, 
i.e. nanofiltration (NF) and crystallization, and three to the concentration category, i.e. multi-
effect distillation (MED), reverse osmosis (RO) and membrane distillation (MD).  
For each of these, firstly, I implemented a technical model, based on mass and energy 
balances and mass and energy transfer equations. The models include equations and 
correlations taken from the relevant literature and, in some cases, novel experimental data 
obtained within the doctoral project. The technical models themselves typically have a 
hierarchical structure that I developed for the first time to follow the structure of the 
corresponding real unit: for example, the models describing membrane processes presents a 
low-hierarchy model to describe the transfer mechanisms through the membrane, a medium-
hierarchy model to describe the profiles of the variables along the unit and a high-hierarchy 
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model to design a full-scale plant and estimate its energy demand for a given separation. Also, 
all technical models are able to run in the design mode and in the operation mode: either the 
target recovery rate or the plant size is fixed. In the first case the suitable plant size is 
estimated, whereas in the second case the output mass and energy flows are characterised.  
Secondly, I implemented the economic models for each technology and I coupled them with 
the relevant technical models. As a matter of fact, the technical and the economic models are 
strictly connected, since the outputs of the technical design model feed into the economic 
model to estimate the capital and the operating costs. The main inputs of the economic models 
produced by the corresponding technical models are the size of the plant (e.g. required area of 
the membranes or of heat exchangers) and the thermal and electric energy requirements. The 
economic models include cost correlations taken from the literature and data provided by the 
vendors for the estimation of the investment costs and the costs of utilities, such as energy and 
reactants.  
Each process has inlet and outlet material and energy flows, which correspond to inputs and 
outputs of the corresponding technical models. The identification of the sets of significant 
inputs and parameters of each process is very important. A considerable part of this phase 
consists in performing sensitivity analyses to find the most suitable operating conditions and 
geometric parameters of the single technologies. 
Once the techno-economic models are implemented and the inputs and output are identified, it 
is possible to build integrated models to simulate the treatment chains. Therefore, the 
treatment processes constitute the building blocks of the chains and the multi-level structure 
allows for devising and simulating various chains in a modular way. Depending on the case 
study, it is possible to explore different combinations of pre-treatment and concentration 
processes and to compare them to find the one able to reduce costs and environmental impact. 
The chains can be devised also with different scopes and different targets of products to 
obtain for recycling or selling purposes. In this context, the layouts can be compared taking 
into account the revenues due to the by-products produced in the different cases. 
For the comparison of integrated systems, it is necessary to define assessment criteria that 
are representative of the overall performances. For this doctoral thesis, three criteria have 
been selected to quantify the technical, economic and environmental performances of the 
treatment chains. For the technical aspects, the heat and electricity demand of the whole chain 
are used as reference outputs. The economic performances are defined through global 
levelised costs, which represent the selling price that the main product of the chain would 
have to break-even. Thus, the global economic output depends on the capital and operating 
costs of the treatment units, on the revenues given by the by-products and on the productivity 
of the chain in terms of the selected main product. Finally, the environmental aspects are 
assessed through the operational CO2 emissions, due to the energy requirement of the chain, 
per unit of main product produced. 
Overall, the main novelty introduced by this doctoral thesis consists in developing a 
simulation platform where ad hoc implemented techno-economic models could be easily 
integrated and interconnected to simulate treatment chains. These were compared by 
estimating novel assessment outputs able to inform about the technical, economic and 
environmental performances of the whole system. 
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2.1	Technical	and	economic	models	
 
In this section, the technical and economic models developed and implemented for five 
treatment processes are described in detail. The treatment processes are categorised into pre-
treatment and concentration processes. Nanofiltration and crystallization belong to the first 
group, whereas multi-effect distillation, reverse osmosis and membrane distillation belong to 
the second. The techno-economic models developed and implemented during the thesis have 
been schematically represented within the framework of the multi-level method in Figure 3. 

 

Figure 3. Representation of the multi-level methodological approach, with a focus on the techno-
economic models developed and implemented for this thesis. 

2.1.1	Nanofiltration	(NF)	
 
NF is a pressure-driven membrane process, which is widely used as a pre-treatment unit in 
industrial processes since it is very suitable to selectively separate bivalent and multivalent 
ions from water solutions.  

2.1.1.1	Technical	model	
 
The technical model has a hierarchical structure and presents three levels of investigation. The 
low-hierarchy model concerns the transfer mechanisms within the membrane and is based on 
the resolution of the extended Nernst Planck equation. The medium-hierarchy model 
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describes the NF element and is composed of mass and energy balance equations. The high-
hierarchy model regards the whole NF plant to be employed to achieve a certain recovery and 
is based on an iterative calculation for the design of the plant. The structure of the NF model 
is schematically shown in Figure 4. 

 
Figure 4. Schematic representation of the NF hierarchical model. 

Low-hierarchy	model	
 
The mechanisms within the NF membranes are described via the Donnan Steric Pore Model 
with Dielectric Exclusion (DSPM-DE). This modelling approach, introduced by Bowen et al. 
[114] and widely used in the literature [115-117], allows for a full characterisation of the NF 
membranes when four membrane parameters are known: membrane pore radius (rpore [nm]), 
active layer membrane thickness (δm [µm]), pore dielectric constant (εpore [-]) and membrane 
charge density (Xd [mol/m3]).  
Table 2 reports the main equations of the DSPM-DE concerning the mass transfer 
mechanisms through the NF membranes. The DSPM-DE is based on the extended Nernst 
Planck equation (equation 1). The flux of each ion through the membrane (ji [mol/m2s]), 
which is equal to the product of the water flux (Jv [m/s]) by the concentration of the ion in the 
permeate (Cpi [mol/m3]), is defined by the Nernst Planck equation as the sum of three terms: 
diffusive, electro-migrative and convective fluxes. The diffusive flux depends on the 
diffusivity of the ion within the pore (Di,pore [m2/s]) and on the variation of concentration 
along the y axis, i.e. within the membrane (Cmi [mol/m3]). The electro-migrative flux is 
function of the ion valence (zi [-]), the concentration within the membrane (Cmi), the 
diffusivity of the ion within the pore (Di,pore) and the variation of electrical potential (ψ [V]) 
along the y axis. The convective flux depends on the convective mass transfer coefficient (ki,c 
[-]), the concentration inside the membrane (Cmi) and the water flux (Jv). The diffusion and 
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convection within the pores are hindered because of the pore size, thus suitable mass transfer 
coefficient (ki,c and ki,d) are defined in equation 3 and 4 in function of the parameter λi [-], 
equal to the ratio between the ion Stokes radius and the pore radius. 
Concerning the water transport, Jv is estimated using the Hagen-Poiseuille equation (equation 
6), which defines the water flux as function of the net pressure difference (ΔP [Pa]), the pore 
radius (rpore), the active layer membrane thickness (δm) and the solution dynamic viscosity (η 
[Pa s]). The net pressure difference is given by the difference of the applied pressures in the 
feed and the permeate channel minus the osmotic pressure difference ΔΠ, defined in equation 
7. 

Table 2. Equations of the DSPM-DE about the mass transfer mechanisms within the NF membrane. 
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Concerning the solution membrane interface, equation 8 defines the ratio between the ion 
activity just inside the membrane on the feed side (γmi,1Cmi,1) and the ion activity just outside 
the membrane in the solution (γbmi Cbmi). Equation 9 is the analogous ratio at the permeate-
membrane interface. The activity coefficients are calculated via the Davies equations 
(equations 10-11). The three exclusion mechanisms, i.e. size, dielectric and Donnan 
exclusions, are defined through the steric coefficient ϕi [-] (equation 2), the Born solvation 
coefficient ϕB,i [-] (equation 12) and the Donnan term, respectively. The Born solvation 
coefficient is function of the solvation energy barrier ΔWi [J], which depends on εpore 
(equation 13). The Donnan term depends on the Donnan potential at the solution-membrane 
interfaces ΔψD [V]. 
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Table 3. Equations of the DSPM-DE about the exclusion mechanisms in the NF membrane. 
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The concentration of the ions just outside the membrane on the feed side (Cbmi) is different 
from the concentration in the bulk (Cbi) because of the concentration polarisation 
phenomenon. This occurs because the ions would have different rates in moving from the 
bulk to the membrane interface and in crossing the membrane. Therefore, Cbmi is calculated 
by equating the fluxes as in equation 14, where the right-hand of the equation is the ionic flux 
from the bulk to the membrane. The mass transfer coefficient is calculated by using the 
expression for spiral wound membranes (equation 16) and by correcting it with the coefficient 
Ξ that represents the suction effect due to membrane permeation [118]. The mass transfer 
coefficient kbc,i depends on some geometric properties, i.e. the mixing efficiency of the net 
(ηmix [-]), the mixing length of the spacer (Lmix [m]) and the height of the feed channel (hf 
[m]), and on two a-dimensional numbers, i.e. Peclet (Pe, equation 17) and Schmidt (Sc, 
equation 18).  

Table 4. Equations for the estimation of concentration polarisation in the DSPM-DE. 
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In addition, the electro-neutrality conditions reported in Table 5 have to be fulfilled at the 
feed-membrane interface (equation 19), in the permeate solution (equation 20) and inside the 
membrane (equation 21). 
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Table 5. Electro-neutrality conditions in the DSPM-DE. 
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The system of equation reported so far is highly non-linear and very complex to solve. 
Geraldes et al. proposed an implementation consisting of an iterative resolution of a linearised 
system, whose coefficients are updated in each iteration [117]. I followed this approach and I 
implemented in Python the linearised system of equations, which is simultaneously solved via 
the LAPACK routine_gesv. In the first iteration, the coefficients contain guess values of ionic 
concentration and potential profiles. After the first iteration, the coefficients are updated with 
the results of the linear system and a new iteration starts. The procedure continues until 
suitably defined residuals are below 10-4 [117]. 

Medium-hierarchy	model	
 
The medium-hierarchy model describes a NF unit that is discretised in a certain number of 
discretisation elements along the feed stream-wise direction (x axis). The medium-hierarchy 
model calls the low-hierarchy model in each discretisation element and presents mass 
balances to estimate the outputs of each element and the inputs of the following one. Table 6 
reports the equations used to estimate the profiles of permeate and retentate flow rates and 
concentrations and the pressure profile along the x axis. The permeate flow rate (Mp [m3/s]) 
increases because of the water flux that crosses the membrane (Jv) and the retentate flow rate 
(Mret [m3/s]) decreases correspondingly (equation 22 and 23). At the same time, the ionic 
fluxes (ji) through the membrane cause a variation in the concentration of the permeate (Cpi 
[mol/m3]) and the retentate (Creti [mol/m3]) solutions (equation 24 and 25). Once the outlet 
retentate concentration and flow rate are calculated in a discretisation element, these are used 
as inlet feed concentration and flow rate of the following element (equation 26 and 27). 
Finally, the pressure profile (P [Pa]) along the NF unit depends on the pressure losses, which 
are function of the friction factor (f [-]), defined in equation 29 [119].  
As showed in the equations of Table 6, for each element the water and the ionic fluxes are 
calculated via the DSPM-DE (low-hierarchy model). For this aim, I set up an iterative 
calculation, because the value of the permeate concentration is required to calculate the 
osmotic pressure and the mass transfer coefficient in the membrane model. 
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Table 6. Equations to model a NF unit. 
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High-hierarchy	model	
 
The high-hierarchy model is a design model able to estimate the size that the plant should 
have to achieve a certain recovery (given by the ratio between the total outlet permeate flow 
rate and the inlet feed flow rate). The NF plant is typically composed of a number of vessels 
in parallel and each vessel contains some units in series. The number of NF units inside each 
vessel is a parameter; whereas the number of vessels in parallel corresponds to the total 
membrane area required for a certain separation and it is the main output of the design model. 
The model presents an iterative procedure, represented in Figure 5. The iteration starts from a 
guess number of vessels in parallel, calculated from the ratio between the total permeate flow 
rate to be produced and a guess average water flux in the vessel. Then, the total feed flow rate 
is distributed among the vessels and each unit inside the vessel is solved by applying the 
medium-hierarchy and the low-hierarchy models. If the feed flow rate of each vessel is lower 
than the minimum design flow rate, the number of vessels has to decrease or the pressure has 
to increase. If the pressure cannot be increased, a two-stage NF plant has to be designed. 
Within each vessel, the outlet retentate flow rate and concentration of a unit correspond to the 
inlet feed flow rate and concentration of the following one. Conversely, the permeate streams 
produced by each unit are mixed and constitute the outlet permeate of the vessel. At the end 
of the first iteration, the total recovery is calculated and compared with the required recovery. 
If the obtained value is lower than the target, the number of vessels in parallel is recalculated 
on the basis of the calculated water flux. The iterative procedure stops as soon as the 
calculated recovery is equal or slightly higher than the required one (maximum difference of 
5%). 
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Figure 5. Representation of the iterative procedure implemented in the high-hierarchy model. 

 
2.1.1.2	Economic	model	
 
To estimate the capital and the operating costs of the NF plant, the Verberne cost model was 
implemented [120]. The main equations for the calculation of the capital costs are reported in 
Table 7. These allow for estimating (i) the cost for the building housing the plant Ccivil [$]; (ii) 
the costs for pumps, filters and piping system Cmech [$]; (iii) the cost for the energy supply 
system Celectro [$]; and (iv) the cost for the membranes Cmembrane [$].  
The main inputs to provide to the economic model are the total feed flow rate Mfeed [m3/h], 
the number of vessels in parallel nvessel [-] and the feed pressure Pfeed [bar]. Note that these 
equations make reference to vessels with a membrane area of 30 m2. Thus, in the calculations, 
I considered that each vessel contains 6 units in series, each one composed of 5 NF membrane 
sheets wounded together with an area of 1 m2. 

Table 7. Equations to estimate the capital costs of a NF plant. 
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The total costs in [$] are linearly depreciated by assuming different depreciation periods: 30 
years for the civil investment, 15 years for the mechanical and the electric equipment and 5 
years for the membranes [120]. An interest rate of 6% is used for the calculation of the total 
annualised capital costs (CAPEX [$/y]). The operating costs include the energy supply cost, 
the cost of chemicals, the maintenance cost and the quality control and daily operation costs. 
Each of the three last terms is estimated as 2%/y of the total investment cost in [$]. The cost 
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of chemicals is calculated in the range of 0.020-0.025 $/m3 of permeate [121]. Finally, the 
energy costs include the cost for the pumping energy and an average consumption of the 
membrane modules of 40 Wh/m3feed [120]. 

2.1.2	Crystallizer	
 
The crystallizers considered in this doctoral thesis are reactive crystallizers where magnesium 
and calcium hydroxides are produced by adding an alkaline solution to the wastewater 
containing magnesium and calcium ions. Each crystallizer is followed by a disc and drum 
filter, used to separate the liquid phase from the solid crystals. The simplified scheme of the 
crystallization step is sketched in Figure 6. 

 

Figure 6. Illustration of the crystallization step to produce Mg(OH)2 and Ca(OH)2. 

 

2.1.2.1	Technical	model	
 
Crystallization is typically modelled via population balance equations, which are able to 
describe the properties of the crystals in space and time. The population balance equation 
takes into account the different mechanisms occurring inside the crystallizer, i.e. nucleation, 
growth and aggregation, and it estimates the variation of the number density function n(L, t), 
according to the following expression [122]: 
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where L is the particle length, G(L) is the growth rate, B(L, t) is the birth rate due to the 
aggregation and D(L, t) is the death rate due to the aggregation. In this case, the breakage of 
the crystals is neglected.  
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The population balance equation can be solved following different approaches; one of the 
most widely used involves the conversion of the population balance into a moment balance. In 
particular, an attractive option is the quadrature method of moments (QMOM), which is 
robust and able to handle complex systems, including aggregation and breakage mechanisms 
[123]. This method is based on a quadrature approximation, which converts the integral in the 
moments’ definition into a summation [124]: 
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where Nq is the number of quadratures (Nq=3 was shown to be sufficient to describe the 
moments evolution accurately [123]), wi are the weights and Li are the abscissas. The 
calculation of weights and abscissas is performed via the product-difference algorithm that 
requires to know the first 2Nq moments [125]. Thus, if the first six orders moments mk at t0 are 
known, the moments at the following time-step (mk at t1) are calculated by applying the 
corresponding moment balance equations.  
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where J(t) is the nucleation rate and Bk and Dk are the moments relevant to birth and death for 
aggregation. The kinetics of growth, nucleation and agglomeration have been estimated 
experimentally for Mg(OH)2 crystallization by Alamdari et al. [126]. 
For each time-step, once the moments are known, they are used to calculate the weights and 
the abscissas via the product-difference algorithm. Thus, the new weight and abscissas are 
employed for the calculation of the kinetics in the following time-step. 
The population balance equations have been used during the doctoral thesis to investigate the 
evolution of the number and size of crystals of hydroxides with time. Experimental activities 
are still ongoing at University of Palermo to validate the modelling results. 
However, for the techno-economic analyses performed during the doctoral thesis, I used a 
simplified model, based on mass balances under the assumption of a 100% conversion of the 
dissolved magnesium and calcium ions into the respective hydroxides [127]. Two separate 
crystallizers are considered for the production of the two hydroxides and each of the two units 
is followed by a filter to obtain the solid crystals. For each crystallization unit, an alkaline 
reactant (NaOH-water solution) is used. The main mass balance equations for the Mg(OH)2 
crystallizer are reported in Table 8, where Qmol is the molar flow rate in [mol/h], nstoich is the 
stoichiometric number, equal to 2 in this case, M is the mass flow rate in [kg/h] and C is the 
concentration in [ppm]. The equations are analogous for the Ca(OH)2 crystallizer. The flow 
rate of alkaline solution required for the reaction is calculated assuming an excess of 10% 
with respect to the stoichiometric ratio (equation 38). The outlet molar flow rate of hydroxide 
is equal to the inlet molar flow rate of magnesium (equation 39), while the outlet mass flow 
rate of solution is calculated with the total mass balance including the inlet flow rates of the 
feed and the alkaline solution and the outlet flow rate of crystals (equation 40). Finally, the 
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outlet mass concentration of Na+ is calculated considering the addition of sodium present in 
the alkaline solution (equation 41). 
 
Table 8. Mass balance equations for the Mg(OH)2 crystallizer 
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2.1.2.2	Economic	model	
 
The economic model estimates the capital and the operating costs of the crystallizers and the 
filters. The capital costs are calculated via the Module Costing Technique [128], by 
calculating the purchase cost of two crystallizers as a function of their volume Vcryst [m3] and 
of two disc and drum filters as a function of the area Afilter [m2]. The volume of the crystallizer 
is designed on the basis of the inlet total volume flow rate, the design fluid velocity within the 
reactor and a fixed length. The area of the filter depends linearly on the mass flow rate of the 
crystals produced. The purchase costs of the crystallizer and the filter are reported in 
equations 42 and 43 [128].  
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Then, the purchase costs are updated using the Chemical Engineering Plant Cost Index 
(CEPCI) and corrected with the bare module factor (Fbm [-]) that depends on the material used 
and the operating conditions. This is equal to 1.6 for the crystallizers and 1.65 for the filters. 
The total capital cost is then linearly depreciated, using a depreciation time of 20 years and an 
interest rate of 6%. 
The operating costs are given by the cost of the alkaline reactant and the cost of the energy 
required for pumping the feed in the crystallizer and for operating the filter. For the first term, 
I assume a pressure drop of 0.5 bar in each crystallization unit. For the filters, I assume that 
the consumption is linearly proportional to the inlet flow rate of the suspension produced by 
the crystallizer (magma) and a filter consuming 0.5 kW with a flow rate of 0.3 m3/h is taken 
as a reference [129]. 

2.1.3	Multi-Effect	Distillation	
 
Multi-Effect Distillation (MED) is a thermal desalination technology, widely used for 
seawater desalination purposes. The MED plant consists of a certain number of stages (called 
effects), which can be arranged in different ways: typical arrangements are the forward feed 
and the parallel feed layouts [130]. In the first, the feed crosses all the stages disposed in 
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series; whereas, in the second, the feed is distributed among the stages disposed in parallel. I 
adopted a forward feed arrangement, as it is more suitable to the high concentrations and high 
temperatures that are expected in the treatment of concentrated brines  [131]. Each effect 
presents an evaporator and a preheater. The evaporator is a horizontal tube-bundle where the 
feed solution partially evaporates on the external surface and the steam condensates inside the 
tubes. The preheater is a heat exchanger: the feed circulates inside the tubes and its 
temperature increases, because of the condensation of the vapour on the external surface of 
the tubes. In the forward feed arrangement, the brine generated by the partial evaporation of 
the feed in the evaporator is sent to the following stage as the feed solution; whereas, the 
vapour generated in the evaporator is used as the external heat source inside the tubes of the 
evaporator of the following effect.  
The MED plant with a forward-feed arrangement is schematically represented in Figure 7. 

 

Figure 7. Schematic representation of the MED plant. The three stages represent the first, a generic 
intermediate and the last stage. 

2.1.3.1	Technical	model	
 
The technical model is a design model able to estimate the size of the MED plant required for 
a certain separation, i.e. to reach a given concentration in the produced brine or to produce a 
fixed flow rate of distillate solution. With a given number of stages in series, the model is able 
to calculate the area of the evaporator and the preheater in each stage and the flow rate of 
steam to supply to the first effect. The technical model presents an iterative procedure with 
three minimisation loops, which is repeated until three conditions are simultaneously fulfilled: 
(i) the areas of the evaporators of all effects have to be equal; (ii) the areas of the preheaters of 
all effects have to be equal and (iii) the distillate flow rate produced has to be equal to the 
required one or has to satisfy the global mass balance (if the given condition concerns the 
brine salinity). The minimisation functions are solved by changing the values of the 
temperature change in the effects (ΔTeffect [°C]), the ones in the preheaters (ΔTpreh [°C]) and 
the mass flow rate of the external steam (Ms [kg/s]). The iterative procedure is reported in 
Figure 8.  
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Figure 8. Solution algorithm of the MED technical model. 

 

Once the inputs and the geometric parameters are given, the global mass balances are solved. 
The underlying assumption is that the distillate is pure water, so it is not included in the salt 
balance. 
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where Mfeed, Mdist and Mbrine [kg/s] are the mass flow rates of the inlet feed solution and the 
outlet distillate and brine solutions, respectively and Xfeed and Xbrine [ppm] are the salt 
concentrations in the feed and in the brine, respectively.  
Concerning the temperatures, six temperature values have to be evaluated for each effect: the 
temperature of the brine (T), the maximum feed temperature reached in the preheater (Tpreh), 
the temperature of the saturated vapour generated (Tvsat), the temperature of the vapour after 
crossing the demister (T’vsat), the temperature of the vapour after crossing the connecting lines 
(T’c) and the condensation temperature of the vapour in the following effect (Tc). 
These terms are inter-related: the temperature of the saturated vapour is lower than the 
temperature of the brine because of the boiling point elevation (BPE) and the temperature of 
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the vapour gradually decreases from one effect to the following because of pressure drops in 
the demister, in the connecting lines and in the evaporator. The relevant equations are 
reported in Table 9. 

Table 9. Equations to define the temperature drops in the MED. 
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The BPE is calculated according to the Pitzer model, which is valid in a wide range of salinity 
[132]. The other temperature drops are estimated on the basis of correlations reported in the 
literature [133, 134]. Concerning the equations to describe the effects, three different systems 
of equations are used for the first, the generic intermediate and the last effect. The first effect 
is the only effect receiving thermal energy from an external source, in the form of steam at a 
temperature typically between 70°C and 120°C (Ms). The total feed flow rate is sprayed on 
the external surface of the tube bundle, after having crossed all the preheaters, from the last to 
the first effect. The partial evaporation of the feed generates a vapour flow rate (Md) and a 
brine flow rate (Mb) (equation 50). In the first effect, the vapour generated by evaporation of 
the feed is the only contribution to the total vapour generated in the effect (Mvap) (equation 
52). The vapour crosses the demister to remove the remaining liquid particles and the first 
preheater, where it partially condenses to increase the temperature on the feed inside the 
tubes. The condensed fraction (αcond Mvap) is a distillate liquid flow rate, whereas the 
remaining vapour flow rate is sent to the following effect as the heating steam. The equations 
to model the first effect are reported in Table 10. 

Table 10. Mass and energy balance equations in the first effect. 

h=''( = 	h<	[0] + 	h9	[0] (50) 

h=''( 	g=''( = 	h9[0]	g9[0] (51) 

h"O#[0] = 	h<	[0] (52) 

hI	.(DI) + 	h=''( 	ℎIWvD#&'M[1], 	g=''(w 
= h9[1]	ℎIW(D[1], 	g9[1]) 

+	(1 − x1%P([1])	h"O#[1]	ℎ"O#(D
V
"IOK[1]) 

+x1%P([1]h"O#[1]	ℎC!X(D′"IOK[1])	

(53) 

 

The mass and energy balance equations to model the generic intermediate effects are reported 
in Table 11. The first two equations are the global mass and salt balance equations on the 
effect. In each intermediate effect, the feed solution that is sprayed on the external surface of 
the tube bundle is the brine generated in the previous effect (Mb[i-1]). Since the pressure 
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decreases from one effect to the following, the brine entering the effect flashes and generates 
a vapour flow rate (Mfbrine) (energy balance in equation 59). In the evaporator, the partial 
evaporation gives rise to the vapour flow rate (Md) and the brine flow rate (Mb), as in the first 
effect. Inside the tubes, the condensation of the vapour generates a distillate liquid flow rate, 
which is sent to a flash box. In fact, the flash box is included, in order to recover as much 
vapour as possible and to reduce the demand for external heat supply. In the flash box, part of 
the distillate flashes and an additional vapour flow rate (Mfb) is generated and mixed with Md 
and Mfbrine. The remaining liquid flow rate in the flash box is the distillate produced in the 
effect (Mc). The mass balance on the vapour phase is reported in equation 56, whereas 
equations 57 and 58 are the mass and the energy balance on the flash box, respectively. 
Finally, the energy balances on the heat exchanger and on the preheater are reported in 
equations 60 and 61, respectively. 

Table 11. Mass and energy balance equations in the generic intermediate effect. 

h9[y − 1] = 	h<	[y] + 	h=9&!P'[y] + 	h9[y] (54) 

h9[y − 1]g9[y − 1] = 	h9[y]	g9[y] (55) 

h"O#[y] = 	h<	[y] + 	h=9&!P'[y] + 	h=9[y] (56) 

h1[y − 1] + x1%P([y]	h"O#[y] + (1 − x1%P([y − 1])h"O#[y − 1] = h=9[y] + h1[y] (57) 

h1[y − 1]	ℎC!XvD
V
",IOK[y − 1]w + x1%P([y]	h"O#[y]	ℎC!X(D

V
"IOK[y])

+ (1 − x1%P([y − 1])h"O#[y − 1]	ℎC!X(D1[y − 1])

= h=9[y]ℎ"O#(D′"IOK[y]) + h1[y]ℎC!X(D′"IOK[y]) 
 

(58) 

h=9&!P'[y]	.vD9&!P',	=[y]w = h9&!P'[y − 1]	cYIW(D,'OP, 	g9[y − 1])vD[y − 1] − D9&!P',	=[y]w 
	

(59) 
(1 − x1%P([y − 1])h"O#[y − 1]	.(D1[y − 1])

+ 	h=9&!P'[y] zℎIW(D[y − 1], g9[y − 1]) −	ℎ"O#(D
V
"IOK[y]){

+	h9[y]vℎIW(D[y − 1], g9[y − 1]) −	ℎIW(D[y], g9[y])w

= 	h([y] zℎ"O#(D
V
"IOK[y]) 	−	ℎIW(D[y − 1], g9[y − 1]){ 

(60) 

h=''( 	cYIWvD,'OP, 	g=w	vD#&'M[y]	 − 	D#&'M[y + 1]w = 	x1%P([y]	h"O#[y]	.(D′"IOK[y]) (61) 

 

Finally, in the last effect, there is no preheater and the vapour generated is sent to the end 
condenser. The brine produced in the last effect is the final brine produced in the MED plant, 
while the vapour condenses in the end condenser and the produced liquid distillate is sent to 
the last flash box. The liquid flow rate produced in the last flash box is the outlet distillate 
flow rate of the plant. The relevant equations are reported in Table 12. The mass and salt 
balances are analogous to equations 54 and 55. The energy balance on the effect is reported in 
equation 62. The mass and energy balances on the flash box (equations 63 and 64) are slightly 
different than those for a generic flash box, because there is no vapour condensed in the 
preheater in the last effect, but all vapour is condensed in the end condenser (Mvap[N-1]). 
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Finally, equation 65 presents the energy balance in the end condenser, where Mcw is the total 
cooling water flow rate required to condensate the vapour. 

Table 12. Mass and energy balance on the last effect and the end condenser. 

(1 − x1%P([V − 1])h"O#[V − 1]	.(D1[V − 1]) +h=9[V]	ℎ"O#(D
V
"IOK[V])

+h9[V − 1]	ℎIW(D[V − 1], 	g9[V − 1])

= h9[V]	ℎIW(D[V], 	g9[V]) +h"O#[V]	ℎ"O#(D′"IOK[V]) 
(62) 

h1[V − 2] + 	h"O#[V − 1] + (1 − x[V − 2])h"O#[V − 2]

= h=9[V − 1] +h1[V − 1] 
(63) 

h1[V − 2]	ℎWOK,CvD′",IOK[V − 2]w +h"O#[V − 1]	ℎWOK,CvD′",IOK[V − 1]w

+ (1 − x[V − 2])h"O#[V − 2]	ℎWOK,C(D1[V − 2])

= h=9[V − 1]ℎWOK,"vD′",IOK[V − 1]w

+h1[V − 1]ℎWOK,CvD′",IOK[V − 1]w 

(64) 

h1W	%|Z[vD1W	}}}}}, g=''(w	vD1W,%BK −	D1W,!Pw = 	h"O#[V − 1]	.(D′1[V − 1])	 (65) 

 

For what concerns the design of the effects, the areas of the heat exchangers (Ahx), of the 
preheaters (Apreh) and of the end condenser (Acond) are calculated according to the equations in 
Table 13. The DTMLpreh and DTMLcond are the temperature logarithmic means in the 
preheater and the condenser, respectively. Uevap and Ucond are the heat transfer coefficients for 
the evaporator and the condenser, calculated according to correlations reported in the 
literature [135]. 

Table 13. Equations for the design of heat exchangers, preheaters and end condenser. 

PMG	[0] = 	
h=''(cYIWvD,'OP, 	g=wvD[1]	 − D#&'M[1]w +h([1]	.(D"IOK[1])

~'"O#(D[1])(DIK'O, − D[1])
 (66) 

PMG	[y] = 	
(1 − x1%P([y − 1])h"O#[y − 1]	.(D1[y − 1])

~'"O#(D[y])(D1[y − 1] − D[y])
 (67) 

P#&'M	[y] = 	
x1%P([y]	h"O#[y]		.(D′"IOK[y])

~1%P((D′"IOK[y])	'Dhd#&'M
 (68) 

P1%P(	 = 	
h1W	cYIWvD1W	

}}}}}, g=''(w	vD1W,%BK −	D1W,!Pw

~1%P((D′1[V])	'Dhd1%P(
	 (69) 

 

2.1.3.2	Economic	model	
 
The economic model estimates the capital costs through the Module Costing Technique [128] 
and the purchase costs are calculated by representing each effect as the combination of two 
heat exchangers (evaporator and preheater) and a vessel (flash box). The equations to 
calculate the purchase costs are reported below. 
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log %#,?
MG = 	4.3247 − 0.3030	 logPMG + 0.1634	 logPMG

2 (70) 

log %#,?
"'II'C = 	3.5565 + 	0.3776	 logo"'II'C + 0.0905	 logo"'II'C

2 (71) 

Then, the purchase costs are corrected considering the materials and the operating conditions, 
in particular the heat exchangers are supposed to have a carbon steel shell and tubes in a 
nickel-based alloy, to resist to high temperatures and to salty water [136]. These aspects are 
all included in the bare module factor (Fbm [-]) and the product of the purchase cost of the 
equipment and the bare module factor gives the bare module cost of the equipment. Thus, the 
investment cost is given by the sum of the costs of the effects and of the end-condenser, plus 
the contingency and fee that are assumed as 15% and 3% of the cost of the equipment [128]. 
Finally, the investment costs are updated through the CEPCI index and linearly depreciated, 
considering a discount rate of 6% and a depreciation period of 25 years.  
The operating costs include the costs for maintenance, labour and personnel and the costs for 
chemicals, thermal and electric energy. The maintenance cost is calculated as 3%/y of the 
total investment cost. The personnel cost depends on the average cost of the workers and on 
the required number of workers, which is estimated as a function of the size of the plant. The 
labour cost for maintenance is defined as 20% of the personnel cost [137]. The chemicals 
costs include the costs for pre-treatments to apply to the feed, such as anti-scaling and anti-
foaming, and to the cooling water, such as chlorination, and for post-treatments of the 
distillate. The electric energy cost is given by the product of the specific electric cost and the 
electric consumption. In this regard, the specific electric consumption has been assumed equal 
to 1.5 kWhel/m3dist [138]. Finally, the thermal energy cost is given by the product of the 
specific cost of the thermal energy and the thermal consumption. The total thermal 
consumption is calculated by multiplying the external steam flow rate Ms by the latent heat of 
vapour at the inlet temperature.  

2.1.4	Reverse	Osmosis	
 
Reverse Osmosis is a pressure-driven membrane process, widely used for seawater 
desalination to obtain potable water. However, it is effective in treating water at any salinity, 
from brackish water up to high salinity waters. The technology is commonly present at the 
industrial scale and several efforts have been made to produce highly performing membranes, 
with very high salt rejection (approx. 99%) and high water flux [139]. 

2.1.4.1	Technical	model	
 
The RO model implemented for this doctoral thesis can simulate a single- or a double-stage 
plant with concentrating staging. The choice of a single- or a double-stage RO plant depends 
on the total recovery, defined as the ratio between the permeate and the feed flow rate: for any 
recovery lower than 50% a single-stage plant is used, whereas for higher recoveries a double-
stage plant is required. Moreover, the model has a hierarchical structure, which follows the 
structure of the real plant. Typically, the RO plant presents a certain number of vessels in 
parallel, each containing a fixed number of RO units in series. These units are composed of 
RO membrane sheets wounded in a spiral-wound geometry. Therefore, the low-hierarchy 
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model describes the transfer mechanisms within the membrane; the medium-hierarchy model 
estimates the flow rate, concentration and pressure profile along the RO unit and the high-
hierarchy model designs the RO plant and calculates the required number of vessels in 
parallel for a certain separation. The RO plant structure and the corresponding modelling 
hierarchies are sketched in Figure 9. 

 

Figure 9. Representation of the RO plant and the corresponding model hierarchical structure. 
 

Low-hierarchy	model	
 
The model to describe the transfer mechanisms through the RO membrane is a two-parameter 
solution-diffusion model. Both water and salt are supposed to diffuse through the membrane 
and their transfer is defined through two parameters: pure water permeability in the membrane 
(Amembr [kg/(s m2 bar)]) and solute permeability in the membrane (Bmembr [kg/(s m2)]). The 
main equations of the low-hierarchy model are reported in Table 14. The flux of water Fw 
[kg/(m2s)] depends on the water permeability Amembr and on the net pressure difference across 
the membrane (equation 72). The net pressure difference is given by the difference of the 
applied pressures at the two membrane interfaces ΔP minus the osmotic pressure difference 
ΔΠ [bar], defined in equation 74. The flux of salt Fs [kg/(m2s)] depends on the salt 
permeability Bmembr and on the difference between the feed concentration at the feed-
membrane interface Xf,w [ppm] and the permeate concentration Xp [ppm]. Xf,w depends on the 
concentration polarisation phenomenon, which has been quantified through the concentration 
polarisation factor (CPF [-]). The CPF is calculated as a function of the recovery of the 
element Ri [-], according to equation 78. The nominal membrane parameters Amembr,nom and 
Bmembr,nom are calculated starting from test data, provided by the membrane producer. The real 
membrane properties Amembr and Bmembr are found by correcting the nominal membrane 
parameters with the temperature correction factor (TCF [-]) and with the membrane ageing 
factors for the water (MAFw [-]) and for the salt (MAFs [-]) fluxes. The TCF is function of a 
membrane parameter depending on the barrier material (around 2,500-3,000 for polyamide 
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membranes [139]) and of the operating temperature T [K]. Concerning the ageing factor, 
agemembr is the average life time of the RO membranes (taken equal to 4 years) and ΔΦw and 
ΔΦs are measures of the relative water passage loss and of the relative solute passage increase 
with time (equal to 0.07 and 0.1 respectively) [140]. 

Table 14. Equations of the low-hierarchy RO model. 
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Medium-hierarchy	model	
 
The medium-hierarchy model describes the RO unit. In the industrial plants, the RO units 
typically present a spiral-wound geometry. However, in the model, the membranes are 
described as unwounded, because the channel thickness is much smaller than the module 
radius and the configuration can be modelled as a plate and frame system with negligible 
errors [118]. Also, the variation of flow rate and concentration is neglected along the 
permeate flow direction and the membrane is discretised along the feed main flow direction 
[141]. For each discretisation element, the water and salt fluxes Fw and Fs are calculated using 
the low-hierarchy model and then, they are used in the mass balances in equations 79 and 80 
to estimate the permeate flow rate (Mperm [kg/s]) and composition (Xperm [ppm]). The brine 
flow rate (Mbrine [kg/s]) and composition (Xbrine [ppm]) are calculated via mass balances on 
the element (equations 81-82) and they constitute the inlet feed flow rate (Mf [kg/s]) and 
composition (Xf [ppm]) of the following element (equations 83-84). Conversely, the 
permeates produced in all elements are collected and constitute the outlet permeate of the RO 
unit (Mperm,out unit [kg/s]) (equations 85-86). 
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Table 15. Equations of the medium-hierarchy RO model. 

h#'&,[y] = 	 (KW[y] +	KI[y])	
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 (79) 
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High-hierarchy	model	
 
Finally, the high-hierarchy model allows for designing an industrial-scale RO plant. The 
model used in the design mode calculates the number of vessels required in each stage to 
achieve a certain recovery rate (Rplant [%]), whereas the operational mode allows for 
estimating the recovery achieved with a fixed number of vessels and a certain feed pressure. 
Within each vessel, a number of RO units are arranged in series: the retentate produced by 
one unit is sent to the following unit as the feed solution, whereas the permeates are collected 
together and constitute the outlet permeate solution. 
For design purposes, I implemented an optimisation procedure to find the feed pressure (Pfeed 
[bar]) required to achieve the plant recovery, defined in equation 88. For each investigated 
pressure, the total membrane area Atot [m2] is estimated by considering an average value of 
water flux (equation 87). Then, the feed flow rate of each vessel in parallel is calculated and 
the composition (Xperm,out [ppm]) and the total flow rate (Mperm,out [kg/s]) of the outlet 
permeate solution are estimated by simulating the vessel. Finally, Pfeed is found by minimising 
the squared error between the calculated and the required Rplant.  
The electric power demand of the high pressure pump (PHP [W]) is estimated via equation 90. 
Also, the possibility to couple the RO with energy recovery devices (ERD) has been 
considered: the pressure exchangers allow for recovering most of the pressure of the outlet 
brine, with an efficiency of 98% [136]. The remaining pressure increase is carried out in a 
booster pump and its power demand (PBP [W]) is calculated via equation 91. 
 



46 
 

Table 16. Equations of the high-hierarchy RO model. 
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2.1.4.2	Economic	model	
 
The economic model estimates the capital and the operating costs of an industrial-scale RO 
plant. The capital costs include the costs for membrane units, pressure vessels, pumps, piping 
and intake. I took the costs for membrane units and pressure vessels reported in the literature 
[142, 143]. Also, I used different correlations to estimate the cost of the high pressure pump 
depending on the feed flow rate, as reported in Table 17. Equation 92 refers to pumps with 
flow rate (Qfeed) lower than 200 m3/h; equation 93 is used for pumps with Qfeed between 200 
and 450 m3/h; equation 94 estimates the cost of pumps with Qfeed of 450 m3/h. For higher flow 
rates, multiple pumps in parallel have to be installed and the costs are calculated combining 
the equations in Table 17.  

Table 17. Equations to estimate the cost of high pressure pumps with different flow rates [142]. 

%ÜáàLYY = 52	>=''(n=''( 	 (92) 

%ÜáàLYY = 81	v>=''(n=''(w
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		 (93) 

%ÜáàLYY = 393,000 + 10,710	>=''( (94) 

 

The costs of the equipment are updated through the index CEPCI. The sum of the capital costs 
is the total investment cost, which is annualised by assuming a discount rate of 6% and a 
depreciation period of 25 years [144]. 
The operating costs include the cost for electricity, maintenance, labour, chemicals and 
membrane replacement. The maintenance costs are calculated as 3%/y of the total investment 
cost plus 20% of the labour cost [137]. The labour cost is estimated considering the number of 
workers required in the plant as linearly dependent on the total inlet feed flow rate, used as a 
measure of the size of the plant. The chemicals include the ones required for the pre-treatment 
of the feed, such as the anti-scaling agent, and for the post-treatment of the permeate. Finally, 
the membrane replacement cost is calculated by multiplying the cost of the membrane units, 
the total number of units and the replacement rate, which is equal to 15% per year [144]. 
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2.1.5	Membrane	distillation	
 
Membrane Distillation (MD) is a hybrid membrane-thermal desalination process that makes 
use of a microporous hydrophobic membrane, permeable only to water vapour. The two 
interfaces of the membrane are kept at different temperatures: this temperature gradient 
corresponds to a vapour pressure difference, which generates a vapour flux through the 
membrane. Potentially, MD is a very advantageous desalination technology: it requires lower 
temperatures and smaller footprint than MED plants, it is very suitable in the case of low-
grade waste heat availability and it works at much lower pressures than RO. Moreover, since 
the separation occurs by evaporation of water at the hot interface and by condensation of the 
vapour at the cold interface, the theoretical rejection to any solute is 100% [95]. However, the 
main issue of the MD process regards a non-ideality phenomenon, namely the temperature 
polarisation. In fact, the driving force for the vapour flux depends on the temperature 
difference at the two interfaces (Tmembrane,hot – Tmembrane,cold) and these temperatures are 
different from those in the bulk, because of the temperature polarisation phenomenon [145]. 
Another drawback of the MD process is that the water flux is relatively low, if compared with 
other technologies as RO, and the heat lost by conduction is significant, thus the thermal 
energy requirement is typically very high [146]. 
Various MD configurations have been proposed and employed: the most widely used 
configuration is the Direct Contact MD (DCMD), where both hot and cold fluids are in direct 
contact with the membrane on the two sides; other configurations present an air gap between 
the membrane and a cold condensing plate (AGMD) or a cold sweep gas which substitutes the 
cold permeate and provides the driving force (SGMD) or the vacuum applied on the permeate 
side to enhance the pressure difference (VMD). For this doctoral thesis,  
I chose to use the DCMD configuration, because of its operational simplicity and high fluxes 
and because it can operate both in the flat sheet and in the spiral-wound geometry [95]. 

2.1.5.1	Technical	model	
 
The technical model presents a hierarchical structure, which represents the real structure of 
the MD plant. The lower-hierarchy model is focused on the description of the heat and mass 
transfer through the membrane. The medium-hierarchy model contains mass and energy 
balances, to assess the profiles of temperature, flow-rates and concentrations along the feed 
stream-wise direction. The high-hierarchy model simulates a full-scale plant, in which MD 
units are arranged in series and in parallel to achieve a certain total recovery.  
The structure of the MD plant is schematically reported in Figure 10. 
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Figure 10. Scheme of the MD plant structure, with two branches in parallel, each composed of two 
modules in series. 
 

Low-hierarchy	model	
 
The low-hierarchy model describes the heat and mass transfer mechanisms through the 
membrane. Table 18 includes the main equations regarding the heat transfer mechanisms. 
Three heat fluxes have to be defined: the convective flux from the bulk of the hot channel to 
the membrane (Qconv,hot [W/m2]); the heat flux through the membrane (Qm [W/m2]) and the 
convective flux from the membrane to the bulk of the cold channel (Qconv,cold [W/m2]). The 
convective flux on the bulk side is defined in equation 95 and depends on the heat transfer 
coefficient (hf [W/(m2K)]) and on the temperature difference between bulk (Tbulk,hot [K]) and 
membrane interfaces (Tm,hot [K]).  
The heat flux through the membrane is reported in equation 96 and is given by the sum of the 
heat transferred by conduction (Qcond,m [W/m2] defined in equation 97) and the latent heat 
associated to the vapour flux (Qevap,m [W/m2] defined in equation 98).  
The convective flux in the cold channel (Qconv,cold [W/m2]) depends on the convective heat 
transfer coefficient on the permeate side (hp [W/(m2K)]) and the temperature difference 
between the membrane interface (Tm,cold [K]) and the bulk of the permeate (Tbulk,cold [K]), as 
shown in equation 99.  
A very important aspect concerns the definition of the temperatures at the membrane 
interfaces, since their difference constitutes the driving force for the separation. Tm,hot and 
Tm,cold are defined in equations 100 and 101 that are obtained by equating Qconv,hot to Qm and 
Qm to Qconv,cold, respectively [147]. For the estimation of these temperatures, the heat transfer 
coefficients have to be known. Within the membrane, the heat transfer coefficient hm is given 
by the ratio between the conductivity of the membrane km [W/(m K)] and the thickness of the 
membrane δm [m]. The membrane conductivity is a combination of the conductivity of the 
polymeric structure (kmembr,pol [W/(m K)]) and the conductivity of air (kair [W/(m K)]). The 
weight of the two terms depends on the membrane porosity ε [-] (equation 102). The 
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convective coefficients hf and hp depend on the Nusselts number that is defined in equation 
103 for laminar flows [148] and in equation 104 for turbulent flows [149]. 
 
Table 18. Equations about heat transfer mechanisms through MD membranes. 

 
Table 19 presents the main equations relevant to the mass transfer mechanisms through the 
membrane. The vapour flux Jw [kg/(m2s)] is function of the vapour pressure difference 
between the two membrane interfaces and the mass transfer coefficient Bm [kg/(m2s Pa)], as 
reported in equation 105. The mass transfer coefficient depends on the main transport 
mechanism through the membrane among (i) Knudsen diffusion, (ii) molecular diffusion or 
(iii) a combination of these two [145].  The main transport mechanism can be identified 
through the Knudsen coefficient (Kn [-]), defined as the ratio between the molecular mean 
free path λ [m] (equation 106) and the pore diameter rpore [m]. If λ is higher than rpore (Kn > 1), 
the Knudsen diffusion is the most representative transport mechanism. In fact, the collisions 
between the molecules and the wall are dominant with respect to the collisions molecules-
molecules [145]. Conversely, if rpore is higher than λ (Kn < 0.01), the predominant transport 
mechanism is the molecular diffusion. In most cases, the value of Kn is between 0.01 and 1, 
which means that the transport is given by the combination of the two mechanisms. 
Thus, the definition of the mass transfer coefficient takes into account both transport terms, 
here represented by the coefficients Dw,k (equation 107) and Dw,m (equation 108). The first 
depends on rpore, porosity ε, tortuosity τ [-], temperature T [K] and molecular weight of water 
(Mw,wat [g/mol]). The second depends only on ε, τ and T. Both are included in the definition of 
the coefficient Bm, reported in equation 109.  
Finally, as already mentioned for the temperature, also the concentration at the membrane 
interface is different than the one in the bulk of the feed solution, because of the concentration 
polarisation. The concentration at the bulk membrane interface Cm,hot [ppm] is calculated 

Qbcde,fcg = hhvTijkl,fcg − Tm,fcgw (95) 
Qm = Qbcdn,m +	Qoepq,m (96) 

Qbcdn,m = hmvTm,fcg − Tm,bcknw (97) 
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Tm,fcg + Tm,bckn

2
è (98) 

Qbcde,bckn = hqvTm,bckn − Tijkl,bcknw (99) 

Tm,fcg =	

km
δm
	JTi,bckn +	

hh
hq
	Ti,fcgM +	hhTi,fcg − Jr∆Hoepq

km
δm

+ hh + km
hh

hq	δm

 (100) 

Tm,bckn =

km
δm

JTi,fcg +
hq
hh
Ti,bcknM + hqTi,bckn + Jr∆Hoepq

km
δm

+ hq + km
hq
hh	δm

 (101) 

km = ε	kpst + (1 − ε)	kmomit,qck (102) 

Nu = 0.13	Re?.64Pr?.3N (103) 

Nu = 0.22	Re?.6]Prijkl
?.:3 J

Prijkl

Prmomit
M

?.25

 (104) 
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through equation 110, where kf,mass [m/s] is the mass transfer coefficient in the feed channel. 
The coefficient kf,mass is calculated from the Sherwood number (Sh [-]), which is defined in 
analogy with Nu definition (equations 103-104) as a function of Reynolds and Schmidt 
numbers. 

Table 19. Equations about mass transfer mechanisms through MD membranes. 

Jr =	BmvPm,fcg − Pm,bcknw (105) 

λ = 	
KiT

√2	πPqctodrpg
2 (106) 

Dr,l =	
2	rqcto	ε	

3	τ
û

8	R	T

π	Mr,rpg
 (107) 

Dr,m = 4.46	E − 6	
ε

τ
T2.334 (108) 

Bm =
1

R	T

Dr,l	Dr,m

Dr,m + PpstDr,l

Mr,rpg

δm
 (109) 

Cm,fcg =	Cijkl,fcg	e
u(

l),+,--	v (110) 

 

Medium-hierarchy	model	
 
The medium-hierarchy model simulates a MD unit with a counter-current flow arrangement. 
It presents an iterative procedure that runs until the error between the calculated and the given 
values of inlet permeate flow rate and temperature is below a fixed tolerance. In fact, the flow 
arrangement makes necessary to guess a value for the outlet permeate flow rate and 
temperature and to use them to simulate the unit. 
The MD unit is discretised along the feed flow direction into a certain number of elements 
and, for each discretisation element, the low-hierarchy model is run to estimate the vapour 
and the heat fluxes through the membrane. Once Jw and Qm are estimated for the element, the 
mass and energy balances reported in Table 20 are applied to calculate the outlet feed flow 
rate (mf,out [kg/s]), concentration (Cf,out [ppm]) and temperature (Tf,out [K]) and the inlet 
permeate flow rate (mp,out [kg/s]) and temperature (Tp,out [K]). The mass balances are applied 
to each discretisation element. At the end of each iteration, the flow rate and temperature of 
the permeate entering the unit are calculated and compared with the given values. Depending 
on their difference, the guess values of outlet permeate flow rate and temperature are updated 
and a new iteration starts. 
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Table 20. Equations of the medium-hierarchy MD model. 

mh,cjg[i] = 	mh,sd[i] − Jr[i]	Aokom (111) 

mq,sd[i] = mq,cjg[i] − Jr[i]Aokom (112) 

Th,cjg[i] =
mh,sd[i]	Cq,h,sd	[i]	Th,sd[i] − Qm[i]	Aokom

mh,cjg[i]	Cq,h,cjg[i]	
 (113) 

Tq,sd[i] =
mq,cjg[i]	Cq,q,cjg[i]	Tq,cjg[i] − Qm[i]	Aokom

mh,sd[i]Cq,h,sd[i]
 (114) 

Ch,cjg[i] = 	
mh,sd[i]	Ch,sd[i]

mh,cjg[i]	
 (115) 

 

High-hierarchy	model	
 
The MD plant is given by the combination of MD modules arranged in series and in parallel 
[150]. Firstly, the MD modules are composed of a certain number of MD membranes 
wounded together in a spiral-wound configuration. In other words, the MD module can be 
represented as some MD units in parallel, each having a feed and a permeate channel 
separated by a membrane. Secondly, the MD modules are arranged in parallel and the number 
of branches in parallel depends on the total feed flow rate. In fact, commercial MD modules 
have a design flow rate between 500 and 1500 l/h. Therefore, the ratio between the total flow 
rate and the design flow rate corresponds to the number of branches in parallel (Nparallel [-] in 
equation 118). Thirdly, in each branch, a number of MD modules are put in series and the 
brine of one module is fed to the following module, to achieve the target recovery (defined as 
the ratio between Mdist,plant  and Mfeed,plant).  
In analogy with the RO plant, three plant arrangements are considered and the choice depends 
on the total recovery: a single-stage is used for recovery lower than 50%, a double-stage for 
recovery between 50% and 75% and a triple-stage for recovery higher than 75%.  
Concerning the design procedure, the knowledge of the plant recovery or of the target brine 
concentration Cbrine,plant [ppm] allows for calculating the total required flow rates of brine and 
distillate produced by the plant (Mbrine,plant  and Mdist,plant [kg/s], equations 116 and 117).  
Also, the model selects the arrangement (single-, double- or triple-stage) depending on the 
recovery and estimates Nparallel starting from Mfeed,plant. Note that Nparallel is the number of 
branches in parallel in the first stage. If there are two or three stages, the number of branches 
in parallel is always defined as the half of the number of branches of the previous stage. In 
this way, significant variations of feed flow rate between two stages are avoided.  
Thus, the modules within each branch are simulated and an iterative procedure is used to 
assess the number of modules in series. A guess value of Nmodule,series is calculated from an 
average water flux, estimated at an average concentration between the inlet feed concentration 
and the one of the outlet brine (equation 119). Then, the modules are simulated and the brine 
produced by one module is supposed to be fed to the following module. Therefore, the inlet 
feed concentration changes along the series, whereas the inlet feed and permeate temperatures 
do not change, thanks to the employment of intermediate heaters and coolers that restore the 
initial temperatures. To reduce the external heat supply required to restore the inlet 
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temperatures, recovery heat exchangers are included to realise a thermal integration between 
the two streams. 
The whole series is simulated and the outlet concentration of the brine is compared to the 
target one. The iterative procedure runs until the error between these values is below a given 
tolerance.  
 
Table 21. Equations of the high-hierarchy MD model. 

Mitsdo,qkpdg =	
Mhoon,qkpdg	Choon

Citsdo,qkpdg
 (116) 

Mnswg,qkpdg = Mhoon,qkpdg −Mitsdo,qkpdg (117) 

Nqptpkkok = int Q
Mhoon,qkpdg	ρhoon,qkpdg

	Mhoon,sdFnowsxdFkf × 1000
T (118) 

Nxjowwmcnjkow,wotsow = 	int Q
Mnswg,qkpdg

Jr,peotNqptpkkok	Amcnjko	3600
T (119) 

 

2.1.5.2	Economic	model	
 
The economic model estimates the capital and the operating costs of the MD plant, on the 
basis of literature data and correlations [95, 151]. The capital costs include direct and indirect 
costs. The direct ones are the costs of modules, membranes, pumps and heat exchangers, the 
costs for intake and pre-treatment and the costs for civil works [95]. The costs of modules, 
pumps and heat exchangers are calculated by using scale-up factors [151]. This is a common 
approach for the estimation of the equipment cost as a function of its size and, typically, a 
scale-up factor of 0.6 is used [128]. I use a factor of 0.6 for pumps and heat exchangers and a 
factor of 0.8 for the MD modules [151]. The cost of membranes depends on the specific cost 
of the MD membrane and the total area required in the plant. The costs of intake and pre-
treatment and of the civil works are calculated according to equations 120 and 121 [95].  

Costsdgplo&qtogtopg = 658	 QQhoon ®
m3

day
´T

?.N

 (120) 

Costbsesk	rctlw = 	1945	 QQnswg ®
m3

day
´T

?.N

 (121) 

 
The indirect capital costs are estimated as 10% of the sum of the direct costs. The total 
investment cost is given by the sum of direct and indirect costs. This is annualised by using a 
depreciation time of 10 years and a discount rate of 6%.  
The operating costs include the costs for electricity and heat demand, maintenance, labour, 
chemicals and membrane replacement. The electricity cost depends on the energy demand of 
the pumps used for feed and permeate streams entering in each module in series. The thermal 
cost is due to the heat required to increase the temperature of the feed from the intake to the 
inlet temperature and the heat required in the intermediate heaters. The maintenance cost is 
calculated as 2.5%/y of the investment cost, without the costs for membranes and modules 
because they are supposed to be replaced at the end of their lifetime [151]. The labour cost is 
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given by the product of the required number of workers and their average salary. The first 
term depends on the size of the plant, represented by the produced distillate flow rate [151]. 
Finally, the chemicals cost is given by the cost of the reactant to be used to pre-treat the feed 
solution and the membrane replacement cost is calculated by assuming a replacement rate of 
15%/y [95]. 

2.2	Definition	of	inputs	and	outputs	
 
Any industrial process has inlet and outlet material and energy streams, which are represented 
in the relevant models by input and output values.  For the case of wastewater treatment 
processes, the inlet stream is the effluent or pre-treated effluent, with a certain temperature 
and composition depending on the industrial process responsible for its release. Different 
outlet streams can be generated by the treatment units: a target of purity and/or recovery 
defines the main product, whereas the other streams consist in by-products or waste to be 
further treated. Accordingly, the feed flow rate and composition are among the most 
important inputs of models of wastewater treatment units. If the model is used to design the 
plant, other important inputs regard the target that has to be achieved, for example the 
recovery of a RO plant or the outlet brine concentration in the MD plant. Conversely, if the 
model is used in the operation mode, the other important inputs concern the size of the plant, 
such as the total membrane area in the RO plant or the number of modules in series in the MD 
plant. The outputs typically include the characterisation of all outlet streams and the required 
size in the case of design models. In addition, the models require the knowledge of some 
parameters, which describe the operating conditions, such as the inlet temperatures or 
pressures, and the geometric features, for example the number of RO elements in series inside 
a pressure vessel or the size of the membrane sheet. These parameters can have a strong 
impact on the outputs, thus sensitivity analyses are often performed to find the most suitable 
values of the parameters for a specific case.  

Concerning the economic models, the main outputs of all models described so far are the total 
annualised capital costs (CAPEX [$/y]) and the total operating costs (OPEX [$/y]). Generally 
speaking, the inputs of the economic models are produced by the technical models in the 
design mode. These mainly consist in the number of modules in the plant (for the modular 
membrane technologies like NF, RO and MD) or the size of the stages as for the MED plant 
and in the electricity and heat demand. Among the parameters used in the economic models, 
some are common to all technologies: the discount rate, the capacity factor of the plant, the 
efficiency of the pumps and the electricity and heat specific costs. Others are specific to the 
plant such as the chemicals cost and the depreciation time.  

Table 22 reports the main inputs, outputs and parameters of the technical models, together 
with the inputs and parameters of the economic model. The outputs of the economic models 
are always CAPEX and OPEX of the relevant units. 
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Table 22. Main inputs, outputs and parameters of the models implemented in the doctoral thesis. 

Model Technical Inputs Technical Parameters Technical Outputs = 
Economic Inputs 

Economic Parameters 

Nanofiltration 
(NF) 

- Feed flow-rate 
- Feed composition 
- Feed pressure 
- Plant recovery 
 

- Membrane properties (rpore, δm, 
εpore, Xd) 
- Membrane sheet area 
- Height of the channels 
- N° of elements per vessel 

- Permeate and retentate flow-rate  
- Permeate and retentate conc. 
- N° of vessels in parallel 
- Electricity demand 

- Investment/membrane costs 
- Depreciation time  
- Membrane replacement rate 
- Membrane specific cost 
- Electricity cost 
- Chemicals cost 

Crystallization 
(cryst) 

- Feed flow-rate 
- Feed composition (conc. 
of Mg2+ and Ca2+) 

- Conc. of the NaOH solution 
- Length of the reactor 
- Fluid velocity in the reactor 

- Effluent flow-rate and conc. 
- Inlet flow-rate of NaOH solution 
- Outlet flow-rate of hydroxides 
- Electricity demand 

- Investment costs 
- Depreciation time  
- Cost of NaOH 
- Selling price of minerals 
- Electricity cost 

Multi-Effect 
Distillation 

(MED) 

- Feed flow-rate 
- Inlet salt conc. 
- Plant recovery / retentate 
outlet conc.  
- Intake temp. 

- N° of effects 
- Steam temp. 
- Last effect temp. 
- Size of connecting lines and 
evaporator tubes 

- Inlet steam flow-rate 
- Area of heat exchangers 
(evaporators, preheaters and end-
condenser) 
- Heat and electricity demand 

- Investment costs 
- Depreciation time 
- Electricity and heat costs 
- Selling price of pure water 
- Pre- and post-treatment costs  

Reverse Osmosis 
(RO) 

- Feed flow-rate 
- Inlet salt conc. 
- Plant recovery / retentate 
outlet conc. 

- Membrane permeability (water 
and salt) 
- Salt rejection 
- Membrane sheet area 
- N° of elements per vessel 

- Permeate and retentate flow-rate  
- Permeate and retentate conc. 
- N° of vessels in parallel 
- Electricity demand 

- Investment/membrane costs 
- Depreciation time 
- Membrane replacement rate 
- Electricity cost 
- Selling price of pure water 
- Pre- and post-treatment costs 

Membrane 
Distillation (MD) 

- Feed flow-rate 
- Inlet salt conc. 
- Plant recovery / retentate 
outlet conc. 
- Intake temp. 

- Inlet feed and permeate temp. 
- Membrane properties (ε, τ, rpore) 
- Membrane sheet area 
- N° of membranes per module 
- Design flow rates of module 
-Minimum ΔT in heat exchanger 

- Permeate and retentate flow-rate 
- Retentate composition 
- Recovery heat exchangers area 
- N° of branches in parallel 
- N° of modules in series 
- Heat and electricity demand 

- Investment/membrane costs 
- Depreciation time 
- Membrane replacement rate 
- Electricity and heat costs 
- Selling price of pure water 
- Pre- and post-treatment costs  
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2.3	Development	of	treatment	chains	and	implementation	details	
 
The techno-economic models described so far refer to single treatment processes, which 
constitute the building blocks of integrated treatment systems (treatment chains). To simulate 
the treatment chains, I used a simulation platform called Remote Component Environment 
(RCE), which is internally developed by DLR and freely available (http://rcenvironment.de/). 
RCE allows for implementing and interconnecting various blocks that can have the function 
of input provider, execution script, data processing script or output writer.  
The input provider blocks can supply an input value, such as the feed flow rate, or an input 
file, for example a yaml file containing the parameters of the model called in the execution 
script. The execution scripts call and run external programs and collect their output values. 
The outputs of an execution script block can be passed directly as inputs of a following block 
or can be processed in a data processing script. The processing scripts are intermediate tools 
used for various scopes, such as to apply mass balances when two streams are mixed in the 
chain or to adjust units of measurements or to extract values from external files. The output 
writer blocks export the outputs in a text or an Excel file.  
In the implementation proposed in this doctoral thesis, I used execution scripts to represent 
single processes: the script imports the model file corresponding to the process and calls the 
relevant solver procedure. In fact, all models have been suitably shaped in Python, by 
implementing wrapping functions.  
To simulate a treatment chain given by a certain combination of processes, I introduced an 
execution script block for each process. The block calls the relevant model and it is connected 
to input provider blocks, which pass the inputs and the parameters required to run the model. 
The outputs of the model are defined as the outputs of the block and, in this way, they can be 
written into an external file through an output writer block or transferred as inputs to the 
following block or processed in a processing script block.  
An example of implementation of a treatment chain in RCE is depicted in Figure 11. The 
treatment chain proposed for the brine produced by the regeneration of ion exchange resins is 
composed of four units: nanofiltration and crystallizer in the pre-treatment phase and reverse 
osmosis and membrane distillation in the concentration phase. Four corresponding execution 
script blocks (in blue) have been included in the chain. Each block receives inputs and 
parameters from a number of input providers (in green). For example, some inputs provided 
to the NF blocks are the feed flow rate (Qfeed), the feed pressure (Pfeed), the composition of the 
feed (in the file “conc file”) and the total recovery. Also, every execution script has an input 
provider block passing the configuration file (“config file”) of the corresponding process: this 
file is a dictionary containing all the parameters required by the model.  
Furthermore, three processing scripts are included and they contain mass balances (from the 
left, the first represents the mixing of the crystallizer effluent and the NF permeate and the 
second the mixing of the RO and the MD permeates) or equations to adjust the units of 
measurement (as in the last script from the left). 
Finally, each execution script block is connected to an output writer producing an Excel file 
with the techno-economic results of the model. In addition, some processing scripts have been 
introduced to merge the Excel files and to calculate the global outputs of the treatment chain. 
These last units are not shown in Figure 11, to simplify the workflow. 
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Figure 11. Example of a workflow implemented in RCE. The blue units represent the execution 
scripts calling the models, the yellow units represent the processing scripts, the green units are the 
input providers and the red units the outputs writers. 

 

2.4	Definition	of	global	assessment	criteria	
 
The implementation shown in section 2.3 allows for building easily various treatment chains 
for the same effluent. In fact, different integrated systems can be simulated by varying the 
technologies involved or by combining the pre-treatment or the concentration processes in 
different ways. To perform a proper comparison of the treatment chains devised for the same 
effluent, I selected some representative global assessment criteria able to inform about the 
technical, economic and environmental performances of the whole chain. Table 23 reports the 
global criteria used in this doctoral thesis.  
 
Table 23. Criteria used to compare the treatment chains. 

Technical Electric power demand [kW] 
Thermal power demand [MW] 

Economic Total levelised cost of the main product LPCtot [$/m3
prod] 

- Total Levelised Brine Cost (LBCtot [$/m3
brine]) 

- Total Levelised Salt Cost (LSCtot [$/m3
salt]) 

Environmental Operational CO2 emissions per unit of main product [ktonCO2/m3
prod] 

 
The treatment systems are always investigated from the perspective of the water-energy nexus 
as “energy for water” systems [152]. Therefore, the technical comparison of the treatment 
chains refers to the global electric and thermal power demands, calculated as the sum of the 
demands of all integrated processes. In particular, the pre-treatment processes require only 
electricity, whereas the concentration processes require both heat and electricity and, 
typically, the heat demand is the highest term.  
Moreover, the chains are devised with the aim to recover sellable raw materials and streams 
reusable in the industrial process. The combination of treatment technologies is designed to 
maximise the production of the main product of the chain, and to recover the other by-
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products. Therefore, the economic comparison is performed by taking into account the main 
product and by estimating the selling price that the main product should have to allow the 
project to break-even. In this way, I calculate the levelised cost of the main product (LPC 
[$/m3

prod]), in analogy with the levelised cost of water, typically used for the economic 
assessment of desalination plants, or the levelised cost of electricity, used for electricity 
supply systems.  
The levelised cost of the main product (e.g. the concentrate brine in the treatment of the 
effluent of ion exchange regeneration and the salt in the treatment of the coal mine effluent) 
accounts for all the capital and operating expenditures of the processes integrated in the chain 
and for the revenues given by the by-products. The general definition of LPCtot is reported in 
equation 122. It is given by the sum of two terms: the capital levelised cost (LPCcap [$/m3

prod]) 
and the operating levelised cost (LPCop [$/m3

prod]). The first is given by the ratio between the 
total annualised capital cost CAPEX [$/y] and the annual productivity Qprod [m3

prod/y]. The 
second is defined as the ratio between the total operating cost OPEX [$/y] minus the revenues 
of the by-products [$/y] and the annual productivity Qprod [m3

prod/y]. 
 

!"#!"! = !"##$% +	!"#"% =	
∑ #(")*	&'(!)

+%*"+ 	
+ ∑ ,")*&'(!) −	∑ ./0/12/3,-.%*"+&#!) 		

+%*"+ 	
 (122) 

 
The calculation of LPCtot has two scopes: (i) to assess the economic feasibility of a treatment 
chain, by comparing it with the market value of the main product and (ii) to compare different 
chains and to find the most economically profitable. 
For what concerns the environmental analysis, all treatment systems allow for reducing the 
environmental impact of the industrial process by minimising the discharge of effluent into 
the natural environment. However, the treatment processes require material and energy 
supplies, which correspond to emissions of CO2 into the environment. In this doctoral thesis, I 
referred only to the operational CO2 emissions, since they turned out to be much higher than 
the ones due the material flows for desalination plants construction [153].  
Therefore, the environmental comparison of different treatment chains focuses on the 
operational CO2 emissions due to the thermal and electric energy demand of the treatment 
systems. Also in this case, I calculate the CO2 emissions per unit of main product produced 
and this output is used both for comparison with the current industrial system used to produce 
the same product and for comparison with other treatment chains, to find the most 
environmentally-friendly solution.  
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3. Energy	supply	and	energy	demand	
 
The estimation of the energy demands and the selection of the energy supply have a key role 
in our analyses, because the treatment chains often have significantly high heat and electricity 
demands and these may endanger the economic feasibility or the environmental friendliness 
of the whole chain. Therefore, a particular attention has been devoted to estimating the energy 
requirement of the involved processes and various options have been evaluated to supply 
electricity and heat to the treatment chains.  

3.1	Energy	supply	
 
In this paragraph, the different energy supply systems considered for electricity and thermal 
energy are listed and the methods used to estimate the relevant specific costs of energy are 
described. 

3.1.1	Electricity	supply	
 
Concerning the electricity supply, I considered two scenarios: grid supply and a combination 
of grid and photovoltaic (PV)-battery power system. I chose to investigate the PV technology 
rather than the wind technology, because it is more modular and easier to manage and because 
the power production has lower uncertainty. In fact, the lack of predictability of wind power 
production results in higher levelised cost of electricity (LCOE) due to the implementation of 
over-sized batteries.  

3.1.1.1	Grid	supply	
 
For the case of grid supply, the specific cost of electricity and the CO2 grid intensity are 
relevant to the country where the industrial plant is located and depend on the mix of 
electricity carriers of the grid in the specific country. The data about the current mix of 
electricity carriers in the different countries are taken from [154]. The current cost of 
electricity for non-household consumers is given by [155]. Once the shares of total electricity 
output covered by the different carriers are known, it is possible to estimate the global CO2 
emission factor by using the emission factors and the conversion efficiencies of the single 
carriers. The conversion efficiency is defined as the ratio between the output energy and the 
primary energy [156]. The CO2 emission factors referred to the primary energy demand are 
reported in Table 24 [157]. 

Table 24. CO2 emission factor for energy carriers [157]. 

Electricity carrier CO2 emission factor [kg/kWhprim] 
Lignite 0.399 

Hard Coal 0.335 
Mineral Oil 0.270 
Natural Gas 0.202 
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3.1.1.2	PV-battery	power	system	
 
The PV-battery system is simulated by using a tool implemented in INSEL [158]. The tool 
estimates how much power is produced by the system in a specific location, with given 
number of PV modules and size of the battery. In this way, for different configurations, it is 
possible to estimate the share of the total required power that can be covered by the PV-
battery system. To characterise the specific location in the tool, the relevant meteorological 
data of a typical year with hourly resolution are required. In particular, the inputs to provide 
are: the global horizontal irradiance (GHI), the diffuse horizontal irradiance (DHI) and the 
ambient temperature. The other inputs refer to the size of the system and, in particular, these 
are the installed PV power [MW] and the capacity of the battery [h]. With these inputs, the 
model calculates the power produced by the PV-battery system that corresponds to a share of 
the total electricity demand of the treatment chain. This share is defined as self-sufficiency 
[%] (equation 123) because it is self-generated by an ad-hoc built plant, whereas the 
remaining fraction is always supplied by the grid.  

4/56 − 3266787/189	[%] = "/0.,$!!1*-,%*"+
"+13$'+

100 (123) 

Also, knowing the size of the system and the power produced, it is possible to calculate the 
capital and operating costs and the LCOE relevant to the PV-battery system. The capital costs 
are calculated as the sum of PV modules, battery and converter [159]. The operating costs are 
estimated as 1.5%/y and 2.5%/y of the investment cost for PV and battery, respectively  [160]. 
The global LCOE is given by the combination of the cost of electricity from the grid and the 
LCOE calculated for the PV-battery system. The weights of the two terms in the combination 
correspond to the shares of the power demand covered by the two corresponding supply 
systems. Moreover, in the case of a combined grid-PV-battery supply, two sub-cases are 
included: one in which no taxation is imposed on the CO2 emissions and one in which a given 
tax is applied to the CO2 emissions generated by the fraction of power taken from the grid.  
Finally, the CO2 emission factor of the combined electricity supply system is calculated by 
dividing the CO2 emissions due to the grid supply by the total power produced. 
Overall, the INSEL tool can provide the global LCOE and CO2 emission factor of an 
electricity supply system given by a certain combination of grid and PV-battery. A wide range 
of combinations can be realised by varying installed PV power and capacity of the battery and 
the different systems correspond to different costs and CO2 emissions. As reported in the 
procedure in Figure 12, I performed parametric analyses by varying the ratio between the 
installed PV power and the power demand from 0.5 to 10 and by varying the full load hours 
of the battery from 0 to 17.5 h. These analyses gave rise to a scatter plot of LCOE values in 
function of the CO2 emission factor that is directly correlated to the self-sufficiency of the 
plant, as shown in Figure 13. I selected the configurations of the supply system corresponding 
to the points in the lower envelope of the scatter plot to get a characteristic curve of LCOE vs. 
CO2 emission factor (in black in Figure 13). The cost of electricity and the corresponding CO2 
emission factor are used as inputs in the simulation of the treatment chains to calculate the 
economic (LPCtot) and the environmental (CO2 emission per unit of product) global outputs. 
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Figure 12. Procedure to estimate global LCOE and CO2 emission factors of mixed PV-battery-grid 
supply systems with the INSEL tool. 

 

 

Figure 13. LCOE [$/kWh] of the PV-battery-grid supply as function of the CO2 emission factor 
[kg/kWh] obtained by varying the PPV,inst/Pdemand ratio from 0.5 to 10 (step of 0.5) and the full load 

hours of the battery from 0 to 17.5h (step of 2.5h). The CO2 emissions have a cost of 80€/tonCO2. The 
asterisk symbol (*) indicates the grid supply point. 

 

3.1.2	Heat	supply	
 
I investigated two possible sources of thermal energy: waste heat available in the industrial 
site and a combined heat and power cycle. 
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3.1.2.1	Waste	heat	available	in	the	industrial	site	
 
The reference case used for the analyses presented in this doctoral thesis provides the 
availability of low-temperature waste heat in the industrial site. In fact, previous studies 
showed that most industrial sectors produce high amounts of waste heat, especially in the 
temperature range between 100°C and 200°C [161]. This thermal energy is suitable to the 
concentration technologies involved in the treatment chains, because these typically require 
low temperature heat. The MED unit works with steam at a temperature comprised between 
70°C and 120°C and the MD units operate with a maximum temperature of the hot stream 
ranging from 50°C to 80°C.  
Therefore, in most cases, thermal energy is supposed to be supplied from low-pressure steam 
lines at pressure of 1 bar (temperature of 100°C). I fix a specific cost and CO2 emission 
factor, mostly due to the electricity to be supplied for pumping and compressing the heat. The 
guidelines report that 0.09 GJ of electricity are required to recover 1 GJ of thermal energy 
[162]. Thus, I assumed a thermal energy cost of 0.01 $/kWhth, in agreement with other works 
[163, 164] and with the equivalent cost of the electricity required, when the specific electric 
energy cost is 0.1 $/kWhel [155]. The CO2 emissions are calculated on the basis of the electric 
consumption of the heat recovery operations. 

3.1.2.2	Combined	Heat	and	Power	Cycle	
 
An alternative thermal energy supply is a Combined Heat and Power (CHP) cycle with steam 
boiler and steam turbine. The system consists in a boiler fired by natural gas and a 
conventional steam turbine, which is used to provide thermal and electric energy 
simultaneously. To achieve this dual purpose, the steam is extracted at a given pressure. For 
desalination applications, the outlet steam pressure is typically between 0.9 and 2.5 bar.  
The cost of the produced thermal energy depends on the outlet steam pressure and is  
estimated via the reference cycle method, proposed by [138]. This method calculates the price 
of steam extraction, by estimating the amount of electricity that could have been generated by 
further expanding the extracted steam in the low-pressure section of the turbine. The reference 
system is the turbine in which the steam is completely used for electricity generation. 
Therefore, the thermal energy cost is calculated on the basis of the opportunity cost (missed 
revenues) that would have been given by the electricity selling. Figure 14 depicts the trends of 
electricity losses in kWhel per ton of steam and the corresponding costs of the thermal energy 
in function of the pressure of the extracted steam. 
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Figure 14. Specific electricity losses [kWhel/ton] and heat costs [$/MWhth] as functions of the steam 

pressure [bar].  

 
3.2	Energy	demand	
 
All treatment processes have significant thermal and electric energy requirements, whose 
estimation is of crucial importance to assess the economic and environmental outputs of the 
treatment chains. Typical ranges of electricity and heat demands of the technologies modelled 
in this thesis are reported in Figure 15 [138, 163, 165]. In the following paragraphs, the 
thermal and electric energy requirements of each treatment process are described in detail. 

 

Figure 15. Typical ranges of electricity and heat demands of the five investigated technologies. 
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3.2.1	Electricity	demand	
 
The electricity demand is particularly significant for the pressure-driven membrane processes 
as NF and RO.  

For the NF, the main energy consumption is due to the pumping of the feed solution up to a 
pressure comprised between 20 and 40 bar. The pumping energy is given by the product of 
the feed flow rate by the required final pressure, divided by the efficiency of the pumps (taken 
equal to 80%). An additional electricity demand term is accounted for NF unit and it consists 
in the average energy consumption of the membrane system equal to 40 Wh/m3

feed [120]. 

Analogously, for the RO without energy recovery device, the electricity demand corresponds 
to the pumping energy required by the high-pressure pump to increase the pressure of the total 
feed flow rate up to a given value. The maximum feed pressure can be in the range from 70 to 
85 bar [166]. Therefore, the energy demand can be very high and, to reduce it, energy 
recovery devices (ERD) are typically used to transfer a part of the pressure of the outlet brine 
to the inlet feed.  
The ERD device has a given efficiency (taken equal to 98%), thus only a part of the total 
pressure change experienced by the brine (from the outlet brine pressure to ambient pressure) 
is transferred to the feed. The feed is pressurised in the ERD up to a certain pressure PERD,out 
and the remaining pressure change from PERD,out to Pfeed is carried out in a booster pump.  
Together with the energy consumption of the booster pump, the consumption of the high 
pressure pump has to be included but, with the ERD, the high pressure pump does not 
pressurise the total feed flow rate, but only the difference between the feed and the brine flow 
rates, i.e. the permeate flow rate [136].  In this way, the total energy consumption of the RO 
with ERD is lower than the one with RO only.  

Concerning the crystallizer, electricity is required to pump the feed into the crystallizer and to 
overcome the pressure drops, mostly due to the nozzles. This term is relatively low, because 
the pressure drops have been estimated as approximately 0.5 bar per crystallizer. Concerning 
the filters, the electricity consumption is calculated with reference to an industrial-scale disc 
and drum filter with a nominal flow rate of 300 l/h, which works discontinuously for 3 hours 
per day and has a consumption of 4 kW. Switching to the continuous mode, I estimated a 
consumption of 1.7 kWh/m3 of inlet solution.  

The MED as well as the MD unit mostly make use of thermal energy for evaporation. 
However, they have also electricity demand to pump the solutions from one stage or module 
to the other. In the MED unit, I assume constant electricity consumption equal to 1.5 
kWhel/m3 of distillate. Conversely, in the MD unit, I calculate the electricity required by each 
pump located between two adjacent modules. The pumps are used to compensate the pressure 
drops of the previous modules and to restore the inlet feed pressure for the following modules. 

3.2.2	Heat	demand	
 
The two treatment processes requiring thermal energy are MED and MD. The specific 
thermal consumption of MD is typically higher than the one of MED. Typical values of 
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thermal consumption of MD range between 600 and 900 kWh/m3 of distillate, while the 
thermal consumption of MED can be as low as 60 kWh/m3 of distillate [163].  

The thermal consumption of MED is calculated by multiplying the external steam flow rate 
by the latent heat at the steam temperature. The steam supplied to the first effect is the only 
external source of thermal energy. In fact, in the following effects, the heating steam is the 
one produced in the previous adjacent effect. Therefore, the higher the number of effects, the 
lower is the demand of external thermal energy. For many applications, the MED unit is 
coupled with a thermo-vapour compressor (TVC), which allows for recycling part of the 
vapour generated in one intermediate or in the last effect and for reusing it as a part of the 
heating steam in the first effect. By including the TVC, it is possible to reduce the amount of 
steam to supply from an external source and, generally speaking, also the thermal energy 
demand. However, it has to be mentioned that the steam required in the TVC has to be 
supplied at relatively higher pressures.  

For what concerns the MD unit, the thermal consumption is given by the heat required to 
increase the temperature of the feed from the intake to the given inlet temperature (typically 
80°C) plus the heat required in the intermediate heaters to restore the inlet temperature before 
each module in series. Since the recovery of single MD modules is thermodynamically low, 
many modules are typically arranged in series and the thermal requirement of the intermediate 
heaters covers a significant share of the total. In order to reduce the need for external thermal 
energy, recovery heat exchangers are used to perform heat integration between the outlet 
streams. The degree of integration depends on the given minimum temperature difference 
between the streams in the heat exchanger: lower temperature differences correspond to 
higher degrees of integration and lower external heat demands.  
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4. Papers	
 
The research activities performed within this thesis aim at filling some gaps in the literature 
relevant to the treatment and recycling of industrial wastewater effluents. In particular, for 
many industrial sectors, previous studies investigated wastewater treatment strategies, but in 
most cases these aimed at purifying the water before discharge rather than recovering and 
recycling valuable materials. Also, the majority of the works proposed lab-scale treatment 
units that were very specific to the industrial application and did not present an economic 
analysis of a full-scale treatment plant. Thus, a more comprehensive approach to develop and 
analyse integrated treatment processes at the full-scale and to assess their economic feasibility 
was still missing.  
To fill this gap, the main research questions of my thesis concern (i) the selection of suitable 
treatment processes and relevant operating conditions; (ii) the way in which the processes 
should be combined to develop economically feasible integrated chains and (iii) the 
estimation of the energy demands of such chains and the possibility to couple them with 
cleaner energy supply systems. These research questions can be applied to any industrial 
sector producing highly-concentrated brines. During the thesis, I focused on two industrial 
effluents: the spent regenerant solution produced during the regeneration of Ion Exchange 
Resins employed for water softening and the neutral highly-concentrated coal mine effluent 
produced in Poland. 
The main findings of this doctoral thesis have been collected in five papers and Table 25 
shows how these belong to the research questions and the objectives of the thesis. 
In order to answer the research questions, I developed a novel method able to model, simulate 
and compare integrated treatment processes for industrial wastewater effluents. Therefore, 
this approach allows for implementing a circular economy approach and assessing various 
treatment strategies, given by the combination of different processes to remove the pollutants 
and recover raw materials. 
As already shown in Figure 2, the methodological approach presents different inter-linked 
steps. The papers correspond to the main steps that I have gone through in the process of 
development and implementation of integrated treatment processes for industrial wastewater 
effluents.  
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Table 25. Summary of the papers corresponding to the research questions and the objectives of this 
thesis. 

 Papers 
Research questions Objectives 1 2 3 4 5 

1. Which treatment processes can 
be used to purify industrial 
wastewater effluents and to 

recover raw materials? 

1.1 Development of techno-
economic models      

1.2 Simulation with real inputs      

1.3 Sensitivity analyses      

2. How the treatment processes 
should be interconnected in 

integrated systems to be 
economically feasible? 

2.1 Model integration in the 
simulation platform      

2.2 Construction of treatment 
chains      

2.3 Definition of assessment 
criteria      

3. How high is the energy demand 
of the treatment chains and which 

energy supply systems can be 
used to make the chain more 
environmentally friendly and 

economically feasible? 

3.1 Calculation of energy 
demands      

3.2 Inclusion of different energy 
supply systems      

3.3 Estimation of costs and 
environmental impact      

 
 
The development and validation of techno-economic models for the five investigated 
treatment processes are the starting point for the development of any treatment chain. This 
phase produced a library of reliable, flexible and widely usable tools. The implementation 
step is closely connected to the identification of the most suitable inputs and parameters of the 
technical models, which correspond to the optimal operating conditions of the process.  
I have dedicated much effort to implementing novel fully-integrated, detailed techno-
economic models; to calibrating and validating these models and to performing sensitivity 
analysis by varying a wide set of inputs and parameters. The main results of these activities 
are collected in the first three papers, which are more focused on single processes.  
The first (Paper 1, section 4.1) concerns the techno-economic assessment of multi-effect 
distillation employed for the treatment of the effluent of ion exchange resins’ regeneration 
process. The paper describes in detail the techno-economic model of MED used for the 
simulations, compares the performances of different plant configurations and shows the 
optimum number of effects in the various configurations and with different thermal energy 
costs.  
The second paper (Paper 2, section 4.2) presents the characterisation of nanofiltration 
membranes in presence of the wastewater produced by the regeneration of ion exchange 
resins. The characterisation is performed via a joint experimental and simulation campaign, 
devised to find four membrane parameters useful to simulate the NF membrane through the 
Donnan Steric Pore Model with Dielectric Exclusion (DSPM-DE). Thus, this paper deals with 
the calibration of the NF model in presence of a multi-component solution. Also, it shows the 
main transport and exclusion mechanisms in the NF membranes.  
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The third paper (Paper 3, section 4.3) includes both the investigation of the techno-economic 
performances of a single unit (NF) and the economic analysis of an integrated treatment 
chain. Firstly, I investigated how the NF membrane rejection and the NF unit costs are 
influenced by the operating conditions. Secondly, I assessed the impact of NF recovery on the 
economic feasibility of an integrated system composed of NF, crystallizer and MED. 

These first three papers constitute fundamental preliminary steps to the development and 
comparison of integrated treatment systems. These last research activities constitute the core 
of the doctoral thesis and the relevant results are presented for the two effluents mentioned 
above in the fourth and the fifth paper.  
Paper 4 (section 4.4) shows different combinations of pre-treatment and concentration 
technologies, devised to treat the effluent of the regeneration of ion exchange resins. I 
compared the treatment chains from the technical, economic and environmental point of view 
via the definition of a set of global outputs. Moreover, I considered two scenarios 
characterised by different energy supply systems, to reduce the CO2 emissions of the chains 
by including self-generated renewable energy. 
Finally, the last paper (Paper 5, section 4.5) presents and compares five treatment chains 
devised to treat a highly-concentrated coal mine effluent. The chains are given by different 
combinations of pre-treatment and concentration units and they allow for recovering minerals 
and producing salt and water. The integrated systems are compared by estimating technical 
and economic global outputs.  

Overall, each paper corresponds to a fundamental phase of the methodological approach 
devised and applied in this doctoral thesis. The results of the first papers constitute the basis 
of the final and more comprehensive papers, where the integrated systems include the already 
optimised units (i.e. with the inputs and the operating conditions that were found to improve 
the performances and/or minimise the costs). These papers make reference to specific case 
studies; however, the models are very flexible and applicable to very diverse effluents.   
The following paragraphs introduce the five works. The whole papers are attached to the 
appendix. 
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4.1	 Paper	 1	 -	 Techno-economic	 Assessment	 of	Multi-Effect	 Distillation	 Process	 for	
the	Treatment	and	Recycling	of	Ion	Exchange	Resin	Spent	Brines	
 
This paper, published in Desalination in 2019, presents a detailed techno-economic analysis 
of the MED plant, when applied to treat and concentrate the effluent of the regeneration of ion 
exchange resins. In particular, the MED is used to increase the concentration of the pre-
treated effluent, to enable its reuse as regenerant solution in the following regeneration cycles. 
This novel application of the MED makes necessary to define novel representative outputs, 
useful to find the most economically feasible configurations of the MED plant. Therefore, this 
paper introduces the Levelised Brine Cost (LBC) that is the selling price that the concentrate 
brine produced by the MED should have to break-even. This parameter is used to compare 
different systems and to assess their economic feasibility. In fact, the plant is considered 
economically feasible if its LBC is found to be lower than the current cost of the fresh 
regenerant solution. I analysed plain-MED and MED coupled with thermo-vapour compressor 
(MED-TVC) and I considered two thermal energy sources: a co-generation system and waste 
heat available in the industrial site. Also, I focused on the impact of the number of effects on 
the capital and operating costs and on the total LBC of the different configurations. In fact, 
higher numbers of effects correspond to higher thermal efficiencies but also to higher areas of 
the evaporators. Therefore, the increase of the number of effects leads to an increase of the 
capital costs and a decrease of the operating costs. The minimum in the total LBC trend 
corresponds to the optimal configuration at given operating conditions. 
This work includes both a detailed theoretical description of the MED model and an 
application to a real case study. In the context of the real case study, the number of effects 
corresponding to the minimum LBC was reported at different thermal energy costs for the 
plain-MED and the MED-TVC. Also, I found the threshold value of thermal energy cost for 
the different configurations and different steam pressures, i.e. the value below which the 
optimised MED plant is economically feasible. I found a wide range of feasible thermal 
energy costs, for which the LBC relevant to the MED plant was lower than the current cost of 
the regenerant solution. Therefore, the MED plant turned out to be a very promising 
technology for the concentration of the spent regenerant solution. 
Overall, this work gives important insights into the performances of the MED technology in a 
wide range of operating conditions and economic inputs and for an application different than 
desalination. The results show the most promising configurations to be used in the treatment 
chain and are included in the following papers to develop the treatment chains.  

M. Micari, M. Moser, A. Cipollina, B. Fuchs, B. Ortega-Delgado, A. Tamburini, and G. 
Micale. 2019. Techno-economic assessment of multi-effect distillation process for the 
treatment and recycling of ion exchange resin spent brines. Desalination 456:38-52. 

Authors’ contribution 
I implemented the techno-economic model for the MED in Python, I devised and performed 
the simulations, I collected and analysed the data and wrote the paper. M.Mo.: Supervision, 
Funding acquisition. A.C.: Conceptualization, Supervision. B.F.: Software. B.O.D.: 
Validation. A.T.: Writing – Review and Editing. G.M.: Supervision, Funding acquisition.  
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4.2	 Paper	 2	 -	 Experimental	 and	 Theoretical	 Characterization	 of	 Commercial	
Nanofiltration	Membranes	for	the	Treatment	of	Ion	Exchange	Spent	Brine	
 
This work presents a joint experimental and simulation campaign devised to characterise NF 
membranes in presence of the effluent produced by the regeneration of ion exchange resins 
employed for water softening. The characterisation consists in the estimation of four 
membrane parameters that are used to simulate the NF membranes through the Donnan Steric 
Pore Model with Dielectric Exclusion (DSPM-DE). The four parameters are pore radius, 
active layer membrane thickness, dielectric constant within the pores and membrane charge 
density. Experiments were conducted on two NF membranes and in presence of pure water, 
solutions of organic compounds and artificial multi-component solutions simulating the real 
effluent. Then, I performed a least square fitting of the model to the experimental results to 
find the four membrane parameters. The so-calibrated model was able to simulate reliably the 
behaviour of NF membranes in presence of the investigated effluent. Also, it allowed for 
identifying the main transport and exclusion mechanisms of NF membranes.  
This work is very important in the framework of the multi-step method proposed in the thesis, 
because the characterisation allowed for defining the parameters of the NF model suitable to a 
specific industrial application. In fact, the membrane properties strictly depend on the fed 
solution and on the species that it contains. Therefore, the experimental and simulation 
campaign acquires a central role, since the obtained membrane properties can be used to 
simulate the NF membrane and to design the NF plant taking into account the specific 
effluent. In addition, the simulation of the NF unit with the estimated membrane properties 
gave insights into the transfer mechanisms within the membrane and into the exclusion 
mechanisms at the feed-membrane interface. This analysis allowed for correlating the 
membrane properties to the trans-membrane fluxes and exclusion mechanisms and for 
explaining the experimental rejections measured at different feed concentrations. In this 
context, the pore dielectric constant had the highest impact on the ionic rejections, whereas 
the membrane charge density did not affect the membrane performances significantly at the 
investigated concentrations. In fact, the most significant exclusion mechanism was the 
dielectric exclusion. Concerning the membrane fluxes, the highest term was always the 
diffusive flux. The knowledge of the exclusion and transfer mechanisms can have also 
practical applications, since it can indicate the directions to undertake for possible future 
membrane improvements.  

M. Micari, D. Diamantidou, B. Heijman, M. Moser, A. Haidari, H. Spanjers, V. Bertsch. 
2020. Experimental and Theoretical Characterization of Commercial Nanofiltration 
Membranes for the Treatment of Ion Exchange Spent Brine. Journal of Membrane Science. 
606. 118117 

Authors’ contribution 
I proposed and led this work: I planned and supervised the experimental campaign, I 
performed the simulations and the fitting, I analysed the results of the model and wrote the 
paper. D.D.: Validation, Investigation. B.H.: Supervision, Resources. M.Mo.: Funding 
acquisition. A.H.: Resources. H.S.: Funding acquisition, Writing – Review and Editing. V.B.: 
Supervision, Writing – Review and Editing. 
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4.3	 Paper	 3	 -	 Combined	 Membrane	 and	 Thermal	 Desalination	 Processes	 for	 the	
Treatment	of	Ion	Exchange	Resins	Spent	Brine	
 
This paper, published in Applied Energy in 2019, presents the first techno-economic analysis 
of an integrated treatment system composed by membrane and thermal processes and devised 
for the effluent of the regeneration of ion exchange resins. However, the main focus of this 
paper is the NF unit and the impact of the operating conditions of the NF plant on the 
integrated system. Firstly, the techno-economic model of the NF process used in this doctoral 
thesis was presented. Secondly, the results of sensitivity analyses performed on the NF model 
were reported to find the most suitable operating conditions of the NF plant within the 
integrated system. In this context, from the technical point of view, I investigated how much 
the ionic rejection was influenced by the total recovery of the NF plant, with given membrane 
properties. Also, the role of the feed pressure on the ionic rejections and on the annualised 
cost was assessed, with a given recovery of the NF plant. These first findings allowed for 
identifying the set of feed pressures to use at the different plant recovery values. Finally, I 
analysed the whole treatment chain composed by NF, crystallizer and MED from the 
energetic and the economic point of view. These analyses were performed at three values of 
NF plant recovery (25, 50 and 65%), in order to evaluate the impact of the NF recovery on the 
costs and energy consumption of each process in the chain. 
This paper applied for the first time a comprehensive definition of levelised brine cost (LBC), 
including the terms of cost and revenue relevant to each process in the chain. The economic 
feasibility of the whole chain was then assessed by comparing the LBC with the current cost 
of the fresh regenerant solution. Moreover, the LBC values of the chains with different NF 
recovery were compared to find the most economically advantageous chain configuration. 
This analysis showed the weights of the different terms of cost of the integrated system: the 
operating costs due to the alkaline reactant used in the crystallizer were found to cover the 
highest share of the total costs. However, the revenues due to the production of magnesium 
and calcium hydroxide turned out to be high enough to offset the expenses of the reactant. 
Generally speaking, the three chains (with the three NF recovery values) had a total LBC 
lower than the current cost of the regenerant solution and the most economically feasible 
system was the one with the lowest NF recovery, i.e. 25%.  
This work represents the first analysis of an integrated treatment chain composed of pre-
treatment and concentration steps and shows the energetic and economic contributions of each 
process to the global outputs of the chain. 

M. Micari, A. Cipollina, A. Tamburini, M. Moser, V. Bertsch, and G. Micale. 2019. Combined 
membrane and thermal desalination processes for the treatment of ion exchange resins spent 
brine. Applied Energy 254. 

Authors’ contribution 
I am the lead author of the paper. My role was to implement the techno-economic models, 
develop the mass balances to connect the units in the treatment chain, design and perform the 
simulations, analyse the data and write the paper. A.C.: Conceptualization, Supervision. A.T.: 
Supervision, Writing – Review and Editing. M.Mo.: Supervision, Funding acquisition. V.B.: 
Supervision, Writing – Review and Editing. G.M.: Supervision, Funding acquisition. 
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4.4	 Paper	 4	 -	 Towards	 the	 Implementation	 of	 Circular	 Economy	 in	 the	 Water	
Softening	Industry:	A	Technical,	Economic	and	Environmental	Analysis	
 
This paper represents the comprehensive outcome of the methodological approach developed 
in the thesis, when applied to the case study about the treatment of the effluent produced by 
the regeneration of ion exchange resins.  
I analysed treatment chains composed of NF, crystallizer and three different concentration 
technologies: MED, MD and the combination of RO and MD. Furthermore, I considered two 
electricity supply systems, i.e. grid supply and a mixed photovoltaic-battery-grid system. For 
the comparison, I used the global technical, economic and environmental outputs defined in 
section 2.4. The final objective of those analyses consisted in finding suitable strategies to 
implement circular economy in the water softening industry, by including an economically 
feasible and environmentally-friendly treatment chain able to recycle the effluent as 
regenerant solution. The global energy demands, total LBC and CO2 emissions of the three 
chains were compared in a wide range of feed flow rates and with electricity supplied from 
the grid. I found that the chain with RO-MD was more economically convenient at lower feed 
flow rates, whereas the one with MED was more feasible at higher feed flow rates. The chain 
with MD reported always the highest LBC, because of the high thermal consumption. Thus, I 
considered only the chains with RO-MD and with MED in the analyses with the mixed 
renewable energy supply system. In this case, it was possible to increase significantly the 
electricity self-sufficiency (i.e. the share of electricity supplied by the PV-battery system) 
while the LBC was still lower than the current cost of the regenerant solution. The 
comparison between the CO2 emissions per unit of regenerant solution recovered and the ones 
per unit of fresh solution currently produced showed that a 75% reduction of the emissions 
can be achieved, with economically competitive RO-MD and MED chains. 
This work constitutes the final step of the proposed methodological approach applied to a 
specific case study. This modular approach resulted to be a powerful tool for the development 
and comparison of different treatment chains, also when these are coupled with different 
energy supply systems. The global results gave insights into the economic and environmental 
impact of the chains and can be used as the basis for decision tools to implement circular 
economy models in the industrial sector.  

M. Micari, M. Moser, A. Cipollina, A. Tamburini, G. Micale, and V. Bertsch. 2020. Towards 
the Implementation of Circular Economy in the Water Softening Industry: A Technical, 
Economic and Environmental Analysis. Journal of Cleaner Production. Article number 
12029. 

Authors’ contribution 
I am the lead author of the paper. I developed the tools and integrated them into the 
simulation platform; I calculated the electricity cost with the different supply systems, 
performed the simulations, analysed the data and wrote the paper. M.Mo.: Software, Funding 
acquisition. A.C.: Methodology, Supervision. A.T.: Supervision, Writing – Review and 
Editing. G.M.: Supervision, Funding acquisition, V.B.: Supervision, Writing – Review and 
Editing. 
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4.5	 Paper	 5	 -	 Techno-economic	 Analysis	 of	 Integrated	 Treatment	 Chains	 for	 the	
Valorisation	of	Coal	Mine	Effluents	
 

This paper presents the results of the methodological approach devised in this thesis, if 
applied to the case study of the neutral effluent produced by coal mines in Poland. In this 
work, I developed and compared five treatment chains composed of pre-treatment and 
concentration processes. The chains present NF units, crystallizers to recover the minerals and 
concentration technologies coupled with an end crystallizer to produce pure water and sodium 
chloride crystals. In these analyses, the main product of the chain is sodium chloride. 
Therefore, I used a different global economic output, called levelised salt cost (LSC) that 
included the costs of the other processes and the revenues given by the by-products, i.e. water 
and minerals.  

Firstly, each treatment chain was analysed by assessing the energy requirements of the single 
processes, the capital and operating costs and the revenues. Secondly, the integrated systems 
were compared in terms of total energy requirement, recovery of NaCl and total LSC. The 
recovery of NaCl is estimated as the ratio between the amount of NaCl produced in the form 
of crystals and the amount dissolved in the feed solution entering the treatment chain. I found 
that the chains with two crystallization steps were able to recover more than 95% of NaCl, 
since they were designed to enable the recycling of the crystallization effluents to the 
concentration step and to minimise the losses. Moreover, the chains presenting two NF units 
and MED were found to be economically competitive, since the LSC fell within the range of 
the market values of NaCl crystals.  

This work showed that the methodological approach can be very flexible and usable with 
diverse effluents. Its modularity allowed for devising various chains composed by different 
combinations of pre-treatment and concentration technologies. Also in this case, the results 
gave indications about the most suitable strategies to implement circular economy in the 
industrial sector.  

M. Micari, A. Cipollina, A. Tamburini, M. Moser, G. Micale, and V. Bertsch. 2020. Techno-
economic Analysis of Integrated Treatment Chains for the Valorisation of Coal Mine 
Effluents. Journal of Cleaner Production. 270. 122472  

Authors’ contribution 
I led the activities for this work: I integrated the models in the simulation platform and built 
the treatment chains, I performed the simulations, analysed the data and wrote the paper. 
A.C.: Methodology, Supervision. A.T.: Supervision, Writing – Review and Editing. M.Mo.: 
Funding acquisition. G.M.: Funding acquisition, V.B.: Supervision, Writing – Review and 
Editing. 
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5. Discussion	of	the	results	and	conclusions	
 
This doctoral thesis aims at making a contribution to the development of the industrial sector 
toward more sustainable solutions. The discharge of polluted industrial effluents into the 
environment has become a severe issue and the removal of pollutants before the release can 
be very energy consuming and costly. Therefore, various valorisation strategies of the waste 
streams have been proposed in the literature to purify the effluents and to recover raw 
materials. However, the literature review reported in sections 1.2 and 1.3 highlighted some 
literature gaps: the proposed treatment systems focus more on the purification of the effluent 
before discharge than on the recovery of raw materials; the processes are often tested at the 
lab-scale unit and the implementation at the full-scale as well as an economic feasibility 
assessment are not discussed yet; the treatment strategies are specific to the investigated 
wastewater and a general framework for various industrial effluents is missing.  
With this thesis, I aim at filling these gaps by developing a novel flexible multi-step method 
able to build and analyse various technical strategies for the treatment of industrial effluents 
and to identify the most economically feasible and environmentally friendly one. This method 
can be applied to various industrial sectors producing highly-concentrated water solutions and 
its modularity allows for easily devising various combinations of treatment processes.  
Each of the five paper included in the thesis constitutes an important step of the proposed 
methodological path and provides answers to the three main research questions of Table 1. 
The development of the models and the estimation of suitable sets of parameters is the main 
focus of the first two papers: the first deals with multi-effect distillation and the second with 
nanofiltration. The third paper concerns the identification of the optimal operating conditions 
of nanofiltration, within an integrated treatment chain. Finally, the development and 
comparison of various treatment chains composed by different pre-treatment or concentration 
units are the objectives of the fourth and the fifth paper, which deal with two different case 
studies. 
In the following paragraphs, the methodological approach adopted are shortly described and 
discussed and the main results of the papers are discussed within the frameworks of the three 
research questions. 

5.1	Methodological	path	
 
To reduce or minimise the environmental issue due to the discharge of polluted wastewaters 
into the environment, I developed and applied the method sketched in Figure 16. Each step of 
the method is strongly connected to the adjacent ones and has a strong impact on the final 
outcomes. Firstly, the effluent has to be identified and the concentration of each component 
has to be measured. Then, multiple sets of pre-treatment and concentration processes are 
investigated to purify the effluent and recover raw materials. During the thesis, I worked on 
the implementation of the techno-economic models of five treatment processes and these 
models are now part of a library of tools which can be easily integrated in a simulation 
platform. Depending on the effluent under consideration, different sets of input data are 
supplied to the models and different parameters can be used to simulate the optimal operating 
conditions. Thus, the models are interconnected in the simulation platform to reproduce the 
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integrated treatment chains and different combinations can be proposed and compared 
through the definition of global technical, economic and environmental outputs.  
In this regard, global technical outputs are the total electric and thermal energy demand of the 
treatment chains. The global economic output is the levelised cost of the main product of the 
chain, i.e. the cost that the main product would have to allow the project to break-even. This 
value is meant to be compared with the market value of the main product, to assess the 
economic feasibility of the proposed system. The global environmental output is given by the 
CO2 emissions due to the energy demand of the treatment processes per unit of main product 
produced by the chain.  
The proposed approach is highly modular, since the models describing the single processes 
are separate tools but can be easily interconnected in the simulation platform used during the 
thesis. The modularity allows for devising a wide range of process combinations for the same 
application and for developing treatment schemes for different applications.   
Moreover, the structure of the tools gives the possibility to easily perform sensitivity analysis 
by varying one or more parameters relevant to a single process and by assessing their impact 
on the global outputs of the treatment chain. In this context, it is possible to couple the 
treatment plant with different electric and thermal energy sources by varying the relevant 
parameters common to all units in the chain, and in particular the electricity and heat costs 
and the CO2 emission factor. Thus, this approach allows for developing and comparing 
integrated treatment chains for various industrial wastewater effluents and with different 
energy supply systems.  
Figure 16 shows also how the activities and the findings reported in the papers are located 
along this methodological path. Each paper constitutes an important part of a common 
development process and the results obtained while optimising single models are fundamental 
for the simulations and the comparisons of integrated systems.  
 

 

Figure 16. Schematic representation of the phases of the methodological approach when applied to a 

specific case study.  
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5.2	Research	question	1	
 
The first research question concerns the selection of the treatment processes and of their 
operating conditions to purify industrial wastewater effluents and to recover raw materials. In 
this regard, I performed the simulations and the sensitivity analyses reported in Paper 1, Paper 
2 and Paper 3. Paper 1 and 3 focus on the techno-economic analysis of membrane and thermal 
processes when applied to novel applications, whereas Paper 2 presents an experimental and 
theoretical characterisation of NF membranes, aimed at calibrating the model for the 
application and at investigating the main transport mechanisms through the membrane. 
 
In the first, I proposed a novel application of Multi-Effect Distillation technology in the 
context of the treatment of the industrial brine produced by the regeneration of ion exchange 
resins, employed for softening. The role of the MED plant was to concentrate the water 
solution up to the target concentration to reuse it in the industrial process. In this paper, I 
simulated the MED plant by giving as inlet feed concentration the concentration of the ion 
exchange spent brine after the pre-treatment in nanofiltration and crystallization units. I found 
that MED is a valuable option for this application, since, from the technical point of view, it 
allows for concentrating the NaCl-rich solution up to the target and, from the economic point 
of view, the levelised cost of brine was found to be in many cases competitive with the market 
value of the regenerant solution. When industrial waste heat at low temperature (100°C) was 
used as the heating steam, the MED plant was able to concentrate the solution with an 
optimum number of stages equal to 13 and the corresponding cost of the produced brine was 
50% lower than the current cost of the regenerant solution. In addition, I assessed the 
sensitivity of the global cost to the thermal energy cost and for each thermal energy cost the 
optimum number of stages was estimated. This analysis constituted a powerful tool to assess 
the range of thermal energy costs for which the MED technology was economically feasible. 
In the range of thermal energy cost from 0 to 20 $/MWhth the minimum levelised cost of brine 
(i.e. at the optimised number of effects) was lower than the current cost of the regenerant 
solution. Thus, the MED is very promising for this application and these analyses were a 
fundamental starting point to the research proposed in Paper 3.  
 
Paper 3 simulates the whole treatment chain devised for this case study (spent regenerant 
produced by softeners), including nanofiltration, crystallization and multi-effect distillation. 
This paper focuses on the sensitivity analyses of the nanofiltration unit, to find the optimal 
operating conditions for the specific application. NF showed to be a very suitable pre-
treatment unit for the present effluent, because of its ability to separate the divalent ions (in 
our case, Mg2+, Ca2+ and SO4

2+ ions) from the monovalent ions (Na+ and Cl-). Also, whereas 
typically NF units work at very high recovery (i.e. ratio between permeate and feed flow rate) 
because the retentate is a waste to dispose, I found that a lower recovery was more suitable to 
this application. In fact, the retentate produced by the NF unit is not a waste but it is fed to the 
crystallizers and then, mixed with the NF permeate and sent to the concentration technology. 
Therefore, since a lower NF recovery allowed for working at lower pressures and with higher 
divalent ions rejection, this operating condition was selected for the treatment chain. Also, in 
this paper I introduced the definition of global levelised brine cost (LBC) that accounted for 
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all costs and revenues of the treatment processes in the chain. I found a global LBC of 4.9 
$/m3 for the treatment chain with a NF recovery of 25%, which demonstrated that the whole 
treatment chain was economically feasible since the current cost of the fresh regenerant 
solution is 8 $/m3. In addition, the treatment chain was found to be feasible for all cases with 
feed flow rates higher than 50 m3/h, thus the proposed system can be economically 
advantageous even for small-medium scale plants.  
 
Finally, in Paper 2 I focused on the implementation and calibration of the NF model for the 
specific application. The NF model implemented during this thesis required some parameters 
(membrane pore radius, active layer membrane thickness, dielectric constant within the pore 
and charge density) to simulate accurately the membranes in presence of the specific water 
solution. Thus, experiments were performed to measure the ionic rejection of the membrane 
with the solution produced by the regeneration of ion exchange resins and I carried out 
simulations to find the parameters via least-square fitting. This study gave important insights 
into the transport and exclusion mechanisms of NF membranes with multi-ionic mixtures. I 
found that the charge density did not affect much the ionic rejection at high ionic strength, 
whereas the main exclusion mechanism was the dielectric exclusion, due to water 
confinement in the pores. These findings may be very helpful to understand the membrane 
behaviour with complex mixtures and to indicate directions for the development of future 
generations of highly-performing membranes.  
 
Overall, these works show the results of the development, implementation and validation of 
techno-economic models to be included in integrated platforms simulating the treatment 
chains. Novel applications of the treatment processes made necessary to device novel 
performance parameters and to calibrate the models through ad-hoc experimental campaigns. 
The construction and the adaptation of the models is a fundamental step to make them suitable 
building blocks to simulate and compare more complex systems as the treatment chains.  

5.3	Research	question	2	
 
The second research question deals with the comparison of treatment chains given by 
different combinations of treatment processes. The final aim is to identify the most suitable 
chain depending on the specific applications. Paper 4 and 5 reported various treatment chains, 
given by the combination of pre-treatment and concentration technologies, to treat the spent 
regenerant of the softeners and neutral coal mine effluents, respectively. 
 
The findings obtained for the two case studies showed very promising results. Concerning the 
first case study, I compared treatment chains with the same pre-treatment step (composed by 
nanofiltration and crystallization) and different alternative concentration steps, i.e. multi-
effect distillation, membrane distillation and the coupling of reverse osmosis and membrane 
distillation. The chains were devised in order to recover the hydroxides and to produce a 
concentrate brine reusable as regenerant solution in the regeneration process. Therefore, the 
main product of the chains was always the same, i.e. the recovered regenerant solution, but 
the energy requirements and the costs changed depending on the technologies involved.  
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For the economic comparison of the chains and for the assessment of the economic feasibility, 
I estimated the global levelised cost of the concentrate brine (LBC) for each chain and I 
compared these values with the current cost of the fresh solution. In this context, in a wide 
range of feed flow rates, electricity costs and heat costs, the chain composed by NF, 
crystallizers and MED as well as the one composed by NF, crystallizer, RO and MD showed a 
LBC lower than the current cost of the regenerant. Moreover, the most economically 
advantageous chain depends on the operating conditions and especially on the size of the 
plant. Interestingly, the chain with RO and MD had lower LBC values with smaller plant sizes 
(corresponding to lower feed flow rates), because the technologies are more modular and 
easier to handle. Conversely, the chain with MED showed lower LBC values for bigger plant 
sizes, because of the lower thermal energy demand of the MED technology, with respect to 
the MD technology.  
 
Concerning the treatment chains proposed for the coal mine effluent in Paper 5, I developed 
different combinations with the aim to recover minerals, water and sodium chloride. In this 
case, the main product of the chains was sodium chloride, in the form of crystals to be 
produced in the end-crystallizer located after the main concentration technology. Therefore, 
the economic comparison was performed by defining a global levelised salt cost (LSC) that 
accounted for all terms of costs and revenues of the chain and for its salt productivity (i.e. the 
amount of NaCl produced). In the paper, I included five treatment chains having different pre-
treatment and different concentration units. The pre-treatment steps were given by various 
combinations of nanofiltration and crystallization units and, consequently, produced different 
by-products contributing to the global economic feasibility. The concentration step was given 
by multi-effect distillation or the coupling of reverse osmosis and membrane distillation. In 
any case, an end-crystallizer was included to produce NaCl crystals from an almost saturated 
solution. As observed also in the first case study, the higher thermal demand of the MD unit, 
especially when high concentrations have to be achieved, made the corresponding chains less 
economically advantageous in most cases.  
For a fixed feed flow rate, I found that the chains with multi-effect distillation as main 
concentration technology and with two nanofiltration units were economically feasible, 
because the LSC fell within the typical range of price of NaCl. In particular, the most feasible 
was the chain with two NF units, three crystallizers to produce magnesium hydroxide, 
calcium sulphate and calcium carbonate, multi-effect distillation and NaCl crystallizer: the 
corresponding LSC was around 90 $/tonNaCl that is comparable with the lower bound of the 
range of NaCl market value. However, the analogous chain with RO-MD in the concentration 
step instead of MED had a LSC slightly higher than the higher bound of the NaCl price range. 
Therefore, further improvements of the MD technology, which are expectable since its 
readiness level is much lower than the other technologies (RO and MED), may easily allow 
this chain to be economically feasible. 
 
Overall, these studies showed examples of novel circular strategies designed to purify and 
recycle the effluents produced by various industrial sectors. Generally speaking, the 
application of circular economy models requires a comprehensive redesign of the industrial 
processes, to include the treatment steps and to recycle the purified effluent or the recovered 
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chemicals in the production process. In this regard, the proposed method allowed for 
developing various treatment options depending on the main product that had to be recycled 
or recovered to be sold. Moreover, the pre-treatment steps were designed with the aim to 
maximise the recovery of specific by-products, such as hydroxides or carbonates, which can 
be crucial for the economic feasibility.  

5.4	Research	question	3	

The third research question focuses on the total electric and thermal energy demand of the 
treatment chains and on the different energy supply systems that may be coupled. The 
analysis of the energy demands of each treatment process in the chains and the assessment of 
the role of energy costs on total costs are central topics of all five papers. The global thermal 
and the electric energy demands of the treatment chains have been taken as global outputs to 
represent the technical performances of the chains. The selection of the energy supply systems 
was made by assessing the impact of the relevant energy cost and CO2 emission factor on the 
global economic and environmental outputs of the chain.  
 
In the first paper, I focused on the impact of thermal energy cost on the LBC calculated for 
the MED unit only, by considering two scenarios with two different energy supply systems: 
waste heat available in the industrial site at a certain cost and heat generated by a co-
generation cycle. Within the last scenario, I considered a wide range of temperature of the 
heating steam (from 65 to 120°C) and I changed the specific cost of the thermal energy 
accordingly. MED was found to be feasible for any steam temperature lower than 80°C, 
whereas, for higher temperatures, the increasing operating expenditures, due to higher steam 
costs, affected the global expenditures more than the decreasing capital investment. However, 
in general, I observed that industrial waste heat, when available in the industrial site, allowed 
for devising more economically advantageous solutions.  
 
In the paper about the comparison of treatment chains for the spent regenerant produced by 
the softening industry (Paper 4), I considered two scenarios with respect to the electricity 
supply. In the first, the electricity was completely taken from the grid, whereas, in the second, 
the electricity was partially produced by a photovoltaic power system with Li-Ion batteries in 
conjunction and partially taken from the grid. Within the second scenario, the installed 
capacity of the PV power system and the capacity of the battery were varied, to get a set of 
supply systems with different self-sufficiency (percent of the energy demand supplied by the 
PV-battery system), specific electricity cost and CO2 emission factor (depending on the 
amount of electricity taken from the grid). 
The economic and environmental outputs of the treatment chains in the two scenarios were 
calculated to find strategies that were simultaneously economically feasible and 
environmentally friendly. I found that the chains with MED and with RO-MD were 
economically feasible even when coupled with the most self-sufficient (and most expensive) 
supply systems, especially when the treatment plant was located in a region with higher solar 
potential. Moreover, I compared the CO2 emissions due to the energy requirement of the 
treatment system with the ones currently given by the production of the fresh regenerant 
solution. The comparison of the emissions per unit of solution produced showed that the 
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emissions of the proposed systems were lower, even when the electricity was totally supplied 
by the grid. A much stronger reduction (up to 90%) was found when part of the electricity 
was self-generated via a photovoltaic system with battery storage.  
 
Concerning the assessment of the energy demands, much attention was devoted to estimating 
the single terms of energy demand connected to the different processes in the chains. Paper 3 
reported the components of the electricity demand and the MED thermal energy demand for 
the treatment chain composed by NF, crystallizer and MED. Furthermore, the role of 
electricity and heat cost of each process was highlighted in the breakdown of the operating 
costs of the chain. It was found that the cost relevant to the thermal energy required by the 
MED covered more than 30% of the total. This analysis is crucial to understand how the 
global system is sensitive to variations of the single units in the chain: the major impact of the 
thermal energy demand of MED and the relevant costs gives important directions for further 
improvement of the energy efficiency of the chain and reduction of the operating costs.  
 
Furthermore, the paper about the treatment chains for coal mine effluents (Paper 5) presented 
a breakdown of the energy demand of each chain and, also in this case, it was found that the 
thermal energy demand of the main concentration technology (MD or MED) was significantly 
higher than any other term. However, sensitivity analyses performed by varying the specific 
cost of heat or electricity showed that the chains were similarly sensitive to the two costs 
variation and in one case, with three NF units operating at high pressure, the global LSC was 
slightly more sensitive to electricity cost variation than to heat cost variation.  
 
Overall, the analysis of the thermal and electric energy demand of the treatment chains gave 
information about the prominent and most influencing term among the demands of the single 
processes. Then, the coupling of the treatment chains with different energy supply systems, 
realised by giving suitable inputs as energy cost and CO2 emission factor, allowed for 
investigating more comprehensive systems. In this way, I proposed and analysed novel 
sustainable and feasible strategies, where electricity was self-produced by ad hoc built PV-
battery systems or heat was recycled within the industrial park.  

5.5	Limitations	
 
The work performed within this doctoral thesis has some limitations that can be taken as 
starting points for future research. Firstly, I analysed the environmental impact of the 
proposed treatment processes by looking only at the operational CO2 emissions connected to 
the energy demand of the technologies. However, it has to be said that the environmental 
impact includes many other aspects and the CO2 emissions are also given by the 
manufacturing phase of the components of the processes. Therefore, to have an overview of 
the environmental impact of a process, it would be necessary to perform a Life Cycle 
Assessment analysis that requires the availability of significant amount of data, often very 
site-specific. This was beyond the scope of the doctoral thesis, but should be taken into 
account for further analyses.  
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Another limitation concerns the assumption of stationary operating conditions of the industrial 
plants. I considered constant feed flow rate of the treatment plant, thus a constant energy 
demand and plant productivity. The treatment plant operational flexibility would depend on 
the operation of the industrial plant producing the effluent and its consideration would also be 
helpful to select the most suitable processes, since they may handle process parameters 
changes in different ways. 

5.6	Conclusions	and	future	outlooks	

Within the framework of this doctoral thesis, I developed a novel multi-step method to 
simulate and compare integrated treatment processes to purify wastewater effluents and to 
recover valuable raw materials. The works performed during the PhD showed the results of 
the application of the method to two industrial effluents: spent regenerant solution produced 
by the water softening industry and neutral coal mine effluents. The economic feasibility, 
energy consumption and environmental impact of the proposed chains were assessed and used 
to select the most suitable ones. In this way, it was possible to identify promising strategies to 
implement a circular economy approach in those industrial sectors.  
Novel circular schemes were found to be beneficial from both the economic and the 
environmental perspective. Concerning the environmental impact, the introduction of 
treatment processes would allow for minimising the discharge of polluted effluent into the 
natural environment. In addition, the recovery of solutions or chemicals to be reused in the 
industrial process would reduce the need for fresh ones and, consequently, the demand for 
raw materials to produce them. Furthermore, in the first investigated case study, the treatment 
processes required to restore and recycle the water solution were found to have lower CO2 
emissions than the processes currently used to produce the fresh solution. Thus, a global net 
reduction of the environmental impact can be achieved, by minimising the pollution, the 
emissions and the consumption of raw materials. At the same time, such treatment schemes 
turned out to be economically feasible, since the levelised cost of the main product was lower 
or comparable with its current market value.  
The method proposed in this thesis can be employed as a decision support tool by the 
industries to reduce the costs connected to the wastewater treatment and to reduce the 
requirements for fresh raw materials. For this reason, such a tool would be of crucial 
importance to limit the environmental pollution of the industrial sector, by minimising the 
discharge of the effluents into the environment and by reducing the emissions due to the 
production of fresh raw materials. 
Concluding, the results reported in this thesis show the capability of the proposed method to 
develop and compare treatment schemes in different industrial sectors. The possibility to 
easily integrate and interconnect the tools corresponding to the techno-economic models of 
the treatment processes allows for applying the method to many case studies. Thus, the main 
outcome of this thesis concerns the development of a general framework including various 
techno-economic tools relevant to different treatment processes, able to simulate and analyse 
circular strategies to improve the sustainability of the industrial processes.  
 
Future research activities should concern the investigation of case studies relevant to other 
industrial sectors producing highly-concentrated water solutions that are currently disposed 
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into the natural environment. Also, many industries produce wastewater solutions polluted by 
organic compounds and the library of available techno-economic tools may be extended in the 
future to include other pre-treatment processes for organics removal. Finally, a further 
development of the method may provide the building of a multi-objective optimisation 
algorithm able to select the most suitable treatment chain and operating conditions of each 
process for a given industrial effluent.  
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7. Nomenclature	
 
fCO2,emission  CO2 emission factor [kgCO2/kWh] 
C  Concentration 
Cbattery  Capacity of the battery [h] 
CostEl   Electricity cost [$/kWh] 
CostHeat  Thermal energy cost [$/kWh] 
Cryst  Crystallizer 
P  Power [kW] 
Q   Flow rate [m3/h] 

Acronyms  

AMD  Acid Mine Drainage 
CAPEX  Capital Expenditure [$/y] 
CE  Circular Economy 
COD  Chemical Oxygen Demand 
TOC  Total Organic Carbon   
DCMD Direct Contact Membrane Distillation 
DSPM-DE Donnan Steric Pore Model with Dielectric Exclusion 
DHI  diffuse horizontal irradiance 
GHI  global horizontal irradiance  
IEX  Ion Exchange resins 
LBC   Levelised Brine Cost 
LBCCAP  Capital Levelised Brine Cost 
LBCOP  Operating Levelised Brine Cost 
LCOE   Levelised Cost of Electricity 
LSC  Levelised Salt Cost [$/tonNaCl] 

MD  Membrane distillation 
MED  Multi-effect distillation 
NF  Nanofiltration 
NOM  Natural Organic Matter 
NPV  Net Present Value 
OPEX  Operating Expenditure [$/y] 
PV  Photovoltaic 
RCE   Remote Component Environment 
RO  Reverse osmosis 
SD  Sustainable Development 
SWRO  Seawater Reverse Osmosis 
VMD  Vacuum-enhanced Membrane Distillation 
UV  Ultraviolet 
ZLD  Zero Liquid Discharge 

Nanofiltration 

A  temperature correction factor for the activity coefficient [-] 
Amembr,elem membrane area of a single NF element [m2] 
C  concentration [mol/m3] 
Ccivil  cost for the building [$] 
Cmech  costs for pumps, filters and piping system [$] 
Celectro  cost for energy supply systems [$] 
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Cmembrane cost for membranes [$] 
Di,pore  diffusion coefficient of the ion within the pore [m2/s] 
DH  hydraulic diameter of the feed channel [m] 
Di,∞  diffusion coefficient of the ion in the bulk [m2/s] 
e0  electronic charge [1.602 x 10-19 C] 
f  friction factor [-] 
F  Faraday constant [9.64867 x 104 C/mol] 
hf  height of the NF feed channel [m] 
I  ionic strength [mol/l] 
j  trans-membrane flux [mol/(m2s)] 
Jv  permeate flux [m/s]   
kbulk

c,i  mass transfer coefficient in the bulk [m/s] 
k’bulk

c,i  corrected mass transfer coefficient in the bulk [m/s] 
kB  Boltzmann constant [1.38066 x 10-23 J/K] 
ki,c  hindered convective mass transfer coefficient [-] 
ki,d  hindered diffusive mass transfer coefficient [-] 
l  length of the discretisation interval [m] 
Lmix  mixing length of the spacer [m] 
Lp  water permeability [LMH/bar] 
Mb  inlet feed flow rate in the discretisation element [m3/s] 
Mfeed  feed flow rate of the NF plant [m3/h] 
Mp  permeate flow rate [m3/s] 
Mret   retentate flow rate [m3/s] 
N  number of discretisation elements within the membrane [-]   
NA  Avogadro number [6.023 x 1023 mol-1] 
ndiscr,L  number of discretisation intervals along the NF element length [-] 
nvessel  number of vessels (30 m2-area) for economic calculation [-] 
Nvess,parall number of vessels in parallel [-] 
P  pressure [Pa] 
Pe  Peclet number [-] 
Pfeed  feed pressure [bar] 
R  ideal gas constant [8.314 J/(K mol)] 
Re  Reynolds number [-] 
ri  ion radius [nm] 
Ri  ionic rejection [-]  
rpore  pore radius [nm] 
Sc  Schmidt number [-] 
T  Temperature [K] 
uf  feed velocity [m/s] 
x  direction of the feed flow [m] 
XD  charge density [mol/m3]   
y  direction across the membrane from the feed to the permeate side [m] 
zi  valence of the ion [-] 

Greek symbol 

γ  activity coefficient [-] 
δm  active layer membrane thickness [µm] 
ΔP  net pressure difference [Pa] 
ΔPlosses  pressure losses along the element [bar] 
ΔΠ  osmotic pressure difference [Pa] 
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ΔψD,feed Donnan potential difference at the feed-membrane interface [V] 
ΔψD,perm Donnan potential difference at the permeate-membrane interface [V] 
ΔW  Born solvation energy barrier [J] 
ε  medium permittivity [F/m] 
ε0  vacuum permittivity [8.854 x 10-12 F/m] 
εb  dielectric constant in the bulk [-] 
εpore  pore dielectric constant [-] 
η  solution viscosity [Pa s] 
ηmix   mixing efficiency of the spacer [-] 
λi  ratio between the ion Stokes radius and the pore radius [-] 
ξ  electric potential gradient at the bulk-membrane interface [V/m] 
Ξ  correction factor for the mass transfer coefficient [-] 
ρf  feed density [kg/m3] 
Фi  steric coefficient [-] 
ФB  Born solvation contribution for partitioning [-] 
ψ  potential [V] 

Subscripts 

calc  calculated 
exp  experimental 
i  ion 
j  index for the discretisation along the NF membrane thickness 
lim  limit 
w  interface 

Superscripts 

b  bulk 
bm  bulk-membrane interface 
f  feed 
m  membrane 
p  permeate 
ret  retentate 

Crystallizer 

Afilter  filter area [m2] 
B  birth rate [m-4 s-1] 
C  concentration [ppm] 
Cp,0  purchase cost of equipment [$] 
D  death rate [m-4 s-1] 
G  growth rate [m/s] 
J  nucleation rate [m-3 s-1] 
k  moment order 
L  particle length [m] 
Li  abscissas [m] 
M  mass flow rate [kg/s] 
mk  kth moment of number density function [mk-3] 
MT  mass of precipitated crystals [g] 
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n  number density function [m-4] 
nstoich  stoichiometric coefficient 
Nq  number of quadratures 
Qmol  molar flow rate [mol/s] 
t  time [s] 
Vcryst  crystallizer volume [m3] 
wi  weights [m-3] 

Superscripts 

effl  effluent 
feed  inlet feed solution 
alk  alkaline solution 

Multi-Effect Distillation 

A  heat exchanger area [m2] 
Cp  specific heat [kJ/(kg °C)] 
Cp

0  purchased cost of equipment [US$] 
FBM  bare module factor [-] 
h  specific enthalpy [kJ/kg] 
i  effect index 
M  mass flow rate [kg/s] 
N  number of effects [-] 
T  temperature [°C] 
Tc  condensation temperature of the vapour in the following effect [°C] 
T’c  temperature of the vapour after crossing the connecting lines [°C] 
Tpreh  maximum feed temperature reached in the preheater [°C] 
Tvsat  temperature of the saturated vapour [°C] 
T’vsat  temperature of the vapour after crossing the demister [°C] 
X  salinity [ppm]  
P  pressure [bar] 
U  overall heat transfer coefficient [kW/(m2 °C]) 

Greek symbols 

λ  latent heat [kJ/kg] 
ΔT  temperature difference [°C] 
αcond  fraction of vapour condensed in the preheater 

Subscripts 

b  brine solution generated in the generic effect 
brine  outlet brine 
c  condensed pure water collected in the flash box 
cond  end-condenser 
cw  cooling water 
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d  vapour generated via evaporation 
dist  outlet distillate 
dist,real fixed distillate flow rate to be produced 
fb  vapour generated in the flash box 
feed  feed entering into the first effect 
f,brine   vapour generated via the brine flash 
HX  heat exchanger 
liq  pure water in the liquid state 
n  last effect index 
preh  preheater 
s  total external steam 
sw  salt water solution 
vap  total vapour generated in the generic effect 
vap  pure water in the vapour state 

Acronyms 

BPE  Boiling Point Elevation [°C] 
CHP  Combined heat and power 
DTML  Temperature logarithmic mean 
GOR  Gain Output Ratio 
FF  Forward Feed 
TVC  Thermo-vapour compressor 

Reverse Osmosis 

Amembr  pure water permeability in the membrane [kg/(s m2 bar)] 
Bmembr  solute permeability in the membrane [kg/(s m2)] 
Fw  water flux [kg/(s m2)] 
Fs  salt flux [kg/(s m2)] 
T  operating temperature [K] 
ΔP  transmembrane pressure difference [bar] 
kp  membrane constant [-] 
Ri  recovery of the i-th element [-] 
X  concentration [ppm] 
Rsalt  salt rejection [%] 
A  membrane active area [m] 
Cmembr  membrane constant for the temperature correction factor [K] 
M  flow rate [kg/s] 
ndiscr  number of discretisation intervals [-] 
Rplant  plant recovery [%] 
Pfeed  feed pressure [bar] 
PRO  electric power consumption [W] 
CPF  concentration polarisation factor 

Subscripts 
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f,w  feed side at the membrane interface 
f  feed side 
p  permeate side 
feed  feed solution 
brine  brine solution 
perm  permeate solution 
perm,out unit permeate produced by the RO unit 
perm,out permeate produced by the plant 
w  water 
s  salt 
elem  discretisation element 

Greek symbols 

ΔΠ  transmembrane osmotic pressure difference [bar] 
ΔΦ  relative variation of the flux with time [-] 
ρ  density of the solution [kg/m3]  
ηpump  efficiency of the high pressure pump [-] 

Acronyms 

TCF  temperature correction factor 
MAF  membrane ageing factor 

Membrane Distillation  

T  temperature  [K] 
m  volume flow rate [m3/s] 
C  concentration [ppm] 
Q  heat flux [W/m2] 
h  heat transfer coefficient [W/(m2 K)] 
Jw  water flux [kg/(m2 s)] 
ΔHevap  latent heat of vaporisation of water [J/kg] 
km  membrane thermal conductivity [W/(m K)] 
kair  air thermal conductivity [W/(m K)] 
kmembr,pol polymeric structure thermal conductivity [W/(m K)] 
k  thermal conductivity of the solution [W/(m K)] 
Nu  Nusselt number [-] 
Re  Reynolds number [-] 
Pr  Prandtl number [-] 
Dh  hydraulic diameter of the channel [m] 
v   fluid velocity in the channel [m/s] 
Cp  fluid specific heat [J/(kg K)] 
Bm  mass transfer coefficient [kg / (m2 s Pa)] 
R  ideal gas constant (8.314 J/(K mol)) 
kB  Boltzmann constant (1.38066 x 10-23 J/K) 
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dwat  collision diameter of water vapour [m] 
Ppore  pressure within the pores [Pa] 
rpore  pore radius [m] 
Pair  air pressure inside the pores [Pa] 
Dw,k  Knudsen diffusion coefficient  [m2/s)] 
Dw,m   molecular diffusion coefficient [m2/s] 
DNaCl,wat diffusivity of NaCl in water [m2/s] 
kf,mass  mass transfer coefficient in the feed channel [m/s] 
Nparallel  number of branches in parallel [-] 
Ntot,modules total number of modules present in the plant [-] 
Amodule  membrane area of a single module [m2] 

Subscripts 

m  membrane 
f  feed 
p  permeate 
m,hot  feed membrane interface 
m,cold  permeate membrane interface 
bulk,hot feed bulk 
bulk,cold permeate bulk 
conv,hot convective flux, feed side 
conv,cold convective flux, permeate side 
cond,m conductive flux, membrane 
evap,m  latent heat, membrane 
in  inlet in the element 
out  outlet of the element 

Greek symbols 

δm  membrane thickness [m] 
ε  membrane porosity [-] 
ρ  solution density [kg/m3] 
μ  dynamic viscosity of the fluid [kg/(m s)] 
λ  molecular mean free path [m] 
τ  membrane tortuosity [-] 
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A B S T R A C T

A treatment chain including nanofiltration, crystallization and multi-effect distillation (MED) is for the first time
proposed for the treatment of an effluent produced during the regeneration of Ion Exchange resins employed for
water softening. The goal is to recover the minerals and to restore the regenerant solution to be reused in the
next regeneration cycle. MED is the most crucial unit of the treatment chain from an economic point of view. A
techno-economic analysis on the MED unit was performed and a novel performance indicator, named Levelized
Brine Cost, was introduced as a measure of the economic feasibility of the process. Different scenarios were
analysed, assuming different thermal energy sources and configurations (plane-MED or MED-TVC). It was found
that the plane-MED fed by waste-heat at 1 bar is very competitive, leading to a reduction of 50% of the fresh
regenerant current cost. Moreover, the thermal energy cost of 20US$/MWhth was identified as the threshold
value below which producing regenerant solution in the MED is economically more advantageous than buying a
fresh one. Overall, MED allows reducing the environmental impact of the industrial process and it results
competitive with the state of the art for a wide range of operating conditions.

1. Introduction and literature review

The disposal of polluted brines coming from industrial processes
constitutes a very critical environmental issue of our time. Industrial
brines are water solutions, containing sodium chloride, magnesium and
calcium salts and, eventually, organic pollutants, released as a waste by
several industrial processes. Even the brine generated as by-product by
desalination processes has adverse environmental effects if discharged
into the sea, because of the higher specific weight of the concentrated
brine and the potential presence of additional chemicals [1]. Conven-
tional approach consists in disposing brines directly to water bodies or
in injecting them to inland wells [2]. Several studies were conducted to
improve the disposal methods and to reduce the environmental impact.
In particular, the position of the brine outlet [3] and the possibility to
mix the concentrate brine with wastewater or exhaust cooling water [4]
were investigated. Currently, some strategies are proposed to treat the
brines with a combination of an evaporator with a crystallizer (Zero
Liquid Discharge schemes) [5–7]. These strategies allow producing
water at a very high purity, but the remaining solid by-product, given
by the mixture of different components, is generally a waste, which has
to be disposed. In order to tackle this problem and to reduce the dis-
posal requirements, it is possible to develop treatment chains, given by

the combination of different processes suitable to treat industrial brines
by recovering each of their components. A properly selected treatment
chain may lead to the recovery of the valuable products from the brine
and to the minimization of the energy requirement of the process,
making the brines a source of raw materials, such as water, NaCl and
minerals. The definition of the most suitable processes and the process
combination in a treatment chain depends on several factors, namely
the reject brine volume, the chemical composition, the geographical
position of the plant, the feasibility of the process based on the capital
and operating costs, the availability of storage and transportation of the
brine [6]. In particular, the brine composition strictly depends on the
industrial process, which produces the brine. Several industrial pro-
cesses can be accounted, e.g. desalination and demineralization plants,
textile industry and coal mining industry. Many studies were conducted
to identify the composition of the brines in the different cases and the
possible processes to treat them [7–11]. For example, the brine coming
from the textile industry is rich of organic components, while the brine
coming from desalination plants is rich of bivalent ions, such as Mg++
and Ca++ [11]. With regard to the brine coming from Reverse Osmosis
(RO) desalination processes, the profitability of different possible sce-
narios were compared taking into account the cost of the fresh-water
production and the produced salt sale. Drioli et al. investigated the
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performances of a Microfiltration, Nanofiltration and Reverse Osmosis
(MF-NF-RO) membrane system, integrated with a membrane crystal-
lizer, which is employed to bring the RO-concentrate above its satura-
tion limit and to generate NaCl crystal nucleation and growth [12].

Another possible strategy of wastewater treatment consists in pro-
ducing a water solution, at a defined composition, which can be used as
a reactant in the industrial process itself. This approach is commonly
used in the textile industry, where the contaminated waste stream is
treated via oxidation processes and then re-used for next dyeing op-
erations [13]. Ion Exchange resins operations is another industrial
sector where this approach is employed. Ion-exchange resins (IEXs) are
often employed for purification (e.g. for the removal of nitrates or
perchlorates) or for water softening purposes [14]. Spent IEX resins are
usually regenerated via the employment of a regenerant solution which
is capable of reversing the ion-exchange equilibrium, displacing the
ions removed from the treated solution [15]. For the case of deminer-
alization, strong acids like HCl or H2SO4 are employed for the re-
generation, conversely, in the case of water softening, the regenerant is
typically a NaCl-water solution at a concentration ranging between
8%w/w and 12%w/w, usually around 10%w/w [16]. During the re-
generation, a wastewater solution enriched in the components dis-
placed from the resin is produced. A proper combination of treatment
processes allows restoring the regenerant solution required for the re-
generation process, starting from the effluent itself. Some studies aimed
at closing the loop and reusing the effluent coming from the IEX re-
generation to reduce the amount of fresh regenerant solution. Wadley
et al. modelled a NF unit used to separate the colorants from the re-
generation effluent produced by an IEX in a sugar decolourisation plant
[17]. In this case, the employed regenerant solution was a NaCl-water
solution (10%w/w) and according to the presented process scheme, the
NF permeate was mixed with a make-up NaCl-water solution and then
sent back to the IEX as the regenerant. Moreover, IEX technology is
widely used to remove pollutants from groundwater, especially nitrate
which is the most common contaminants of groundwater and of
drinking water sources [18]. The regeneration of the exhaust resins is
carried out through a regenerant rich of sodium chloride or sodium
bicarbonate, which, at the end of the regeneration process, is enriched
of nitrate. Van der Hoek et al. suggested employing a biological deni-
trification reactor to carry out a regeneration in a closed circuit [19].
Lehman et al. tested a biological enhanced treatment system to remove
both perchlorate and nitrate from the spent IEX brine [20]. Choe et al.
investigated the applicability and the environmental sustainability of a
catalytic reduction technology for treating nitrate in spent IEX brine
[21]. Other studies focused on the recovery of the regenerant solution,
for the case of IEX used for water purification from Natural Organic
Matters (NOM). The study from Kabsch-Korbutowicz et al. was devoted
to assessing the performances of pressure or electrically driven mem-
brane processes in the removal of NOM from the spent IEX regenerant,
in order to reuse it for the regeneration process [22]. Finally, Gryta
et al. evaluated the employment of a Membrane Distillation (MD) unit
for the concentration of IEX effluents with or without a preliminary
treatment to avoid the scaling of the membranes [23]. In this case, the
solution was concentrated up to the saturation point, to separate the
salt crystals.

Ion Exchange resins are also widely used in water softening plants.
In this case, the spent regenerant brine is rich of Mg++ and Ca++, at a
concentration of around 3000 and 12,500 ppm respectively, while the
concentration of nitrate and other species is negligible [24]. This brine
has a very low concentration of NaCl (between 10,000 and
15,000 ppm), since a very strong dilution is required to flash out all the
high-density spent brine from the softener. A possible treatment chain
suitable for this case is reported in Fig. 1. This has been developed
within the framework of the EU-funded project Zero Brine [25], whose
goal is the development of pilot plants able to treat different kinds of
industrial brines. In particular, the one schematically represented in
Fig. 1 is devoted to treating the brine produced in the softening section

of the EVIDES company plant, in the Rotterdam port (The Netherlands).
In this case, a NF stage is employed to separate most of the bivalent
ions. Then, the retentate of the NF stage, rich of Mg++ and Ca++, is
processed in a crystallization section, where magnesium hydroxide and
calcium hydroxide are precipitated and recovered. Conversely, the
permeate of the NF stage, rich of NaCl, together with the liquid stream
from the crystallization section, is sent to a Multi-Effect Distillation
(MED) unit. In this stage, the NaCl-water solution is concentrated up to
the required regenerant concentration.

MED can play a key role in the treatment of the IEX brines. MED
process found a very large application in the desalination field, but
there is still room for further investigation of this process in a higher
range of feed salinity and brine salinity. Moreover, the presence of a NF
stage before the MED can ensure the separation of the bivalent ions.
Consequently, the risk of scaling in the heat exchangers, occurring
usually with seawater at temperatures higher than 70 °C, is negligible
and higher Top Brine Temperatures and higher steam temperatures are
allowed. In literature, several efforts were made to investigate the
coupling of a NF unit with thermal or membrane desalination processes,
in order to reduce the risk of scaling due to the presence of hardness in
seawater. With this regard, the idea to couple a NF pretreatment step
with the traditional thermal or membrane desalination process was
firstly proposed by the Saline Water Conversion Corporation (SWCC)
[26]. Then, many studies proposed NF-RO, NF-MSF or NF-MED cou-
plings, where the employment of the NF stage allowed a net reduction
of the energy and the chemicals consumption of the desalination pro-
cess [27–31]. Finally, Al-Rawajfeh investigated the possibility to em-
ploy a NF unit as CO2 deaerator to pretreat the feed of a MSF distiller, in
order to reduce the alkaline scale formation [32,33].

In literature, several case studies and several models for the MED
plant have been proposed so far. The very first Forward Feed MED (FF-
MED) model was proposed by El-Sayed and Silver: it was a design
model, relying on some simplified thermodynamic assumptions [34].
Then, El-Dessouki et al. proposed a more sophisticated model for the
FF-MED, indicating this arrangement as the most suitable to high
temperature application [47]. They also proposed some approximate
correlations to calculate the specific heat transfer area, the specific
cooling flow rate and the thermal performance ratio as function of the
top brine temperature and the number of effects. Kamali et al. presented
a model for the MED coupled with a Thermo-Vapor Compressor (MED-
TVC) [35,36] and Bin Amer et al. developed an optimization tool to
maximize the Gain Output Ratio (GOR), varying top brine temperature,
entrainment ratio and temperature difference per effect [37]. Recently,
Mistry et al. proposed a modular MED model for different flow ar-
rangements, which was compared with the previous models present in
literature, showing good agreement and requiring less simplifying as-
sumptions [38]. Finally, Ortega-Delgado et al. developed a detailed
model for the FF-MED process and showed a net increase of the per-
formance with higher heating steam temperatures [62]. Almost all
these models were referred to a desalination process, considering a
limited range of concentration and, in some cases, neglecting the in-
fluence of some parameters, whose estimation might become very re-
levant at higher concentration, such as the Boiling Point Elevation
(BPE) variation with the composition or the temperature.

Moreover, various economic models were reported in literature for
the MED process. Most of these were based on exergy analysis, to
identify source and relevance of thermodynamic inefficiencies. Sayyadi
et al. proposed an economic model, based on exergy analysis, for a
parallel-cross (PC) MED-TVC system, with equal temperature differ-
ences for each effect and neglecting the pressure drops in the pipelines
[39]. Then, the same authors presented three optimization scenarios: (i)
the maximization of the exergy efficiency of the MED-TVC, (ii) the
minimization of the cost of the fresh water production, (iii) a combi-
nation of the previous two [40]. Esfahani et al. proposed a multi-ob-
jective optimization to minimize the total annual costs and maximize
the GOR [41]. Recently, Piacentino presented a detailed thermo-
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economic analysis for the case of a FF-MED plant. The research allowed
identifying a cost for each material stream and describing all the single
contributions to the final distillate cost [42]. Finally, Papapetrou et al.
reviewed the methodologies used in literature for the estimation of the
costs in the desalination plants, their range of validity and their limits
[60].

In the present work, a fully-integrated techno-economic model for
the MED process is presented: in the same simulation, the economic
section of the model receives the main inputs directly from the tech-
nical model calculations (i.e. size of the equipment and energy re-
quirement) to evaluate the capital and the operating costs, thus pro-
viding the final feasibility assessment of the MED technology. The
model is applicable to a wide range of input parameters (e.g. feed
salinity, steam temperature, number of effects) and able to easily switch
between design methods (i.e. equal heat exchanger areas or equal
temperature changes in the effects) and between feed flow arrange-
ments (i.e. parallel cross and forward feed). For the first time, the ap-
plication of the MED process to the treatment of the brines coming from
the regeneration of spent IEXs is investigated. This new application of
the MED made necessary to introduce a new parameter to define its
performance. This has to be different from the most common perfor-
mance parameter used for desalination plants, i.e. the Levelized Cost of
Water (LCOW). With this aim, the Levelized cost of Brine (LBC) is in-
troduced here for the first time, since the concentrate solution (brine)
produced by the MED is the main valuable product of the treatment
process. Therefore, the feasibility of this novel application of MED
technology is assessed via the comparison of the calculated LBC with
the current cost of the regenerant solution, i.e. the cost of a fresh NaCl-
water solution for every regeneration cycle. Two scenarios are in-
vestigated, with reference to different thermal energy supplies. In the
first one, the thermal energy is assumed to be completely provided by a
gas turbine co-generation system, with a cost depending on the steam
pressure. Conversely, the second scenario provides the utilization of
waste heat available in the industrial site, at given quality and cost. In
both scenarios, the performances of a plane MED and a MED-TVC are
compared and a sensitivity analysis including the number of effects, the
steam temperature and the motive steam pressure (for the case of MED-
TVC) is carried out. Moreover, once the system configuration has been
optimized on the basis of the thermal energy cost, the effects of the
electric energy cost and of the revenue coming from the pure water
production on the LBC are assessed. Finally, the influence of the feed
flow rate on the LBC is assessed, in order to investigate the effect of the
economy of scale on the proposed system.

Overall, the present work aims at proposing a new technological

solution to treat an industrial wastewater effluent, whose treatment has
not been investigated yet in literature and at evaluating the most sui-
table conditions to operate the MED unit in the treatment chain.

2. Model

2.1. Integrated techno-economic model

The techno-economic model is composed of a technical and an
economic part that are fully integrated and implemented in Python. The
technical/design model is mainly based on mass and energy balances at
steady-state conditions and on the evaluation of thermo-physical
properties of water, in the liquid or in the vapor state, and of the NaCl-
water solution [62,63]. These properties are estimated via correlations
reported in literature. The economic model evaluates the capital costs,
via the estimation of the costs of the single equipment, and the oper-
ating costs, making reference to the calculated energy requirements.
The main input variables for the technical model are: feed salinity,
temperature and flow rate, steam temperature, motive steam pressure
(in presence of the TVC), required brine salinity, temperature of the last
effect and number of effects. All the geometrical features, such as the
size of the tubes in the tube bundles or of the connecting lines, are given
as parameters. Conversely, the key output variables of the design model
are the heat exchanger areas, the preheater areas and the end-con-
denser area, the steam flow rate and the motive steam flow rate in the
case of the MED-TVC. These variables (along with other financial
parameters) constitute the inputs of the economic model, whose results
are the annualized capital and operating costs, the revenue from the
pure water production and the capital, operating and total Levelized
Brine Cost. The most relevant inputs and outputs of the techno-eco-
nomic model are summarized in Table 1.

The integrated model takes advantage from a purposely developed
resolution algorithm which includes minimization steps (via iterative
procedures) allowing design requirements to be fulfilled. The model is
able to run for different feed arrangements (FF-MED and PC-MED) and
different design methods, which refer to different design requirements,
i.e. one provides equal heat exchangers area (AHX) and equal preheaters
area (Apreh) while the other provides equal temperature differences
(ΔTeff) for each effect. For the case under investigation, i.e. the con-
centration of the effluent coming from the IEX resins, the FF arrange-
ment was selected as the most suitable, given the high concentrations
which have to be reached and the possibility to employ high Top Brine
Temperatures to enhance the performances in absence of TVC [47].
Moreover, for easiness of comparison with other technical models, the

Fig. 1. Block Flow Diagram of the proposed treatment chain for industrial brines rich of bivalent ions, coming from Ion Exchange resins regeneration.
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design method with equal areas of the heat exchangers and the pre-
heaters was selected.

The structure of the resolution algorithm is reported in Fig. 2. As
shown in the figure, the technical model presents three minimization
loops, since it is required that (i) the areas of the heat exchangers (AHX)
and (ii) the areas of the preheaters (Apreh) have to be equal and (iii) a
given distillate flow rate (Mdist) corresponding to a given brine salinity
has to be produced. Once all the three requirements are satisfied, the
technical results are available and are given as inputs to the economic
model. Additional details on both the technical and the economic part
of the model are reported in the following sections.

2.2. Technical model

The main output variables are the specific area (sA), the specific
thermal consumption (sQ) and the GOR, which are defined as follows.

= + +
sA

A A A

M

N HX N preh cond

dist

1
(1)

=sQ M T
M

( )s s

dist (2)

=GOR
M

M

s

dist (3)
where λ(Ts) is the latent heat of water at a temperature equal to Ts.

A short description and a table containing the main equations of the
FF-MED steady-state model used for the simulations are reported in the
following.

2.2.1. Forward feed model
The schematic representation of the MED plant described in the

present FF-MED model is reported in Fig. 3. It shows the first effect, a
generic intermediate effect and the last effect with the end condenser.
In fact, three slightly different systems of mass and energy balance
equations are used to model these three classes of effects.

All the equations relevant to the model of the FF-MED are reported
in Table 2 where λ is the latent heat of water, hvap is the enthalpy of the
steam, hliq is the enthalpy of the liquid water, hsw is the enthalpy of the
NaCl salt-water solution and cp,sw is the NaCl salt-water solution spe-
cific heat. The water properties are function of temperature, while the
NaCl-water solution properties are functions of temperature and com-
position.

Basically, each run starts from the calculation of global mass and
salinity balances, to estimate the brine flow rate (Mbrine), the distillate
flow rate (Mdist) and the brine salinity (Xbrine), under the assumption

that the distillate is pure water. Then, all the variables, such as mass
flow rate, temperature and pressure, related to each single effect are
estimated. Regarding the temperature profiles, six main quantities have
to be calculated: temperature of the brine generated in the effect (T),
temperature reached by the feed in the preheater of the effect (Tpreh),
temperature of the saturated vapor generated in the effect (Tvsat),
temperature of the vapor after crossing the demister (T'vsat), tempera-
ture of the vapor after crossing the connecting lines (T'c) and con-
densation temperature of the vapor in the following effect (Tc). These
are interdependent according to the Eqs. (6)–(9), through the boiling
point elevation (BPE) and the pressure drops, which lead to tempera-
ture drops (ΔTdemister, ΔTlines, ΔTgrav, ΔTacc), in the case of saturated
vapor. The boiling point elevation is estimated through the Pitzer
model, which is valid in a wider range of salinity compared to the other
correlations in literature [43,44]. The pressure drops are estimated
according to some correlations present in literature [45,46]. Con-
cerning the modelling of the effects, the first effect is the only one
which receives heat from an external source (Ms at temperature equal to
Ts) and in which the feed (Mfeed at a concentration equal to Xfeed) enters
after having crossed all the preheaters. The feed is sprayed on a tube
bundle, while Ms flows inside the tubes. In this effect, the vapor gen-
erated (Mvap) is given only by the partial evaporation of the feed (Md).
This crosses the demister and the first preheater, where it partially
condenses. The remaining part is sent to the following effect, as the
heating steam. The brine generated in the first effect (Mb at a con-
centration equal to Xb) is sent to the following effect as the feed,
sprayed on the external surface of the tube bundle. The intermediate
effects' modelling includes the two energy balances on the preheater
and on the heat exchanger to know the condensed fraction on the
preheater tube surface (αcond) and Md, respectively (Eqs. (17)–(18)).
Moreover, other two vapor contributions have to be considered: the
vapor generated by the inlet brine flash (Mfbrine from Eq. (16)) and the
vapor coming from the flashing box Mfb, which is generated by the flash
of the condensed distillate collected in the flashing box (Mfb and Mc, the
condensate exiting from the flash box, are derived from Eqs. (14), (15)).
Finally, the last effect differs from the others because it does not have
any preheater and the entire vapor generated in the last effect is sent to
the end condenser, where it condenses completely. This leads to a
slightly different expression of the energy balances on the effect (Eq.
(19)) and on the last flashing box, since the total Mvap generated in the
last effect condenses in the end condenser and then is collected in the
flash box. The brine generated in the last effect (Mb [N]) constitutes the
final brine produced by the plant, while the condensate exiting from the
last flash box (Mc [N]) constitutes the final distillate. These have to
satisfy the global balance in Eqs. (4)–(5). Regarding the end condenser,
usually, the feed itself is used to condensate the vapor. The necessary

Table 1
Main inputs and outputs of the technical and the economic model for the MED process.
Model Inputs Outputs

Technical model Number of effects (N [−]) Distillate flow rate (Mdist [kg/s])
Feed flow rate (Mfeed [kg/s]) Brine flow rate (Mbrine [kg/s])
Feed salinity (Xfeed [ppm]) Heat exchanger areas (AHX [m2])

Intake feed temperature (Tfeed [°C]) Preheater areas (Apreh [m2])
Brine salinity (Xbrine [ppm]) End-condenser area (Acond [m2])
Steam temperature (Ts [°C]) Cooling-water flow rate (Mcw [kg/s])

Motive steam pressure (Pm [bar]) Steam flow rate (Ms [kg/s]) and motive steam flow rate for MED-TVC (Mm
[kg/s])

Temperature in the last effect (TN [°C]) Specific area (sA [m2/(kg/s)]) and specific thermal consumption (sQ [kJ/
kg])

Economic model Heat exchanger areas (AHX [m2]) Annualized capital cost (CAPEX [US$/y])
Preheater areas (Apreh [m2]) Annualized operating cost (OPEX [US$/y])

End-condenser area (Acond [m2]) Water revenue (Rwat [US$/y])
Cooling-water flow rate (Mcw [kg/s]) Capital Levelized Brine Cost (LBCCAP [US$/m3])

Steam flow rate (Ms [kg/s]) for MED or motive steam flow rate for MED-TVC
(Mm [kg/s])

Operating Levelized Brine Cost (LBCOP [US$/m3])

Electric energy requirement (Pel [kWhel/m3]) Total Levelized Brine Cost (LBCtot [US$/m3])
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total cooling water flow rate (Mcw) is calculated through the heat bal-
ance reported in Eq. (20) and the surplus (Mcw – Mfeed) is cooled down
and can be reused.

Finally, the areas of the heat exchangers, of the preheaters and of
the end condenser are calculated according to Eqs. (21)–(24) reported
in Table 3. In these equations, DTMLpreh and DTMLcond are the

temperature logarithmic mean in the preheater and in the condenser
and Ucond and Uevap are the heat transfer coefficients for the condenser
and the evaporator respectively, derived from correlations by El-Des-
souky et al. [47].

The described technical model was validated through the compar-
ison with another FF-MED model, which is reported in literature [62].

Fig. 2. Resolution algorithm for the MED model. The solid red rectangle encompasses the technical model procedure, while the broken blue rectangle contains the
economic model one.
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The results of one of the sensitivity analyses carried out for validation
purposes are reported in the Appendix A - Supplementary data.

2.2.2. Thermo-vapor compressor
In the case of a MED-TVC system, a certain amount of vapor gen-

erated in one effect is recycled to the first effect as part of the heating
steam. More in detail, this is possible using a compression device, such
as a thermo-compressor, in which a fraction of the vapor coming from
the last effect or from an intermediate (i.e. entrained vapor) is mixed
with the vapor coming from an external source (i.e. motive steam). In
this work, the entrained vapor is always taken from the last effect. The
discharged vapor is rejected as super-heated vapor at a pressure equal

Fig. 3. Schematic representation of the MED plant.

Table 2
Main mass and energy balance equations of the forward-feed MED model.
N Equation Short description

(4) Mfeed=Mdist+Mbrine Global mass balance
(5) Mfeed Xfeed=Mbrine Xbrine Global salt balance
(6) Tvsat= T− BPE(T,Xbrine) Temperature drop for the BPE
(7) Tvsat′= Tvsat− ΔTdemister Temperature drop in the demister
(8) Tc′= Tvsat′ − ΔTlines Temperature drop in the connecting lines
(9) Tc= Tc′ − ΔTgrav− ΔTacc Temperature drop in the evaporator
(10) Msλ(Ts)+Mfeed hsw(Tpreh[1],Xfeed)

=Mb[1] hsw(T[1],Xb[1])
+(1− αcond[1]) Mvap[1] hvap(Tvsat′[1])

+αcond[1]Mvap[1] hliq(T′vsat[1])

Energy balance on the first effect

(11) Mb[i− 1]=Md[i]+Mfbrine[i]+Mb[i] Mass balance on a generic effect
(12) Mfeed Xfeed=Mb[i] Xb[i] Salt balance on a generic effect
(13) Mvap[i]=Md[i]+Mfbrine[i]+Mfb[i] Mass balance on the vapor phase
(14) Mc[i− 1]+ αcond[i] Mvap[i]

+(1− αcond[i− 1])Mvap[i− 1]=Mfb[i]+Mc[i]
Mass balance on the generic flash-box

(15) Mc[i− 1] hliq(Tv, sat′[i− 1])
+αcond[i] Mvap[i] hliq(Tvsat′[i])+

(1− αcond[i− 1])Mvap[i− 1] hliq(Tc[i− 1])
=Mfb[i]hvap(T′vsat[i])+Mc[i]hliq(T′vsat[i])

Energy balance on the generic flash-box

(16) Mfbrine[i] λ(Tbrine, f[i])
=Mbrine[i− 1] cPsw(Tmean,Xb[i− 1])

(T[i− 1]− Tbrine, f[i])

Energy balance on the brine entering as the feed (Tbrine,f calculated via the Non Equilibrium
Allowance [47])

(17) Mfeed cPsw(Tmean,Xf) (Tpreh[i]− Tpreh[i+1])= αcond[i] Mvap[i] λ(T′vsat[i]) Energy balance on a generic preheater
(18) (1− αcond[i− 1])Mvap[i− 1] λ(Tc[i− 1])

+Mfbrine[i](hsw(T[i− 1],Xb[i− 1])− hvap(Tvsat′[i]))
+Mb[i](hsw(T[i− 1],Xb[i− 1])− hsw(T[i],Xb[i]))
=Md[i](hvap(Tvsat′[i])− hsw(T[i− 1],Xb[i− 1]))

Energy balance on a generic heat exchanger

(19) (1− αcond[N− 1])Mvap[N− 1] λ(Tc[N− 1])
+Mfb[N] hvap(Tvsat′[N])

+Mb[N− 1] hsw(T[N− 1],Xb[N− 1])
=Mb[N] hsw(T[N],Xb[N])
+Mvap[N] hvap(T′vsat[N])

Energy balance on the last effect

(20) =M c T X T T M N T N( , ) ( ) [ ] ( [ ])cw Psw cw feed cw out cw in vap c, , Energy balance on the end condenser

Table 3
Equations to calculate the heat exchangers, preheaters and end condenser areas
of the MED plant.
N Equation

(21) = +( )A [0]hx
MfeedcPsw Tmean Xf T Tpreh Md Tvsat

Uevap T Tsteam T
, ( [1] [1]) [1] ( [1])

( [1])( [1])

(22) =A i[ ]hx
cond i Mvap i Tc i
Uevap T i Tc i T i

(1 [ 1]) [ 1] ( [ 1])
( [ ])( [ 1] [ ])

(23) =A i[ ]preh
cond i Mvap i T vsat i
Ucond T vsat i DTMLpreh

[ ] [ ] ( [ ])
( [ ])

(24) = ( )Acond
Mcw cPsw Tcw Xfeed Tcw out Tcw in

Ucond T c N DTMLcond

, ( , , )
( [ ])
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to the saturation pressure at T=Ts. In order to model the TVC, some
correlations reported in literature are employed [48,56]. Given the
pressure of the motive steam Pm, the saturation pressure at Ts (Ps) and
the pressure of the entrained vapor (Pev, i.e. the saturation pressure at
Tn), it is possible to calculate the compression ratio (CR=Ps / Pev) and
the expansion ratio (ER=Pm / Pev). Thus, the correlations allow cal-
culating the entrainment ratio (Ra=Mm /Mev) and, consequently, the
amount of steam which has to be supplied externally (Mm).

2.3. Economic model

The economic model receives as input parameters the main outputs
of the technical model, i.e. the areas of the heat exchangers, the pre-
heaters and the end condenser, the required steam flow rate (Ms for the
plane MED system and Mm for the MED-TVC) and the cooling water
flow rate. The outputs of the economic model are the capital and the
operating costs and the Levelized Brine Cost (LBC).

2.3.1. Capital costs
The capital costs are evaluated through the module costing tech-

nique, described extensively in [52] and widely used in literature as a
standard tool for economic assessments of chemical plants [49–51].
This technique estimates the capital cost of every unit included in the
process as a function of its purchased cost. The basis purchased cost of
each element (Cp0) is evaluated for some base conditions, i.e. equip-
ment operating at ambient pressure and fabricated from most common
material, usually carbon steel. The basis Cp0 values are reported in
database where these refer to a specific unit scale and are relevant to a
specific year. The actual CP0 values are calculated for all equipment as
function of their actual size, i.e. the area in the case of the heat ex-
changers and the condenser and the volume in the case of the pressure
vessels. The CP0 values are then actualized through the Chemical En-
gineering Plant Cost Index (CEPCI). In the case of construction mate-
rials different from the ones employed for the base case (usually carbon
steel) and pressures different from ambient pressure, suitable correction
factors relevant to both purchased and installation costs are estimated
for any kind of equipment. Finally, the bare module cost of the
equipment CBM is calculated multiplying the Cp0 by a bare module
factor FBM, which takes into account all the above factors, together with
the terms of cost related to freight, overhead and engineering:=C C FBM P BM0 (25)

In this way, it is possible to evaluate the cost of the single effect,
considering each effect as the combination of two heat exchangers (i.e.
the evaporator and the preheater) and one vessel (i.e. the flash box).
Regarding the heat exchangers, these are supposed to have the shell in
carbon steel and the tubes in a nickel-based alloy, which has an ex-
cellent resistance to saltwater and high temperatures [52,61]. The total
cost of the equipment is calculated as the sum of the costs of the single
effect, plus the cost of the end condenser and of the thermo-vapor
compressor (for the case of MED-TVC). The estimation of the thermo-
vapor compressor cost makes reference to a TVC whose cost and plant
size, in terms of produced distillate flow rate, are known [57]. Finally,
the total module cost (CTM) is evaluated adding the contingency and fee
cost to the cost of equipment, which are commonly assumed as 15% and
3% of the cost of equipment, respectively [52]. The auxiliary facility
cost is neglected, since the plant is supposed to be built in an already
developed industrial area. The total module cost is annualized (CAPEX
in US$/y), through the discount rate (i) and assuming a certain plant
lifetime (nyears), according to the following definition:

= ++CAPEX C i i
i

(1 )
(1 ) 1TM

n

n
years

years (26)
CAPEX definition intrinsically requires the adoption of a straight-

line depreciation method. This choice commonly adopted in literature
should be regarded as conservative as other deprecation methods would

provide higher depreciation rates during the first years thus resulting
into a better profitability of the economic analysis.

2.3.2. Operating costs
The operating costs take into account maintenance and labor costs,

personnel costs, chemicals costs, thermal and electric energy costs. The
maintenance cost is estimated as the 3% of the CAPEX (on an annual
basis), while the labor cost for maintenance is defined as the 20% of the
personnel cost [57]. This last term is given by the average cost of the
personnel multiplied by the number of required workers, estimated
according to [57]. The chemicals cost is given by the sum of the costs
relevant to the required pretreatment to apply to the feed (e.g. anti-
scalant or antifoaming) and to the cooling water (e.g. chlorination) and
the post-treatment to the distillate (e.g. chlorination) [57]. The electric
energy cost is calculated multiplying the specific electric consumption
(assumed equal to 1.5 kWhel/m3 [64]) by the specific electric energy
cost [US$/kWhel]. Finally, the thermal energy cost is given by the
product of the required thermal energy (i.e. the required steam times its
latent heat) and the specific heat cost, which depends on the source of
the heat which is available. In the case of no waste heat available, the
heat is supposed to come from a gas turbine co-generation system and
its price is function of the required steam pressure and is calculated via
the Reference Cycle Method [64] reported in the Appendix A - Sup-
plementary data section. If waste heat is supposed to be available in the
industrial site, a certain cost for the thermal energy is given, depending
on its quality. This cost is different from zero to account for the cost of
the infrastructures necessary to supply the steam and, for the case of a
higher-pressure steam, since this does not constitute a waste stream, a
purchase price has been estimated on the bases of industrial practical
data. In the case under investigation, part of the feed itself is employed
as the cooler in the end condenser, so this cost has not to be accounted
among the operating costs. The total annual operating cost (OPEX in US
$/y) is given by the sum of all the described operating cost terms.

2.3.3. Levelized Brine Cost
The capital and the operating costs can be estimated also per unit of

valuable solution produced, being expressed in this case in US$/m3. As
reported by Papapetrou et al. [60], in order to compare the feasibility of
different desalination technologies, the Levelized Cost of Water (LCOW)
is commonly used, i.e. the selling price that the water would have to
reach the break-even point after a certain plant lifetime. In formula:

= + = +
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In most of the cases, the LCOW is calculated under the assumption

that the produced water flow rate (Mdist) and the operating costs are the
same for every year in the plant lifetime, thus the definition of the
LCOW is as follows.

= +
LCOW

CAPEX OPEX

Mdist (28)
Literature reports many examples of techno-economic analysis of

processes producing water where the Levelized Water Cost is the only
profitability index commonly adopted. The MED process investigated in
the present work is meant as a unit able to produce a concentrated brine
as main product to be sold. Thus, an evaluation standard akin to the
LCOW was proposed, namely the Levelized Brine Cost (LBC), as re-
ported in Eq. (29):

= +
LBC

CAPEX OPEX REVENUE

Mbrine (29)
where Mbrine is the brine flow rate produced by MED in one year [m3/
y]. Notably, the investigated MED unit produces also distillate being a
by-product which can be sold. Relevant revenues must be subtracted to
the expenses as reported in Eq. (29). Throughout the work, the
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definition in Eq. (29) corresponds to the total Levelized Brine Cost
LBCtot, given by the sum of the Levelized Brine Cost relevant to the
CAPEX (LBCCAP) and the Levelized Brine Cost relevant to the OPEX
(LBCOP).

3. Description of the case study: treatment of the IEX effluent

The present work focuses on the investigation of the MED perfor-
mances within the treatment of the effluent produced by the re-
generation process of the Ion Exchange Resins employed in a water
softening plant. The results are collected under two assumptions: (i) the
effluent does not present organics or other pollutants (such as nitrate or
boron) in an appreciable quantity, (ii) the stage of nanofiltration and
crystallization ensures the total separation of the bivalent cations. The
solution which is fed to the MED presents NaCl and water only and this
allows considering a wide range of steam temperatures in the first ef-
fect. Two scenarios are investigated: (i) in the first one, all the steam is
supposed to be supplied by an external source and, in particular, a gas
turbine co-generation system, which is also the source of the electric
energy; (ii) in the second one, waste heat is available in the industrial
site at certain conditions and at a certain cost, namely either at 1 bar
and a cost of 10 US$/MWhth or at 5 bar and a very conservative cost of
30 US$/MWhth [53,54]. Details are reported in Table 4.

In both scenarios, the concentration of the feed is given by the
average salinity of the effluent produced during the regeneration of the
resins (an overall salinity of around 36,000 ppm, including around
11,000 ppm of NaCl). Usually, this salinity is quite low because of a
strong dilution, carried out in the last stages of the regeneration cycle
via softened water, in order to flash out completely the spent regenerant
from the resins. The concentration of the brine, which has to be pro-
duced by the MED plant, is set equal to the required regenerant con-
centration (90,000 ppm), thus a concentration factor of almost 9 has to
be guaranteed by the MED evaporator. All simulations are performed
varying the number of effects, both for the plane MED and the MED-
TVC system, always with a forward-feed arrangement. In the first sce-
nario, the temperature of the steam supplied to the plane MED varies
from 65 °C up to 120 °C [55,62]. Conversely, concerning the MED-TVC,
the temperature of the steam is fixed equal to 70 °C, in order to ensure a
stable behavior of the thermo-vapor compressor (CR < 6) [56], while
the pressure of the motive steam is let free to vary from 3 bar up to
21 bar. In the second scenario, the temperature of the steam in the
plane MED is selected as the highest temperature possible (≤120 °C),
depending on the quality of the waste heat. Regarding the MED-TVC, its
performances are investigated only for the higher-pressure waste heat
and the pressure of the motive steam is equal to the pressure of the
available waste heat, while the Top Brine Temperature is fixed equal to
70 °C. Finally, in both scenarios, the temperature of the last effect is
equal to 38 °C, in order to ensure a minimum terminal temperature
difference of 3 °C in the case of the maximum temperature change in the
end condenser (10 °C). The main technical assumptions are reported in
Table 5.

Regarding the economic parameters, the thermal energy cost de-
pends on the pressure of the steam in the first scenario and on the

quality of the waste heat in the second scenario. All other parameters
are fixed. The electric energy cost is calculated for the electricity pro-
duced by a gas turbine co-generation system, the water price is equal to
an average distillate price produced in a desalination plant [57]. Since
the water price is kept constant in the two scenarios and the produced
distillate flow rate is always the same (because the feed flow rate as
well as the salinity of the feed and of the brine have been defined), the
water revenue is the same in all cases and it is equal to 8.15 $/m3

brine.
The depreciation period, the average personal cost and the number of
workers are also typical of commercial-scale desalination plants
[57,60,64]. These parameters are reported in Table 6. It is worth noting
that many cost items reported in Table 6 may change significantly when
different countries are investigated. Among the cost items, unitary
personnel cost of 50,000 US$/y should be regarded again as a con-
servative choice. Nevertheless, preliminary analysis showed that even
doubling this cost, the corresponding LBC remains competitive com-
pared to the fresh regenerant solution cost.

Regarding the first scenario, the steam is assumed to be completely
supplied by a combined cycle CHP system, fired by natural gas, and its
cost is reported as a function of the steam pressure Pm in Fig. 4. The
costs are calculated via the application of the Reference Cycle Method
[64,65], described in the Appendix A - Supplementary data. It is evident
that the heat cost increases more deeply in the range of pressure be-
tween 0 and 1 bar; conversely, for pressures higher than 1 bar the in-
creasing trend is smoother. The trend of the cost vs. the pressure of the
steam is fitted via a logarithmic equation, as reported in Eq. (30), which
is valid for the natural gas cost shown in Table 6.

= +Heat cost
US

MWh P
$ 10.7 ln 24.2

th
steam (30)

This has important consequences in the estimation of the operating
costs of both MED and MED-TVC in the first scenario. In fact, the
temperature of the total steam to supply to the plane MED ranges from
65 °C to 120 °C and, consequently, its pressure ranges from 0.25 bar to
1.98 bar. Conversely, the pressure of the motive steam, which can be
supplied to the TVC, in the case of the MED-TVC system, can vary from
3 bar up to 21 bar, as it is defined as the maximum pressure of the steam
produced by the co-generation system.

Finally, as already mentioned, the feasibility of the MED technology
is evaluated comparing the calculated LBCtot with the current cost of
the regenerant solution, equal to 8 US$/m3. This cost is estimated for a

Table 4
Summary of the investigated scenarios.

Ts Pm Heat cost

Scenario 1
(Section 4.1)

Case 1 Plane MED Variable (65–120 °C) Psat,steam (Ts) Variable with Pm, see Eq. (30)
Case 2 MED-TVC 70 °C Variable (3–21 bar) Variable with Pm, see Eq. (30)

Scenario 2
(Section 4.2)

Case 1 Plane MED 100 °C Psat,steam (Ts) 1 bar 10 US$/MWhth (Section 4.2.1.1)
Variable (Section 4.2.2)

Case 2 Plane MED 120 °C Psat,steam (Ts) 30 US$/MWhth (Section 4.2.1.2)
Variable (Section 4.2.2)

MED-TVC 70 °C 5 bar 30 US$/MWhth (Section 4.2.1.2)
Variable (Section 4.2.2)

Table 5
Technical inputs for the case study analysis.
Main technical parameters

Xfeed [ppm] 11,000
Xbrine [ppm] 90,000
N [−] Variable
Ts [°C] Variable (MED) 70 (MED-TVC)
Pm [bar] Psat(Ts) (MED) Variable (MED-TVC)
Tn [°C] 38
Tfeed [°C] 25
Mfeed [kg/s] 200
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9%w/w NaCl-water solution, considering a cost of the pure NaCl salt
equal to 65 euro/ton (80.2 US$/ton) and a cost of water equal to 1 US
$/m3. Notably, a preliminary analysis on the treatment chain of Fig. 1
showed that the revenues deriving from the selling of Ca(OH)2 and Mg
(OH)2 more than counterbalance all the costs relevant to the crystal-
lization and filtration steps [58]. Thus, the value of 8 US$/m3 of the
current regenerant solution is used as a benchmark for the MED tech-
nology only.

4. Results and discussion

4.1. First scenario: steam supplied by a gas turbine co-generation system

In the first scenario, the influence of Ts in the plane MED and of Pm
in the MED-TVC is evaluated at 6, 9, 12 and 15 effects. Fig. 5 reports the
trend of the total Levelized Brine Cost (LBCtot in US$/m3), considering
the contributions of the capital (LBCCAP) and the operating costs
(LBCOP) for a plane MED with different number of effects varying the
steam temperature. The (threshold) purchase cost of fresh regenerant
solution is also reported for comparison purposes. Basically, the capital
costs slightly decrease with Ts because of the higher overall tempera-
ture differences, which correspond to higher available driving forces in
each effect. Therefore, whenever the available temperature driving
force increases, the area required for the heat transfer decreases. Con-
versely, the operating costs increase very sharply, because of the higher
thermal energy cost. The analysis at different number of effects high-
lights the different weights of the capital and the operating costs in the
different configurations, i.e. the higher the number of effects, the higher
the impact of the fixed costs on the total LBC compared to the operating
costs. Therefore, at 6 and 9 effects, the operating costs are higher than
the capital costs in most of the range of Ts. Conversely, at 12 and
especially at 15 effects, the two cost terms are comparable and, al-
though the LBCtot increases also in these two cases in the entire range of

Ts, it is possible to notice a low-slope trend at low temperatures, be-
cause the capital and operating cost trends are opposite. Finally, it is
also worth mentioning that, especially for high number of effects, for
any temperature lower than 80 °C, the total LBC is lower than the
current cost of the regenerant solution (i.e. 8 US$/m3).

Conversely, Fig. 6 shows the trend of the LBCtot, together with the
LBCCAP, LBCOP and the regenerant solution cost for a MED-TVC system
with different number of effects, varying the motive steam pressure. In
this case, as already mentioned, Ts is fixed and equal to 70 °C and this
leads to constant capital costs. Conversely, Pm is free to vary and its
variation leads to a variation of the operating costs. The slope is higher
at low Pm and decreases at higher pressures in accordance with Fig. 4.
Overall, comparing the results at different number of effects, as ex-
pected, the capital costs increase as the number of effects increases,
while the operating costs strongly decrease. Note that, in this case, at 6
and 9 effects the operating costs are always higher than the capital
costs, at 12 effects there is a cross at low pressures, while at 15 effects
the capital costs are always higher that the operating costs. Finally, for
the MED-TVC system, the cost of the thermal energy is too high to make
this system competitive with the current regenerant solution supply. In
fact, for any configuration and for any pressure in the investigated
range, the LBCtot is higher than the estimated cost of the required re-
generant solution of 8 US$/m3.

4.2. Second scenario: waste heat available in the industrial site

4.2.1. Fixed revenue and operating costs
In the second scenario, the thermal energy is assumed to be supplied

via waste heat, available in the industrial site. In particular, two sets of
thermo-physical conditions of the available steam (i.e. temperature and
pressure) are selected and coupled with a value of the thermal energy
cost: saturated steam at 1 bar at a cost of 10 US$/MWhth and saturated
steam at 5 bar and a cost of 30 US$/MWhth (see Table 4). In the first
case, only the plane MED is investigated, since the pressure is too low
for a MED-TVC (typically Pm > 3 bar [59]). For the second accounted
waste heat quality, the plane MED and the MED-TVC systems are both
investigated and a sensitivity analysis varying the number of effects is
performed. For the MED-TVC system, the pressure of the motive steam
is equal to the pressure of the available steam (5 bar). Conversely, for
the plane MED, the temperature of the steam in the first effect is set
equal to the maximum reachable temperature of the steam, taking into
account the steam pressure and the maximum allowed temperature in
the first effect (i.e. 120 °C). This is because the higher the temperature
of the steam, the lower the fixed costs, which are the most relevant costs
for the definition of the LBCtot, when the thermal energy cost is fixed.

4.2.1.1. First case: waste heat available at 1 bar. In Fig. 7 the trends of
the LBCCAP, LBCOP and LBCtot are reported as functions of the number of
effects. As expected, the capital costs increase with the number of
effects, while the operating costs decrease. The combination of these
two opposite trends gives rise to a minimum in LBCtot, which occurs at
13 effects. Interestingly, for any number of effects higher than 5, LBCtot
results lower than 8 US$/m3, showing that, in these conditions, the
technology is competitive with the current regenerant solution supply.
In particular, the minimum LBCtot is around 4 US$/m3.

4.2.1.2. Second case: waste heat available at 5 bar. The results relevant
to this case are reported in Fig. 8. Both in the case of the plane MED and
of the MED-TVC, the operating costs play the most prominent role in
the definition of LBCtot and, for this reason, a wider range of number of
effects has to be investigated to detect the minimum. The minimum
corresponds to the optimum configuration of the system, and it is found
at different number of effects because of the different weights of the
capital and the operating costs in the plane MED and in the MED-TVC.
The capital costs are higher in the MED-TVC in the entire range of
number of effects, because of the presence of the TVC but, mainly,

Table 6
Main economic inputs for the case study analysis.
Main economic parameters

Thermal energy cost Variable
Electric energy cost 0.215 US$/kWhel
Discount rate (i) 6%
Depreciation period (nyears) 25 years
Average unitary personnel cost 50,000 US$/y
Number of workers 10
Pure water price 1 US$/m3

Fuel cost (gas) 65.9 US$/MWha

a See Appendix A - Supplementary data section.

Fig. 4. Thermal energy cost vs. the steam pressure for the case of a gas turbine
co-generation system (as a reference, the pressures of 1, 5, 10, 15 and 20 bar
correspond to temperatures of 99.7, 151.9, 179.9, 198.2, 212.2 °C).
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because of the lower available driving force, due to the fixed Ts= 70 °C.
At the same time, the operating costs are much higher in the plane
MED, especially at low number of effects, because the total steam,
which has to be supplied, is higher than the motive steam supplied at

the same cost in the MED-TVC. In both cases (MED and MED-TVC) it is
possible to recognize a minimum in LBCtot, which occurs at 25 effects
for the plane MED and at 15 effects for the MED-TVC. These two LBCtot
minimum values are around 10 US$/m3, which is higher than the

Fig. 5. Levelized Brine Cost for a plane MED system with variable number of effects (6, 9, 12, 15 effects) as a function of the steam temperature.

Fig. 6. Levelized Brine Cost for a MED-TVC system with variable number of effects (6, 9, 12, 15 effects) as a function of the motive steam pressure.
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current cost of the fresh regenerant solution. This means that the
employment of this waste heat stream does not make this technology
competitive with the current state.

4.2.2. Sensitivity analysis
A sensitivity analysis is carried out varying the thermal energy cost

from 0 [60] up to the cost of the steam (see Fig. 4) produced by the co-
generation system at the corresponding pressure (1 bar for the first case
in Figs. 7 and 5 bar for the second case in Fig. 8). This analysis aims at
investigating quantitatively the role of the thermal energy cost on the
LBCtot and at defining the optimum system configuration (i.e. the
number of effects, for plane MED and MED-TVC), for the two different
steam qualities of Case 1 and Case 2. Fig. 9 reports the minimum LBCtot
varying the thermal energy cost from 0 up to the selling price at 1 bar
(i.e. 26 US$/MWhth from Fig. 4), for the plane MED described in the
Case 1 of the second scenario. The chart shows an increasing trend of
the minimum LBCtot with the thermal energy cost, as expected. More-
over, the number of effects corresponding to the optimum configuration
increases with the thermal energy cost. Therefore, since the heat cost
increases, the operating costs constitute a larger fraction of the total
costs and the optimum system configuration corresponds to a higher
number of effects and a lower thermal consumption. Finally, it is

remarkable that at very low heat cost, the minimum LBCtot is negative
and this means that the revenue coming from the water production
overcomes the annualized capital and operating costs.

Fig. 10 reports the trends of the minimum LBCtot for the plane MED
and the MED-TVC described in Case 2 of the second scenario. Here, the
optimum number of effects ranges up to 30 effects for the plane MED
and up to 17 effects for the MED-TVC, because of the higher maximum
thermal energy cost (i.e. 42 US$/MWhth at Pm=5 bar, see Fig. 4). It is
worth noting that, in the entire range of heat cost, the plane MED
system ensures the lowest minimum LBCtot, but employing always a
higher number of effects, for a given heat cost. Moreover, it is possible
to notice that the higher the heat cost, the larger the difference between
the optimum configurations in the two systems. The plane MED has
higher thermal consumptions on the one hand. On the other hand, it
allows a larger reduction of operating costs, increasing the number of
effects, with respect to the MED-TVC. Therefore, the capital costs in-
crease much more deeply with the number of effects in the MED-TVC,
because of the stronger depletion of the driving force, due to the lower
steam temperature (70 °C). This leads to a higher value of the minimum
LBCtot with respect to the plane MED. It is also possible to notice that
the trends relevant to the two configurations starts at 0 with a certain
difference, they get closer at low heat costs and start diverging at higher
heat costs. For a heat cost equal to 0, the CAPEX is the prominent term
and it is lower for the plane MED, because of the higher Ts. As the heat
cost increases, the OPEX acquires a more significant role and the
minimum LBCtot values get similar. At very high heat cost, both systems
tend to a configuration, which minimizes the operating costs increasing
the number of effects and at this point the capital costs are the pro-
minent term in the calculation of LBCtot. This explains why the plane
MED is the most competitive arrangement, especially at high thermal
energy costs. Finally, when comparing the minimum LBCtot for the
plane MED at the two different Ts (i.e. 100 °C in Fig. 9 and 120 °C in
Fig. 10), similar results can be observed. This is not surprising since the
values correspond to the minimum costs and the optimum configura-
tion (i.e. the optimum number of effects) takes into account the dif-
ferent operating conditions. Therefore, the optimum number of effects
for the plane MED is always lower (or equal for very low heat cost) for
the case of Ts= 100 °C, which allows having a higher temperature
difference in each effect. Finally, it is worth noting that, in both cases,
at a heat cost of around 20 US$/MWhth, the minimum LBCtot reaches a
value of 8 US$/m3, which is the current cost of the fresh regenerant
solution. This means that the competitiveness of the process presented
in the present work with respect to the traditional one is achieved when
heat cost is lower than the threshold value of 20 US$/MWhth.

Finally, for both Case 1 and Case 2 a parametric analysis is

Fig. 7. Levelized Brine Cost for a plane MED system with Ts= 100 °C varying
the number of effects (5–15 effects) and fixing the thermal energy cost equal to
10 US$/MWhth.

Fig. 8. Levelized Brine Cost for a plane MED system (left) with Ts= 120 °C and for a MED-TVC system (right) with Pm=5 bar varying the number of effects and
fixing the thermal energy cost equal to 30 US$/MWhth.
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performed taking as a reference the configuration which minimizes
LBCtot and varying independently the main operating costs, i.e. electric
energy cost, thermal energy cost and the water selling price, in a range
within−100% and +100% of the corresponding costs in the reference
case. The energy cost and the water price variations are not related to a
variation in the quality of the supplied energy (e.g. the steam tem-
perature) or of the produced water (since the distillate produced by the
MED plant is supposed to be pure water in all cases). The analyses aim
at investigating how much the single costs influence the overall LBC
and which are the ranges of costs and prices that ensure the economic
feasibility of the plant. These analyses are reported in Fig. 11 and in
Fig. 12. Fig. 11 is relevant to Case 1, i.e. a plane MED with Ts= 100 °C
and N=13. In the reference case, the thermal energy cost is fixed equal
to 10 US$/kWhth. It is evident that the water selling price has the
highest impact on LBCtot, since its 100% variation leads to an opposite
variation of LBCtot of about 200%. The second term for relevance is the
thermal energy cost, followed by the electric energy cost, as expected
since the thermal energy is the main energy form required. Note that
the percentage variation of LBCtot, which corresponds to the current

price of the salt solution (i.e. 8 US$/m3) is also observable in Fig. 11
and in Fig. 12. One can observe that for the whole range of variation of
the electric energy cost, the LBCtot keeps lower than the threshold
value, while a maximum increase of 80% of the thermal energy cost or a
maximum decrease of around 50% of the water selling price could still
ensure the competitiveness of the technology.

Conversely, the two charts in Fig. 12 are relevant to Case 2, i.e. for
the plane MED Ts= 120 °C and N=25, while for the MED-TVC
Pm=5 bar and N=15. As it can be seen, the dependence of LBCtot on
the operating costs variation is much weaker than in the previous case,
because these configurations are characterized by the prominence of
the capital costs, as already mentioned. As a difference from Case 1,
here the water selling price and the thermal energy cost have a com-
parable, yet opposite, role. Conversely, also in this case, the variation of
the electric energy cost has a slight impact compared to the other two.
Note that the variation of the minimum LBCtot leading to LBCtot equal to
the current regeneration solution cost is negative, since in both cases
the minimum LBCtot is higher than 8 US$/m3, even for the optimum
configuration. In particular, a water selling price increase or a thermal

Fig. 9. Minimum LBCtot as a function of the heat cost [US$/MWhth] for a plane MED (steam at P=1 bar, Ts= 100 °C). The labels correspond to the number of
effects, which minimizes LBCtot.

Fig. 10. Minimum LBCtot as a function of the heat cost [US$/MWhth] for a plane MED (Ts= 120 °C) and for a MED-TVC (Pm=5 bar). The labels correspond to the
number of effects which minimize LBCtot.
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energy cost decrease of the same amount, which is 25% for MED and
around 30% for MED-TVC could make the technology competitive with
the current purchase of fresh regenerant solution. Finally, in this last
case, the charts for the plane MED and for the MED-TVC are almost
identical, because in both systems the steam requirement was mini-
mized by increasing the number of effects, in order to limit the role of
the heat cost as much as possible.

The analyses reported in Results and discussion section are relevant
to a certain size of the plant. In order to evaluate how much the size
affects the overall costs, a sensitivity analysis is performed varying the
feed flow rate, which determines the plant design and the relevant
economic assessment. With this regard, the results given by the module
costing technique adopted are compared with the results of another
method (here referred as Gebel method) proposed in literature for
thermal desalination plants [61,64]. As shown in Fig. 13, LBCtot shows a
decreasing trend as Mfeed increases, as expected due to economy of
scale. It is also remarkable that the two correlations show a very good
agreement in the range of flow rates higher than 100 kg/s, while the
values diverge at lower flow rates. This occurs because the present
method intrinsically account for equipment size, thus being suitable
also for very low scales (e.g. the correlation for the heat exchangers is
valid down to a heat exchanger area equal to 10m2). Conversely, the

Gebel method was developed for desalination plants of higher scale
and, for this reason, the costs are allegedly underestimated at smaller
scales.

5. Conclusions

In the present work, the feasibility to apply the Multi-Effect
Distillation technology to the treatment of the IEX spent regenerant
solution was investigated via a techno-economic analysis. The treat-
ment aims at the recycling of the solution through a purification and a
re-concentration stage. The re-concentration occurs in the MED plant,
which has to concentrate the solution from 11,000 ppm up to
90,000 ppm. Because of this wide concentration range, the forward-
feed arrangement was selected and the performances of a plane MED
were compared with those of a MED-TVC system. An integrated techno-
economic model was developed in order to assess the present process
feasibility. To this aim, a novel performance indicator, named the total
Levelized Brine Cost (LBCtot), was proposed and provided as output by
the model. This value, given by the combination of the capital and the
operating costs and the revenue coming from the selling of the pro-
duced pure water, was compared with the current cost of the fresh
regenerant solution (i.e. 8 US$/m3). Two scenarios were investigated:
in the first one, the steam was assumed to be supplied by a gas turbine
co-generation system and its cost was a function of the pressure. In this
scenario, the temperature of the steam in the plane MED and the

Fig. 11. Parametric analysis of the LBCtot of a plane MED varying the main
operating costs (thermal energy cost, electric energy cost and water selling
price) with respect to the reference case: thermal energy cost= 10 US$/MWhth,
electric energy cost= 0.215 $/kWhel, water price= 1US$/m3, N=13.

Fig. 12. Parametric analysis of the LBCtot for plane MED (left) and for MED-TVC (right) varying the main operating costs (thermal energy cost, electric energy cost
and water selling price) with respect to the reference case: thermal energy cost= 30 US$/MWhth, electric energy cost= 0.215 $/kWhel, water price= 1US$/m3,
NMED= 25, NMED-TVC= 15.

Fig. 13. Sensitivity analysis of the LBCtot as function of the feed flow rate
(Mfeed [kg/s]) for the reference case 1: thermal energy cost= 10 US$/MWhth,
electric energy cost= 0.215 $/kWhel, water price= 1US$/m3, N=13.
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pressure of the motive steam in the MED-TVC were varied, at different
number of effects. The results showed that producing the regenerant
solution with the plane MED with high number of effects (> 12) and
low Ts (< 80–90 °C) costs less than buying a fresh regenerant solution.
This is not the case for all the analysis performed with the MED-TVC.
The second scenario concerned the availability of waste heat, to be
employed as the heating steam. Two different waste heat qualities and
costs were tested: saturated steam at 1 bar and 10 US$/MWhth and
saturated steam at 5 bar and 30 US$/MWhth. Firstly, a sensitivity ana-
lysis varying the number of effects was performed for a plane MED and
a MED-TVC (only in the case of higher-pressure waste steam). In the
first case, the plane MED showed the lowest LBCtot of around 4 US$/m3

at 13 effects. Conversely, in the second case, the prominence of the
thermal energy cost determined a net increase of the LBCtot both for the
MED and the MED-TVC and the lowest LBCtot was relevant to a MED
system with 25 effects and equal to around 10 US$/m3. This means that
only the employment of the waste heat at 1 bar and 10 US$/MWhth may
allow the MED technology to be more convenient than the employment
of fresh regenerant.

Moreover, a sensitivity analysis varying the thermal energy cost was
performed, in order to evaluate the optimum number of effects (i.e.
those that minimize the LBCtot) at the different costs. It resulted that the
plane MED reported always a lower LBCtot with higher optimum
number of effects in comparison to the MED-TVC. More important, the
thermal energy cost of 20 US$/MWhth was identified as the threshold
cost value below which the MED technology is economically more
advantageous.

Finally, taking into account the optimum configuration (i.e. the
optimum number of effects) in the two different cases, for the plane
MED and the MED-TVC, a sensitivity analysis varying the thermal en-
ergy cost, the electric energy cost and the water selling price was car-
ried out. In the case of the waste steam at lower pressure (first case), the
pure water selling price had the highest impact in the definition of
LBCtot. Conversely, in the case of the higher waste steam pressure
(second case), the water selling price and the thermal energy cost had a
comparable role, but it should be pointed out that the overall impact of
the operating cost was lower, because the optimum configuration was
meant to minimize the operating costs, increasing the number of effects.

Overall, the present study results suggest that applying the MED
technology instead of supplying fresh NaCl solution in every re-
generation cycle may result not only into a net reduction of raw ma-
terial consumption and of environmental pollution, but also into a cost
saving in a wide range of conditions (both technical and economical).
The next steps will address the economic optimization of the whole
treatment chain reported in Fig. 1, taking into account the use of dif-
ferent reactants, operating conditions and different unit configurations
(e.g. different crystallizers). The outcome of this analysis should boost
future and more in-depth analysis of other treatment processes invol-
ving the production of saline solutions, also in other industrial sectors,
such as the textile or the mining industry, aiming at increasing the level
of sustainability of the industrial processes.

Nomenclature

N number of effects [−]
M mass flow rate [kg/s]
T temperature [°C]
X salinity [ppm]
P pressure [bar]
A heat exchanger area [m2]
sA specific area [m2/(kg/s)]
sQ specific thermal consumption [kJ/kg]
h specific enthalpy [kJ/kg]
Cp specific heat [kJ/(kg °C)]
U overall heat transfer coefficient [kW/(m2 °C])
CR compression ratio [−]

ER expansion ratio [−]
Ra entrainment ratio [−]
CBM bare module cost [US$]
Cp0 purchased cost of equipment [US$]
FBM bare module factor [−]
FM correction factor due to construction materials [−]
FP correction factor due to the working pressure [−]
CTM total module cost [US$]
i discount rate [−]
nyears depreciation period
CAPEX annualized capital costs [US$/y]
OPEX annualized operating costs [US$/y]

Greek letters

λ latent heat [kJ/kg]
ΔT temperature difference [°C]
αcond fraction of vapor condensed in the preheater

Subscripts

feed feed entering into the first effect
dist outlet distillate
brine outlet brine
HX heat exchanger
preh preheater
cond end-condenser
s total steam
m motive steam
vap total vapor generated in the generic effect
d vapor generated via evaporation
f,brine vapor generated via the brine flash
fb vapor generated in the flash box
b brine solution generated in the generic effect
c condensed pure water collected in the flash box
cw cooling water
sw salt water solution
liq pure water in the liquid state
vap pure water in the vapor state
n last effect index
ev entrained vapor
_real fixed distillate flow rate to be produced
grav gravitational component
acc accelarational component
vsat saturated vapor

Acronyms

IEX Ion Exchange Resins
MED Multi-Effect Distillation
TVC thermo-vapor compressor
GOR Gain Output Ratio
FF Forward Feed
NF nanofiltration
RO Reverse Osmosis
LBC Levelized Brine Cost [US$/m3]
BPE Boiling Point Elevation [°C]
DTML temperature logarithmic mean
LCOW Levelized Cost of Water [US$/m3]
SCOW Simplified Cost of Water [US$/m3]
CHP combined heat and power
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A B S T R A C T   

This work presents a joint experimental and simulation campaign aimed at characterizing two nanofiltration 
membranes (TS80 and NF270) in the presence of a multi-ionic water solution simulating the spent regenerant of 
cationic ion exchange resins employed for water softening. We identified the membrane parameters, which 
allowed for predicting the performances through the Donnan Steric Pore Model with Dielectric Exclusion. A good 
agreement between model and experimental trends of rejection as a function of the applied pressure was 
observed (error < 15%). The analysis of trans-membrane fluxes and exclusion coefficients showed that dielectric 
exclusion was the crucial mechanism for the ionic partition. In fact, the lower pore dielectric constant found for 
TS80 justified the higher rejections to divalent cations with respect to NF270. Moreover, negative charge den-
sities were found for both membranes, because of the high concentration of chloride ions in the feed, which likely 
adsorbed onto the membrane. However, it was observed that the experimental rejections did not change 
significantly with the feed pH. This result, in line with the minor role of the Donnan exclusion resulting from the 
model, suggested that the membrane performances were not much affected by the charge density at high feed 
ionic strengths (~1 M).   

1. Introduction 

Nanofiltration (NF) is a membrane technology widely used as a 
treatment process or as a pre-treatment step in various industrial sectors, 
for its ability to selectively separate multivalent ions from water solu-
tions. The performances of NF membranes are intermediate between 
those of Reverse Osmosis (RO) and Ultrafiltration, their pore size is in 
the order of 1 nm [1] and their molecular weight cut-off (MWCO) 
typically ranges between 100 and 1000 Da [2,3]. NF membranes 
constitute selective barriers to remove various compounds, such as or-
ganics, inorganic metal ions and microorganisms, thanks to the combi-
nation of three exclusion mechanisms: steric, Donnan and dielectric 
exclusion [4]. Therefore, various industrial applications of NF are re-
ported in the literature, which concern the concentration and separation 
of specific components or the fractionation of a liquid solution into two 
at different concentrations [5]. 

NF is widely used in environmental applications and in particular, 

for the production of high-quality water from groundwater, surface 
water and wastewater [6]. In this context, extensive research has been 
carried out on the removal of arsenic (As) and pesticides from ground-
water [7,8] and on the removal of natural organic matter, dissolved 
organic carbon and heavy metals from surface water [9]. 

Furthermore, NF is used to treat various industrial wastewater ef-
fluents and in particular, to remove ions and compounds from waste 
streams. In the textile industry, for instance, NF is employed to treat the 
spent dyeing solution produced by the industrial process, to separate dye 
and salts (NaCl and Na2SO4) [10,11] and to remove the colour and 
enable the reuse of the permeate as fresh reactant solution [12–14]. 
Other applications of NF include the removal of heavy metals such as 
barium, strontium [15], cadmium, nickel [16] and lead [17] from 
wastewater, the removal of lithium from salt lake brines [18], the re-
covery of boric acid present in radioactive wastewater produced by 
nuclear power plants [19] and the treatment of acidic coal mine 
drainage [20]. 
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Within the food industry, NF is widely applied in the beverage in-
dustry for juice concentration [21] and in the dairy industry for lactose 
recovery and whey demineralization [22,23]. Another industrial food 
sector that uses membrane processes is the sugar industry, where NF is 
used to treat the sugar beet press water [24] or to purify and recover the 
brine produced by the regeneration of the ion exchange resins used for 
sugar decolourisation [25]. 

In the water industry, NF has found several applications in water 
softening and typically as a pre-treatment of desalination processes. The 
use of NF reduces the risks of scaling and fouling in downstream 
equipment by removing divalent ions and organic compounds, and it 
leads to a decrease in the osmotic pressure of the solution [26]. Different 
integrated systems have been evaluated, which present (i) the coupling 
of NF with other membrane desalination processes, such as RO or 
Electrodialysis and (ii) the coupling of NF with thermal processes, as 
multi-effect distillation or multi-stage flash (MSF) [27]. Concerning the 
integration of NF with membrane processes, the decrease of the osmotic 
pressure due to the NF pre-treatment corresponds to an enhancement of 
the available driving force at the same applied pressure and, conse-
quently, to an increase of the water recovery in the desalination unit 
[28]. With this regard, the Saline Water Conversion Corporation pro-
posed the employment of NF as a pre-treatment step for seawater RO and 
relevant works in the literature showed that the water recovery in-
creases by 60% and the cost decreases by about 30% [29,30]. Regarding 
the integration of NF with thermal processes, the removal of divalent 
ions, and in particular of calcium and sulphate ions, allows for operating 
at higher temperatures in the desalination unit. Some authors presented 
NF-MSF systems with MSF operating at a Top Brine Temperature (TBT) 
of 120 !C without any scaling [31]. 

Another application of NF within the water industry concerns the 
treatment of the spent brine produced by the regeneration of ion ex-
change resins. Ion exchange resins are employed in various sectors and 
the composition of the spent solution produced by the regeneration of 
the resins depends on the application. For example, NF has been used to 
remove the Natural Organic Matter from the spent regenerant of the 
resins used in municipal wastewater purification [32] or to purify the 
effluent produced by the resins used for sugar decolourisation [5,25]. In 
this work, we deal with the effluent produced by the regeneration of 
resins employed for water softening. In particular, this work aims at 
characterizing NF membranes in the presence of an artificial brine 
simulating the industrial effluent, containing magnesium and calcium 
ions and sodium chloride. The characterization is fundamental to be able 
to simulate the NF unit within an integrated treatment system (chain). 
The treatment chain is devised in order to recover raw materials and 
recycle the purified effluent to the industrial process. In particular, NF is 
used as the first treatment step to separate magnesium and calcium from 
the NaCl-rich solution that can be concentrated and recycled to the 
regeneration process. Conversely, the concentrate solution produced by 
the NF, which includes magnesium and calcium ions, is further treated 
to produce crystals of Ca(OH)2 and Mg(OH)2. The latter is identified by 
the European Commission as a critical raw material [33]. Therefore, NF 
plays a crucial role in the brine treatment process, since a 
highly-performing separation step leads to an almost total recovery of 
the divalent ions in the form of hydroxides, which is crucial for the 
economic profitability of the process [34]. 

Given the importance of the NF unit in the treatment chain described 
above, it is fundamental to predict accurately the NF membrane 
behaviour by introducing suitable calibration parameters obtained via a 
full characterization of the membranes. 

The characterization of NF membranes has been a very active field of 
research in the last twenty years. Membranes are typically described as 
charged porous structures, characterized by parameters including pore 
radius (rp), active layer membrane thickness (δm), dielectric constant 
within the pores (εpore) and charge density (XD). Various methods have 
been proposed in the literature for characterization purposes. Among 
these, direct methods include atomic force microscopy to estimate the 

pore size on the membrane surface [35] and membrane surface zeta 
potential, used as a measure of the Donnan potential [36]. Conversely, 
indirect methods consist in the combination of experimental measure-
ments of neutral and ionic solutes rejection and model simulations [37]. 

As far as the modelling is concerned, the first model, proposed by 
Spiegler and Kedem, was based on irreversible thermodynamics and 
considered the membrane as a black box, where the membrane porosity 
was neglected [38]. Later, Tsuru et al. proposed a model based on the 
extended Nernst-Planck equation [39], which was followed by two other 
models: the space charge model and the Teorell-Meyer-Sievers model 
[40]. Finally, Bowen et al. proposed the Donnan Steric Pore Model 
(DSPM) that was able to predict the NF performances with neutral sol-
utes and monovalent salts solutions [37]. Further development of the 
DSPM, i.e. the DSPM-DE, proposed by Vezzani and Bandini, consisted in 
the incorporation of the dielectric exclusion mechanism [41]. They 
showed that the prediction of rejections of divalent ions, such as Mg2þ

and Ca2þ, significantly improves including this mechanism in the ionic 
partition. 

Many works in the literature presented a characterization of NF 
membranes with different salt solutions, by performing ad hoc designed 
experiments coupled with DSPM-DE simulations. Most of the works 
focused on the characterization of commercial NF membranes in the 
presence of single salt solutions. Mohammad et al. investigated the 
impact of the solution concentration on the membrane charge density 
with NF90 membranes and six single salt solutions (NaCl, KCl, MgCl2, 
Na2SO4, Na2CO3, MgSO4) [42]. They found that the DSPM-DE can 
predict the water flux and the salt rejection also at high concentrations. 
Moreover, since dielectric exclusion and charge density are inter-
connected, in order to split the two effects, many authors focused on the 
identification of the isoelectric point, i.e. the pH at which the membrane 
charge is equal to zero. The identification of the isoelectric point allows 
first for estimating the dielectric constant and secondly for calculating 
the charge density, by fitting model simulations to rejection data. 
Following this procedure, Mazzoni et al. characterized Desal DK mem-
branes with NaCl and CaCl2 solutions [43] and Hussain et al. charac-
terized two commercial membranes with NaCl solution and investigated 
how the membrane charge density is affected by different concentra-
tions in the presence of NaCl and MgCl2 solutions [44]. Kotrappanavar 
et al. reported membrane parameters for NF250 and NF300 with NaCl 
and MgCl2 solutions at different concentrations, by using the 
Stokes-Einstein, Born effective and Pauli radii for the model simulations 
[45]. Oatley et al. focused on the identification of the isoelectric point 
with NaCl and KCl solutions and reported the dielectric constant within 
the pores found via model fitting for four different salt solutions with 
two membranes (NF270 and NF99HF) [3]. 

Only a few papers report a comprehensive characterization of 
membranes in the presence of multi-ionic solutions with experimental 
results and model fitting [4,46,47]. Roy et al. performed a fit of the 
DSPM-DE to experimental data to estimate the NF membrane parame-
ters for seawater [48]. A study by Labban et al. reports the character-
ization of low-pressure hollow fibre membranes [49]. They identified 
the isoelectric point by varying the pH of a NaCl solution and they found 
the membrane charge density for three different mixtures via model 
fitting to rejection data: NaCl–MgCl2; NaCl–Na2SO4 and artificial 
seawater. 

Overall, the characterization of NF membrane is essential to predict 
the performances of the NF process in the presence of different solutions. 
Only a few studies have characterized NF membranes with multi-ionic 
mixtures, although these are much more common than the single salt 
solutions in industrial applications and nature. In addition, despite the 
large number of works on the assessment of NF performances for 
different industrial applications, very few focus on the investigation of 
the membrane parameters with industrial streams. 

To fill this gap, we performed the characterization of commercial NF 
membranes in the presence of an artificial solution simulating the 
effluent produced by the regeneration of ion exchange resins employed 
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for water softening. The joint experimental and simulation campaign 
carried out with two commercial membranes, NF270 and TS80, allowed 
for estimating the membrane parameters (pore radius, membrane 
thickness, pore dielectric constant and charge density) with a water-salt 
mixture (hereby referred to as “brine”) simulating the real wastewater 
effluent. Since the NF membrane properties strongly depend on the feed 
composition and concentration, performing a comprehensive charac-
terization for the specific industrial application is very important. In 
fact, the results of the present work allow for predicting accurately the 
membrane behaviour in the industrial application and for designing 
bigger-scale NF plants, accounting for real membrane properties. 
Moreover, the same experimental campaign was performed with a ten- 
time diluted solution (hereby referred to as “diluted brine”), to assess 
the role of the concentration of the multi-ionic solutions on the mem-
brane properties. 

Overall, the analysis of the collected data with the two membranes 
and at two different concentrations gives insights into the exclusion and 
the trans-membrane transfer mechanisms that are responsible for the 
ionic rejections. 

2. Theoretical background: the Donnan Steric Pore Model with 
Dielectric Exclusion 

This section describes the theory about the transfer and exclusion 
mechanisms in NF membrane and reports the main equations of the 
Donnan Steric Pore Model with Dielectric Exclusion (DSPM-DE), which 
has been widely used in the literature to simulate NF membranes. 

The DSPM-DE is based on the extended Nernst-Planck equation that 
defines the flux of ions through the membrane as the combination of 
three transport mechanisms, i.e. convection, diffusion, and electro- 
migration [37]. Other fundamental equations are related to the equi-
librium partition at the interfaces and the electro-neutrality condition. 
The partition of the ions at the solution-membrane interface depends on 
the ionic size (steric partition), the charge of the ions and of the mem-
brane (Donnan partition) and the dielectric constant within the pores, 
that determines the solvation energy (dielectric partition) [50]. These 
exclusion mechanisms have been widely investigated in literature and 
many efforts have been dedicated to identifying the impact of the 
membrane parameters (pore radius, membrane thickness, pore dielec-
tric constant and charge density) on the performance. In particular, 
many studies focused on the estimation of the pore dielectric constant 
and the charge density, which are responsible for the dielectric exclusion 
and the Donnan exclusion, respectively [47,51]. The dielectric exclusion 
is mostly caused by the different solvent structure in the narrow pores, 
which is responsible for the increase of the ion solvation energy within 
the pores. The charge density depends on various mechanisms that take 
place once the membrane comes in contact with an aqueous solution, 
such as the dissociation of the functional groups and the adsorption of 
ions from the solution onto the membrane [52]. Experimental evidence 
showed that the two parameters are dependent and that both are a 
function of the solution composition [43]. The dielectric constant of a 
membrane may significantly change when varying the feed composition: 
Oatley et al. found similar values of dielectric constant in the presence of 
solutions of NaCl, KCl and Na2SO4 (between 31 and 35 for Desal DK 
membrane and between 38 and 42 for NF270) and higher values with 
MgSO4 solutions (46.6 for Desal DK membrane and 65.1 for NF270) [3, 
50]. Moreover, the ions present in the solution have a crucial role in the 
charge density: the ions can adsorb onto the membrane surface and can 
affect the charge significantly, depending on their concentration. For 
example, it was found that high concentrations of divalent cations may 
cause an increase of membrane charge, which can turn into positive, 
even in presence of negatively charged functional groups [52–54]. 

2.1. Mathematical formulation of the DSPM-DE 

The extended Nernst-Planck equation, reported below (equation 

(1)), defines the flux of each ion through the membrane. 

ji ¼ JvCp
i ¼ $Di;pore

dCm
i

dy $ ziCm
i Di;pore

F
RT

dψ
dy þ ki;cCm

i Jv (1) 

The flux ji of each ion i through the membrane, which is equal to the 
product of the water flux Jv and the concentration of the ion i in the 
permeate solution Cp

i, is given by the sum of three terms. The first 
(diffusive flux) depends on the diffusion coefficient of the ion inside the 
pore (Di,pore) and the concentration Cm

i change within the membrane 
itself (y-axis). The second (migrative flux) depends on the potential 
profile (ψ) along the membrane thickness, the diffusion coefficient of the 
ion inside the pore (Di,pore), the ionic concentration Cm

i, the ion valence 
(zi), the Faraday (F) and the ideal gas constants (R) and the temperature 
(T). Finally, the third (convective flux) is a function of the convective 
coefficient of the ions inside the pores (ki,c), the water flux and the ionic 
concentration inside the membrane. Fig. 1 depicts the water and the 
ionic fluxes through the membrane and typical profiles of concentration 
and electric potential. 

The water flux through the membrane can be expressed as a function 
of the net pressure difference ΔP, the pore radius rp, the membrane 
thickness δm and the solution dynamic viscosity η, according to the 
Hagen-Poiseuille equation (equation (2)). The net pressure difference 
ΔP is given by the difference of the applied pressures in the feed- 
concentrate and in the permeate channel minus the osmotic pressure 
difference ΔΠ, as shown in equation (3). 

Jv ¼
ΔP rp

2

8 η δm
(2)  

ΔP¼
!
Pf $ Pp"$ ΔΠ ¼

!
Pf $ Pp"$ RT

X

i

!
Cbm

i $Cp
i
"

(3) 

The diffusion and the convective coefficients require a specific 
definition, given the size of the pores where these transports occur. 
Therefore, “hindered” or “restricted” transport can be described through 
the introduction of the hindrance factors for diffusion and for convec-
tion, ki,d and ki,c [55]. 

Fig. 1. Schematic of the NF membrane, including the indication of the ionic 
and water fluxes and exemplary ionic concentration and potential profiles. 
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Di;pore ¼ ki;dDi;∞ (4)  

ki;d ¼ 1
φi

#
1þ 9 =8 λi lnðλiÞ $ 1:56034 λi þ 0:528155 λ2

i þ 1:91521 λ3
i 

$2:81903 λ4
i þ 0:270788 λ5

i þ 1:10115 λ6
i $ 0:435933 λ7

i

$
(5)  

ki;c ¼
1 þ 3:867 λi $ 1:907 λi

2 $ 0:834 λi
3

1 þ 1:867 λi $ 0:741 λi
2 (6) 

The coefficients ki,d and ki,c are functions of the parameter λi, which 
is given by the ratio between the ion Stokes radius and the pore radius. 

Concerning the solution-membrane interface, the equilibrium 
partition can be described by equation (7) for the feed-membrane 
interface and by equation (8) for the permeate-membrane interface. 

γm
i;1Cm

i;1

γbm
iCbmi

¼ φiφBi exp
#
$ ziF

RT ΔψD;feed

$
(7)  

γm
i;NCm

i;N

γp
iCp1

¼ φiφBi exp
#
$ ziF

RT ΔψD;perm

$
(8) 

In equation (7), the ratio between the activity of the ion just inside 
the membrane on the feed-concentrate side (index 1) and just outside 
the membrane in the feed solution (index bm) is proportional to the 
steric coefficient φi, the Born solvation coefficient φBi and the Donnan 
term. The latter depends on the Donnan potential at the solution 
membrane interface ΔψD,feed [56]. The same can be said for equation 
(8), where the ratio is between the activity of the ions just inside the 
membrane on the permeate side (index N) and the activity in the 
permeate solution. In the permeate solution, the concentration polari-
zation is negligible, thus there is no need to define a concentration of the 
permeate solution just outside the membrane (as Cbm

i). 
The activity coefficients are calculated via the Davies equations, 

given in equations (9) and (10) [57]. 

log γi ¼ $ A zi
2
# ffiffi

I
p

1 þ
ffiffi
I

p $ 0:3 I
$

(9)  

A¼ e0
3 NA

1=2

lnð10Þ 4π
ffiffiffi
2

p
ðε kBTÞ3=2 (10) 

The exclusion coefficients are calculated as below. The steric coef-
ficient depends on the parameter λi, whereas the Born solvation coeffi-
cient depends on the solvation energy barrier, calculated using the Born 
model as a function of the dielectric constants in the pore (εpore) and in 
the solution bulk (εb) [58]. 

φi ¼ ð1 $ λiÞ2 (11)  

φBi ¼ exp
#
$ ΔWi

kBT

$
(12)  

ΔWi ¼
zi

2e0
2

8πε0ri

# 1
εpore

$ 1
εb

$
(13) 

The concentration at the feed membrane interface depends on the 
concentration polarization that consists in a concentration gradient 
between bulk and membrane interface. This gradient is due to the fact 
that the ions would have different rates in crossing the membrane and in 
moving from the bulk to the membrane. The concentration polarization 
leads typically to higher concentrations of the ions at the membrane 
interface that contribute to decreasing the permeate flux and the ionic 
rejections. This phenomenon can be quantified by equating the ion flux 
through the membrane to the one from the bulk to the membrane 
interface, as in equation (14) [59]. 

ji ¼ $ k’b
c;i
!
Cbm

i $ Cb
i
"
þ JvCbm

i $ ziCbm
iDi;∞

F
RT ξ (14) 

The mass transfer coefficient (equation (15)) is estimated using the 
equation given for spiral wound membranes by Senthilmurugan et al. 
and is corrected using the coefficient Ξ, which accounts for the “suction 
effect” due to the membrane permeation [60]. 

k’b
c;i ¼ kb

c;i Ξ¼ kb
c;i

"
Jv

kb
c;i
þ
 

1 þ 0:26
 

Jv

kb
c;i

!1:4!$1:7#
(15)  

kb
c;i ¼ 0:753

# ηmix
2 $ ηmix

$1=2#Di;∞
hf

$
Sc$1=6

#
Peihf

Lmix

$1=2
(16) 

In equation (16), ηmix is the mixing efficiency of the net of the spacer, 
hf is the height of the feed channel, Lmix is the mixing length of the 
spacer, Pe and Sc are the Peclet and the Schmidt adimensional numbers, 
respectively. 

Furthermore, other conditions to be fulfilled are the electro- 
neutrality at the feed-membrane interface, in the permeate solution 
and inside the membrane. These conditions are given in equations (17)– 
(19). 
X

i
ziCbm

i ¼ 0 (17)  

X

i
ziCp

i ¼ 0 (18)  

X

i
ziCm

i;j þ Xd ¼ 0 (19) 

The system of equations was solved following the implementation 
proposed by Geraldes et al. [61]. The equations were discretized within 
the membrane and linearized, by defining linear coefficients containing 
guess values of electric potential and ionic concentrations. The linear 
system of equations was solved simultaneously in Python via the 
LAPACK routine_gesv, then the coefficients of the linear system were 
recalculated and the updated system was solved again. The iterative 
procedure was repeated until all conditions were fulfilled and the re-
siduals were below 10$4 [61]. 

3. Materials and methods: experiments for membrane 
characterization 

This section focuses on the description of the experimental activities 
performed for characterization purposes. The experiments are sche-
matically reported in Table 1. 

Membrane filtration experiments were carried out in a laboratory- 
scale flat sheet cross-flow SEPA-CFII cell by Osmonics, depicted in 
Fig. 2. The membrane, with an active area of 0.014 m2, was placed into 
the membrane housing that was kept pressurized during the experi-
ments. The module contained a piston feed pump, pressure indicators on 
the feed and the concentrate side, and a regulation needle valve for the 
concentrate stream, which was manually controlled to adjust the 
transmembrane pressure. The permeate and the concentrate flows were 
measured by mass flowmeters (Mini Cori-Flow and Gems Sensors, 
respectively). Two different NF membranes were tested in this study: (i) 
NF270 (DOW Filmtec, USA) and (ii) TS80 (Trisep Microdyn Nadir, 
Germany). NF270 has been widely used in the literature and in indus-
trial applications for the removal of divalent ions. Therefore, it has been 
chosen as a reference membrane, because the availability of published 
data relevant to NF270 membrane allowed for assessing the validity of 
our experimental methods [62]. Conversely, TS80 is much less common 
and, from a preliminary comparison of various membranes, it resulted 
particularly suitable to divalent cations separation. Both membranes are 
made of a thin polyamide active layer and a polysulfone support layer 
but they belong to different categories in terms of membrane chemistry. 
NF270 is a semi-aromatic membrane (PIP-TMC), whereas TS80 
(MPD-TMC) is a fully aromatic membrane. The membranes were wetted 
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and kept immersed in demineralized water for 24 h prior to each 
experiment. The feed water temperature was monitored by a ther-
mometer and remained constant at 21 !C during the experiments 
through a cooling spiral that was immersed in the feed tank. Before each 
experiment, the membrane was pressurized for 2 h at a constant flux and 
the permeate and the concentrate streams were mixed with the feed 
solution. After this stabilization period, the solutions were circulated 
and samples were collected after 30 min and 1 h. The cross-flow velocity 
was 1 m/s, in order to diminish the effect of concentration polarization 
and to ensure the equality between observed and real ion rejections. The 
ion rejection was calculated using equation (20) and the experiments 
were repeated twice to validate the data. 

Ri ¼ 1 $ Cp
i

Cf i
(20)  

3.1. Permeability test and organics rejection 

Permeability test and organics rejection measurement are funda-
mental to evaluate membrane pore radius and active layer membrane 
thickness, which are closely related. 

3.1.1. Procedure to estimate the pore radius 
The calculation of the pore radius of the two membranes was per-

formed by testing three neutral solutes (glycerol, glucose and sucrose) as 
it was proposed by Bowen et al. and then applied by many authors [37, 
63]. Low concentrations of the neutral solutes (200 mg/l) and relatively 
high cross-flow velocity (1 m/s) were used to minimize the effect of 
concentration polarization and the difference between the observed and 

the real rejections. Four different permeate fluxes were tested and used 
for model calibration: 35, 70, 105 and 170 L/(m2h). The experimental 
rejection of the single organic solutions was calculated from Total 
Organic Carbon (TOC) analysis of the permeate and the feed samples by 
using the TOC-VCPH analyser and the ASI-V autosampler (Shimadzu, 
Japan). 

The trans-membrane flux of the neutral solutes is based only on 
diffusion and convection and their theoretical rejection is due to steric 
interactions with the pore wall. The values of organics rejection were 
calculated as functions of the pore radius, according to equation (21) 
[50]. Thus, the pore radius of the membrane was calculated by mini-
mizing the sum of squared errors (SSE) between the calculated and the 
experimental ionic rejections, as reported in equation (23). Then, an 
average pore radius based on the fitting values found for the three 
employed neutral solutes (i.e. glycerol, glucose and sucrose) was esti-
mated. The physical properties of the three organics are summarized in 
Table 2. 

Ri ¼ 1$ Cp
i

Cf i;w
¼ 1 $ ki;cφi

1 $ ½1 $ ki;cφi(expð$PeiÞ
(21)  

Pei ¼
ki;cJvδm

Di;p
¼ ki;crp

2

8ηDi;p
ΔP (22)  

SSE ¼
X

i

!
Ri;exp $ Ri;calc

"2 (23) 

The neutral solute rejection increases when the applied pressure 
increases because convection becomes the primary transport mechanism 
and the permeate stream is less concentrated. A plateau is reached when 
any further increase in the applied pressure does not contribute to an 
increase in the uncharged solute rejection. In fact, the rejection remains 
constant because the effect of higher convective fluxes is counter-
balanced by an increase of concentration polarization and, conse-
quently, of the solute transport to the permeate side [49]. This rejection, 
namely the limiting rejection (Rlim), is defined in equation (24) and it is 
obtained when the Peclet number (Pe) reaches very high values. 

Ri;lim ¼ 1 $ ki;cφi (24) 

In this study, high permeate fluxes were tested in order to reach the 

Table 1 
Experimental activities performed in the present work.  

Experiment Operating solution Variable input Measured output Membrane parameter to estimate 

Permeability test (Sections 3.1, 4.1) Pure water Trans-membrane 
pressure 

Permeate flux Pore radius and active layer membrane 
thickness     

Organics rejection (Sections 3.1, 4.1) Solutions of organics Trans-membrane 
pressure 

Permeate 
concentration     

Ionic rejection varying pH (Sections 3.2, 4.2) Feed solution (brine and diluted 
brine) 

Solution pH Permeate 
concentration 

Pore dielectric constant and charge 
density     

Ionic rejection varying permeate flux (Sections 
3.3, 4.3) 

Feed solution (brine and diluted 
brine) 

Permeate flux Permeate 
concentration  

Fig. 2. Scheme of the laboratory-scale flat sheet cross-flow cell SEPA-CFII by 
Osmonics, used for the experiments. 

Table 2 
Properties of the neutral solutes and the ions used for the experiments [49].  

Solute MW (g/mol) ri (nm) Di,oo (x 10$9 m2 s$1) 

Glycerol 92 0.260 0.95 
Glucose 180 0.365 0.69 
Sucrose 342 0.471 0.52 
Naþ 23 0.184 1.33 
Cl$ 35 0.121 2.03 
Mg2þ 24 0.347 0.706 
Ca2þ 40 0.309 0.792  
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limiting rejection of the solutes. 

3.1.2. Procedure to estimate the active layer membrane thickness 
The active layer membrane thickness (δm) is defined as the ratio 

between the effective thickness and the porosity [37] and it is calculated 
via membrane permeability experiments once the pore radius is known. 
In this study, the membrane permeability was measured by filtering 
demineralized water at different transmembrane pressures and by 
monitoring the permeate flux. A linear trend between the applied 
pressure and the permeate flux was observed in membrane filtration 
experiments [44]. The effective membrane thickness was calculated by 
the Hagen-Poiseuille equation (see equation (2) in section 2) and by 
assuming that the pore radius of the membrane is cylindrical and uni-
form [49]. 

3.2. Ionic rejection varying pH 

To assess the behaviour of the membranes in the presence of salt 
mixtures, we measured the ionic rejections at different values of feed 
solution pH. 

For these experiments, a brine given by the mixture of three salts 
(NaCl, CaCl2⋅2H2O, and MgCl2⋅6H2O), simulating the real wastewater 
produced by the ion exchange columns, was used as feed solution. 
Additional experiments were conducted to investigate the influence of 
the ionic strength on the exclusion effects, by diluting the artificial brine 
ten times. The properties of the ions (Stokes radius and bulk diffusivity) 
are reported in Table 2 and the concentrations of the brine and the 
diluted brine are reported in Table 3. The pH of the feed solution was 
varied between 3 and 9 with the addition of NaOH and HCl and it was 
measured using a multi-parameter portable meter (Multi 3510 IDS) with 
a WTW pH electrode. Permeate fluxes of 15, 30 and 45 L/(m2h) were 
tested for each membrane (TS80 and NF270), solution (brine and 
diluted brine) and pH. Samples were taken after the stabilization period, 
and the electrical conductivity was measured with a WTW EC probe to 
check the stability of the permeate water quality and the representa-
tiveness of the sample. The samples were analysed by Inductively 
Coupled Plasma Mass Spectrometry (ICP-MS) and by Inductively 
Coupled Plasma - Optical Emission Spectrometry (ICP-OES). 

3.3. Ionic rejection varying permeate flux: estimation of pore dielectric 
constant and membrane charge density 

For the estimation of the pore dielectric constant and the charge 
density of each membrane, a curve fitting was performed by minimizing 
the sum of squared errors (SSE) between the measured and the calcu-
lated rejection of the feed solution (defined in equation (25)). 

fobj
!
εpore; Xd

"
¼ SSE ¼

X

fluxes

X

i

!
Ri;exp $ Ri;calc

"2 (25) 

For this analysis, membrane experiments were conducted at four 
fluxes (15, 30, 45 and 70 L/(m2h)) and by using the salt mixtures of 
Table 3. The sampling and ion analysis procedures were the same as 
described in section 3.2. 

The range of fluxes was selected in order to cover a wide range of 
operating conditions and in particular pressures since these fluxes 
correspond to feed pressures from 1 to 32 bar. Although typical fluxes 

for long-run operations with wastewater do not exceed 25 L/(m2h) [64], 
we performed experiments also at higher fluxes to obtain a broader set of 
data for model calibration. 

In literature, the estimation of the pore dielectric constant has been 
often performed via the least-square fitting of the ionic rejections at the 
isoelectric point, i.e. the pH at which the rejection reaches a minimum 
because the charge density equals zero and the steric and the dielectric 
effects are the only exclusion mechanisms. In the presence of multi- 
component systems, the isoelectric point often corresponds to the pH 
range where a net variation of the ionic rejection trends occurs, because 
this is likely due to a switch in the membrane charge [62]. 

In the present work, we also implemented this second method, to 
confirm the findings of the first method. The pore dielectric constant was 
assessed by minimizing the error between the ionic rejections calculated 
by fixing the charge density to zero and the values measured at the pH 
range corresponding to a net variation of the trend. Once the pore 
dielectric constant was known, the membrane charge density was esti-
mated by minimizing the error between the calculated and the measured 
ionic rejections in the presence of the feed solution. 

4. Results and discussion 

In this section, the results of the experimental and simulation cam-
paigns are reported, with the aim to present a full characterization of 
two commercial NF membranes with a salt mixture (brine) analogous to 
the wastewater produced by ion exchange resins. Firstly, we show the 
results of the permeability tests together with the values of rejections 
found for organic solutes, which allow for estimating the pore radius and 
the active layer membrane thickness. Secondly, we present the experi-
mental values of rejection of the different ions when the solution pH is 
varied, to assess how the ionic rejections are affected by the pH and, 
consequently, by the membrane charge density. Thirdly, we report the 
ionic rejections at different permeate fluxes, which we used to calculate 
the pore dielectric constant and membrane charge density, through a 
least-square fitting of the model to the experimental results. 

4.1. Permeability test and organics rejection: estimation of pore radius 
and active layer membrane thickness 

The results of the permeability test for NF270 and TS80 are depicted 
in Fig. 3. A linear relationship between water flux and applied pressure 
was found, as expected, and the slope, corresponding to the membrane 

Table 3 
Concentrations of the artificial brine and the diluted brine.  

Solute Ion concentration (ppm) Ion concentration (mol/m3) 

Brine Diluted brine Brine Diluted brine 

Sodium 4030 403 175 17.5 
Calcium 7640 764 191 19.1 
Magnesium 1260 126 52.5 5.25 
Chloride 23,200 2320 662 66.2  

Fig. 3. Experimental water flux through the membrane [L/(m2h)] vs. the 
applied pressure [bar] for NF270 and TS80. 
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permeability, resulted equal to 16.3 L/(m2h)/bar for NF270 and 8.7 L/ 
(m2h)/bar for TS80. The two membranes showed very different values 
of permeability, which suggested that the steric exclusion mechanism 
was more effective in TS80 and this might lead to higher solute 
rejections. 

The rejection values found for glycerol, glucose, and sucrose with 
NF270 and TS80 are depicted in Fig. 4. Solutes with lower Stokes radius 
showed lower rejection with both membranes. Moreover, the rejection 
of glucose and sucrose became constant already at low pressure, 
meaning that these solutes reached the limiting rejection. Conversely, 
almost constant rejection of glycerol was observed only with TS80 at the 
highest investigated pressures. Regarding the fitting of the theoretical 
curves to the experimental data, different pore radii were found for the 
different solutes and the lower the solute radius, the lower the fitting 
pore radius. This finding was already reported by previous authors, who 
found that the solutes experience different pore sizes and different 
membrane thicknesses depending on their size because the network of 
pores is more complex and tortuous than how it is usually represented 
[65]. In particular, smaller solutes such as glycerol have longer paths 
within the membrane and are able to detect smaller pore radii [66]. 
Therefore, to obtain a uniform pore size, the pore radius was estimated 
for each membrane as the average of the radii found with the different 
solutes [67]. In this way, we found a pore radius of 0.507 nm for NF270 
and 0.488 nm for TS80. The pore radius of NF270 is in agreement with 
other studies in literature, which report values in the range of 0.43–0.54 
nm [3,67,68]. As already predicted by the permeability test, the NF270 
membrane showed a larger pore radius than the TS80 and this was 
already highlighted by Wadekar et al., who found that semi-aromatic 
membranes as NF270 show larger effective pore sizes in comparison 
with fully aromatic membranes as TS80 [54]. The pore radii were 
slightly higher than the sucrose radius, whose rejection was equal to or 
higher than 90% in both membranes. Similarly, Labban et al. found 
rejection values of sucrose of 93% and a pore radius of 0.5 nm [49]. 

To assess the validity of assuming an average pore radius for each 
membrane, Fig. 5 shows the comparison between the experimental 
limiting rejection values and the theoretical curve, defined in equation 
(24). Since glycerol did not reach the limiting rejection within the 
investigated pressure range, the value of limiting rejection used in Fig. 5 
corresponds to the plateau reported in Fig. 4. A good agreement was 
found for both membranes between theoretical and experimental 
values, with errors lower than 11%. Therefore, we can conclude that the 
membranes could be reliably modelled, assuming the aforementioned 
average pore radii. 

Once the pore radius and the permeability (Fig. 3) were assessed for 
each membrane, the active layer membrane thickness was estimated, 
using the Hagen-Poiseuille equation (equation (2)). The membrane 
thickness obtained was equal to 0.8 μm for NF270 and 1.38 μm for TS80. 

4.2. Ionic rejections varying the solution pH 

To assess the membrane behaviour with the brine and the diluted 
brine and to estimate the other two membrane parameters (pore 
dielectric constant and membrane charge density), we measured the 
ionic rejections at different solution pH values and permeate fluxes. The 
data collected at different pH values are depicted in Fig. 6. 

Firstly, the ions showed different values of rejections and, in 
particular, the order of rejection, in any case, was RMg > RCa > RCl > RNa. 
This is because NF membranes are able to selectively separate ions on 
the basis of their Stokes radius, diffusivity, and valence. In all cases, the 
rejection rate of divalent ions was higher, as predicted by the values of 
Stokes radius and diffusivity reported in Table 2. Moreover, the re-
jections found with TS80 are higher than the ones with NF270 and this is 
in agreement with the lower pore radius and higher active layer mem-
brane thickness found in section 4.1. A negative rejection of Naþ was 
observed in the case of NF270 membrane, whereas positive values were 
found with TS80. In the first case, the higher transmembrane flux of Cl$

led to higher fluxes of the most mobile cation, i.e. Naþ, which had to 
compensate for the negative charge on the permeate side, since the 
divalent ions were more screened by the membrane [49]. 

Secondly, relatively flat trends of ionic rejections vs. the pH were 
found with both brine and diluted brine and for both membranes. 
Therefore, even if the membrane charge density changed with pH, the 
system did not seem to be significantly affected by these variations. In 
general, this finding suggests that, at the investigated concentrations, 
the Donnan exclusion mechanism does not give a significant contribu-
tion to the ionic rejection. This is in line with other studies that reported 
a flat membrane potential for solutions with ionic strengths higher than 
0.1 M [4,54]. However, the semi-aromatic membrane (NF270) showed a 
more enhanced variation with pH in comparison with the fully aromatic 
membrane (TS80). In particular, while the rejections of Ca2þ and Mg2þ

were almost constant with the TS80 membrane, they were more sensi-
tive to pH variation with NF270. This can be explained because 
semi-aromatic membranes present more fixed charges on their surface in 
comparison with multi-aromatic membranes, thus they may be more 
affected by the Donnan potential [54]. Note that NF270 showed a sig-
nificant change in the ionic rejection when the pH was between 4 and 5, 
while the profiles of ionic rejection with TS80, especially the Naþ

rejection, changed their slope for pH values between 5 and 6. In 
particular, with NF270, Ca2þ reported a more evident decrease in 
rejection when the pH increased, whereas Mg2þ was more stable. In fact, 
Mg2þ has a higher Stokes radius and can be more screened by the steric 
effect. Conversely, Ca2þ can be more influenced by the Donnan exclu-
sion, especially at lower pH values, since the membrane is more posi-
tively charged [52]. For pH higher than 5 for NF270 and higher than 6 
for TS80, the ionic rejections were almost constant. Furthermore, the 
lower ionic rejections found with NF270 at the highest investigated pH 

Fig. 4. Experimental rejections of neutral solutes at different applied pressures and model fitting curves at different pore radius for NF270 membrane (left) and TS80 
membrane (right). 
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(i.e. 9) can be explained by considering the change of membrane 
morphology, because the pore radius tends to increase with alkaline 
solutions [68]. Overall, the trends of the ionic rejection vs. the solution 
pH gave essential insights into the transport mechanisms through the 
membrane at different operating conditions but did not allow for iden-
tifying a pH corresponding to a minimum rejection for every ion. 

4.3. Ionic rejection varying permeate flux: estimation of pore dielectric 
constant and membrane charge density 

To identify the pore dielectric constant and the charge density of the 
two membranes, firstly, we carried out experiments to measure the ionic 
rejections in presence of the synthetic wastewater (brine) and the 
diluted brine at four permeate fluxes (15, 30, 45 and 70 L/(m2h)), cor-
responding to four different applied pressures (in the range between 1 
and 32 bar). Secondly, we found the set of pore dielectric constant and 
membrane charge density by minimizing the SSE calculated as in 

equation (25) in Section 3.4. 
The impact of the simultaneous variation of pore dielectric constant 

and membrane charge density on the SSE is reported in the maps in 
Fig. 7. The maps show that the charge density influences only slightly 
the systems at higher concentrations (brine) since the variation of the 
SSE is almost completely due to the change in the pore dielectric con-
stant. Conversely, the maps relevant to the diluted brine present sig-
nificant variations in both directions. This difference is explicable 
considering that the higher the ionic strength of the solution, the flatter 
the membrane potential and the lower the system dependence on the 
Donnan exclusion mechanism. However, it is worth noting that both 
maps for TS80 show a good fitting (low SSE) along an entire line of 
charge density vs. dielectric constant. This evidence, in line with the 
trends depicted in Fig. 6, demonstrates that the performances of the 
TS80 membrane are always governed by the dielectric constant, rather 
than the charge density. 

From the minimization of the SSE, we identified the couples (εpore, 

Fig. 5. Experimental values of limiting rejection of the three neutral solutes vs. the lambda ratio (solute Stokes radius divided by the pore radius) and the theoretical 
curve of limiting rejection vs. the lambda ratio for NF270 (left) and for TS80 (right). 

Fig. 6. Experimental rejection of each ion vs. the pH with NF270 and TS80 membranes and with the brine and the diluted brine, reported in Table 3. Flux ¼ 45 
L/(m2h). 
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Xd) able to describe the membrane behaviour with the minimum error. 
The estimated values of the membrane parameters, highlighted with the 
red squares in Fig. 7, are reported in Table 4. The results show that 
NF270 presented a higher εpore and a lower (more negative) Xd. Both 
findings justify the lower ionic rejections found with NF270, as reported 
in Fig. 6. Moreover, both membranes presented a higher εpore and a 
higher (less negative) Xd in the presence of the diluted brine. The lower 
dielectric constant at higher concentrations is due to the higher 
confinement of water within the pores when more ions are present. In 
fact, the dielectric exclusion is typically more effective in the presence of 
more concentrated solutions. Concerning the charge density, since Cl$

had a much higher concentration in comparison with the divalent ions, 
its adsorption had likely the greatest influence on the membrane charge 
density. In fact, the brine presented higher amounts of Cl$, whose 
adsorption led to more negative charges. This is in line with the charge 
density found by Deon et al. who varied the concentration of NaCl and 
CaCl2 [69]. 

Furthermore, we applied an additional method to identify one of the 
two parameters of the couple (εpore, Xd) of each membrane, to validate 
the results of the minimization algorithm, since the minimum was not 
always easily distinguishable, as shown in the maps of Fig. 7. 

Such method consisted in estimating the pore dielectric constant by 
fitting the model trends to the ionic rejections found at the pH range 
corresponding to the isoelectric point. This was identified, in agreement 
with previous studies, by assuming that a change in the trends of the 
ionic rejection is attributed to a switch of the membrane charge sign 
[62]. Therefore, to assess the validity of the results reported in Table 4, 
the ionic rejections found between a pH of 4 and 5 for NF270 and be-
tween 5 and 6 for TS80 were used to recalculate the pore dielectric 
constant, assuming a charge density of zero. The least-square fitting 
gave values of pore dielectric constant between 45 and 50 for NF270 and 
between 30 and 35 for TS80. These values are in line with those found 
via the minimization algorithm (reported in Table 4) and fall within the 
range of previous results reported in the literature for seawater or so-
lutions containing divalent ions [3,4,49,70]. Therefore, the application 
of an additional method for the estimation of pore dielectric constant 
and the comparison with results from the literature allow for validating 
the minimization method. Thus, the parameters obtained via such a 
method can be considered robust and reliable for model calibration. 

Once the set of membrane parameters was found for each of the four 
membrane-solution combinations, simulations of the DSPM-DE were 
performed to compare the trends of the ionic rejections predicted by the 
model with all the collected experimental data. The results are depicted 
in Fig. 8. Note that the lowest permeate flux considered for the NF270 
membrane with the diluted brine was 22 L/(m2h) because lower pres-
sure differences could not be imposed to reach lower fluxes. The error 
bars reported for the experimental points correspond to a 10% error in 
the permeate concentration, due to the precision of the instrument used 
for the concentration measurement. A good agreement between the 
trends given by the model and the experimental data was found: the 
errors were lower than 15% and the predicted values were within the 
error bars of the experimental values in almost all cases. Therefore, we 

Fig. 7. Maps reporting the quadratic error (SSE) between the experimental and the calculated feed rejection values varying the pore dielectric constant and the 
charge density with brine and diluted brine and with NF270 and TS80 membranes. The red squares represent the minimum errors. (For interpretation of the ref-
erences to colour in this figure legend, the reader is referred to the Web version of this article.) 

Table 4 
Values of pore dielectric constant (εpore) and membrane charge density (Xd) 
estimated in the presence of the artificial brine and the diluted one with NF270 
and TS80 membranes.  

Membrane Brine Diluted brine 

εpore [$] Xd [mol/m3] εpore [$] Xd [mol/m3] 

NF270 42.5 $50 45 $7 
TS80 32.5 $14 37.5 $6  
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can conclude that the DSPM-DE was able to predict the performances of 
the NF membranes reliably in the presence of wastewater solutions, 
using the novel sets of four membrane parameters presented in this 
work. 

5. Model results and discussion 

Finally, an analysis of the ionic transmembrane fluxes estimated by 
the model was performed to get insights into the main transport and 
exclusion mechanisms occurring in the investigated systems. In partic-
ular, experimental rejections of the divalent ions at different feed con-
centrations and with the two membranes were compared and put in 
relation with the trans-membrane fluxes and the exclusion coefficients 
estimated by the model. The ionic rejections vs. the permeate flux are 
shown in Fig. 9. Firstly, in all cases, the rejections of the divalent ions 
increased with the flux since more water was forced to pass through the 
membrane and this led to a higher dilution of the permeate stream and a 
lower permeate concentration. Secondly, we found always higher re-
jections in the presence of the brine if compared with the diluted brine, 
except for Mg2þ that showed similar values of rejection at the two 

concentrations in the presence of NF270 membranes. Thus, the main 
experimental evidence concerns the decrease of rejections in the pres-
ence of diluted feed solutions and the stronger variation of rejection with 
TS80 membranes than with NF270. 

The decrease in rejection at lower concentrations has been observed 
in literature for the case of solutions containing divalent cations. As a 
matter of fact, while with NaCl solutions the rejection increases when 
the concentration decreases, an opposite behaviour is observed with 
solutions of MgCl2 or mixtures containing Mg2þ ions [44,46,71]. In 
these works, it was stated that the decrease of rejection with the con-
centration is due to the partial screening of the negative membrane 
charge caused by the adsorption of divalent cations, which occurs more 
at higher concentrations. 

Our results are in line with those findings and in particular, the 
reduction of rejection is due to the fact that the concentration of the 
permeate solution decreased less than proportionally with the concen-
tration of the feed. In fact, while the ratio between the feed concentra-
tions in the brine and in the diluted brine was 10:1, the one between the 
experimental permeate concentrations was 12:1 for NF270 and 50:1 for 
TS80 (for a permeate flux of 45 L/(m2h)). 

Fig. 8. Simulated trends of ionic rejection vs. the water flux Jv [L/(m2h)] (dotted line) and experimental values of rejection at four fluxes (15, 30, 45 and 70 L/(m2h)) 
obtained with brine and with diluted brine and for NF270 and TS80 membranes. 

Fig. 9. Experimental ionic rejections for Mg2þ and Ca2þ vs. the permeate flux with the two membranes (NF270 and TS80) and the two feed solutions (synthetic brine 
and diluted brine). 
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This can be explained by analysing the transmembrane fluxes that 
are calculated by the model. The fluxes of Mg2þ and Ca2þ estimated for 
NF270 and TS80 membranes, with the two feed concentrations and a 
permeate flux of 45 L/(m2h) are depicted in Fig. 10. The charts show the 
three contributions to the total ion fluxes. The total fluxes were related 
to the feed concentration but they did not decrease proportionally with 
the concentration: this led to a lower rejection with diluted feed solu-
tions. Furthermore, the reduction of the total ionic fluxes was more 
enhanced with NF270 than with TS80 and this is in line with the 
stronger decrease of the ionic rejections with concentration found for 
TS80. 

Concerning the analysis of the different fluxes, the diffusive flux was 
the highest term, and it decreased with the feed concentration because 
of the lower driving force, i.e. the concentration difference. Moreover, 
the migrative flux was lower for diluted brine because the potential 
profile within the membrane became flatter than the one with the brine. 
This variation was due to the decrease in the magnitude of membrane 
charge density, and consequently of the membrane potential difference, 
with the feed concentration, as already found in the literature [72]. 
Conversely, the convective flux with the diluted brine turned out to be 
slightly higher than the one with brine, in the presence of TS80 mem-
branes. The concentration of ions in the membrane, as calculated by the 
model, was higher when a diluted feed solution was used. This effect can 
be explained by analysing the exclusion mechanisms at different feed 
concentrations. 

The coefficients used to define the steric (φi), dielectric (φBi) and 
Donnan (depending on ΔψD,bm) exclusion mechanisms for Mg2þ and 
Ca2þ are reported in Fig. 11, for the two membranes and the two feed 
solutions investigated. Firstly, the higher the exclusion coefficient, the 
lower was the impact of the corresponding exclusion mechanism. In all 
cases, the exclusion coefficients found for NF270 were higher than those 
found for TS80, which is in line with the higher rejections measured with 
TS80. Only the Donnan exclusion coefficients of the two membranes at 
high feed concentration were comparable since the charge density did 
not play a significant role in any case. At both concentrations and with 
both membranes, the steric coefficient was the largest term, meaning 
that the steric effect was always the least important one. 

Conversely, the dielectric exclusion was the primary factor, in line 
with other studies showing how crucial the addition of the dielectric 
exclusion effect is to improve the model reliability in the presence of 
divalent ions [41]. The dielectric exclusion coefficient decreased at 
higher concentrations because the water was more confined within the 
pores, and the Donnan exclusion coefficient increased because the 
charge density effect was more screened. These findings are in agree-
ment with previous works, reporting that the Donnan effect is more 
relevant at low feed concentrations and the dielectric effect at high feed 
concentrations [73,74]. 

Concerning the TS80 membrane, the dielectric exclusion mechanism 
had the highest impact and the increase of the relevant coefficient at 
lower feed concentrations led to an increase of the ionic concentration 
within the membrane (Cm). This caused higher convective fluxes of 
Mg2þ and Ca2þ through the membrane in comparison to the ones with 
brine. The increase in the convective flux was also responsible for the 
minor decrease of permeate concentration for TS80 (stronger reduction 
of rejection) when switching from the brine to the diluted brine if 
compared to the one found for NF270. 

The analysis of the transmembrane ionic fluxes was also performed 
at a lower permeate flux (25 L/(m2h)), to simulate operating conditions 
more similar to real NF units treating industrial wastewater. We found 
that the three fluxes and the three exclusion coefficients followed the 
same order for both bivalent ions and membranes: the diffusive was 
always the highest flux and the dielectric was always the primary 
exclusion mechanism. However, as expected, the convective flux was 
significantly lower because of the lower permeate flux driving it. 

Overall, the analysis of the transmembrane fluxes and the exclusion 
mechanisms estimated by the model allowed highlighting the significant 
factors influencing the ionic rejections at different feed concentrations 
and with different membranes. 

As mentioned in the introduction, to simulate the NF membranes 
reliably, it is crucial to characterize them by calibrating the membrane 
properties with the specific solution. In fact, among the available liter-
ature studies about the characterization of NF membranes, most works 
presented experiments performed with seawater or with peculiar solu-
tions containing mixtures of magnesium and sodium chloride, whereas 

Fig. 10. Trans-membrane fluxes of Mg2þ and Ca2þ with NF270 and TS80 membranes, in the presence of synthetic brine and diluted brine. The permeate flux was 45 
L/(m2h). 
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there are no studies about the characterization of NF membranes with 
the brines produced by ion exchange columns used in water softening. 

With this respect, we run the DSPM-DE adopting our set of param-
eters of NF270 and other two found in the literature. In particular, we 
considered the membrane parameters found by Roy et al. for NF270 
membrane and seawater [48] and the ones found by Labban et al. for 
hollow fibre membranes and seawater [49]. In all simulations, the feed 
solution of the NF unit corresponded to the spent regenerant of ion ex-
change resins used for water softening. The calculated rejection values 

for the different cases are shown in Fig. 12. We found that the two sets of 
parameters obtained for seawater were not suitable to simulate the NF 
membrane with our feed solution, characterized by higher ionic strength 
and relatively high concentrations of divalent ions. This analysis showed 
how much feed-dependant are the NF membrane parameters adopted in 
the model. Therefore, the joint experimental and simulation campaign is 
particularly important, since the knowledge of the suitable set of pa-
rameters allows for modelling the NF membranes reliably and for 
designing bigger-scale NF plant to purify the wastewater and implement 

Fig. 11. Exclusion coefficients of Mg2þ and Ca2þ with NF270 and TS80 membranes, in presence of brine and diluted brine. The permeate flux was 45 L/(m2h).  

Fig. 12. Comparison of the ionic rejections calculated by the model for the brine solution with the parameters found in the present work and with the ones found for 
seawater in the works by Roy et al. and Labban et al. 
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a circular scheme in the water softening industry. 

6. Conclusions 

This study presents the characterization of NF membranes in the 
presence of a multi-ionic solution simulating the effluent produced by 
the regeneration of ion exchange resins employed for water softening. 
We performed experiments with two NF membranes and two solutions, 
the synthetic brine and a 10 times diluted brine, in a wide range of pH 
and permeate fluxes. Then, we found the four parameters to characterize 
the membranes by fitting the DSPM-DE to the experimental results. A 
good agreement between the experimental values and the simulated 
trends of ionic rejections vs. permeate flux was observed with errors 
lower than 15%. Finally, we analysed the trans-membrane fluxes and the 
exclusion coefficients given by the model. 

Concerning the membrane parameters, we found negative values of 
membrane charge density and this could be explained by the high 
concentration of Cl$ in the feed, because Cl$ likely adsorbed onto the 
membrane surface and generated negatively charged sites. With diluted 
brine, higher εpore and higher (less negative) Xd were encountered 
because the water was less confined in the pores and because less Cl$

adsorption could take place. However, the trends of rejection obtained 
by varying the pH of the feed solutions were relatively flat and this 
suggested that, at the investigated concentrations, the membrane charge 
density did not affect the membrane performances significantly. 

Generally speaking, the experimental rejections found with TS80 
were always higher than the ones with NF270. This finding was sup-
ported by the lower εpore calculated for TS80, which corresponded to a 
stronger dielectric exclusion mechanism. 

The analysis of the transmembrane fluxes of the divalent cations 
highlighted that the diffusive flux was the highest term in all cases. 
Moreover, the migrative flux decreased at lower concentrations and the 
Donnan exclusion term increased, because of the less negative mem-
brane charge density. The convective flux with TS80 membranes was the 
only term that was slightly higher with the diluted brine because of a 
higher concentration of divalent ions in the membrane. This was 
because the dielectric exclusion mechanism played the most crucial role 
in the partition of the ions and it became weaker at lower 
concentrations. 

Overall, the novel membrane parameters reported in this work 
allowed for simulating reliably two NF membranes in the presence of a 
multi-ionic solution reproducing the spent regenerant of ion exchange 
resins employed for water softening. Thus, the next step will consist in 
including them in full-scale models to design the NF plant to be 
employed for the treatment and recycling of the regeneration brine. 
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Nomenclature 

A temperature correction factor for the activity coefficient [$] 
C concentration [mol/m3] 
Di,pore diffusion coefficient of the ion within the pore [m2/s] 
Di,∞ diffusion coefficient of the ion in the bulk [m2/s] 
e0 electronic charge [1.602 ) 10$19 C] 
F Faraday constant [9.64867 ) 104 C/mol] 
hf height of the NF feed channel [m] 
I ionic strength [mol/l] 
j trans-membrane flux [mol/(m2s)] 
Jv permeate flux [m/s] or [L/(m2h)] 
kbulk

c,i mass transfer coefficient in the bulk [m/s] 
k’bulk

c,i corrected mass transfer coefficient in the bulk [m/s] 
kB Boltzmann constant [1.38066 ) 10$23 J/K] 
ki,c hindered convective mass transfer coefficient [$] 
ki,d hindered diffusive mass transfer coefficient [$] 
Lmix mixing length of the spacer [m] 
Lp water permeability [L/(m2h)/bar] 
N number of discretization elements within the membrane [$] 
NA Avogadro number [6.023 ) 1023 mol$1] 
P pressure [Pa] 
Pe Peclet number [$] 
R ideal gas constant [8.314 J/(K mol)] 
ri ion radius [nm] 
Ri ionic rejection [$] 
rp pore radius [nm] 
Sc Schmidt number [$] 
T Temperature [K] 
XD charge density [mol/m3] 
y direction across the membrane from the feed to the permeate 

side [m] 
zi valence of the ion [$]  

Greek symbol 
γ activity coefficient [$] 
δm active layer membrane thickness [μm] 
ΔP net pressure difference [Pa] 
ΔΠ osmotic pressure difference [Pa] 
ΔψD,feed Donnan potential difference at the feed-membrane interface 

[V] 
ΔψD,perm Donnan potential difference at the permeate-membrane 

interface [V] 
ΔW Born solvation energy barrier [J] 
ε medium permittivity [F/m] 
ε0 vacuum permittivity [8.854 ) 10$12 F/m] 
εb dielectric constant in the bulk [$] 
εpore pore dielectric constant [$] 
η solution viscosity [Pa s] 
ηmix mixing efficiency of the spacer [$] 
λi ratio between the ion Stokes radius and the pore radius [$] 
ξ electric potential gradient at the bulk-membrane interface [V/ 

m] 
Ξ correction factor for the mass transfer coefficient [$] 
Фi steric coefficient [$] 
ФB Born solvation contribution for partitioning [$] 
ψ potential [V]  

Subscripts 
calc calculated 
exp experimental 
i ion 
j index for the discretization along the NF membrane thickness 
lim limit 
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w interface  

Superscripts 
b bulk 
bm bulk-membrane interface 
f feed 
m membrane 
p permeate  

Acronyms 
DSPM Donnan Steric Pore Model 
DSPM-DE Donnan Steric Pore Model with Dielectric Exclusion 
MPD m-phenylenediamine 
MW Molecular Weight [g/mol] 
MWCO Molecular Weight Cut-Off 
NF Nanofiltration 
PIP Piperazine 
RO Reverse Osmosis 
SSE sum of the squared errors [$] 
TMC trimesoyl chloride 
TOC Total Organic Carbon 
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H I G H L I G H T S

• A treatment chain for the effluent of
ion exchange resins regeneration is
analysed.• The chain results feasible for any na-
nofiltration recovery between 25 and
65%.• The lowest levelized brine cost is 4.9
$/m3 at a nanofiltration recovery of
25%.• The multi-effect distillation is the most
energy-intensive unit in the chain.• Crystallization cost and relevant rev-
enues are key players for feasibility.

G R A P H I C A L A B S T R A C T

A R T I C L E I N F O

Keywords:
Industrial wastewater
Nanofiltration
Wastewater treatment
Techno-economic analysis
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Waste heat recovery

A B S T R A C T

The disposal of industrial wastewater effluents represents a critical environmental issue. This work focuses on
the treatment of the spent brine produced by the regeneration of ion exchange resins employed for water
softening. For the first time, a comprehensive techno-economic assessment and an analysis of the energy re-
quirements of the treatment chain are carried out, via the simulation of ad hoc implemented models. The chain is
composed of nanofiltration, double-stage crystallization and multi-effect distillation. The valuable product is the
brine produced by the multi-effect distillation, which can be re-used for the regeneration. Therefore, the
treatment chain’s economic feasibility is evaluated via the Levelized Brine Cost, which includes the terms of cost
and revenue of every unit in the chain. Varying the nanofiltration recovery, the treatment system always turns
out to be economically competitive, since the Levelized Brine Cost is lower than the current cost of the fresh
regenerant solution (8 $/m3). In particular, the lowest value of 4.9 $/m3 is found for a nanofiltration recovery of
25%. Moreover, the cost of the reactant used in the crystallization and the revenues of Mg(OH)2 and Ca(OH)2
play a prominent role in all scenarios. Regarding the energy demand, the thermal energy required by the eva-
porator is the main contribution and covers more than 30% of the operating costs (excluding the cost of the
crystallization reactant, which is balanced by the hydroxides revenues). Therefore, the costs can be significantly
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reduced when waste heat is available in the industrial site. Overall, the treatment chain is economically feasible
and allows reducing the industrial environmental impact by recycling waste streams and waste heat.

1. Introduction

The increasing environmental pollution along with the growing
demand for energy and raw materials is leading to the need of a more
sustainable development. With this respect, one of the most important
requirements to fulfil, consists in saving water and energy simulta-
neously [1]. The consumption of water and energy has significantly
increased in the past years and their applications are often inter-
connected and mutually reinforcing [2]. Water is used in power plants
and energy is fundamental for fresh water production and water
treatment processes [3]. The concept of the ‘water-energy nexus’ de-
scribes all the interdependencies and the dynamic linkages between
water and energy [4]. This topic has drawn more and more attention in
recent years and it may constitute the basis of future energy and water
planning. The water-energy nexus has been investigated from several
different angles and on different scales. Comprehensive studies were
carried out from the ‘water for energy’ as well as the ‘energy for water’
perspective. Regarding the first one, water is widely needed in the
energy sector, such as in the fuel production and in the hydropower
generation [5–8]. For what concerns the ‘energy for water’ perspective,
water systems are among the major consumers of energy resources [9].
The energy requirement depends on the water quality and on the pro-
cess involved [10]. Wastewater treatment is a very electricity-intensive
process and the energy consumption cost was found to cover up to 40%
of the overall municipal wastewater treatment plants’ operating costs
[11]. Therefore, increasing the plants’ energy efficiency may lead to a
net reduction of the expenses [12]. The optimization of the energy ef-
ficiency and the identification of the energy inefficiencies in the was-
tewater treatment plants are very popular topics in literature [13,14].
Many strategies to optimize the energy efficiency are focused on the
energy recovery within the wastewater treatment plants, which may be
realized in self-sufficient plants [15] or via networks containing in-
dustrial processes using water, wastewater treatment units and re-
covery heat exchangers [16]. In general, the exploitation of the thermal
energy stored in the water streams circulating in the network, through
the development of a suitable flowsheet and the design of heat ex-
changers, allows a net reduction of the total energy requirement [17].
Overall, the investigation of the energy efficiency of wastewater treat-
ment plants has mostly focused on municipal wastewater, although
some studies evaluated also the energy performances of drinking water
treatment plants, applying the energy benchmarks defined for the
wastewater treatment plants [18].

However, nowadays, a rising attention is devoted to the treatment
of industrial wastewater effluents. Therefore, a smart treatment of in-
dustrial effluents may represent a double advantage: (i) it would reduce
the amount of wastes injected into the environment and (ii) it would
make the effluents a new source of raw materials. In this context,
several industrial effluents can be considered [19]: among others,
brines produced in desalination plants or effluents deriving from the
textile industry. Different ways to manage the desalination brines were
investigated and implemented, such as brine minimization via thermal-
or membrane-based technologies, direct re-use or extraction of minerals
and salts for other applications [20–21]. In many cases, especially when
organic compounds have to be removed, energy consumption may be a
major issue. The same can be said for the treatment of textile waste-
waters, which represent a very critical issue for the environment, be-
cause of the high volumes produced and because of their high content
of organic pollutants (due to the dyes used in the industrial textile
processes). For this reason, the contaminated textile wastewaters are
typically treated via membrane processes [22] or via advanced

oxidation processes [23], with the purpose of recycling the treated
brine to the following dyeing operation.

Another industrial brine which has been taken into consideration is
the one produced during the regeneration of Ion Exchange resins (IEXs),
which are employed for a wide range of applications. Usually, the re-
generation of the resins is carried out by using a regenerant solution at a
certain concentration and the spent regenerant composition depends on
the resins application. For example, IEXs are commonly used for water
purification purposes, to remove perchlorates or nitrates from
groundwater. The removal of these pollutants, for instance via catalytic
reduction technology [24] or via biological treatment makes the re-use
of the treated brine in the IEX regeneration viable and allows the re-
duction of the amount of fresh salt-water (regenerant) solution to be
employed.

The IEX resins are also commonly used for water softening. In this
case, the spent IEX resins are rich of the hardness (the ions Mg2+ and
Ca2+) removed from the softened water and the solution employed for
the regeneration is a NaCl-water solution. Thus, the waste effluent
arising from the regeneration of the spent resins is a water solution rich
of sodium, chloride, magnesium and calcium ions. The discharge of the
spent regenerant solution may cause serious environmental issues,
especially because of the large volumes produced. A few studies in
literature investigated alternative methods for the regeneration of the
resins and strategies for the brine recycling. Flodman and Dvorak
proposed brine reclaim operations or strategies to reduce salt con-
sumption during regeneration [25]. They found that brine recycling
systems, consisting of a single or a double tank where the spent brine
effluent was partially recycled, allowed reducing the salt consumption
and discharge without an increase of hardness leakage, but with a re-
duction of the removal efficiency. Hu et al. proposed a novel method to
purify desalinated seawater instead of the conventional two-bed ion
exchange. This process, called Chemical-Free Ion Exchange (CFIE),
consisted of a mixed bed with strong acid and weak basic resins and an
anion bed [26]. Other methods include the employment of thermally
regenerable resins, whose capacity of removing salts from solutions by
sorption depends on the temperature [27] and the introduction of other
cation exchange forms, for example resins charged with Al3+ or with
K+ [28,29]. Regarding the recycling strategies, Chen et al. proposed a
closed-loop consisting of a bipolar membrane electrodialysis stack and a
crystallizer, to restore the acid and the basic solutions used for the re-
generation of weak resins and to recover the hardness minerals [30].
For most of these novel regeneration processes, the economic feasibility
is not assessed, while it may constitute a crucial point.

This work proposes a recycling strategy for the spent regenerant
solution of strong resins employed for water softening and presents, for
the first time, a detailed and comprehensive techno-economic and en-
ergetic analysis of the whole treatment chain. The chain was developed
within the framework of the EU-funded project Zero Brine [31], whose
aim is to introduce new solutions to treat different types of industrial
brines, promoting a circular economy approach at industrial scale. In
particular, this work deals with the treatment of the industrial brine
produced by the water softening plant, owned by the water industry
Evides, in Rotterdam, The Netherlands. Currently, a fresh regenerant
solution is continuously supplied to the resins and the effluent is dis-
posed into the sea, without a treatment process. On the contrary, the
system analysed in this work presents a treatment chain, which is de-
picted in Fig. 1. It consists of a Nanofiltration (NF) stage to concentrate
the bivalent cations in the retentate, which is then fed to a double
crystallization stage to produce Mg(OH)2 and Ca(OH)2 crystals. Con-
versely, the permeate of the NF stage, together with the effluent of the
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crystallization, is sent to a Multi-Effect Distillation (MED) stage, where
the NaCl concentration reaches the one required for the IEX regenera-
tion process. For each stage, we developed a detailed techno-economic
model and then, we connected the models via mass balances to simulate
the treatment chain. The proposed approach allows (i) a net decrease of
the salt and water consumption, (ii) the reduction of the environmental
impact of the industrial process and the amount of produced waste and
(iii) the re-utilization of waste materials and waste heat. The case study
was already presented in a previous work by the same authors [32].
There, only the MED unit was investigated in detail in order to identify
the most suitable operating conditions in presence of different steam
qualities and costs.

This work presents the whole treatment chain as an ‘energy for

water’ system and reports the energy demand of the single units, since
this may constitute a crucial point for industrial wastewater treatment
and its estimation is very much dependent on the effluent under in-
vestigation. We therefore make reference to a real case study and the
properties of the effluent to be treated, such as composition and flow
rate, are defined on the basis of the real wastewater effluent generated
by the Evides water softening plant. The technical design of the plant is
always performed with reference to a full-scale, where the whole
amount of effluent produced by IEX regeneration is processed in the
treatment chain. Concerning the economic analysis, the contributions
of the single units are highlighted in terms of costs and revenues given
by the by-products. The economic feasibility of the chain is defined via
the introduction of the global Levelized Brine Cost (LBC), which

Nomenclature

A temperature correction factor for the activity coefficient
[–]

Amembr,elem membrane area of a single NF element [m2]
Amembr,tot total membrane area for each vessel [m2]
C concentration [mol/m3]
DH hydraulic diameter relevant to the feed channel [m]
Di,p diffusivity of the species i within the pore [m2/s]
Di,∞ diffusivity of the species i in the bulk [m2/s]
e0 electronic charge [1.602× 10−19 C]
F Faraday constant [9.64867× 104 C/eq]
f friction factor [–]
hf height of the NF feed channel [m]
I ionic strength [mol/l]
ji flux of the ion i [m/s]
Jv water flux through the NF membrane [m/s]
kB Boltzmann constant [1.38066× 10−23 J/K]
ki,c hindered convective mass transfer coefficients of the ions

within the pore [–]
ki,d hindered diffusive mass transfer coefficients of the ions

within the pore [–]
kbulkc,i mass transfer coefficient in the bulk [m/s]
k’bulkc,i corrected mass transfer coefficient in the bulk [m/s]
l length of the discretization interval [m]
Lmix mixing length of the spacer [m]
M flow rate [m3/s] (if the unit is not specified)
NA Avogadro number [6.023× 1023 mol−1]
ndiscr,L number of discretization intervals along the NF element

length [–]
nelem number of elements in each vessel [–]
nvessel number of vessels in parallel [–]
P pressure [bar]
Pe Peclet number [–]
R ideal gas constant [8.314 J/(K mol)]
Re Reynolds number [–]
ri ion radius [nm]
rpore NF membrane pore radius [nm]
Sc Schmidt number [–]
T Temperature [K]
uw feed velocity [m/s]
x direction of the feed flow in the NF element [m]
Xd NF membrane charge density [mol/m3]
y direction across the membrane from the feed to the

permeate side [m]
z ion valence [–]

Greek symbols

γ activity coefficient [–]

δm NF membrane active layer thickness [μm]
ΔΠ osmotic pressure [bar]
ΔPlosses pressure losses along the element [bar]
ΔP net driving pressure [bar]
ΔψD,bm Donnan potential difference at the bulk-membrane inter-

face [V]
ΔψD,pm Donnan potential difference at the permeate-membrane

interface [V]
ΔW Born solvation energy barrier [J]
ε medium permittivity [F/m]
εbulk dielectric constant in the bulk [–]
εpore dielectric constant within the pore [–]
ε0 vacuum permittivity [8.854× 10−12 F/m]
η solution viscosity [Pa s]
ηmix mixing efficiency of the spacer [–]
λ ratio between the solute radius and the pore radius [–]
ξ electric potential gradient at the bulk-membrane interface

[V]
Ξ correction factor for the mass transfer coefficient [–]
ρw solvent density [kg/m3]
Фi steric coefficient [–]
ФB Born solvation contribution for partitioning [–]
ψ electric potential across the membrane [V]

Subscripts and superscripts

b solution entering into the interval along the NF element
bm bulk-membrane interface (NF element)
feed solution entering into the element
i ion index
j index for the discretization along the NF membrane

thickness
m inside the NF membrane
out outlet of the NF unit
p NF permeate along the NF element
ret NF retentate along the element
x index for the discretization along the NF membrane length

Acronyms

CAPEX Capital Expenditure [US$/y]
COD Chemical Oxygen Demand
DSPM-DE Donnan Steric Pore Model with Dielectric Exclusion
FF Forward Feed
IEX Ion Exchange Resins
LBC Levelized Brine Cost [US$/m3]
MED Multi-Effect Distillation
NF Nanofiltration
OPEX Operating Expenditure [US$/y]
TVC Thermo-vapor compressor
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represents the cost that the concentrate brine would have at the break-
even point (see Eq. (6) in Section 3). This performance parameter in-
cludes for the first time all the terms of cost of the treatment chain and
it is meant to be compared with the cost of the fresh regenerant NaCl-
water solution, currently employed for the resins regeneration, to
evaluate the competitiveness of the proposed technology. The results
reported in this work concern the impact of some operating conditions,
in particular the nanofiltration recovery and the inlet feed flow rate, on
the global economic feasibility, to identify the most suitable operating
conditions and the most energy-intensive and cost-intensive units in the
treatment chain. Overall, this work focuses on the global treatment
plant design and on the estimation of the energy requirements for the

real case study, with the aim of enhancing the sustainability of the
industrial process producing the effluent.

2. Models

The treatment chain shown in Fig. 1 presents a NF stage, coupled
with a double-stage crystallizer and a MED unit. For each unit, a
technical model was implemented and coupled with an economic tool
for the estimation of the capital and the operating costs. Then, the
models were interconnected via suitable mass-balances to simulate the
treatment chain. Table 1 shows the main inputs and outputs of the three
models: different colours and marks are used in the table to show how

Table 1
Main inputs and outputs of the single models and interconnections in the treatment chain.

Nanofiltration Crystallizer Multi-Effect Distillation

INPUTS Feed flow rate (ii) -> Inlet flow rate (i) -> Inlet flow rate
Ions concentration (ii) -> Concentration of Mg2+ (i) -> Inlet NaCl concentration
Feed pressure (ii) -> Concentration of Ca2+ Required brine composition
Plant Recovery Concentration of the alkaline solution (NaOH) Steam temperature

OUTPUTS Ions rejection Alkaline solution flow rate Heat exchanger area
Water flux Flow rate of Mg(OH)2 Preheater area
Plant size Flow rate of Ca(OH)2 End condenser area
Permeate flow rate and composition -> (i) Effluent flow rate -> (i) Cooling water flow rate
Retentate flow rate and composition -> (ii) Effluent composition -> (i) Steam flow rate
Electric energy requirement Electric energy requirement Electric and thermal energy requirements

Fig. 1. Schematic representation of the treatment chain for the wastewater effluent produced by the regeneration of IEX resins employed in a water softening plant.
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the models are interconnected for the simulation of the treatment chain.
In the real chain, the output retentate produced by the NF unit con-
stitutes the feed solution of the crystallizer (the relevant input of the
crystallizer model and output of the NF model are bolded, index (ii)),
while the solution resulting from the mixing of the nanofiltration
permeate and the crystallizer effluent (see Fig. 1) is the feed solution of
the MED unit (the relevant input of the MED model and outputs of the
NF and the crystallizer models are bolded and in italics, index (i)).

The main modelling activity reported in this work concerns the NF
process, whose implementation at different scales is described in
Section 2.1 and in the Appendix A. Crystallizers are simulated through
the implementation of mass balances to evaluate the flow rates of the
required alkaline solution and the produced hydroxides. The model
adopted for the MED unit is extensively described elsewhere [32] and it
is not reported here for brevity. The MED operating conditions which
resulted to be the best performing [32] are employed for the simulation
of the treatment chain. In the following, a short description of the de-
veloped models is reported.

2.1. Nanofiltration

2.1.1. Technical model
The NF model is developed on different scales, i.e. the lowest scale

describes the mechanisms within the membranes; the middle-scale is
relevant to a single NF element; the high scale regards the whole NF
plant, given by a certain amount of vessels arranged in parallel, each
one containing some NF elements in series. The schematic representa-
tion of the NF plant, as it is described in the multiscale model, is re-
ported in Fig. 2.

The detailed description of the multi-scale model, including the
equations employed for the low-scale and the middle-scale model and
the description of the iterative procedures is reported in the Appendix
A. For what concerns the low-scale model, the mechanisms within the
membranes are described via the Donnan Steric Pore Model with Di-
electric Exclusion (DSPM-DE). In literature, there are numerous studies
regarding the modelling approaches of NF membranes and the DSPM-
DE model is the most widely used [33–36]. The model allows a full
characterization of the NF membrane, knowing four parameters, i.e. the
membrane pore radius (rpore), the active layer membrane thickness
(δm), the dielectric constant within the pores (εpore) and the fixed
charge density (Xd). These parameters are needed to estimate the
membrane rejection of a species i, defined below.

=R C
C

1i
pi
feedi (1)

where Cpi is the concentration of the species i in the permeate solution
and Cfeedi is the concentration of the species i in the feed.

The DSPME-DE model derives from the resolution of the extended
Nernst-Plank equation along the thickness of the membrane, which
takes into account the three different mechanisms of ion transport, i.e.
convection, diffusion and electro-migration, as shown in Fig. 3. Along
the y axis, which corresponds to the thickness of the membrane, the
membrane is discretized in a certain number of elements, taken equal to
50 in the present work on the basis of a preliminary sensitivity analysis
(see Appendix A.4). The index employed for the elements along the y
axis is ‘j’, while the index ‘i’ represents the different ionic species, as
typically used in literature.

At the middle scale, the membrane model is integrated for the re-
solution of a whole NF membrane element. A schematic representation
of the NF element, as described in the model, is reported in Fig. 4. The
membrane length, along the main feed flow direction, is discretized and
mass balances are applied to each discretization interval. Note that a
one-dimensional model can be applied to a spiral wound element
without significant errors, as shown by Roy et al. [37], since the var-
iation of the permeate concentration and flow rates along the width of
the membrane is negligible.

Typically, in spiral-wound elements, a certain number of membrane
leaves are wounded together in a parallel arrangement [38]. The spiral-
wound elements are placed in series within a pressure vessel, where the
concentrate flow rate produced by one element is fed to the following
one, while the produced permeates are mixed together. In analogy with
high-scale plants described in literature, each pressure vessel includes 6
elements, each one composed of 5 membrane leaves wounded together.
The total membrane area exposed by each pressure vessel is equal to
30m2 [39]. Also, according to the recovery rate to be achieved (Mp,out/
Mfeed, which corresponds to a required permeate flow rate), several
vessels are typically arranged in parallel in order to increase the
available membrane area [39].

The high-scale model deals with the design of the whole NF plant
and the estimation of the required number of pressure vessels arranged
in parallel (see Fig. 2). A schematic representation of the arrangement
of the NF plant is reported in Fig. 5.

2.1.2. Economic model
Regarding the economic model, the Verberne cost model is em-

ployed [39–41]. All the equations of the model are based on practical
data provided by NF units suppliers and its first applications were re-
lated to treatment systems for the removal of pesticides, hardness and
nitrate from soil water [39]. The number of vessels, the feed flow rate
and the operating feed pressure are the required inputs. The equations
used for the calculation of the capital costs are reported in Table 2,
where Ccivil [$] represents the cost for the buildings housing the plant,
Cmech [$] the cost for pumps, filters and piping system, Celectro [$] the
costs for the energy supply systems and Cmembrane [$] the investment for
the membrane modules.

In all equations, Mfeed is the total feed flow rate in [m3/h] and Pfeed
is the inlet feed pressure in [bar]. These correlations make reference to
vessels with a membrane area of 30m2. The capital costs are then lin-
early depreciated, the depreciation period is assumed equal to 30 years
for the civil investment, 15 years for the mechanical and electro-tech-
nical equipment and 5 years for the membranes [39]. These costs are
updated using the Chemical Engineering Plant Cost Index (CEPCI). A
discount rate equal to 6% is considered for the calculation of the an-
nuity, in line with typical values reported in the literature for water
purification and desalination plants [42–43]. Among the operating
costs, the energy cost is calculated taking into account the pump energy
consumption and an average energy consumption of the membrane
system equal to 40 Wh/m3

feed [39]. The cost of chemicals is estimated as
0.020–0.025 $/m3 of permeate [41]. Other costs including main-
tenance, quality control and daily operation are estimated to sum up to
2% of the capital costs [39].

2.2. Crystallizer

The treatment chain for the IEX spent brine includes two

Fig. 2. Different scales of modelling of the nanofiltration unit.
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crystallization steps: one for the recovery of Mg(OH)2, the other for Ca
(OH)2. A detailed simulation of the crystallizers is beyond the scope of
this work: a simplified model based on mass balances was implemented
to calculate the inlet flow rate and the outlet products flow rate. These
figures are then used for the estimation of the economic parameters.
The underlying assumption is that the hydroxide crystals produced via
this process have the purity, the specific area and the size distribution
suitable to be sold. In the present crystallization process, a first crys-
tallization step is meant to separate the Mg2+ from the solution in the
form of Mg(OH)2; the produced suspension from the first crystallizer is
filtered to get the solid crystals and the filtration effluent is fed to a
second crystallizer where Ca(OH)2 is produced and subsequently fil-
tered. The investigated crystallizer is a plug-flow reactor, where the
brine is fed at the entrance of the tube while the alkaline reactant (a
NaOH solution) is injected into the tube in different equidistant points,
in order to avoid too high supersaturation and to reduce the role of the
primary nucleation. Because of the very low solubility of the two hy-
droxides, especially of Mg(OH)2, a conversion of 100% typically occurs
in the reactors. Consequently, the total inlet molar flow rate of Mg2+
and Ca2+ is converted into an outlet molar flow rate of Mg(OH)2 and Ca
(OH)2. Furthermore, the estimation of the alkaline solution flow rate
needed for the two separation stages is particularly important: it is
calculated multiplying the entering molar flow rates of Mg2+ and Ca2+,
coming from the nanofiltration, by the stoichiometric coefficient (i.e. 2)
and considering an excess of 10% with respect to the stoichiometric
concentration. The volume flow rate is estimated assuming a con-
centration of the NaOH solution equal to 1mol/l. For what concerns the
economic estimations, the capital cost of the equipment is calculated
via the Module Costing Technique starting from the purchasing cost of
two crystallizers [44], one for each mineral, calculated as a function of

the volume [m3] and of two filters, calculated as a function of the area
[m2]. A disc and drum filter is selected as filter unit since its maximum
capacity (i.e. 300m2 of filtration area) is higher than the one of a plate
and frame filter (i.e. 80m2). For the calculation of the annualized ca-
pital costs (CAPEX of the crystallization) a discount rate of 6% and a
depreciation period of 20 years are assumed. The operating costs in-
clude the cost of the energy required by the pumps of the feed solution
and the reactant solution and the energy required by the filter, con-
sidering two filtration stages, one for the Mg(OH)2 solution and one for
the Ca(OH)2 solution.

2.3. Multi-effect distillation

The last model employed for this work describes the Multi-Effect
Distillation process. The process has been investigated in detail in the
literature [45–46] and the model employed in the present work is ex-
tensively reported elsewhere [32]. The adopted MED plant has a for-
ward feed arrangement (FF), because of the high operating concentra-
tions and the high temperatures [47] and it is supposed to work in
steady-state conditions. The model allows a full characterization of the
flow rates, concentration and temperature profiles along the effects.
The model inputs are the number of effects, the feed flow rate and
salinity, the feed intake temperature, the steam temperature in the first
effect and the temperature of the last effect. The main outputs are the
heat exchanger areas of the evaporators, the preheater and the end-
condenser, together with the steam flow rate required in the first effect.
The steam flow rate allows estimating the thermal energy demand of
the plant, which is given by the product of the steam flow rate and its
latent heat at the corresponding pressure (in the present case at 1 bar).
The model is able to simulate the behaviour of a plain MED or a MED
coupled with a Thermo-Vapour Compressor (MED-TVC) and in this last
case, the pressure of the motive steam is one of the inputs, while the
output is the required motive steam flow rate. The technical model is
fully coupled with an economic model, in which the estimation of the
capital costs is performed via the application of the Module Costing
Technique [44]. For the calculation of the CAPEX of the MED [$/y],
again, we assumed a discount rate of 6% and a depreciation period of
25 years [43]. Finally, the estimation of the operating costs is based on
the thermal and electric energy cost and on data relevant to real plants
[48].

3. Case study under investigation and relevant model inputs

This section describes in detail the case study under investigation: it
includes the description of the operating conditions used for the si-
mulations, the parameters of the nanofiltration membranes (Section
3.1), the geometric properties and the main economic inputs (Section
3.2).

In the presented case, the economic feasibility of the proposed
treatment chain is evaluated comparing a global parameter, called
Levelized Brine Cost (LBC), with the cost of the currently used re-
generant solution, equal to 8 US$/m3. This cost corresponds to a 9%w/w

NaCl-water solution, estimated considering a cost of the pure NaCl salt

Fig. 3. Profiles of electric potential and ionic concentration through the
membrane and relevant fluxes.

Fig. 4. Schematic representation of an unwound spiral-wound NF membrane element.
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equal to 65 €/ton (80.2 US$/ton) and a cost of water equal to 1 US
$/m3.

The LBC is given by the sum of the annualized capital and operating
costs minus the revenues of the chain by-products, divided by the
amount of concentrate brine produced by the MED unit (see Eq. (6)).

= +
LBC

m
CAPEX OPEX Revenue Revenue Revenue

M
$ Mg OH Ca OH H O

brine MED3
( )2 ( )2 2

, (6)
The definition of the LBC as the measure of the economic feasibility

of the treatment chain is built in analogy with the definition of the
Levelized Water Cost (LWC) for desalination plants. Therefore, several
works in literature report techno-economic analyses of desalination
processes, whose profitability is defined through the LWC, which in-
cludes the total costs of the technology and the distillate productivity of
the plant [43].

The composition and the flow rate of the effluent, reported in
Table 3, are based on the investigated case study (regeneration of the
IEX resins in EVIDES water softening plant). Regarding the target
product, the concentrate solution produced by the MED and re-usable
for the IEX regeneration must have a fixed concentration of NaCl equal
to 90,000 ppm (~1550mol/m3). This concentration is used as a design
parameter, together with the steam temperature, the number of effects
and the feed flow rate and concentration, to calculate the required
steam flow rate and the area of heat exchangers and preheaters.

3.1. NF membrane properties

For what concerns the NF membranes, several works in the litera-
ture are devoted to estimating the parameters (pore radius rpore, active
layer membrane thickness δm, pore dielectric constant εpore and charge
density Xd) in different operating conditions. These values are strongly
dependent on the solutes and determine the membrane performances,

in particular the solute rejections and the recovery. For the present
study, the set of membrane parameters is based on previous literature
works concerning NF units fed by solutions with a composition similar
to the one under investigation. Each property is considered independent
of the others, as already stated in [49]. In particular, the membrane
pore radius is often found to be between 0.4 and 0.5 nm [35,50–51],
while some studies showed that the active membrane thickness depends
on the solute size, because of the complex and interconnected internal
structure of the pores [52]. However, the most common range of
membrane thickness is from 1 to 7 μm.

Regarding the dielectric pore constant (εpore), if the dielectric con-
stant variation between bulk and pore is neglected, the value of εpore is
taken equal to 80. In presence of NaCl, this is often found around 40
(values of 33.7 and 42.2 were found in literature for commercial
membranes), while in presence of Mg2+ it has typically higher values
(values of 46.6 and 65.1 were found) [51,53]. Next, the estimation of
the charge density is a much discussed topic in literature, since its value
depends not only on the solutes but also on their concentration. Most of
the membranes are negatively charged at a neutral pH and the charge is
given by the dissociation of sulfonic and/or carboxylic acid groups
[54]. However, the membrane charge is significantly affected by the pH
of the fed solution and its ionic strength. Therefore, the active sites can
be more protonated or deprotonated varying the solution pH and other
charged sites can be given by the adsorption of the ions present in the
solution [55]. For example, Mazzoni et al. showed the trend of the
membrane charge density with the concentration for NaCl and for CaCl2
in presence of commercial membranes [56]. This study, in agreement
with others reported in [57], demonstrated that in a very wide range of
concentration of CaCl2, the membrane presents a positive charge be-
cause of the preferential adsorption of Ca2+ on the membrane surface.
Schaep et al. showed how the presence of Mg2+ ions leads to a posi-
tively charged membrane in a wide range of concentration [35]. This
study also stated that, in presence of more ions, each component adds
its own independent contribution to the overall membrane charge. In

Fig. 5. Schematic representation of the arrangement of the pressure vessels in parallel in the NF plant.

Table 2
Capital cost estimation for the NF plant [39].
Equation Equation number

= +C M n1034.4 1487civil feed vessel (2)= +C M n4329.6 1089.6mech feed vessel0.85 (3)= +C P M1.68*10 64.8electro feed feed6 (4)=C n1200membrane vessel (5)

Table 3
Feed flow rate and concentration values.
Mfeed
[m3/h]

CNa
[mol/m3]

CCl
[mol/m3]

CMg
[mol/m3]

CCa
[mol/m3]

CSO4
[mol/m3]

130.0 173.9 662.2 55.6 191.7 3.125
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the case under investigation, the presence of Mg2+ and Ca2+ in con-
centration much higher than in seawater may likely generate a positive
charge on the membrane surface, which corresponds to higher values of
Mg2+ and Ca2+ rejections. Having said that, in order to characterize a
highly-performing membrane in presence of the investigated solution,
the values of rpore, δm and εpore are taken equal to the ones considered in
previous works for seawater [37] and equal to 0.45 nm, 3 μm and 56.5
respectively. In fact, the components of the investigated brine are the
same of seawater and these values proved to be much performing also
for the case under investigation (see Section 4.1). Conversely, the value
of charge density is assumed equal to 40mol/m3, since the concentra-
tions are very different from seawater (much higher concentration of
Mg2+ and Ca2+) and the value used by Roy et al. in [37] (−80mol/m3)
may not be suitable for this system. In this way, it is possible to achieve
values of rejection of Mg2+, Ca2+ and SO42− within the typical inter-
vals reported for the NF units integrated in desalination processes, i.e.
from 85% to 97% for Mg2+, from 70 to 97% for Ca2+ and higher than
95% for SO42− [58]. The values of the membrane parameters employed
in the present work are reported in Table 4.

3.2. Geometric properties of the units and main economic parameters

For what concerns the second part of the results, which is focused on
the economic analysis of the whole treatment chain, the basic geometry
of the plants has to be defined. With this respect, the area of the NF
membrane leaf is equal to 1x1 m2 and the feed spacer thickness is taken
equal to 0.5 mm. The specifications of the crystallizer cannot be re-
ported due to a confidentiality agreement with the company working
on the joint development of the system. Regarding the MED, a plain
MED, fed by waste heat with a pressure of 1 bar, is considered and the
number of effects is fixed and equal to 13, as this is the optimal MED
plant size under these operating conditions [32]. Regarding the eco-
nomic analysis, the operating costs and the revenues depend on the cost
of the alkaline reactant used in the crystallizer, on the selling price of
the hydroxides and of the water and on the thermal and electric energy
costs. These values are reported in Table 5.

4. Results and discussion

The results collected within this work are subdivided into two parts:
in the first part (Section 4.1), the results relevant to the NF plant at
different feed pressures and recovery values are reported, with a par-
ticular focus on the impact of the electric energy consumption on the
total cost. Conversely, in the second part (Section 4.2) the overall
treatment chain is analysed from the energetic and economic point of
view, through the estimation of the costs relevant to each unit in the
system (NF, crystallizer and MED) and the calculation of the Levelized
Brine Cost (LBC).

4.1. Influence of the operating conditions of the nanofiltration unit

In the following, the NF unit performances are investigated to
identify the most suitable operating conditions to be adopted for the
treatment of the brine produced by IEX resins. The typical recovery of a
NF unit used in desalination plants or in the removal of pollutants from
water is very high (~80%), since in those cases the useful product is the
permeate [58–60]. In this case, both permeate and retentate (after the
crystallization steps) are fed to the MED unit, thus it may be interesting
to investigate also NF units at a lower recovery. The role of feed pres-
sure and recovery is investigated with respect to the performance of the
whole NF plant. For a system with a fixed recovery (25%), the impact of
the feed pressure on the ion rejection and on the overall cost of the
plant is detected and the results are reported in Fig. 6. In this case, three
pressures are considered, i.e. 20, 30 and 40 bar. Notably, it is not
possible to consider lower pressures, since the high concentrations of
the brine lead to a very high osmotic pressure. At the same time, higher

pressures are not investigated since the maximum operating pressure in
a NF system is generally around 40 bar. Fig. 6a depicts the trends of the
rejection of the ions vs. the feed pressure, with a fixed recovery of 25%
and with the feed flow rate and concentration values reported in
Table 3. Notably, the higher the feed pressure, the higher the rejection
of every ion. This is expected, because a higher feed pressure leads to a
higher water flux through the membrane, when the pore radius and the
membrane thickness are fixed. However, the most significant increase
of the rejection is reported for Na+ and Cl−, while the Ca2+ rejection
growth is less than 10% and the change in Mg2+ and SO42− rejection is
almost negligible. Fig. 6b reports the terms of cost of the NF plant at
different Pfeed, estimated according to the equations reported in Section
2.1.2. Firstly, the capital costs (annualized via linear depreciation)
slightly decrease as the feed pressure increases, because the water flux
through the membrane grows and the number of vessels in parallel
required for the fixed recovery is lower. At the same time, the cost
relevant to the energy supply system (Celectro) increases with the feed
pressure and this effect becomes predominant at higher pressures,
leading to a slight increase of the total capital costs. Conversely, all
operating costs, especially the energy consumption, rise. Since the latter
effect is prominent, the total annualized cost of the NF unit increases
with the feed pressure.

Moreover, the effect of different recovery ratios is studied ranging
from 25% up to 65% (i.e. 25%, 50% and 65%). The range is limited up
to a maximum recovery of 65% because, with a single stage, higher
recoveries would require operating pressures higher than 40 bar. Fig. 7
shows the trends of the rejection of the ions vs. the recovery at a feed
pressure equal to 40 bar and with the values of feed flow rate and
concentrations reported in Table 3. The rejection decreases as the re-
covery rises, for all ions apart from Na+, whose rejection is almost
constant. The rejection trends are explicable considering that, at higher
recovery, the required number of vessels in parallel is higher and each
vessel is crossed by a lower feed flow rate. This leads to a growing
concentration polarization, which causes a higher driving force for the
ion fluxes through the membrane and a lower rejection.

4.2. Treatment chain

4.2.1. Economic analysis and assessment of the energy demand varying the
NF recovery

The following section reports the results of the economic analysis of
the whole chain and the assessment of the energy requirements, col-
lected at three different NF recovery values. As shown in Fig. 6b, for the
present case, the most convenient condition for the NF plant is at the
lowest feed pressure. For this reason, the comparison is carried out at
different NF feed pressures, i.e. 20 bar for a recovery of 25%, 30 bar for
50% and 40 bar for 65%.

The variation of the recovery has several consequences on the chain
performances, which are analysed from the economic and energetic
point of view in Fig. 8 and Fig. 10. Regarding the NF plant, its size (i.e.
the number of required vessels) increases with the recovery and the ion
rejection decreases (as shown in Fig. 7). The first effect leads to a
growth of the total capital costs relevant to the NF unit, while the op-
erating costs increase because the systems work at higher feed pressure,
as shown in Fig. 8. Moreover, for the definition itself of recovery, its rise
corresponds to a reduction of the NF retentate flow rate, which is fed to
the crystallizer. This causes the reduction of the crystallizer volume
and, consequently, the drop of both capital and operating costs.

Table 4
Employed NF membrane parameters.
rpore
[nm]

δm
[μm]

εpore
[–]

Xd
[mol/m3]

0.45 3 56.5 40
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However, these variations are relatively small (compared to other costs)
and are not very evident in the cost overview reported in Fig. 8. At the
same time, the diminution of the bivalent ion rejection with the re-
covery has various effects. Since the concentration of bivalent ions in
the NF retentate decreases, the required NaOH solution flow rate de-
creases, but the produced flow rates of Mg(OH)2 and Ca(OH)2 are
lower. From the economic point of view, in the crystallizer, we found a
simultaneous decrease of the expenses due to the reactant used in the
crystallizer and of the revenues due to the minerals’ production, with
the rise of the recovery. It has to be said that the cost of the NaOH
solution constitutes an operating cost in the crystallization stage;
however, it is separated in Fig. 8 on purpose in order to highlight its
weight in the treatment chain. Furthermore, the MED feed is sig-
nificantly affected by the NF recovery, since it is given by the NF
permeate mixed with the effluent from the crystallizer. The flow rate
fed to the MED slightly decreases with the recovery, because of the
different NaOH-water solution flow rate. The NaCl concentration of the
MED feed depends on the NaOH solution concentration and, assuming a
fixed NaOH concentration equal to 1M, the MED feed concentration
decreases at higher recovery values, because of the higher permeate
flow rates. At the same time, the higher permeate flow rate causes the
growth of the concentration of bivalent ions in the MED feed, and
consequently in the MED brine. This is because the concentration of
bivalent ions in the NF permeate is higher than in the crystallizer ef-
fluent and the rejection worsens when recovery increases. However,
these concentrations are very low in all cases and for the chain with a
recovery of 25%, the concentrations of Mg2+ and Ca2+ in the re-
circulated brine are around 1.5 mol/m3 and 18mol/m3, which are less
than 10% of their concentration in the initial resins effluent.

In terms of costs, the decrease of the feed flow rate and NaCl con-
centration with the recovery growth causes a slight reduction of both
capital and operating costs relevant to the MED plant.

Concerning the global costs, Fig. 8 clearly shows that both the ex-
penses and the revenues decrease with the increase of the recovery. It
has also to be underlined that the costs relevant (i) to the reactant
employed in the crystallizer and (ii) to the MED unit (mostly thermal
energy cost) play the most prominent role among the expenses. Re-
garding the capital costs, the MED covers the highest percentage, while
the capital costs of the NF unit and the crystallizers, which include also
the filter cost, represent a very small fraction of the total (the cost of the
crystallizer is almost negligible). Turning to the revenues, these are

found to play a crucial role for the feasibility of the system, especially
the ones due to the minerals production. Notably, although the price of
the Mg(OH)2 is much higher than that of Ca(OH)2, the net difference in
their concentration in the effluent makes their revenues comparable
and their sum is similar to or even higher (at low recovery) than the
total cost of the NaOH solution. Also the revenue coming from the
water production in the MED is significant, although it is much lower
than the other two terms, as expected. Overall, the total cost is given by
the difference between the annualized expenses (column on the left for
each recovery value) and the annualized revenues (column on the right
for each recovery value). The total annualized cost is almost constant

Table 5
Costs of the reactants, utilities and products used for the economic analysis.
CostNaOH
[$/ton]

PriceMg(OH)2
[$/ton]

PriceCa(OH)2
[$/ton]

Pricewater
[$/m3]

Costtherm.energy
[$/kWhth]

Costel.energy
[$/kWhel]

350 1200 300 1 0.01 0.06

Fig. 6. Rejection of the ions (a) and analysis of the cost terms of the nanofiltration plant (b) at different Pfeed [bar]. (Recovery= 25%; Mfeed and Cbulk values reported
in Table 3 and membrane properties reported in Table 4).

Fig. 7. Rejection of the ions at different recovery ratios. (Pfeed= 40 bar; Mfeed
and Cbulk values reported in Table 3 and membrane properties reported in
Table 4).

Fig. 8. Annualized costs [$/y] relevant to each unit in the treatment chain for
three NF recovery values.
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across the three cases. This is mostly due to the fact that, in all sce-
narios, the dominant terms are the cost of the NaOH solution and the
revenues given by the minerals’ production. These terms are almost
balanced and this leads to a relatively stable total cost.

On the one hand, this analysis highlights the role of nanofiltration
membranes, whose rejection to the different ions has a crucial role for
the revenue estimation. Therefore, from the practical point of view, the
membrane selection plays a fundamental role for the definition of the
performances of the whole treatment system. On the other hand, it is
worth noting the critical weight of the cost of the alkaline solution.
Even if, in the presented cases, the revenues counterbalance the ex-
penditure for the reactant, less expensive alternatives may be con-
sidered to further reduce the total costs. However, it has to be said that
the NaOH solution is particularly advantageous because it ensures the
production of pure hydroxide crystals and, importantly, it does not add
other chemicals to the solution than Na+, whose excess can be neu-
tralized with HCl producing NaCl.

Moreover, in order to assess the feasibility of the treatment chain,
another aspect to be considered is the productivity of the system, i.e.
the concentrate solution (Mbrine,MED) produced by the MED, which is
the main product of the chain (Fig. 9a). Also in this case, the recovery
plays a role because the concentration of NaCl in the solution fed to the
MED changes. In particular, the MED inlet concentration decreases with
the recovery, while the outlet concentration of the MED brine is fixed
and equal to 90,000 ppm in all cases. Therefore, according to the global
mass balance in the MED unit, the produced concentrate flow rate re-
sults lower at a higher recovery. The combination of these terms leads
to the definition of the Levelized Brine Cost (LBC), reported in Fig. 9b.
Notably, the decrease of the produced Mbrine,MED determines an in-
creasing trend of the LBC with the recovery. However, the increase is
relatively moderate and the maximum value, at the maximum recovery,
is around 5.4 $/m3, while the minimum LBC (at a recovery of 25%) is
equal to 4.9 $/m3. This makes the technology very competitive with the
state of the art, since currently, a fresh solution of NaCl is provided for
each regeneration cycle at a cost of 8 $/m3 [32]. Thus, the proposed
treatment chain reduces the consumption of raw materials (i.e. NaCl
and pure water) and the disposal of brines into the environment, and is
also more convenient than the current system from the economic point
of view.

In relation to the energy demand, Fig. 10a reports the electricity
requirement of each unit, while Fig. 10b shows the total electric and
thermal demands. Notably, thermal consumption is driven by the MED
unit only. The electric energy required by nanofiltration is given by the
pumping energy and a general consumption for the membrane system.
This last term depends on the feed flow rate, so it is constant in the
three cases, while the pumping energy depends on the feed pressure,
thus it rises with the recovery. The electric energy required to pump the

feed in the crystallizer decreases when the recovery increases, however
this term is very low, because of the low pressure required at the
crystallizer inlet (mostly depending on the pressure drops in the noz-
zles). The electric energy demand of the filtration system is also cal-
culated, starting from the energy consumption data given by the sup-
plier for a certain filter size and scaling this value with the flow rate. In
particular, the energy requirement of the filtration system slightly de-
creases with the NF recovery. Finally, both thermic and electric energy
demand of the MED unit show a decreasing trend, since the produced
distillate flow rate decreases at higher value of the NF recovery.
Overall, the total electric energy requirement increases with the re-
covery, because of the increase of the pumping energy in the NF unit
(Fig. 10b). Conversely, the thermal energy consumption decreases with
the NF recovery, since the only contribution is given by the MED unit.

Overall, our analysis shows that the chain including the NF plant
with the lowest recovery (25%) is the best performing from an eco-
nomic point of view, since it corresponds to the lowest LBC and it al-
lows for reducing the amount of bivalent ions in the recirculated re-
generant solution. Regarding the energy requirements, this system
presents the lowest electricity demand but the highest thermal demand.
However, since the real case study provides the presence of low-grade
waste heat at a low cost, a higher heat demand can be met within the
feasibility range of LBC.

In Fig. 11 the operating costs are compared for one case (recovery
equal to 25%), in order to evaluate the role of the energy costs. Since
Fig. 8 showed that the expense due to the reactant in the crystallizer
and the revenues coming from Mg(OH)2 and Ca(OH)2 production are
almost balanced, these terms were excluded. It is worth noting that the
main term of cost corresponds to the thermal energy required by the
MED unit, which covers more than 30% of the total. This is due to the
fact that the thermal energy requirement is much higher (around 60
kWh/m3

dist,chain) than the electric energy requirement of NF (around 1
kWh/m3dist,chain, which corresponds to around 3 kWh/m3permeate,NF) and
MED (1.5 kWh/m3

dist,chain).
This analysis shows that the specific cost of the thermal energy may

have a crucial impact on the total cost and the utilization of waste heat
allows for reducing significantly the LBC.

4.2.2. Sensitivity analyses
4.2.2.1. Sensitivity analysis on the estimation of CAPEX and operating
costs. The estimation of the capital costs is performed via literature
correlation or using data provided by technology suppliers. However,
the degree of uncertainty in these estimations may be relatively
significant. For this reason, a sensitivity analysis on the capital costs
is performed, introducing a variation of 50% in the total capex and
evaluating the corresponding LBC variation. The results are reported in
Fig. 12, where the error bars correspond to the maximum and the

Fig. 9. Produced brine flow rate (in the MED) [m3/h] vs. the NF recovery (a) and Levelized Brine Cost [$/m3] vs. the NF recovery (b). In chart (b), the red dashed line
corresponds to the current cost of the fresh regenerant solution.
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minimum calculated LBC. It is remarkable that the LBC variation is
around 30%, even for a variation of the total capital cost of 50%. The
trend of the LBC with the NF recovery remains the same and the
maximum calculated LBC is still lower than 8 $/m3.

Moreover, it is interesting to evaluate the impact of the variation of
the price of the materials on the overall costs, in order to identify the
key components of the system. This analysis is performed for the sce-
nario with a recovery of 25% and the results are shown in Fig. 13. In
this figure the effect of NaOH cost and of Mg(OH)2, Ca(OH)2 and water
selling prices is reported. The red line indicates a LBC variation leading
to a LBC equal to the current cost of the regenerant solution. It is evi-
dent that the cost of NaOH is the prominent term in the definition of the
LBC: a NaOH cost increase of 50% corresponds to a LBC increase of
around 180%. This strong dependency is somehow expected on the
basis of the data shown in Fig. 8. Moreover, the effect of the variation of
Mg(OH)2 and Ca(OH)2 selling price is comparable, although the specific
prices are very different (the price of Ca(OH)2 is varied from 150 to 450
$/ton, while the price of Mg(OH)2 from 600 to 1800 $/ton): this is due
to the fact that they have very different concentrations in the NF re-
tentate. Finally, the impact of the water selling price is much lower
compared to the other terms and its variation of 50% gives a variation
of the LBC of around 25%.

4.2.2.2. Sensitivity analysis on the feed flow rate Mfeed. The sensitivity
analysis on the feed flow rate aims at investigating how much
economies of scale may affect the overall cost of the treatment chain
and the relevant LBC. In all data shown so far, the feed flow rate is
equal to 130m3/h, in line with the brine volumes produced by the

regeneration of the IEX resins in a real water softening plant. However,
the flow rates of waste effluents may be lower. It is well known that the
specific cost of a generic plant increases when its size decreases because
of economies of scale. For this reason, it is important to recognize a
range of feed flow rates in which the treatment chain is still more
economically advantageous than supplying the fresh regenerant
solution. Fig. 14 shows the LBC as a function of Mfeed for the case of

Fig. 10. Electric power consumption of the treatment chain for the three NF recovery values (a) and overall thermal (due to MED only) and electric power
consumption vs the recovery (b).

Fig. 11. Main operating costs of the treatment chain, excluding the cost of the NaOH solution.

Fig. 12. Sensitivity of the Levelized Brine Cost [$/m3] on the capital costs es-
timation. Bars are related to a± 50% of total CAPEX.
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a recovery of 25%. The LBC relevant to the whole treatment chain
decreases as Mfeed increases, in agreement with economy of scale, and it
shows very high values at very low Mfeed, a sharp decrease until a flow
rate of around 40m3/h and a flatter trend at the largest Mfeed. It is
remarkable that all industrial cases with a Mfeed higher than 50m3/h
would exhibit LBC values lower than the current value of the regenerant
solution (i.e. 8 $/m3), thus the proposed treatment chain results very
competitive with the state of the art even in a wide range of operating
conditions.

5. Conclusions

Within the wide framework of the water-energy nexus, this work
presents an ‘energy for water’ system in which a treatment chain is
devised for the industrial wastewater produced by the regeneration of
ion exchange resins in a water softening plant. A comprehensive
techno-economic assessment of the treatment chain, given by the
combination of membrane and thermal desalination processes, and an
evaluation of the energy requirements are presented for the first time.
The chain aims at recovering the minerals in the form of hydroxides,

and at producing the NaCl-water solution re-usable as a reactant in the
following regeneration cycle. The treatment chain includes nanofiltra-
tion, double-stage crystallization for the production of Mg(OH)2 and Ca
(OH)2 and multi-effect distillation. A techno-economic model was set
up for each unit and these models were interconnected via mass bal-
ances to simulate the integrated system. A global economic parameter,
called Levelized Brine Cost (LBC) is used to assess the economic feasi-
bility. Among the energy requirements of the system, the thermal en-
ergy required by the multi-effect distillation is the most relevant term
(around 60 kWhth/m3

dist), while the electric demand of the other units
are between 1 and 3 kWhel/m3

dist.
Regarding the economic analysis, the multi-effect distillation covers

the highest fraction of the capital costs, nevertheless the operating
costs, and in particular the cost of the alkaline solution employed in the
crystallizers, play the most important role. Notably, the revenues
coming from the hydroxides production are almost able to counter-
balance the expense due to the NaOH solution, especially at low na-
nofiltration recovery. Moreover, the analysis of the other operating cost
terms, with the exclusion of the alkaline solution cost, showed that the
total energy demand of the multi-effect distillation unit covers almost
40% of the OPEX. Therefore, the energy cost, and in particular the
thermal energy cost, may be of crucial importance and the availability
of waste heat at low cost allows a net reduction of the total cost of the
treatment chain.

When the nanofiltration recovery increases, on the one hand, the
membrane rejection worsens and since both revenues and expenditure
decrease, the trend of the annualized total cost showed only a slight
variation. On the other hand, the flow rate of the produced brine de-
creases: the combination of the variations of total cost and brine pro-
duction leads to an increasing trend of the Levelized Brine Cost.
However, for all scenarios investigated, the Levelized Brine Cost was
found much lower than the current cost of the regenerant solution, thus
proving the economic feasibility of the proposed treatment chain. The
most feasible configuration presented a Levelized Brine Cost of 4.9
$/m3 with a nanofiltration recovery of 25%.

Finally, varying the feed flow rate Mfeed, we found that, although
economies of scale are responsible for higher Levelized Brine Cost at
low flow rates, the proposed treatment solution remains economically
advantageous for all processes with Mfeed higher than 50m3/h, which
are typical sizes of industrial wastewater treatment plants.

Overall, this study presents an innovative system for the treatment
and recycling of industrial wastewater, which was developed and
parameterized for a practical application: the treatment of the spent
regenerant solution of ion exchange resins employed for water soft-
ening. The analysis of the costs and energy demands of the single units
in the treatment chain allows for identifying the most expensive (in
terms of investment cost as well as operating cost) and the most energy-
intensive units. The presented results give comprehensive indications
concerning the economic feasibility of the investigated system and
clearly indicate which aspects may be improved in the future.
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Appendix A

A.1. Low-scale: Membrane model, discretization along the thickness (y axis)

The mechanisms within the membranes are described via the Donnan Steric Pore Model with Dielectric Exclusion (DSPM-DE). The DSPME-DE
model derives from the resolution of the extended Nernst-Plank equation along the thickness of the membrane: it takes into account the three

Fig. 13. Sensitivity analysis on the cost of the reactant NaOH and on the selling
price of Mg(OH)2, Ca(OH)2 and water for the case of recovery equal to 25%.

Fig. 14. Variation of the Levelized Brine Cost [$/m3] with Mfeed.
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different mechanisms of ion transport, i.e. convection, diffusion and electro-migration (Eq. (1) in Table A1). Along the y axis, which corresponds to
the thickness of the membrane, the membrane is discretized in a certain number of elements, taken equal to 50 in the present work on the basis of a
preliminary sensitivity analysis (as shown in paragraph A.4). The index employed for the elements along the y axis is ‘j’, while the index ‘i’ represents
the different ionic species, as typically used in literature.

The main equations are reported in Table A1, where Cmi,j, Cbmi , Cbi and Cpi represent the concentration of the species i in the j-th interval within the
membrane, at the bulk-membrane interface just before entering in the pore, in the bulk solution and in the permeate, respectively. Ji and Jv are the
overall flux of the species i and the solvent (water) convective flux across the membrane, respectively. In addition, ψ represents the electric potential
across the membrane, ξ the electric potential gradient at the bulk-membrane interface, outside the electric double layer, and ΔψD,bm and ΔψD,pm
represent the Donnan potential difference at the bulk-membrane interface and at the permeate-membrane interface, respectively. Ki,c and ki,d are the
hindered convective and diffusive mass transfer coefficients of the ions within the pore, depending on λi, i.e. the ratio between the solute radius (ri)
and the pore radius (rpore), defined in Eqs. (2) and (3). Di,p (Eq. (4)) is the diffusivity of the species i within the pore, which is corrected with respect
to the diffusivity in the bulk via ki,d. Solving the system of equations reported in Table A1 provides the ion partitioning at the two membrane
interfaces (Eq. (5) for the bulk-membrane interface and Eq. (6) for the permeate-membrane interface), which is determined by the Donnan equi-
librium, the steric effect (evaluated via the coefficientФi, calculated via Eq. (11)) and the dielectric exclusion (estimated through the coefficientФB,i,
i.e. the Born solvation contribution for partitioning, see Eqs. (9) and (10)). This last effect was widely investigated in literature, since it has a
prominent role in the definition of the ion rejection [51,61]. In the interface equilibrium, the concentrations are multiplied by the activity coefficient
γ, to take into account the non-ideality of the solutions, estimated via the Davies equations (see Eqs. (7) and (8)). Other conditions which have to be
fulfilled are the electro-neutrality on the bulk, on the permeate side and inside the membrane, where a fixed charge density Xd is present (Eqs.
(12)–(14) respectively). Moreover, the mass transfer resistance on the bulk side is taken into account to calculate the concentration of the ions on the
bulk-membrane interface (just before entering into the pore). Therefore, the balance in Eq. (15) represents the solute flux from the bulk to the
membrane and it is used to estimate the role of the concentration polarization. The mass transfer coefficient in the bulk, kbulkc,i depends on the flow
regime and is estimated via the correlation developed for spiral wound membranes [62], reported in Eq. (17). According to Eq. (16), k′bulkc,i is obtained
multiplying the mass transfer coefficient kbulkc,i by a factor depending on the permeation flux through the membrane [63]. The concentration po-
larization effect is neglected on the permeate side. The solvent flux Jv through the membrane, defined in Eq. (18), is estimated via Hagen-Poiseuille
relation. It depends on the membrane geometric parameters and on the net driving pressure, ΔP, which is given by the pressure difference between
bulk and permeate channel minus the osmotic pressure ΔΠ, given by Eq. (19). Finally, ηmix is the mixing efficiency of the net of the spacer [62], hf is

Table A1
Equations of the implemented DSPM-DE model.
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the height of the feed channel, Lmix is the mixing length of the spacer, Pe and Sc are the Peclet and the Schmidt adimensional numbers respectively,
defined in Eqs. (20) and (21), and uf, ρf and ηf are the feed solution velocity, density and viscosity respectively.

The system of equations composing the DSPM-DE model is linearized according to [36] and solved in Python via the LAPACK routine_gesv. The
problem is then solved via iterations, updating the coefficients of the linearized equations and solving the linear system, until the residuals relevant
to the imposed conditions are low enough (< 1 0−4).

A.2. Middle-scale: Element model, discretization along the length (x axis)

At the middle scale, the low scale model is integrated for the resolution of a whole NF element. In the present middle-scale model, an iterative
calculation is set up, where the average values of the concentration, flow rates and pressure are firstly guessed in each discretization interval (x-th
interval) for the calculation of the osmotic pressure and the bulk mass transfer coefficient, thus the low-scale model is applied to calculate the ions
rejection and the water flux. Finally, the outlet concentrations and flow rates for each discretization interval are calculated via mass balances, as
reported in Table A2. The pressure losses along the element are defined according to [37].

In Table A2, Mp and Cpi are the mass flow rate and the concentrations in the permeate channel, Mret and Creti are the flow rate and the con-
centrations in the retentate channel, which are equal to the feed flow rate and the concentration of the feed in the next interval (Mb and Cbi ).
Amembr,elem and ndiscr,L are the total membrane area of a NF element and the number of discretization intervals along the main feed flow direction.
Regarding the pressure losses definition, f is the friction factor, l is the length of the discretization interval and DH is the hydraulic diameter relevant
to the feed channel, employed also in the calculation of the Reynolds number Re, defined in Eq. (30).

A.3. High-scale: Plant model, vessels arrangement

The high scale model is devoted to calculating the total number of vessels required for the achievement of a certain recovery. In the model, an
iterative calculation is performed to estimate the total membrane area required to achieve a certain recovery rate. Firstly, a guess number of vessels
in parallel (i.e. a guess total membrane area) is given through the ratio between the required permeate flow rate and a guessed average water flow
rate through the membrane (Jv). On the basis of the number of vessels in parallel, the feed flow rate for each vessel is calculated and the series of
elements within the single vessel is solved. Then, the average solvent flux in the vessel is recalculated in relation to the net driving pressure along the
elements, and the total recovery rate is calculated. At this point, the number of pressure vessels in parallel is updated assuming a linear correlation
between the number of vessels and the recovery and another iteration starts. The iterative calculation stops as soon as the overall recovery ratio is
higher than or equal to the required one. This last iterative procedure is of crucial importance, since the solvent flux through the membrane changes
significantly within one element and along the vessel. As a matter of fact, assuming an average flux equal to the one at the first element entrance may
lead to a strong underestimation of the required number of vessels, which would have important economic consequences.

A.4. Membrane-scale model validation and sensitivity analysis

As mentioned in paragraph A.1, the membrane thickness has been discretized in 50 elements. The discretization has been selected as the result of
a sensitivity analysis, where the number of steps was varied from 10 to 100. Fig. A1 shows the trends of the concentration of Ca2+ and Mg2+
throughout the membrane thickness at different numbers of discretization steps. Notably, the trends are overlapped for N higher than or equal to 50.
Therefore, it is possible to conclude that a 50-steps discretization is able to predict accurately the behaviour of the NF membrane.

Finally, the implemented DSPM-DE model was validated via the comparison with some experimental results reported in literature for two
different salt solutions in presence of NF270 membranes [51]. For this case, we adopted the same membrane parameters reported in the reference
work. As shown in Fig. A2, there is a very good agreement between the experimental and the model results for both cases.

Table A2
Equations to model a nanofiltration element.
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a b s t r a c t

To reduce the environmental impact of the industrial sectors, circular strategies should be implemented
to purify the effluents and recover raw materials. In this context, a novel integrated methodological
approach is proposed to identify the most suitable strategy to improve the sustainability of the water
softening industry via the treatment and recycling of the produced wastewater. Different concentration
technologies and energy supply systems are compared to find economically feasible and environmentally
friendly treatment systems. The investigated chains present the same pre-treatment step (nanofiltration
and crystallization) and different concentration technologies: Multi-Effect Distillation (MED), Membrane
Distillation (MD) and the coupling of Reverse Osmosis and Membrane Distillation (RO-MD). In the case of
electricity supplied by the grid, the MED and the RO-MD chain are economically competitive with the
state of the art (Levelized Brine Cost (LBC) between 4 and 6$/m3, lower than the regenerant solution cost,
equal to 8$/m3). Moreover, the specific CO2 emissions due to the energy required by the treatment
processes (10.8 kgCO2/m3

regenerant for the MED chain and 16.7kgCO2/m3
regenerant for the RO-MD chain) are

lower than those produced by the current system (19.7kgCO2/m3
regenerant). Varying the feed flow rate, the

MED-chain is more feasible at larger plant sizes for its lower energy demand, while the chain including
RO-MD shows lower costs at smaller plant sizes for its lower investment costs. When a photovoltaic-
battery system is coupled, both the MED-chain and RO-MD-chain show a CO2 emission reduction of
more than 75% with respect to the state of the art. Furthermore, their LBC values are very competitive,
especially if the plant is located in a region with high solar potential.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Sustainable development (SD) is considered the only feasible
answer to the simultaneous growth of energy and water demand
and the increase in environmental pollution. According to the
definition given by the Brundtland commission in 1987, SD is able
to “meet the needs of the present without compromising the ability of
future generations to meet their own needs” (World Commission on
Environment and Development, 1987). SD is typically presented
as a three-dimensional concept, which accounts for environmental,
social and economic aspects. Therefore, different criteria may be
employed to assess the sustainability of a process, such as CO2

emissions, water and energy requirements, costs, labour conditions
and economic growth (Janeiro and Patel, 2015). One of the most
acknowledged ways to achieve the SD consists in the application of
the circular economy (CE) concept (Geissdoerfer et al., 2017). The
concept was originally introduced by Boulding in 1966 and sug-
gests that economy should be a circular system to ensure the sus-
tainability of human life on Earth (Boulding and Jarrett, 1966).
According to the definition given by the Ellen MacArthur Founda-
tion, CE is “an industrial economy that is restorative and regenerative
by intention and design” (Ellen MacArthur Foundation, 2013). The
main objective of CE is the promotion of a more appropriate and
environmentally friendly management of resources, to achieve a
cleaner industrial production (Ghisellini et al., 2016). To this aim,
new business models (Gusmerotti et al., 2019) and, eventually, a
redesign of the industrial processes (Zhijun and Nailing, 2007) are
required to decouple the economic growth and the consumption of
resources (Su#arez-Eiroa et al., 2019). Different methodologies and
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indicators are used to assess the CE performances: most methods
concern Life Cycle Assessment analyses and process design to
enable the circularity (Sassanelli et al., 2019). The indicators, which
were proposed in 2018 by the European Commission within a CE
monitoring framework, mostly concern circularity degree, waste
generation and production of secondary raw materials (Eurostat,
2018). These can be categorized according to the levels of applica-
tion:micro (single processes or consumers),meso (industrial parks)
and macro (cities, regions or nations) (Saidani et al., 2019).

Several works in literature focused on the implementation of CE
at the micro-level, investigating new strategies to treat the indus-
trial effluents and to produce (i) sellable raw materials and/or (ii)
material streams to be reused in the industrial process. Significant
attention has been devoted to the food industry (Mirabella et al.,
2014). Depending on the specific food, different types of waste
are produced and consequently different substances may be
extracted (Cardinali et al., 2012; Abdelkader et al., 2019). The sugar
industry produces a significant amount of waste and the investi-
gated waste valorisation strategies mostly regard the utilization of
sugarcane biomass for energy (Gopinath et al., 2018) and biofuels
production (Cardona et al., 2010). Also in textile industry, the pro-
duction of wastewater streams represents a severe issue, because of
the high content of colour, organic compounds and salt in the
discharged dyeing solution (Holkar et al., 2016). Different strategies
have been developed to treat and recycle the effluent as fresh
dyeing solution: these include combinations of membrane pro-
cesses, as ultrafiltration and nanofiltration (Nadeem et al., 2019),
advanced oxidation processes (Bili#nska et al., 2017) and biological
treatments (Sarayu and Sandhya, 2012). Finally, other industrial
sectors are characterized by high water consumption and, conse-
quently, by the production of significant volumes of wastewaters,
such as paper, laundering and coal mine industry. To achieve a
sustainable production, the wastewater may be treated to reduce
the organics content (Man et al., 2017) and to recover valuable
materials, as water and detergent in the laundering industry
(Giagnorio et al., 2017) and salts (Turek et al., 2008) as well as rare
earth elements in the coal mine industry (Lopez et al., 2019).

Another industrial process producing significant volumes of
wastewater is the water softening industry. Water softening is a
purification process aimed at removing the hardness from water,
via the employment of Ion Exchange resins (IEX). Periodically, the
resins are regenerated supplying a NaCl-water solution and the
regeneration produces a wastewater stream, containing sodium,
chloride and bivalent ions (magnesium, calcium and sulphate ions).
Currently, this effluent is disposed into the environment, since
there are no organic pollutants or harmful components. However,

the frequent release of concentrated brine from Na-charged soft-
eners is becoming a crucial concern as it is detrimental to agricul-
ture and downstreamwater quality (Li et al., 2016). A few works in
the literature focused on the design of alternative ion exchange
resins (Li et al., 2016; Birnhack et al., 2019) or alternative thermal
(Chandrasekara and Pashley, 2015) and electrochemical regenera-
tion processes (Chen et al., 2016) to avoid the release of a high
amount of Naþ. However, in most cases, the technical investigation
is not coupled with an economic and environmental analysis of the
proposed systems.

This work proposes and demonstrates a novel methodological
approach for the identification of the most suitable treatment
chains to achieve a cleaner production in the industrial water
softening. This approach is based on the integration of technical,
economic and environmental analyses. The proposed treatment
chains are devised to reduce the demand of raw materials in the
industrial process and to limit the environmental pollution due to
the effluent disposal. In fact, in the proposed configurations, the
Na-rich effluent is not disposed into the environment, as it is
treated and then recycled to the industrial process. The chains
present a pre-treatment and a concentration step, as shown in
Fig. 1. The pre-treatment processes (nanofiltration (NF) and crys-
tallization) aim at separating the bivalent ions, while in the con-
centration steps the remaining NaCl-water solution is concentrated
up to the concentration of the fresh regenerant solution to be
recycled. Three alternative concentration technologies are consid-
ered: (i) multi-effect distillation (MED), (ii) membrane distillation
(MD) and (iii) reverse osmosis (RO) coupled with membrane
distillation (RO-MD).

Firstly, the chains with different concentration technologies are
compared, by assessing the economic feasibility, the energy re-
quirements and the environmental impact due to the CO2 emis-
sions. Secondly, the impact of different drivers on the selected
technologies is investigated, with a focus on the self-generation of
electricity via a Photovoltaic (PV)-battery system and on the solar
radiation conditions of the region selected for the plant location.

Overall, for the first time, this work aims at establishing a
methodological approach that allows for identifying the most
economically feasible and environmentally friendly strategy to
move towards a CE approach in the water softening industry,
comparing different concentration technologies and energy supply
systems.

2. Methodological approach

The methodological approach followed in this work is sketched

Nomenclature

C Concentration
Cbattery Capacity of the battery [h]
CAPEX Capital Expenditure [$/y]
CE Circular Economy
CostEl Electricity cost [$/kWh]
CostHeat Thermal energy cost [$/kWh]
Cryst Crystallizer
DCMD Direct Contact Membrane Distillation
fCO2,emission CO2 emission factor [kgCO2/kWh]
IEX Ion Exchange resins
LBC Levelized Brine Cost
LBCCAP Capital Levelized Brine Cost
LBCOP Operating Levelized Brine Cost

LCOE Levelized Cost of Electricity
MD Membrane distillation
MED Multi-effect distillation
NF Nanofiltration
OPEX Operating Expenditure [$/y]
P Power [kW]
PV Photovoltaic
Q Flow rate [m3/h]
RCE Remote Component Environment
RO Reverse osmosis
SD Sustainable Development

Subscripts
Prim primary energy
PV,inst installed PV power
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in the block diagram of Fig. 2. This novel multi-step approach
provides various levels of investigation. Firstly, techno-economic
models are developed and implemented for each process on the
basis of literature equations, experimental data and data given by
the vendors. Secondly, the most significant technical and economic
inputs and outputs of the models are defined and, accordingly, the
models are interconnected. Different systems can be devised
depending on how the models are interconnected and, corre-
spondingly, different treatment chains can be simulated. Finally, for
a given set of operating conditions and input data, the performance
of each chain is estimated via the definition of global outputs, ac-
counting for technical, economic and environmental aspects.

2.1. Development of technical and economic models

In the following, a short description of the techno-economic
models is reported. The models of NF and MED were described in
previous works (Micari et al. 2019a, 2019b) and RO and MDmodels
are presented in the Supplementary Materials.

2.1.1. Nanofiltration
Nanofiltration is a pressure-driven membrane process that is

suitable to remove bivalent and multivalent ions thanks to the high
membrane rejection.

A multi-scale model including three different scales was
implemented. The low-hierarchy model assesses the membrane
behaviour and is based on the Donnan Steric Pore Model with
Dielectric Exclusion (Geraldes and Brites Alves, 2008). The model
solves the extended Nernst-Planck equationwithin the thickness of
the membrane and takes into account the boundary conditions
given by the exclusion mechanisms (Labban et al., 2017). The main
results of the low-hierarchy model are the ionic rejections and the
water flux. These are some of the inputs of the medium-hierarchy
model, which describes the NF unit along the feed main flow di-
rection. Thus, mass balances are applied to define the concentration
and flow-rate of permeate and feed for each discretization step
(Roy et al., 2015). Finally, the high-hierarchy model estimates the
required size of the NF plant, given by NF units arranged in series
and in parallel, to achieve a certain total recovery (ratio between
permeate and feed flow-rates). Regarding the energy demand, the

Fig. 1. Scheme of the treatment chains for the presented case study. The industrial process is represented by the box framed in yellow (solid line), the pre-treatment steps by the
ones in blue (dashed line) and the concentration step alternatives in red (dash-dotted line). The box on the left (black dotted line) represents the current industrial process. (For
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 2. Block diagram showing the methodological approach followed in this work.
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NF process requires electricity to pump the feed up to the defined
pressure. The economic model follows the Verberne cost model
(Van der Bruggen et al., 2001).

2.1.2. Crystallization
Two crystallization units are included in the chains to produce

Mg(OH)2 and Ca(OH)2, using a NaOH-water solution as alkaline
reactant. Each crystallizer is followed by a filter, where the crystals
are obtained from the magma produced in the crystallizer. For this
process, a simplified model was implemented, based on mass bal-
ances under the assumption of a 100% conversion of the dissolved
Mg2þ and Ca2þ into Mg(OH)2 and Ca(OH)2 respectively (Cipollina
et al., 2014). Concerning the energy demand, two terms are esti-
mated: (i) the pumping energy to pump the solutions to the crys-
tallizers and (ii) the electric energy required by the filters. Finally,
regarding the economic model, the Module Costing Technique is
applied for the estimation of the capital costs, with suitable pa-
rameters for crystallizers and filters found in literature (Turton
et al., 2012). The operating costs are due to the reactant and the
energy supply, while the revenues are given by the minerals, which
are supposed to be sold at the current market price.

2.1.3. Multi-effect distillation
The MED process has been widely investigated in literature,

mostly for seawater desalination purposes (El-Dessouky and
Ettouney, 1999; Kamali et al., 2008). The MED plant modelled for
this work presents a forward-feed arrangement, since this is more
suitable to the high temperatures and concentrations expected in
the investigated cases (Ortega-Delgado et al., 2017). The plant is
composed of a certain number of stages in series, each one pre-
senting a heat exchanger, where the feed partially evaporates, and a
preheater, where the feed is heated up before entering inside the
stage. The model includes an iterative procedure, which runs until
three conditions are simultaneously achieved: (i) the areas of the
heat exchangers of each stage are equal, (ii) the areas of the pre-
heaters are equal and (iii) the outlet distillate flow-rate fulfils the
overall mass balances, depending on the required brine concen-
tration. The distillate is supposed to be pure water, which can be
sold at the current market selling price.

Concerning the energy requirements, the thermal energy is the
prominent term, given by the steam flow-rate multiplied by the
latent heat at the given pressure. The electricity demand is fixed
and equal to 1.5 kWh/m3

dist (Gebel and Yuce, 2008). The details of
the economic model are reported in a previous work (Micari et al.,
2019b).

2.1.4. Reverse osmosis
Reverse Osmosis is a desalination process based on a membrane

separation under an applied pressure. The model has a hierarchical
structure, as shown in detail in the Supplementary Materials: it
goes from the investigation of the membrane properties and the
estimation of the fluxes to the design of a whole plant. The RO plant
typically presents many vessels arranged in parallel to reach a
certain total recovery, similarly to the NF plant (Dow Water and
Process Solutions). Each vessel contains a number of RO units in
series with spiral-wound geometry. Concerning the energy de-
mand, RO requires only electricity to pump the feed up to the inlet
pressure. Finally, the economic model includes the calculation of
the capital costs, composed of the costs of membrane elements,
pressure vessels, high pressure pumps, piping and intake costs
(Malek et al., 1996; Wilf and Bartels, 2005). The operating costs
account for electricity demand, maintenance (3%/y of the invest-
ment plus 20% of the annual labour cost), labour, chemicals and
membrane replacement (Vince et al., 2008).

2.1.5. Membrane distillation
MD is a separation process that presents a microporous hydro-

phobic membrane, permeable only to water vapour. A temperature
gradient between the two membrane interfaces leads to a vapour
pressure difference, which generates a vapour flux through the
membrane. The present model describes a Direct Contact MD
(DCMD) configuration, which was selected for its simplicity and the
high vapour fluxes (Winter et al., 2011). The details of the imple-
mented model are reported in Supplementary Materials. In the
DCMD membrane model, the trans-membrane vapour flux is
calculated combining heat and mass transfer equations (Qtaishat
et al., 2008). In the DCMD unit model, mass and energy balances
are set up to investigate flow-rate, concentration and temperature
profiles along the feed stream-wise direction (Hitsov et al., 2017).
Finally, the DCMD plant model simulates a high-scale plant, where
the MD units are arranged in series and in parallel to reach a high
recovery (Ali et al., 2018). Regarding the energy consumption, heat
is required to increase the temperature of the feed from the intake
to the inlet temperature and in each intermediate heater. Electricity
is required to pump the feed and the permeate entering each
module in series. The economic model estimates the capital costs,
given by the costs of modules, membrane, pumps and heat ex-
changers, together with the cost for intake and pre-treatment
(Hitsov et al., 2018). Conversely, the operating costs comprise the
electricity and heat demand, maintenance (2.5%/y of the invest-
ment cost without the cost of membranes and modules), labour,
chemicals and membrane replacement cost (Al-Obaidani et al.,
2008).

2.2. Definition of inputs and outputs

Every treatment process presents inlet and outlet material and
energy flows, which correspond to inputs and outputs of the
technical models. Most of the outputs generated by the technical
models are fundamental for cost estimations. The most important
inputs and outputs for each model are reported in Table 1, where
the outputs constitute the inputs for the relevant economic
model.

2.3. Development of the treatment chains

The techno-economic models are integrated and interconnected
in a simulation platform called Remote Component Environment
(RCE) (Deutsches Zentrum für Luft- und Raumfahrt e.V., 2019).
Fig. 3 shows theworkflow generated to simulate the chainwith RO-
MD (NF-cryst-RO-MD). The blocks corresponding to the processes
call the relevant models and exchange data (e.g. the NF retentate
concentration and flow-rate constitute the concentration and flow-
rate of the crystallizer feed). Analogous workflows are built for the
other two chains, with MED (NF-cryst-MED) and with MD (NF-
cryst-MD).

2.4. Definition of global outputs

For a proper comparison of the treatment chains, some
representative output parameters were defined to inform about
the technical, economic and environmental performances of the
whole system. Concerning the technical aspects, the heat and
electricity demands [kW] were adopted as reference outputs.
Regarding the economic analysis, the total annualized capital
costs (CAPEX [$/y]) and the total operating costs (OPEX [$/y]) are
the most significant parameters for each unit. For each treatment
chain, a levelized cost is used, which represents the price at which
the main product of the chain should be sold to break-even and
which includes all the capital and operating expenses of the units
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and the revenues coming from the by-products. In the present
case, the main product is the concentrate brine (Qbrine) that can be
reused as a reactant in the industrial process and a global
parameter called Levelized Brine Cost (LBCtot [$/m3

brine]) is taken

as the reference economic output (Micari et al., 2019b). The LBCtot
is given by the combination of the terms relevant to the capital
costs (LBCcap) and to the operating costs and the revenues (LBCop).

Finally, regarding the environmental aspects, all chains allow
to minimize the direct discharge of effluent into the environment,
which, instead, occurs in the current system. Another important
aspect consists in the CO2 emissions due to the heat and elec-

tricity supply. The present work includes only the operational CO2
emissions, as these resulted to be much higher than the ones due
to the construction of desalination plants (Liu et al., 2015). The

Table 1
Main inputs and outputs of the technical models.

MODEL INPUTS OUTPUTS

Nanofiltration (NF) - Feed flow-rate and composition
- Feed pressure
- Total recovery
- N" of elements (vessel)
- Membrane rejection

- Permeate flow-rate and composition
- Retentate flow-rate and composition
- N" of vessels in parallel
- Electricity demand

Crystallization (cryst) - Feed flow-rate
- Feed concentration (Mg2þ and Ca2þ)
- Alkaline solution concentration

- Produced flow-rate of hydroxides
- Flow-rate of alkaline solution
- Effluent flow-rate and composition
- Electricity demand

Reverse Osmosis (RO) - Feed flow-rate and concentration
- Retentate outlet concentration
- N" of stages and of elements (vessel)

- Permeate flow-rate and composition
- Retentate flow-rate
- N" of vessels in parallel
- Electricity demand

Membrane Distillation (MD) - Feed flow-rate and concentration
- Retentate outlet concentration
- Inlet feed and permeate temperatures
- Intake temperature

- Distillate and retentate flow-rate
- N" of elements (series and parallel)
- Heat and electricity demand

Multi-Effect Distillation (MED) - Feed flow-rate and concentration
- Retentate outlet concentration
- N" of effects
- Steam temperature

- Area of heat exchangers
- Steam flow-rate
- Heat and electricity demand

Fig. 3. Workflow of the NF-cryst-RO-MD chain as implemented in RCE. The dark-blue blocks represent the units in the pre-treatment step and the red blocks the units in the
concentration step; the green units the input values or files; the light blue blocks the outputs; the light orange blocks the intermediate tools (mixing units). (Q: flow-rate; C:
concentration; P: pressure; T: temperature). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

LBCtot ¼ LBCcap þ LBCop ¼
P

unitsCAPEX
Qbrine

þ
P

unitsOPEX$ RevenueMgðOHÞ2 $ RevenueCaðOHÞ2 $ Revenuewater

Qbrine
(1)

M. Micari et al. / Journal of Cleaner Production 255 (2020) 120291 5



CO2 emissions per m3 of produced brine [kgCO2/m3
brine] are used

to compare the different chains and to compare each chain with
the current system.

3. Description of case study and scenarios

The general methodological approach described in Section 2 has
been developed to be flexible and applicable to different case
studies. In the present work, this approach was followed to identify
the most suitable treatment chain for the effluent produced by the
regeneration of ion exchange resins employed for water softening.
In this section, the case study and the scenarios are presented.

3.1. Description of the case study

The regeneration process producing the effluent is sketched in
Fig. 4. The effluent is given by the sum of the regenerant and the
rinse solutions, which contribute to the outlet flow-rate with an
approximate ratio of 1:9. Under the assumption of a continuous
operation, a plant producing around 130 m3/h of effluent firstly
receives the regenerant solution with a flow-rate of 13 m3/h and
secondly receives pure water, as the rinse solution, with a flow-rate
of 117 m3/h.

The effluent contains sodium, chloride and bivalent ions
removed from the spent resins during the regeneration process.
The composition of the wastewater produced by a real water
softening plant located in Rotterdam, The Netherlands, is reported
in Table 2.

The treatment chains are devised to produce a concentrate so-
lution (brine) with a NaCl concentration equal to the one of the
fresh reactant required by the regeneration process. Therefore, for
any chain, the main constraint consists in the concentration of the
produced brine (MED concentrate or MD retentate solution), which
has to be equal to 90,000 ppm. In the case of the RO-MD chain,
firstly, the solution is concentrated up to 70,000 ppm in the RO unit
(this is the maximum achievable concentration in RO (Kesieme
et al., 2013)) and then up to 90,000 ppm in the MD unit.

Concerning the operating conditions, the NF plant operates with
a feed pressure of 20 bar and a recovery of 25% (Micari et al., 2019a).
The membrane rejections are equal to 94.8% for Mg2þ, 83% for Ca2þ,
93.6% for SO4

2$, $50.6% for Naþ and 49.9% for Cl$, which are in line
with values reported in literature (Zhou et al., 2015). TheMED plant
includes 13 stages, on the basis of a previous MED cost minimiza-
tion analysis (Micari et al., 2019b) and the thermal energy is sup-
plied in the form of vapour at a pressure of 1 bar. The RO plant
includes two stages (presenting 8 and 6 elements per vessel), since
the recovery is between 50 and 70%. Finally, regarding the MD
plant, the inlet feed and permeate temperatures are equal to 80 "C
and 20 "C and each MD module presents 6 units wounded in

parallel.
For the economic analysis, the capital costs are annualized by

defining depreciation period and discount rate, while the operating
costs depend on several factors, such as plant capacity and pumps’
efficiency. These parameters, the specific costs of the utilities and
the selling price of the products are reported in Table 3.

3.2. Definition of the scenarios

To assess the role of the electricity supply on the costs and the
environmental impact, two scenarios were defined:

1. In the first, electricity is completely taken from the grid;
2. In the second, electricity is mostly supplied by a PV power

system, with Li-Ion battery storage units operating in conjunc-
tion, while the remaining fraction of required electricity is taken
from the grid. The PV technology has been chosen rather than
the wind technology, because it is more modular and its power
production is less uncertain compared to wind. The natural ir-
regularity of wind requires implementation of oversized batte-
ries, which lead to much higher Levelized Cost of Electricity
(LCOE) values.

Regarding the first scenario, the currentmix of electricity carriers
of the grid in The Netherlands is used (since the reference real
water softening plant is located in Rotterdam), with the corre-
sponding efficiencies and CO2 emission factors reported in Table 4.
The combination of the emission factors of the single carriers, their

Fig. 4. Schematic description of the IEX resins regeneration phase assuming a
continuous operation.

Table 2
Composition of the effluent produced by the water softening process.

Naþ Cl- Mg2þ Ca2þ SO4
2-

C [mol/m3] 173.9 662.2 55.6 191.7 3.1
C [ppm] 3892 22,556 1298 7462 292

Table 3
Parameters used for the economic analyses.

Parameter Value Units

Discount rate 6 %
Units’ life time

(Straight line
depreciation)

' NF, structure: 30 (Van der
Bruggen et al., 2001)

' NF, electrical and
mechanical: 15

' Crystallizer: 20
' RO: 25 (Vince et al., 2008)
' MED: 25 (Papapetrou et al.,

2017)
' MD: 10 (Hitsov et al., 2018)
' PV and battery: 25

y

Capacity factor 0.94 e

Pumps’ efficiency 0.8 e

Cost of electricity (grid) 0.103 $/kWh
Cost of thermal energy 0.01 $/kWh
Replacement rate of

membranes
RO, MD: 15 (Al-Obaidani et al.,
2008)
NF: 20 (Van der Bruggen et al.,
2001)

%/y

Price of Mg(OH)2 1200 (U.S. Department of the
Interior, 2017)

$/ton

Price of Ca(OH)2 300 (U.S. Department of the
Interior, 2017)

$/ton

Price/cost of water 1 (Mezher et al., 2011) $/m3
Cost of NaCl for the regenerant

solution (current technology)
80 (Micari et al., 2019b) $/ton

Cost of PV modules 1000 (Fraunhofer ISE, 2015) V/kW
Cost of battery 400 (Breyer et al., 2017) V/kWh
Cost of converter 200 (Breyer et al., 2017) V/kWh
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efficiency and share of the electricity output gives rise to a global
CO2 grid intensity equal to 0.471kgCO2/kWh.

Concerning the second scenario, the share of energy demand
covered by the PV-battery system is estimated running an inte-
grated model implemented in INSEL (Moser et al., 2014). More
details are given in the Supplementary Materials. The produced
power corresponds to a certain share of the total load, given by the
electricity demand of the treatment chain in one year [MWh/y]. The
plant is supposed to work in stationary operation conditions,
therefore the total electricity demand is considered always con-
stant. The remaining demand is supplied by the grid, with the
electricity carriers’ mix used in the previous scenario (Table 2). In
this case, the CO2 emissions are only due to the fraction of elec-
tricity supplied by the grid. Finally, the PV-battery system located in
The Netherlands is compared with an analogous system located in
one of the European regions with the highest solar potential, i.e.
Valencia in Spain.

Concerning the costs, in the first scenario the current cost of
electricity for non-household consumers is considered (Eurostat,
2019). In the second scenario the cost is calculated as the combi-
nation of the LCOE due to the PV-battery system and the cost of
electricity from the grid. Within the first term, the capital costs are
given by the cost of the PV modules and the battery. The operating
cost of the PV and the battery are calculated as 1.5%/y and 2.5%/y of
the investment cost, respectively. Finally, within this scenario, in
one case no taxation was supposed to be imposed on the CO2
emissions, while in the other case an average CO2 price of 80
V/tonCO2 was given (International Energy Agency, 2018).

3.3. Overview of the performed analyses

Once the operating conditions and the scenarios were defined,

simulations were carried out by varying technical (Qfeed), economic
(CostEl and CostHeat) and environmental (fCO2,emission) inputs. The
overview of the analyses performed within the two scenarios is
reported in Table 5.

4. Results and discussion

All analyses are performed applying the same circularity
concept: the brine produced by the concentration step is recycled
to the IEX resins as the fresh regenerant. Therefore, the target
concentration of the brine is fixed for all cases and, consequently,
on the basis of the global mass balances, its flow-rate is always
around 40% of the effluent flow-rate. In other words, the chains are
able to produce around 4 times the volume of solution required for
regeneration, thus they ensure the self-sufficiency for raw mate-
rials (i.e. the regenerant solution), which is one of the CE indicators
provided by the European Commission. Moreover, the three chains
present the same pre-treatment unit, which is able to recover more
than 95% of dissolved Mg2þ and Ca2þ as Mg(OH)2 and Ca(OH)2.
Finally, all chains are devised to allow the complete recycling of the
effluent and to minimize the waste generation. Overall, the CE
approach is analogous in the three chains, while the costs and the
energy demands for its implementation depend on the processes
and will be compared in the following sections.

4.1. Scenario 1. Electricity supply from the grid

In Scenario 1, electricity is supplied from the grid at a constant
cost, which is the current cost of electricity for non-household
consumers in The Netherlands, equal to 0.086V/kWh (0.103$/
kWh, by using the currency conversion factor EUR/USD of 1.2 valid
in 2018 (FXTOP, 2020)).

4.1.1. Feed flow-rate variation
Firstly, the three chains are compared by varying the inlet

effluent flow-rate: this variation causes a variation of both capital
and operating costs, since the required size of the plant and the
energy consumption depend on the flow-rate. The trends of LBCcap
and LBCop vs. the feed flow-rate are reported in Fig. 5.

In agreement with economy of scale, for each system, the
highest levelized cost is found at the lowest flow-rates, while much
lower and slowly decreasing values are observable at high flow-
rates (Fig. 5A). At small scales, the plants with RO and MD show
lower capital costs with respect to the one with MED, since RO and
MD are modular technologies, typically suitable to small scales.
Conversely, at higher flow-rates, the gap between the LBCcap of the
RO-MD and the MED chain significantly decreases and the MD
chain reports the highest LBCcap because of the high number of
required modules. The design flow-rate of each commercial MD
module is fixed and defines the number of branches in parallel.
Moreover, since the recovery of the single MD unit is thermody-
namically low, it is necessary to arrangemoremodules in series and
in particular, each branch in parallel presents 15 modules in series
in the first stage and 8 in the second.

Regarding the operating costs (Fig. 5B), at low flow-rates, the
trends present an evident diminution, due to the variation of the
maintenance costs, which depend directly on the investment costs.
Conversely, at higher flow-rates, the profiles are almost constant,
since most of the operating costs are due to the energy demand,
which is linearly proportional to the feed flow-rate. Notably, the
MD-chain operating costs are much higher than the others in the
whole range of Qfeed because of the high MD thermal demand. The
combination of LBCcap and LBCop (which includes the revenues
coming from minerals and water production) gives rise to LBCtot,
reported in Fig. 6

Table 4
Electricity carriers’ mix in the grid in The Netherlands in 2016: electricity output,
efficiency and CO2 emission factor for each carrier (IPCC 2006; International Energy
Agency 2018).

Electricity Carriers
The Netherlands (2016)

Electricity
output [%]

Efficiency
(total output) [-]

CO2 emission
factor [kg/kWhprim]

Hard Coal, coal products 37.69 0.42 0.335
Natural Gas 44.87 0.54 0.201
Biomass 4.45 0.34 e

Mineral oil product 1.27 1 0.27
Nuclear 3.72 0.33 e

Hydro 0.09 1 e

PV 1.00 1 e

Wind 6.90 1 e

Total 100

Table 5
Summary of the analyses reported in the present work.

Scenario Variable input Fixed inputs

Wastewater:
spent
IEX
regenerant
solution

Scenario 1.
Electricity supply:
grid only (Section
4.1)

Qfeed (10e150 m3/h)
(Section 4.1.1)

CostEl ¼ 0.103
$/kWh
CostHeat ¼ 0.01$/
kWh

Qfeed and CostHeat
(different
heat sources)
(Section 4.1.2)

CostEl ¼ 0.103
$/kWh

Scenario 2.
Electricity supply:
PV-battery-grid
(Section 4.2)

CostEl and fCO2,emission

(different
PV-battery system
configurations)
(Sections 4.2.1 and
4.2.2)

Qfeed ¼ 130 m3/h
CostHeat ¼ 0.01$/
kWh
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The comparison of the LBCtot of the three systems highlights that
the chains with MED and with RO-MD behave similarly, while the
chain with MD shows much higher LBCtot in the whole range of
Qfeed, because of the crucial operating costs of MD. Interestingly, the
curves of LBCtot of the two most performing plants intersect at a
feed flow-rate of around 40 m3/h (see the zoom in Fig. 6B): at lower
flow-rates the RO-MD plant is more convenient because of its
modularity which leads to lower investment costs, while at higher
flow-rates the MED chain is more feasible thanks to the lower en-
ergy requirements. Finally, it is remarkable that in a very wide
range of Qfeed (higher than 60 m3/h for the MED chain and higher
than 70 m3/h for the RO-MD chain) the LBCtot falls below the cur-
rent cost of the fresh regenerant solution (Fig. 6A). This implies that
both chains are more economically convenient than the state of the
art which provides a continuous supply of fresh reactant at a cost of
8$/m3.

Furthermore, the total electricity and heat requirements of the
three chains varying the feed flow-rate are reported in Fig. 7.

Firstly, in all cases, both electricity and heat demand show a
linear trend, as expected. The RO-MD chain shows the highest
electricity demand, since the RO unit is a pressure-driven process.
Conversely, the MD-chain exhibits a significantly higher heat de-
mand, because of the high MD specific thermal consumption
(around 900kWhth/m3

dist). Moreover, in the RO-MD chain, MD
leads to an increase of the thermal demand of the chain beyond
that of theMED one, even if it is supposed to cover only a fraction of
the concentration change (from 70,000 ppm to 90,000 ppm).

To compare these results with previous works, the system costs

and the energy consumption per equivalent of hardness removed
during regeneration are estimated (the removed hardness was
calculated from the concentration of Mg2þ and Ca2þ in the effluent,
shown in Table 2). For the case of a plant producing 130 m3/h of
effluent, the cost calculated in this work was 0.022$/eqhardness
without the revenues coming from the by-products. For an alter-
native treatment system providing also the recycle of the NaCl
regenerant solution, a previous work reported a cost of 0.172$/
eqhardness (Birnhack et al., 2019). Concerning the energy consump-
tion, they presented a solely electricity-driven treatment process
with a consumption of around 0.132kWhel/eqhardness. The chain
with MED proposed in this work shows lower values of electricity
demand (~0.0062kWhel/eqhardness) but it requires also thermal
energy (~0.138kWhth/eqhardness). However, it is difficult to perform
an exact comparison, since the involved processes and the scale of
the systems are different.

Finally, the environmental impact of the three chains is assessed
looking at the CO2 emissions due to the energy production. Since
the thermal energy is supposed to be industrial waste heat, addi-
tional electricity is considered for pumping and compressing the
heat. The guidelines report a default value of 0.09 GJ of electricity
required per GJ of heat recovered (Harmelink and Bosselaar, 2013).
Thus, this electricity demand is also accounted for the calculation of
the CO2 emissions. Fig. 8 shows the CO2 emissions due to the total
energy demand of the three chains.

Also from an environmental point of view, the MD-chain is the
worst performing, because of its large energy demand. Conversely,
the other two chains show lower emissions. To compare the CO2

Fig. 5. LBCcap (A) and LBCop (B) of the three chains (NF-cryst-MED, NF-cryst-RO-MD, NF-cryst-MD) as a function of Qfeed [m3/h]. Grid supply, CostEl ¼ 0.103$/kWh; waste heat,
CostHeat ¼ 0.01$/kWh.

Fig. 6. (A) LBCtot of the three chains (NF-cryst-MED, NF-cryst-RO-MD, NF-cryst-MD) as a function of Qfeed [m3/h] and (B) a zoom in the low flow rates region to compare NF-cryst-
MED and NF-cryst-RO-MD chains. Grid supply, CostEl ¼ 0.103$/kWh; waste heat, CostHeat ¼ 0.01$/kWh.
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emissions of the chains with the current industrial process, it has to
be considered that around 10,000ton/year of NaCl are required for
the preparation of the regenerant solution with the flow-rates re-
ported in Section 3.1. The NaCl production is very energy intensive:
the electricity demand for salt crystallization bymechanical vapour
recompression is 450 kWh/tonsalt (Sedivy, 2006). The energy de-
mand of the salt production process, considering the yearly
requirement of salt in the plant, leads to around 2.1kton/y of CO2
emissions. On top of this, the emissions due to the production of the
demineralized water used for the preparation of IEX regenerant
solution and the salt transportation should be accounted. However,
these terms are too site-specific and, conservatively, have not been
considered in this study. For comparison, the CO2 emissions were
divided by the fresh regenerant (brine) flow-rate and the ratio was
equal to 19.7kgCO2/m3

brine for the current system. In the proposed
treatment schemes, the MED and the RO-MD chains treat the same
flow rate of effluent (130 m3/h) and produce around 53 m3/h of
brine solution, reusable as regenerant. The chains show global
values of CO2 emissions equal to 4.7 and 7.3kton/y respectively,
which correspond to a ratio between the CO2 emissions and the
produced brine of 10.8 and 16.7kgCO2/m3

brine. Thus, the CO2 emis-
sions can be reduced, with both chains, even considering the cur-
rent energy mix of the grid.

4.1.2. Simultaneous variation of feed flow-rate and energy cost
To investigate also the role of the heat cost, feed flow-rate and

thermal energy cost were simultaneously varied. Three heat

sources are considered: industrial waste heat available in the site,
gas turbine co-generation cycle and boiler burning natural gas. The
relevant heat costs define a range, which goes from 0 up to about
0.07$/kWhth, in the case of the boiler where natural gas at a cost of
0.065$/kWh is burnt with an efficiency of 90% (EIA, 2019).

Fig. 9 reports the contour-maps of LBCtot for the NF-cryst-MED
and the NF-cryst-RO-MD chains varying feed flow-rate and heat
cost. The NF-cryst-MD chain was not further analysed since it re-
ported the worst results in all cases. The line in black collects all the
points where LBCtot is equal to 8$/m3, which is the value used as a
threshold, since it is the current cost of the regenerant solution. In
both cases, the feasibility area, i.e. the region above the line, en-
larges as Qfeed increases, since the levelized capital costs are lower
and a higher expense for the thermal energy can be met within the
feasibility region. Comparing the two technologies, the NF-cryst-
RO-MD chain shows a smaller feasibility area and this is expli-
cable considering its higher energy requirement. However, the
minimum flow rate found in its feasibility region is lower (around
38 m3/h) and this demonstrates that the RO-MD system is more
economically convenient in the case of smaller plant size. Overall,
both systems show a significantly wide range of operating condi-
tions where they result more competitive than the state of the art.

4.2. Scenario 2. Electricity supply from a PV-battery system

In Scenario 2, electricity is supplied by a dedicated PV-battery
system. On the basis of the meteorological characteristics of the
location, the electricity self-sufficiency (i.e. the share of the demand
covered by the PV-battery system) is derived; the rest is taken from
the grid, assuming the cost used in Scenario 1.

4.2.1. PV-battery system configurations: global LCOE and emission
factors

Parametric analyses performed by varying the installed PV po-
wer and the capacity of the battery give rise to a scatter of LCOE
values as a function of the CO2 emission factor. The configurations
found in correspondence to the lower envelope of the scatter plots,
shown in Fig. 10, are used to define the LCOE values and the cor-
responding emission factors in Scenario 2. In chart A, the emissions
are not subjected to taxation, while in chart B the CO2 emissions are
taxed with a price of 80V/ton. More details about the PV-battery
system simulations are given in the Supplementary Materials.

4.2.2. Treatment chains results
Fig. 11A shows the trends of LBCtot of the NF-cryst-MED and NF-

cryst-RO-MD chains varying the LCOEwithin the ranges reported in
Fig. 10A and B. Notably, for each chain, the LBCtot trends with or

Fig. 7. Electric (A) and thermal (B) power demand for the three chains varying Qfeed.

Fig. 8. CO2 emissions of the three chains, considering the current power generation
mix from the grid and assuming a demand of 0.09GJel for each GJ of waste heat
recovered.
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without the taxation on the CO2 emissions are partially overlapped,
since part of the estimated LCOE range is the same, even if in cor-
respondence to different CO2 emission factors (see Fig. 10A and B).
The two chains exhibit a linear trend of LBCtot vs. LCOE, since the
operating cost due to the electricity demand is the only varying
term and it linearly depends on the given LCOE. Remarkably, even if
the LCOE becomes more than two times the value of the electricity
cost from the grid, the competitiveness of both chains is ensured
almost in all cases: the MED chain presents values of LBCtot much
lower than the threshold in the full range of LCOE, whereas the RO-
MD chain presents values of LBCtot slightly higher than the
threshold only for LCOE higher than 0.25$/kWh. Fig.11B shows how
much the LBCtot increases when the CO2 emissions decrease, in
correspondence to higher shares of renewables in the energy
supply system. As expected, the difference between the cases with
or without taxation becomes more evident when higher shares of
electricity are taken from the grid. Finally, it is remarkable the
difference in the CO2 emissions between Scenario 1, represented by
the star marker and the cases analysed in Scenario 2. Therefore,
with a PV-battery system, it is possible to reduce dramatically the
emissions and, at the same time, ensure the economic feasibility of
both chains. In the case with CO2 taxation, the most environmen-
tally friendly and feasible systems are the MED chain with LBCtot of
6.1$/m3

brine and CO2 emissions of 2.9kgCO2/m3
brine and the RO-MD

chain with LBCtot of 7.9$/m3
brine and CO2 emissions of 5.1kgCO2/

m3
brine. Therefore, the MED chain ensures a CO2 emissions reduc-

tionwith respect to the current system of 85% and the RO-MD chain
of 75%.

4.2.3. Impact of the meteorological characteristics: comparison
with a plant in Valencia, Spain

The analysis discussed above is performed also considering a
different plant location: Valencia in Spain, which was selected since
it is one of the European areas with the highest solar potential.
Fig. 12 shows the lower envelopes of the scatter plots of LCOE vs.
CO2 emission factor for the case of a PV-battery system located in
Rotterdam (shown in Fig. 10) and in Valencia, with or without CO2
taxation. Notably, the LCOE values found are much lower than the
ones found for Rotterdam and the difference between the corre-
sponding curves increases moving to the region of lower CO2
emissions. This is because the installed PV power necessary to
reach high electricity self-sufficiency decreases dramatically for the
plant located in Valencia. Moreover, it is evident that the LCOE
trend is flatter in this last case, especially in the scenario with the
tax on the CO2 emissions.

The LCOE values calculated for the system in Valencia are
employed as inputs for the two selected chains and the LBCtot
values (only the ones including the taxation on the CO2 emissions)

Fig. 9. Heat maps of the LBCtot of the NF-cryst-MED chain (left) and of the NF-cryst-RO-MD chain (right) varying Qfeed[m3/h] and CostHeat[$/kWh]. Grid supply, CostEl ¼ 0.103$/kWh.
Black line: LBCtot equal to 8$/m3 (current cost of the fresh regenerant solution).

Fig. 10. LCOE [$/kWh] of the PV-battery-grid supply as function of the CO2 emission factor from the grid [kg/kWh] varying the Pinst/Pdemand ratio from 0.5 to 10 (step of 0.5) and the
full load hours of the battery from 0 to 17.5 h (step of 2.5 h). For Figure A no taxation on the CO2 emissions is considered, while in Figure B the CO2 emissions have a cost of 80V/
tonCO2. The asterisk symbol (*) indicates the grid supply point.
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are reported vs. the CO2 emissions in Fig. 13. Both chains show a
much flatter trend of LBCtot vs. the specific CO2 emissions, because
of the flatter LCOE trend in the case of Valencia. Remarkably, both
curves shift towards lower CO2 emissions, since the self-sufficiency
(fraction of self-generated electricity) reaches 92%, while in the
Rotterdam case the maximum self-sufficiency was around 73%.
Moreover, in this case, both chains result economically feasible in
the whole range of LCOE, since LBCtot is always lower than the
threshold cost. This analysis shows the high potential of the pro-
posed systems, which result economically competitive and able to
guarantee a significant reduction of the CO2 emissions. In fact, the
CO2 emissions go down to 0.77kgCO2/m3

brine in the case of the MED
chain and to 1.26kgCO2/m3

brine in the case of the RO-MD chain.
Thus, in both cases, an emission reduction higher than 90%
compared to the current system is achieved.

4.3. Implications

The global outputs obtained in the two scenarios were
compared to highlight the implications of the proposed strategies
in terms of economic feasibility and environmental impact. Fig. 14
reports the LBCtot and the CO2 emissions per m3 of brine. In
particular, the current CO2 emissions due to the fresh NaCl salt
production are compared with the ones due to the chains’ energy
demand (i) when the electricity is taken from the grid and (ii) when
the electricity is partially supplied by a PV-battery system, in the
two different locations and with themaximum share of renewables
at which the LBCtot resulted below the threshold. The corre-
sponding values of LBCtot are compared with the current cost of the
fresh regenerant solution. Notably, all systems ensure a reduction of
the CO2 emissions and a more competitive LBCtot in comparison
with the current system. The employment of renewable energy
sources allows a net reduction of the CO2 emissions, but the LBCtot
are higher than in scenario 1; conversely, the relatively low cost of

Fig. 11. LBCtot vs. LCOE (A) and LBCtot vs. the CO2 emissions (B) for the NF-cryst-MED and the NF-cryst-RO-MD chains, with and without taxation on the CO2 emissions. The asterisk
symbol (*) represents the cases of grid supply (Scenario 1).

Fig. 12. Lower envelopes of the scatter plots of LCOE [$/kWh] vs. the CO2 emission
factor [kg/kWh], varying PPV,inst/Pdemand between 0.5 and 10 (step of 0.5) and Cbattery

between 0 and 17.5 h (step of 2.5 h), for the case of a plant located in Rotterdam and in
Valencia. Thinner lines: no taxation on the CO2 emissions, thicker lines: taxation of
80V/tonCO2.

Fig. 13. Comparison of the LBCtot trends [$/m3
brine] of the two chains (NF-cryst-MED

and NF-cryst-RO-MD) vs. the CO2 emission [kg/m3
brine], assuming CO2 taxation of 80V/

tonCO2, for the case of a plant located in Rotterdam (case study, in black) and in
Valencia, Spain (in blue). (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)
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the electricity from the grid leads to lower LBCtot but the reduction
of CO2 emissions is less significant than in scenario 2.

5. Conclusions

This work presents an integratedmethodological approach used
to conduct a comprehensive analysis of different strategies to move
towards Circular Economy in the water softening industry. These
strategies aim (i) at recycling the effluent as reactant in the
regeneration of IEX resins and (ii) at recovering valuable raw ma-
terials. Using the developed approach, for the first time, different
concentration technologies and energy supply systems are pro-
posed to identify the most economically convenient and environ-
mentally friendly system to treat the wastewater. The proposed
treatment chains include a pre-treatment step, composed of
nanofiltration and crystallization, and a concentration step. Three
alternative concentration steps are evaluated: MED, MD and the
combination of RO and MD. For these, a common target concen-
tration of the treated solution was set, to recycle the solution to the
industrial process. Therefore, the systems present the same circu-
larity degree, which in turn corresponds to different costs and
energy demand depending on the processes involved. The chains
with RO-MD and with MED showed a wide range of feasible flow-
rates and heat costs. In particular, the RO-MD chain resulted more
convenient at small scales for its lower investment costs, while the
MED chain resulted more feasible at larger scales, for its lower
energy requirements. Concerning the environmental impact of the
two chains, the CO2 emissions per m3 of brine reusable as regen-
erant were lower than those due to the production of the fresh
regenerant, when electricity is taken from the grid. In particular, for
a feed flow-rate of 130 m3/h, the two chains are economically
feasible since the LBCtot is equal to 4.6 and 6.4$/m3 for the MED and
the RO-MD chain respectively (both lower that the current cost of

the regenerant, i.e. 8$/m3). Also, they have lower carbon footprints,
since the respective operational CO2 emissions amount to 10.8 and
16.7kgCO2/m3

brine, while the currently produced ones to 19.7kgCO2/
m3

brine. The chainwith MD only reported the worst results in terms
of costs and CO2 emissions, for the high MD thermal demand.

The other main focus of this work concerned the possibility to
couple the chains with a PV-battery system placed in two locations:
Rotterdam (The Netherlands, location of the real softening plant)
and Valencia (Spain, for its high solar potential). A large decrease of
the emissions was found: in Rotterdam, the CO2 emission per
m3

brine resulted 75% and 85% lower than the current ones with the
RO-MD and the MED chain, respectively and in Valencia, the
reduction was higher than 90% for both chains. Moreover, the
plants resulted economically feasible, even when the LCOE was
more than two times the electricity cost from the grid.

Overall, the MED chain resulted more economically convenient
and showed lower emissions in most cases, because of the lower
energy requirements. However, the chainwith RO-MD proved to be
more feasible at lower scales and, in general, this system should be
taken into account for its higher modularity and flexibility.
Concluding, the NF-cryst-MED and NF-cryst-RO-MD chains should
be regarded as valuable options for the implementation of a CE
approach in the water softening industry.

Future works will investigate the other terms having an envi-
ronmental impact, beyond the energy requirements of the treat-
ment systems. The analysis will include the assessment of the CO2
footprints due to the construction of the treatment units. Other
future developments will consist in the application of the pre-
sented methodological approach to other case studies with
different industrial effluents, to evaluate the most feasible and
environmentally friendly strategy to treat and recycle the
wastewater.

Fig. 14. Values of CO2 emissions per m3
regenerant (figure above) and the corresponding LBCtot (figure below) for the current system and for the analysed scenarios. For scenario 2,

LBCtot refer to the cases with carbon tax and minimum emissions (maximum self-sufficiency). Qfeed ¼ 130 m3/h; waste heat, Costheat ¼ 0.01$/kWhth.
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a b s t r a c t

The disposal of highly-concentrated neutral coal mine effluents into the environment constitutes a se-
vere threat to the natural ecosystem. This work proposes and compares five novel treatment chains to
purify the effluent and recover raw materials. The chains present different combinations of pre-
treatment and concentration technologies. In all cases, the solution sent to the concentration step is
concentrated up to saturation to recover water and sodium chloride.

Concerning the technical performances, the treatment chains are compared in terms of total energy
demand and salt recovery. Furthermore, the economic feasibility assessment is performed via a novel
global parameter, i.e. the levelized cost of the produced NaCl crystals (Levelized Salt Cost, LSC).

The energetic and economic analysis of the chains highlighted that the thermal energy demand of the
concentration technology covers the highest share of the total demand and the relevant costs are among
the highest expenditures. Also, the revenues given by Mg(OH)2 production were found to play a key role
in offsetting the treatment costs. Among the treatment chains analysed, the one composed by two
nanofiltration units and two crystallizers in the pre-treatment step and a multi-effect distillation unit in
the concentration step showed the highest recovery of NaCl and turned out to be the most economically
feasible. The relevant LSC (~100 $/tonNaCl) was the lowest and it was comparable with the lower bound of
the current range of price of high-purity NaCl crystals.

In conclusion, the findings of this work contribute to improving the sustainability of the coal mine
industrial sector, by proposing economically feasible solutions for the treatment and valorisation of its
neutral effluent.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Coal extraction is realized through opencast or underground
methods and both strongly affect the environment for the
discharge of significant wastewater volumes (Tiwary, 2001). Coal
mine wastewater may assume a wide range of physicochemical
properties and pH, depending on the hydrogeology of the mine
responsible for its discharge (Masindi et al., 2018). In particular, coal
mine operations may lead to the production of acid effluents, called
Acid Mine Drainage (AMD), and of Neutral Effluents with high con-
centration of salt and hardness. Both effluents would cause severe

problems to human health and environment, if discharged.
Concerning AMD, the acidity of the solutions depends on the

content of pyrite (FeS2) in the coal and their release into the envi-
ronment would deteriorate the quality of the receiving water and
would damage natural ecosystems (Baruah and Khare, 2010). AMD
typically presents metal ions, such as iron, copper, aluminium,
nickel, whose solubility increases at low pH up to toxic levels (Akcil
and Koldas, 2006). Several studies focused on the development of
processes to neutralize the discharged solution: among these,
active mine treatment is one of the most common methods (Qin
et al., 2019). This process consists in mixing the effluent with
alkaline solutions to increase the pH and to let the metal ions
precipitate as hydroxides (Kalin et al., 2006). Alternative methods
include the employment of wetlands where neutralization occurs
via microbial communities (Tarutis et al., 1999) and in-situ biore-
mediation by adding sulphate-reducing bacteria, whose
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performances were tested from the bench (Christensen et al., 1996)
to the full-scale (Gibert et al., 2002). In this context, bioremediation
systems were employed to produce water reusable for irrigation.
Some of the analysed systems were found to be effective in sul-
phate removal and economically advantageous (Martins et al.,
2010). Other possible methods to treat AMD include precipitation
of heavy metals and ion-exchange (Feng et al., 2000), adsorption
(Motsi et al., 2009) and the employment of magnetic nanoparticles
of magnetite and cobalt ferrite (Kefeni et al., 2017a). The selection of
the treatment method is often made by considering only technical
and economic factors. However, recent studies focused on the
environmental impact of the remediation systems by performing
Life Cycle Assessment analyses (Martínez et al., 2019). In this re-
gard, the environmental impact of the metal-rich sludge generated
by the active treatment of AMD was assessed and valorisation
strategies were proposed to recover metals and to reduce the waste
production (Macías et al., 2017). In addition, other valuable mate-
rials may be recovered from the effluents via suitable valorisation
strategies, such as ferrite, ferric hydroxide, gypsum, sulphuric acid
and rare earth elements (Kefeni et al., 2017b). Various treatment
strategies have been proposed: neutralization coupled with reac-
tion steps to produce gypsum (CaSO4) and limestone (CaCO3)
(Masindi et al., 2018) or nanofiltration to recover rare earth ele-
ments (L$opez et al., 2019). Moreover, Nleya et al. assessed the
technical and economic feasibility of applying wastewater treat-
ment technologies to recover sulphuric acid (Nleya et al., 2016).

Concerning the highly concentrated Neutral Effluents, these are
characterised by high hardness and high Total Dissolved Solids
(TDS). In Poland, significant amounts of chlorides and sulphates
were daily discharged into the rivers because of the release of coal
mine effluents (Ericsson and Hallmans, 1996). This caused severe
ecological problems, thus novel treatment strategies were pro-
posed to reduce the waste and recover valuable materials, in
particular gypsum and NaCl crystals (Turek et al., 2005a). The first
treatment plant proposed by Ericsson et al. for the effluents of two
coal mines in Poland was constituted by a pre-treatment step, two
concentration steps (reverse osmosis and thermal desalination)
and crystallization of NaCl (Ericsson and Hallmans, 1996). Then,
Turek et al. proposed a treatment process to achieve a zero liquid
discharge utilization of the effluent discharged by another polish
coal mine (Turek et al., 2005a). In this case, two treatment trains
with different pre-treatment and pre-concentration steps were

devised for highly-concentrated and poorly-concentrated water:
they proposed nanofiltration and evaporation for the first and
electrodialysis for the second. Then, the two permeates were
further concentrated and sent to the NaCl crystallizer. Moreover,
the same authors demonstrated that using nanofiltration as pre-
treatment step allowed for increasing the energetic efficiency of
the treatment plant, by reducing the energy consumption of the
NaCl crystallizer (Turek et al., 2008). Another work suggested using
Vacuum Membrane Distillation to treat a coal mine effluent with
high TDS, containing iron and aluminium together with calcium
and magnesium (Sivakumar et al., 2013). The obtained permeate
met the quality standards for potable water, since most of the ions
(>95%) was removed during the treatment.

Overall, the rising concerns about the release of coal mine ef-
fluents into the environment lead to the need to develop new
strategies for minimising this problem. Among these, the circular
approach to reduce the waste production and to recover valuable
materials looks as the most promising and feasible on the techno-
economic level (Dharmappa et al., 2000). However, so far, only a
very few works concerned novel combinations of treatment pro-
cesses and strategies for materials recovery applicable to neutral
coal mine effluents and in particular, none of theseworks presented
a comprehensive comparison of different strategies in terms of
energy demand, material recovery and costs.

This work presents for the first time various integrated treat-
ment schemes for the purification and valorisation of neutral coal
mine effluents. Each of the proposed treatment schemes derives
from the combination of different technologies and is here simu-
lated via the integration of the corresponding validated techno-
economic models, available in literature. The results of these
modelling activities will be used as the basis for the optimized
design of a pilot plant within the EU project Zero Brine (European
Union’s Horizon, 2020).

The chains, given by the combination of pre-treatment and
concentration processes, have been compared via novel assessment
criteria, such as the levelized cost of the produced salt, to identify
the most suitable and cost-effective treatment chain for the specific
application. Such application refers to real coal mine effluents
produced in Poland, which present high concentration of chloride
and sulphate ions and a neutral pH (between 7.6 and 7.8). It is worth
mentioning that these chains are devised considering the compo-
sition of the investigated real effluents and would not be suitable to
acid mine effluents, which require specific treatment processes for
the removal of pollutants.

The proposed chains make reference to the general treatment
scheme reported in Fig. 1. This includes a pre-treatment step,
composed by Nanofiltration (NF) and crystallization units, for
recovering bivalent ions as Mg2þ and Ca2þ. The pre-treatment
phase is followed by a concentration step, which can be
completely thermal or given by the combination of thermal and
electric membrane processes. In particular, two configurations
were investigated: the concentration step was either based on
Multi-Effect Distillation (MED) or given by the combination of
Reverse Osmosis (RO) and direct contact Membrane Distillation
(MD). Finally, an end-crystallization step is adopted in all chains to
produce NaCl crystals.

Five chains are proposed and analysed in details from the en-
ergetic and the economic point of view, looking at the energy de-
mands of the single processes, the relevant annualized capital and
operating costs and the revenues coming from the by-products. For
each system, the economic feasibility is assessed via the calculation
of a novel parameter: the levelized cost of the main product of the
chain, i.e. the NaCl crystals (here defined as Levelized Salt Cost, LSC
[$/ton]). Then, the chains are compared in terms of the total energy
requirements, the LSC and the salt recovery.

Nomenclature

AMD Acid mine drainage
C Concentration [mol/m3 or g/L]
CAPEX Capital Expenditures [$/y]
Cryst Crystallizer
LSC Levelized Salt Cost [$/tonNaCl]
LSCcap Capital Levelized Salt Cost [$/tonNaCl]
LSCop Operating Levelized Salt Cost [$/tonNaCl]
LWC Levelized Water Cost [$/m3]
MD Membrane distillation
MED Multi-effect Distillation
NF Nanofiltration
OPEX Operating Expenditures [$/y]
RCE Remote Component Environment
RO Reverse Osmosis
TBT Top Brine Temperature ["C]
TDS Total dissolved solids
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Overall, this work aims at the identification of the most feasible
and less energy-intensive process to treat neutral coal mine efflu-
ents and to recover valuable materials.

2. Materials and methods

This section includes three paragraphs. The first presents the
methodological approach employed in this work. The second de-
scribes the five treatment chains devised to purify the coal mine
effluent and to recover minerals, water and salt. Finally, the third
paragraph reports the definitions of the global outputs used to
compare the chains.

2.1. Methodological approach

Themethodological approach employed to develop, analyse and
compare treatment chains for coal mine effluents has been exten-
sively described in a previous work (Micari et al., 2020). This
method is flexible and applicable to different case studies, when a
number of integrated systems have to be developed and compared.

The methodology consists of four inter-related steps:

(a) implementation of techno-economic models of treatment
technologies;

(b) definition of inputs and outputs of the models;
(c) development of treatment chains (i.e. how the technologies

are interconnected);
(d) comparison through global outputs.

The technologies accounted in this work are NF and crystalli-
zation in the pre-treatment step and MED or RO plus MD, coupled
with NaCl crystallization, in the concentration step. The relevant
techno-economic models have been implemented in Python and
integrated in a common simulation platform (Remote Component
Environment, RCE) to simulate the entire chains.

As regards the step (a) of the methodology, previous works
described extensively the techno-economic models of MED (Micari
et al., 2019b) and NF units (Micari et al., 2019a). The main equations
describing RO and MD are reported in the supplementary materials
of (Micari et al., 2020). For the reactive crystallizers employed to
produce Mg(OH)2 and CaCO3, we set up a simplified model based
on mass balances, under the assumptions of a 100% conversion of
the dissolved cations and a purity of the produced minerals higher
than 99.5%. The assumptions of purity and conversion (i) are based
on experimental data available within the Zero Brine project con-
sortium and (ii) have been verified via the chemical equilibrium
diagrams obtained for each crystallizer with the software Spana

(Puigdom!enech et al., 2014). Also, we implemented a simplified
model for the end-crystallizer, used to produce NaCl. We employed
mass and energy balances to define the amount of crystals pro-
duced, the thermal energy required and the outlet flow-rates. The
fundamental equations used for the three crystallizers, together
with the chemical equilibrium diagrams for the reactive crystal-
lizers, are reported in the supplementary materials.

All models have been validated by comparing the trends with
experimental results and/or results of other models in the litera-
ture. Our previous works report the results of the validation cam-
paigns concerning MED (Micari et al., 2019b), NF (Micari et al.,
2019a), RO and MD (Micari et al., 2020). The validation of the
models makes this method particularly useful to simulate reliably
full-scale plants and to compare them to identify the most per-
forming one.

Concerning the step (b), the main inputs relevant to composi-
tion and flow-rate of the feed solution are reported in section 3,
together with the parameters representing the operating condi-
tions of the different technologies.

Paragraph 2.2 deals with the step (c) as it extensively describes
the five treatment chains developed and analysed in this work. The
details about the integration on RCE are given in (Micari et al.,
2020).

Finally, the definitions of the global outputs (step (d)) used for
the comparison of the chains are reported in paragraph 2.3.

2.2. Description of the treatment chains (step (c))

This paragraph describes the five treatment chains analysed in
this work. The first chain, represented in Fig. 2, is taken as a
reference and the others are presented in terms of their differences
with respect to the first.

The pre-treatment part of the first chain includes two NF units
in series: the permeate of the first NF unit is fed to the second to
remove the bivalent ions almost completely. The retentates pro-
duced by the two NF units are mixed and sent to a two-step crys-
tallization train. In the first crystallization unit, Mg(OH)2 is
produced by adding an alkaline solution; whereas, in the second,
limestone (CaCO3) is produced by adding a solution of Na2CO3.

The crystallization train aims at removing the bivalent ions
contained in the two retentate solutions and at producing valuable
materials. More in detail, the first crystallizer employs a water so-
lution of dolime as alkaline reactant. Dolime is given by the calci-
nation of dolomite that is a mixture of calcium and magnesium
carbonates. The calcination process consists in heating the dolo-
mite up to high temperatures, at which the dolomite decomposes
into MgO and CaO and CO2 gas is released. The purity of the

Fig. 1. Schematic representation of the treatment process proposed for coal mine effluents.
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Mg(OH)2 crystals produced in the crystallizer depends on the
calcination process. The complete calcination leads to the complete
breakdown of the carbonates, whereas, if the calcination is not
completed, the carbonates would pollute the produced crystals
(Jaki$c, 2016). The suspension of dolime (obtained after the com-
plete calcination of the dolomite) contains Mg2þ and Ca2þ ions in
equal molar concentration, as in the dolime, and OH# ions, given by
the reaction of the oxides with water. Since the alkaline solution
itself contains Mg2þ ions, the yield in Mg(OH)2 is doubled and the
effluent solution is enriched in Ca2þ ions.

Therefore, the 1st crystallizer outlet solution is rich of Ca2þ ions,
which are supposed to be completely removedwhen the solution is
mixed with a solution of Na2CO3 to produce CaCO3 in the last
crystallization step. The 2nd crystallizer effluent, rich in NaCl, is
firstly neutralized with a very small amount of hydrochloric acid
solution (negligible in terms of cost), to bring the pH back to a
neutral value and then, is mixed with the 2nd NF permeate and the
mixture is sent to the concentration step.

In the first chain, the concentration step presents two technol-
ogies in series: RO and MD. In this step, the concentrations of the
bivalent ions are much lower than the saturation points of the
species which are typically responsible of fouling, such as CaSO4 or
MgSO4. Even in the recovery heat exchangers of MD, the calculated
concentration of CaSO4 is lower than the saturation point at the
highest temperature (80"C), thus the risk of scaling can be
neglected.

The MD retentate is sent to the end-crystallizer to produce NaCl
crystals. To estimate the maximum amount of producible NaCl
crystals, we considered two conditions to be fulfilled: (i) the
amount of Ca2þ and Mg2þ should not exceed a certain concentra-
tion to ensure the effectiveness of the end-crystallizer (Turek et al.,
2008) and (ii) the moles of SO4

2# should be limited by the saturation
concentration of Na2SO4, since Naþ is so more abundant than Ca2þ,
that the saturation point might be reached before the gypsum one.
In this 1st chain, since the sulphate ions are not removed in the
crystallization step and the 2nd crystallizer effluent is mixed with
the NF permeate and sent to the RO unit, the second condition on
the sulphate concentration is stricter and defines the amount of
produced crystals.

The difference between the first and the second treatment chain
stays in the pre-treatment part: the second chain, depicted in Fig. 3,
presents only one crystallization step to produceMg(OH)2. Also, the
effluent of the crystallization step, after being neutralized with a

small amount of hydrochloric acid, is disposed as a waste (at a
certain cost, reported in Table 2) and not mixed with the NF
permeate. Thus, the feed solution sent to the concentration step has
lower flow-rate and lower concentration of NaCl and bivalent ions.
Therefore, also in this case, the risk of scaling in the concentration
units can be neglected.

Concerning the amount of NaCl crystals produced in the end-
crystallizer, the first condition on the maximum amount of biva-
lent cations is stricter since the SO4

2# ions are more rejected than
Ca2þ and Mg2þ in the two NF units.

The other three chains present a concentration step based only
on MED.

The difference between the first and the third chain is in the
concentration step, since in the third chain (Fig. 4) a MED plant is
responsible for the whole concentration rise. In this chain, even if
the concentration of components possibly responsible of scaling is
always lower than their saturation point, the problem of scaling is
more likely to occur and it may be more damaging since the feed
evaporation takes place on the external surface of the tube bundle
(Al-Rawajfeh et al., 2005). Therefore, suitable Top Brine Tempera-
tures (TBT) and number of effects of the MED plant (reported in
section 3) have been given to minimize the risk for scaling. Con-
cerning the end-crystallizer, as in the 1st chain, the condition on the
maximum sulphate concentration in the crystallizer effluent is
stricter.

In the 4th chain (Fig. 5), both pre-treatment and concentration
steps are different than those of the 1st chain. The pre-treatment is
composed of two NF units and one crystallizer to produce Mg(OH)2
and the crystallizer effluent is disposed as a waste, analogously to
the 2nd chain. For the brine disposal, a certain cost per unit of
disposed solution is assumed, as reported in Table 2. The concen-
tration step presents the MED plant, coupled with an end-
crystallizer to produce NaCl crystals. In this case, the amount of
bivalent ions present in the NF permeate fed to the MED can be
neglected and a higher TBT is allowed. In the calculation of the
produced NaCl crystals, the maximum amount is limited by the
concentration of bivalent cations.

Finally, the 5th chain, sketched in Fig. 6, presents a third NF stage
in the pre-treatment step. This is included to further treat the
mixture of the NF permeate and the crystallizer effluent, before
being fed to the concentration step. The 3rd NF retentate constitutes
a waste to be disposed with a certain cost (reported in Table 2).
Analogously to the 4th chain, the content of bivalent ions in the

Fig. 2. Schematic representation of the first treatment chain (2NF-2cryst-RO-MD-cryst chain). Blue boxes: pre-treatment; purple boxes: concentration. (For interpretation of the
references to colour in this figure legend, the reader is referred to the Web version of this article.)
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MED feed is negligible since it is abated in the NF. Therefore, higher
TBT can be used also in this case. Moreover, analogously to the 3rd

chain, the condition on the sulphate concentration is the strictest
condition to estimate the maximum amount of producible NaCl
crystals.

The main features of the five proposed treatment chains are
summarized in Table 1.

2.3. Main economic parameters and global output values

This paragraph presents the methods used to estimate the
capital and operating costs of the single units, reports the most
important parameters used for the economic analysis and defines
the global outputs used as assessment criteria for the chains. The
economic analysis is based on the calculation of the capital and
operating expenditures (CAPEX and OPEX) of every unit. The
annualized capital costs are calculated by assuming different

depreciation periods, depending on the technology, and a common
discount rate of 6% (Papapetrou et al., 2017). The economic models
employed for NF (Micari et al., 2019a) and MED (Micari et al.,
2019b) are described elsewhere. Concerning the RO unit, the
CAPEX includes the cost for membrane elements and pressure
vessels, high-pressure pump, piping and intake. These are annu-
alized by assuming a depreciation period of 25 years (Vince et al.,
2008). The OPEX takes into account electricity, labor, mainte-
nance (3%/y of the investment plus 20% of the labor cost), chemicals
and membrane replacement cost (replacement rate of 15%/y) (Wilf,
2007).

Regarding the MD unit, the investment costs of modules, pumps
and heat exchangers are calculated, together with the costs for
intake and pretreatment (Al-Obaidani et al., 2008). The total in-
vestment cost is annualized assuming a depreciation period of 10
years (Hitsov et al., 2018). The OPEX accounts for electric and
thermal energy costs, maintenance cost (2.5%/y of the investment

Fig. 3. Schematic representation of the second treatment chain (2NF-cryst-RO-MD-cryst chain). Blue boxes: pre-treatment; purple boxes: concentration. Differences with the 1st

chain in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Table 1
Main components of the five treatment chains.

Chain Pre-treatment: NF Pre-treatment: cryst Concentration step

1 2 units, permeate-staging 2 units: Mg(OH)2 and CaCO3 RO-MD þ end-crystallizer
2 2 units, permeate-staging 1 unit: Mg(OH)2 RO-MD þ end-crystallizer
3 2 units, permeate-staging 2 units: Mg(OH)2 and CaCO3 MED þ end-crystallizer
4 2 units, permeate-staging 1 unit: Mg(OH)2 MED þ end-crystallizer
5 2 units, permeate-staging þ 1 unit before MED 2 units: Mg(OH)2 and CaCO3 MED þ end-crystallizer

Table 2
Main specific terms of cost and revenues used for the economic analysis. The costs of chemicals (reactants or products) are from (U.S. Department of the Interior, 2017).

Main specific terms of cost and revenues

Terms of cost NF membrane (Drioli et al., 2006) 30 $/m3

Dolime (Humphries et al., 2019) 60 $/ton
Na2CO3 275 $/ton
Brine disposal (Kesieme et al., 2013)* 0.04 $/m3

RO element (Wilf, 2007) 450 $/element
MD module (Hitsov et al., 2018) 1000 $/module
MD membrane (Hitsov et al., 2018) 60 $/m2

Thermal energy cost 0.01 $/kWhth

Electricity cost 0.103 $/kWhel

Terms of revenue Mg(OH)2 1200 $/ton
CaCO3 300 $/ton
Pure water (Mezher et al., 2011) 1 $/m3

*Disposal of the 2nd crystallizer effluent in chains 2 and 4 and of the 3rd NF unit in chain 5.

M. Micari et al. / Journal of Cleaner Production 270 (2020) 122472 5



Fig. 4. Schematic representation of the third treatment chain (2NF-2cryst-MED-cryst chain). Blue boxes: pre-treatment; purple boxes: concentration. Differences with the 1st chain
in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 5. Schematic representation of the fourth treatment chain (2NF-cryst-MED-cryst chain). Blue boxes: pre-treatment; purple boxes: concentration. Differences with the 1st chain
in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 6. Schematic representation of the fifth treatment chain (3NF-2cryst-MED-cryst chain). Blue boxes: pre-treatment; purple boxes: concentration. Differences with the 1st chain
in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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cost minus the cost of membranes and modules), labor, chemicals
and membrane replacement cost (replacement rate of 15%/y (Al-
Obaidani et al., 2008)) (Hitsov et al., 2017).

The CAPEX of each crystallization stage includes the cost of the
crystallizer and of a disc and drum filter, calculated via the Module
Costing Technique as function of their volume and area, respec-
tively (Turton et al., 2012). The capital costs are annualized
assuming a depreciation period of 20 years. The OPEX accounts for
the pumping costs and the cost of the reactant, in the case of the
crystallization of Mg(OH)2 and CaCO3, or of the thermal energy, in
the case of the NaCl crystallizer.

For all equipment, we used the index CEPCI (Chemical Engi-
neering Plant Cost Index) to update the costs from the year of the
available data to the current time.

Conservatively, we assumed that the salvage value of the tech-
nologies at the end of the project lifetime was equal to zero.

The most relevant terms of cost are reported in Table 2. The
electricity cost is the cost for non-household consumers in Poland
([dataset] Eurostat, 2019), while the thermal energy cost is esti-
mated for the case of low-temperature waste heat available in the
industrial site (Micari et al., 2019b). The selling prices of the min-
erals are based on the assumption that they have a purity of 99.5%.
This assumption is supported by experimental results on the
reactive crystallizers, by previous works in the literature on reactive
crystallizers (Cipollina et al., 2014; Jaki$c, 2016) and on the end-
crystallizer (Ericsson and Hallmans, 1996), and by the chemical
equilibrium diagrams reported in the supplementary materials.

Finally, in order to compare the systems, a global output value is
introduced under the name of Levelized Cost of Salt (LSC) in
[$/tonNaCl]. The LSC is the cost that the produced NaCl crystals
would have to allow the project to break-even at the end of its
lifetime. This is defined in analogy with the Levelized Water Cost
(LWC) used as a reference parameter for desalination plants
(Papapetrou et al., 2017). The LSC is defined in equation (1):

LSC
h $

ton

i
¼ LSCcap þ LSCop

¼
CAPEXchain

!
$
y

"

NaCl crystals produced
!
ton
y

"

þ
OPEXchain # Revenuewater # Revenueminerals

!
$
y

"

NaCl crystals produced
!
ton
y

"

(1)

3. Description of the case study

This section presents the case study investigated in this work:
firstly, the data relevant to the specific effluent treated in the pro-
posed chains are reported and, secondly, the operating conditions

and fundamental geometric features of the treatment units are
described.

The analyses have been performed considering a fixed flow-rate
and composition of the coal mine effluent to be treated. In partic-
ular, the inlet feed flow-rate is always equal to 100 m3/h, in line
with the produced volumes of highly-concentrated coal mine ef-
fluents mentioned in the literature (Turek et al., 2005b). The inlet
composition is reported in Table 3. This composition refers to a real
coal mine effluent produced in Poland and investigated within the
EU-funded project Zero Brine (European Union’s Horizon, 2020).
Analyses of various samples of the effluent showed that the major
components are sodium, chloride, magnesium, calcium and sul-
phate ions, with the concentrations reported in Table 3 (the vari-
ation of ionic concentrations among the samples was in the range
±2% of the values reported) and that the solution is neutral, being
the pH comprised between 7.6 and 7.8. Notably, no iron and
aluminiumwere found in the effluent. The samemajor components
were reported by other authors, also working on the treatment of
neutral coal mine effluents produced in Poland (Turek et al., 2008).

The operating conditions of the units in the treatment chains
have been given through suitable sets of parameters. These are
taken from literature (e.g. the rejection of NF membranes) or from
novel sensitivity analyses carried out with the single models (e.g.
the number of effects of the MED plant).

Regarding the pre-treatment step, all chains include at least two
NF units to reduce as much as possible the content of bivalent ions
in the permeate. Typical NF membrane rejections taken from
literature are employed (Turek et al., 2018), as reported in Table 4.
These values are in line with experimental rejections found at the
lab-scale with the neutral coal mine effluent. In all simulations, the
feed pressure and recovery are 30 bar and 80% in the first stage and
50 bar and 80% in the second stage. In the 5th chain, the third NF
unit is supposed to have the same membrane rejections, feed
pressure and recovery of the second NF unit.

Concerning the concentration steps, the inlet NaCl concentra-
tion of the end-crystallizer (i.e. the outlet concentration of either
MD or MED) is fixed to 250,000 ppm. This value was obtained via a
preliminary minimization of the sum of capital and operating costs
of the chain. In the first two chains, the RO unit is responsible for
the concentration growth up to the maximum achievable concen-
tration, i.e. 70,000 ppm. The limit on the maximum concentration
depends on the maximum applicable pressure (Kesieme et al.,
2013). Therefore, the total RO recovery is equal to 70% and a
double-stage RO plant is employed: in the first stage, the vessels in
parallel contain 8 modules in series and in the second, they contain
6 modules. The operating feed pressure in the first stage is equal to
65 bar.

The RO retentate is sent to the MD unit that has to concentrate it
up to 250,000 ppm. The MD plant is composed by two stages, each
one with modules arranged in parallel and in series. Each module
presents six MD membranes wounded together in a parallel
configuration. The inlet temperatures of the feed and the permeate
solutions in the direct contact MD are fixed at 80"C and 20"C,
respectively (Hitsov et al., 2018).

Table 3
Concentration of the major components of the coal mine effluent investigated in the
present case study.

Ion C [mol/m3] C [g/L]

Naþ 358 8.23
Cl¡ 383 13.58
Mg2þ 11.7 0.28
Ca2þ 8.51 0.34
SO4

2- 7.71 0.747

Table 4
Rejection of NF membranes in the 1st and in the 2nd stage. The rejections of NF
membranes in the 3rd stage (in the 5th chain only) are equal to those of the 2nd stage.

Ion Rejection 1st stage [-] Rejection 2nd stage [-]

Naþ 0.06 0.3
Cl¡ 0.2 0.45
Mg2þ 0.8 0.98
Ca2þ 0.7 0.97
SO4

2- 0.98 0.98
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Conversely, in the other three chains, MED is responsible for the
whole concentration increase, up to 250,000 ppm. The temperature
of the inlet steam in the MED plant depends on the composition of
the feed solution and the risk of scaling due to the presence of
bivalent ions. Since the MED feed of the 3rd chain presents a higher
amount of bivalent ions, the temperature of the steam is fixed at
70"C, to have a TBT lower than 70"C. Conversely, in the other two
chains, the risk of scaling is negligible and the temperature of the
steam is fixed at 100"C. The TBT determines the number of effects
that minimizes the total MED costs. The techno-economic model of
the MED plant was run to find the number of effects corresponding
to the minimum total cost (Micari et al., 2019b). In particular, the
optimum number of effects resulted to be 7 for the 3rd and the 4th

chains and 9 for the 5th chain.

4. Results and discussion

In this section, firstly, the results of the energetic and economic
analysis of the single units are reported. Secondly, the chains are
compared in terms of total electric and thermal energy demand,
LSC and NaCl salt recovery. Finally, the results of sensitivity analyses
are shown to investigate howmuch the LSCs of the five systems are
affected by themarket value of the by-products, the specific costs of
energy and the chloride concentration.

4.1. Energetic and economic analysis of each chain

In this paragraph, each chain is analysed in detail, by assessing
and comparing the energy demand and the costs of the single units
involved. The energy requirements of the five chains are reported in
Fig. 7. In all cases, the heat required by themain concentration stage
(i.e. MD in the first two chains and MED in the other three) is
prominent. In fact, MD and MED are responsible for a very signif-
icant concentration change and the distillate to be produced is
more than 70% of the inlet feed.

The thermal energy requirement of the main concentration
stage depends on its feed flow-rate and concentration. Concerning
the chains with MD (pie chart on the left in Fig. 7), the MD feed
concentration is always the same and the feed flow-rate is lower in
the 2nd chain. Thus, the fraction of MD thermal energy is lower in
the 2nd than in the 1st chain. Conversely, in the chains with MED
and two NF units (pie chart on the right in Fig. 7), two effects have
to be accounted: on the one hand, theMED feed flow-rate in the 4th

chain is lower, but on the other hand, the inlet concentration of

MED feed is lower and the total concentration factor is higher.
Therefore, the fraction of MED thermal energy is slightly lower in
the 3rd than in the 4th chain. Also, in the chains where the effluent
of the crystallizer is sent to the concentration stage (1st and 3rd), the
second term per relevance is the heat required by the end-
crystallizer. Conversely, in the chains with only one crystallization
step (2nd and 4th), the second term per relevance is the total electric
demand of the NF units. In these cases, the thermal demand of the
NaCl crystallizer is lower, because of its lower feed flow-rate.

It is worth noting that, whereas the specific electric consump-
tion of RO is higher than that of NF because of the higher operating
pressures, the share of electricity demand of NF in Fig. 7 (left) is
higher because we incorporated the terms relevant to the two NF
units in one term.

Concerning the 5th chain, although MED thermal energy rep-
resents again the main term, the fraction covered by the other
units, in particular by the three NF units and the NaCl crystallizer, is
much higher than in the other chains. In this regard, the third NF
unit plays a key role, because it operates at higher pressure with a
higher flow-rate in comparison with the other two NF units.

Furthermore, we carried out a detailed economic analysis of the
five treatment chains and we reported CAPEX, OPEX and revenues
in the bar charts in Fig. 8.

The OPEX of the main concentration stage is always the most
significant term, except for the 5th chain where the total OPEX of
the NF units turns out to be higher than the OPEX of MED. In the
first two chains, the most significant expenditure is the OPEX of
MD, especially in the 1st chain, where the MD feed flow-rate is
higher. In the 3rd and the 4th chain, the OPEX of MED is the highest
term, even if in the 4th chain it is comparable with the costs of NF.
Moreover, the chains with one crystallization step (2nd and 4th)
present lower CAPEX and OPEX of the concentration stage because
of the lower flow-rates. These chains have also reduced crystalli-
zation costs, since they present only one crystallization step. Con-
cerning the 5th chain, the presence of an additional NF unit
operating at a higher pressure and flow-rate makes the total CAPEX
and OPEX of the NF units the highest expenditures. Also, it is worth
noting that the costs of MED and of the NaCl crystallizer are in-
termediate between those of the 3rd and the 4th chain. This is
because the flow-rate fed to the MED is given by the permeate of
NF3, which is higher than the flow-rate fed to MED in the 4th chain
but lower than the one in the 3rd chain (since the recovery of NF3 is
80%, the MED feed flow-rate is 80% of theMED feed flow-rate of the
3rd chain).

Fig. 7. Nested pie charts representing the energy requirements of the five treatment chains.
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Concerning the revenues, the main term is always due to the
production of Mg(OH)2 in the crystallizer and it is followed by the
revenue due to the water production. With this regard, a significant
amount of water is produced to concentrate the solution up to the
saturation point and the relevant revenues have an important role.
In the chains with two NF units and two crystallization steps (1st

and 3rd chain), the OPEX of the concentration stage is higher than
the revenues given by Mg(OH)2 production. Conversely, in the
others, the Mg(OH)2 revenues offset the OPEX of the concentration
step. However, the global revenues of the chains with one crys-
tallization step are lower, because CaCO3 production is missing and
less water is produced in the concentration step.

Overall, for all chains, the OPEX is mostly given by the energy
costs. However, MED has always lower thermal consumptions than
MD and consequently lower costs, although it is responsible for a
larger concentration rise.

4.2. Comparison of the representative output values of the five
systems

The aim of this paragraph is to compare the chains via global
outputs, used to represent their technical and economic perfor-
mances. Firstly, the outlet flow-rates of minerals and water, the

NaCl productivity and the total electric and thermal energy demand
of the five chains are compared. Secondly, the values of LSC are
estimated and compared with the market value of NaCl crystals.

The comparison of the produced flow-rates of minerals and
water is depicted in Fig. 9. In the case of MED, the producedwater is
pure water, whereas, with RO and MD, the water has a maximum
salt concentration of 150 ppm. The chart shows that the highest
production of water occurs in the chains with two NF units and two
crystallization steps (1st and 3rd chain), because a higher flow-rate
is sent to the concentration step. Conversely, in the chains with two
NF units and one crystallization step (2nd and 4th chain), part of the
water is lost with the effluent of the crystallizer, which is disposed
as a waste. The 5th chain, with three NF units and two crystalliza-
tion steps, presents an intermediate water production, because the
retentate of the 3rd NF unit is disposed as a waste. Remarkably, the
production of Mg(OH)2 is the same in all systems since the
composition of the feed is constant and the relevant crystallization
step is present in every system and behaves in the sameway. On the
contrary, crystals of CaCO3 are produced only in the 1st, 3rd and 5th

chain because the other two chains have only one crystallizer.
Furthermore, we compared the amount of NaCl crystals pro-

duced in the chains by defining the NaCl recovery, which is re-
ported for the five chains in Fig.10. The 1st and the 3rd chains ensure
an almost total recovery of NaCl (~94%), since these are devised to
minimize the losses of NaCl. In both cases, the limit on the
maximum amount of NaCl crystals is defined on the basis of the
maximum concentration of SO4

2# to avoid the precipitation of
Na2SO4. Chains 2 and 4 have a lower NaCl recovery, around 42%,
since most of the salt is lost with the crystallizer effluent that is not
fed to the concentration step. In the 5th chain, the NaCl recovery is
around 58%, because a certain amount of Naþ and Cl# ions is lost

Fig. 8. Bar charts with the CAPEX, OPEX and revenues (negative) of the five treatment chains.

Fig. 9. Outlet flow-rates of the minerals (Mg(OH)2 and CaCO3) [kg/h] and of water [m3/
h] for the five chains. Fig. 10. Values of NaCl recovery [%] for the five chains.

M. Micari et al. / Journal of Cleaner Production 270 (2020) 122472 9



with the retentate of the third NF step, whose membranes have a
rejection toward Naþ and Cl# of around 30%. Thus, the 3rd NF allows
for operating theMED at higher TBT without risks of scaling but the
disposal of its retentate leads to a certain loss of NaCl.

Fig. 11 presents the total electric and thermal energy demand of
the five chains. The electricity demands of the chains with two NF
units and one crystallizer (chains 2 and 4) are significantly lower
than those with two crystallizers (chains 1 and 3). This is due to the
lower feed flow-rate in the concentration step, which is the most
energy-intensive phase. Moreover, the chains with the RO-MD
coupling (1st and 2nd) have higher electricity consumption than
the chains with MED (3rd and 4th), because RO is the most
electricity-intensive unit with a specific demand between 3 and 4
kWhel/m3

dist. In addition, MD has a specific electric demand of
around 1.8 kWhel/m3

dist. Conversely, MED has a specific electricity
demand of 1.5 kWhel/m3

dist. The 5th chain presents a total elec-
tricity demand comparable with the one of the 3rd chain and this is
mostly due to the additional electricity requirement of the third NF
step.

Concerning the thermal demand, the 1st chain has the highest
demand, because of the high thermal consumption of MD. Notably,
the difference between the chains with RO-MD is more enhanced
than that between the chains with MED. In the first two chains, the
MD feed has the same inlet concentration (i.e. 70,000 ppm) and
different flow-rate: since the flow-rate is almost three times higher
in the 1st chain, the corresponding total thermal demand increases
proportionally. Conversely, theMED feed in the 3rd chain has higher
flow-rate, but also higher concentration with respect to the MED
feed in the 4th chain. The smaller concentration growth to be per-
formed in the MED in the 3rd chain partially counterbalances the
higher flow-rate and this leads to a slighter difference between the
two MED chains.

The heat demand of chain 5 is comparable to that of chain 4. In
this case, the MED feed concentration and flow-rate are interme-
diate between those of the 3rd and the 4th chains. However, the
employed number of effects is higher (equal to 9) than the one used
for the other two chains (equal to 7), so the specific as well as the
total heat demand are lower. The number of effects is selected to
minimize the total MED costs: in the last chain, the optimum
number of effects is higher because, at the same steam tempera-
ture, the concentration factor is lower, so the capital costs are
significantly lower.

From the economic point of view, the systems are compared
through the LSC, which is reported for the five chains in Fig. 12.
Firstly, it is evident that the chains where the 2nd crystallizer
effluent is sent to the concentration step (Chains 1 and 3) are more
economically feasible than those presenting only one crystallizer
(Chains 2 and 4). Secondly, the RO-MD chains (1st and 2nd) have
higher LSCs with respect to the corresponding MED ones (3rd and

4th). Therefore, it is possible to conclude that the MED technology,
less heat-intensive than the MD, allows for devising cheaper
solutions.

Finally, in the 5th chain, the inclusion of an energy-intensive
third NF step and a significant loss of NaCl in the disposed NF
retentate make the chain the least economically feasible.

The obtained values of LSC are compared with the typical
market values of high purity (99.5%) NaCl salt, which can vary be-
tween 80 and 150$/tonNaCl (U.S. Department of the Interior, 2017).
This area is highlighted in grey in Fig. 12.

The LSC found for the chains with MED and two NF units (Chain
3 and 4) result to fall within this area and this finding confirms the
feasibility of these treatment processes. In particular, the 3rd chain
is themost economically feasible with a LSC of around 100$/tonNaCl.
Notably, the LSC of the 1st chain is slightly higher than 150$/tonNaCl,
thus further technological improvements can easily make this
chain competitive with the market value of NaCl crystals.

4.3. Sensitivity analyses

This paragraph presents the results of sensitivity analyses per-
formed by varying economic parameters (i.e. selling price of
Mg(OH)2, water and CaCO3 and cost of thermal and electric energy)
and input relevant to the feed solution (i.e. inlet chloride concen-
tration). Concerning the first analysis, the variation of the selling
price of the products may be connected to a variation of their pu-
rity, which would make such products sellable in a market sector
rather than another requiring higher purity. The variation range
goes from #50% to þ50% of the reference prices and costs reported
in Table 2. Simulations are performed for every chain by varying
one parameter per time, while the others are kept equal to the

Fig. 11. Total electric (left) and thermal (right) energy demand of the five chains. The total capacity in terms of feed flow-rate to be treated is equal to 100 m3/h.

Fig. 12. Levelized Salt Cost (LSC) calculated for the five chains. The grey area corre-
sponds to the range of market values of NaCl crystals with high purity (99.5%).
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reference ones (Table 2). Fig. 13 (left) shows the LSC variation for
the five investigated chains when the price of Mg(OH)2 is varied
between 600 and 1800$/ton, the price of CaCO3 is varied between
150 and 450$/ton (only for the 1st, 3rd and 5th chains) and the price
of water is varied between 0.5 and 1.5$/m3. The results are depicted
in bar plots, showing the LSC range of variation with respect to the
reference, highlighted in the middle.

In all cases, the most significant LSC variation occurs when the
price of Mg(OH)2 is varied. This is because the revenues due to the
Mg(OH)2 production constitute one of the most significant term in
the costs breakdown of each chain.

With this regard, the range of variation of the LSC in the 2nd and
4th chain is much wider than that found for the 1st and the 3rd

chain. Moreover, the lowest LSCs obtained at the highest Mg(OH)2
price in chains 2 and 4 are even lower than the corresponding ones
of chains 1 and 3, respectively. As shown in the costs breakdown of
the 2nd and 4th chains in Fig. 8, Mg(OH)2 revenues have an absolute
value significantly higher than all the other terms, also because the
concentration processes are fed by a lower flow-rate. Thus, the
variation of Mg(OH)2 price has a major impact on the total costs in
these cases. However, the amount of Mg(OH)2 produced is the same
in all chains, thus it is expected that the systems with a higher
production of NaCl salt (chains 1 and 3) show a slighter variation of
the LSC with respect to the chains with a lower NaCl production,
when a certain annual term of cost or revenue is changed of the
same amount.

On the contrary, the amount of water produced by the chains is
different, thus these variously respond to water price variations. In
particular, the water production is higher in the chains with two
crystallization steps (chain 1 and 3). At the same time, the global
expenses of these chains are higher and the relative weight of the
water revenue in the general cost breakdown is smaller than in the
2nd and the 4th chain. Overall, the LSC variation due to the water
cost change is still bigger in the chains where the crystallizer
effluent is disposed (2nd and 4th) but comparable with the one
found for the other chains (1st and 3rd).

Concerning the impact of CaCO3 price variation, this is bigger in
the 5th chain than in the 1st and the 3rd. As mentioned for the
Mg(OH)2 price variation, the CaCO3 productivity is the same in the
three chains but the variation of LSC is bigger when the NaCl pro-
ductivity is lower.

Fig. 13 (right) reports the LSC obtained for each chain by varying
the cost of heat and electricity. The higher thermal consumption of
MD leads to a stronger impact of the heat cost on the RO-MD chains
(1st and 2nd). Also, the variation range is larger in the 1st chain than
in the 2nd, because of the higher total thermal demand. Conversely,
the variation range of the 3rd chain is smaller than that of the 4th

chain, because the higher salt production makes the LSC more
stable. Finally, it was found that the range of LSC variation with the
cost of electricity is always slightly smaller than that with the heat
cost, except for the 5th chain. Although thermal energy covers the
highest share of the energy demand in all chains, the additional
energy requirement due to the 3rd NF unit in the 5th chain makes it
slightly more sensitive to electricity cost variations.

The second analysis regards the effect of inlet chloride con-
centration on the LSC. In fact, whereas multiple samples of the
investigated effluent showed a ±2% variation in the composition,
effluents produced by different mines may present different com-
positions. In particular, we compared the composition of various
effluents produced by polish coal mines and chloride concentration
showed the widest range of variation. While sulphate concentra-
tion was always between 600 and 800 ppm, the chloride one was
found to vary from 3,500 ppm (around 100 mol/m3) to more than
20,000 ppm (around 600 mol/m3). Previous works reported values
of chloride concentrations up to 35,000 ppm (Turek et al., 2005b).
Therefore, we assessed the impact of inlet chloride concentration
on the LSCcap and LSCop (showed in Fig. 14 on the left) and on the
global LSC (showed in Fig. 14 on the right) for the three most
feasible chains (Chain 1, 3 and 4). The concentration of sodiumwas
varied accordingly, while the concentrations of the other ions were
kept equal to the reference case.

Firstly, LSCcap and LSCop (including revenues) have opposite
trends for all chains, but the increase of LSCop with concentration
for the RO-MD chain is much stronger than that for theMED chains.
On the one hand, in Chain 1, the variation of chloride concentration
affects the concentration of the RO feed. Since the outlet concen-
tration of RO brine is fixed, the RO retentate flow-rate, that is the
feed of the MD unit, changes accordingly. Therefore, the MD ther-
mal consumption and OPEX increase significantly with the con-
centration of Cl# ions and this leads to an increase of LSCop that
almost offsets the decrease of LSCcap. On the other hand, in the
chains with MED, the MED feed is always the same and the total
thermal consumption and the LSCop present a slighter increase
with concentration. Therefore, the global LSC of the MED chains is
more affected by the decreasing trend of LSCcap and presents higher
slope than the one of the RO-MD chain. This leads to the fact that
Chain 1 (with RO-MD) shows a much flatter behaviour than the
other two chains (with MED).

Secondly, it is worth noting that the LSCs of the three chains
mostly fall within the feasibility range (grey area in Fig. 14-right)
and, at high chloride concentration, the LSCs of the MED chains are
even lower than the lower bound. This shows that the chains are
promising treatment solutions for various neutral coal mine efflu-
ents with high chloride concentration.

Fig. 13. LSC variation with the price of Mg(OH)2, CaCO3 and water (left) and with the costs of electricity and heat (right). The upper and lower values of each bar correspond to a
variation of the price/cost of ±50%. The value in the middle is the LSC found in the reference case.
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5. Conclusions

The neutral effluent produced by coal mines is a severe threat to
the environment if directly disposed into the rivers, because of its
high concentration of chloride and sulphate. In this work, we
devised and analysed five treatment chains to purify the effluent
and to recover valuable materials. The chains are composed by a
pre-treatment step, given by nanofiltration and crystallization
units, and a concentration step, including multi-effect distillation
and NaCl crystallizer or reverse osmosis, membrane distillation and
NaCl crystallizer.

The analysis of the energy demands and the costs of the chains
showed that the heat demand constitutes in all cases the highest
fraction of the total demand, especially in the chains with MD.
Consequently, the OPEX of the concentration technologies was al-
ways among the most crucial expenses. However, in most cases, it
was found that the revenues due to Mg(OH)2 production are able to
offset the highest expenditures.

The comparison of the chains was focused on the total energy
demands, the NaCl recovery and the levelized cost of the salt (LSC).
This last parameter allowed for assessing the feasibility of the chain,
by comparing it with the current market values of high-purity NaCl
crystals. The results showed that the chains devised to maximize
the NaCl recovery have higher thermal and electric energy demand
but also lower LSC, thus being more economically feasible. More-
over, the MED technology allowed for strongly reducing the global
LSC, for its lower thermal demand: the treatment chain with two
NF units, two crystallizers and MED has a LSC of 100$/tonNaCl that
falls within the range of typical high-purity NaCl price. Therefore,
this chain was found to be economically competitive with the
market value.

Overall, different solutions have been proposed to treat a coal
mine effluent and to recover valuable products: water, minerals
and NaCl crystals. The findings of this study can have important
consequences on the industrial sector of the coal mines, since they
can heavily contribute to improve the sustainability of the process,
while proposing economically feasible treatment configurations for
neutral effluents. The proposed chains allow for a strong reduction
of the environmental impact of the industrial process by avoiding
the disposal of a highly-concentrated solution into the environ-
ment. Future studies will focus on a detailed assessment of the
environmental impact of the proposed configurations, in terms of
CO2 emissions due to construction and operation of the treatment
processes.
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