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Rainer und Holger standen mir immer mit fachlichem Rat zur Seite, ob beim Herleiten

von Gleichungen, Fehlersuchen, oder Neuorientieren, wenn sich eine Richtung als nicht
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unterstützten in allen Technik-Belangen. Danke dafür!

Neben all der fachlichen und organisatorischen Unterstützung, war nicht zuletzt die
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Abstract

Storage of thermal energy holds a great potential for energy efficiency improvements,

as it enables to decouple (waste) heat production and heat demand in space and time.

It is thus essential for reaching the goal of the Paris agreement (2015), namely limiting

global warming under 2 ◦C. Of the three types of heat storage - sensible, latent and

thermochemical - the latter has the greatest development potential. Thermochemical

heat storage offers high storage densities and the possibility to store energy chemically

bound without losses. However, more research is needed before this technology is

ready to be applied. Different materials are suitable for thermochemical heat storage.

Most of them are gas-solid reactions in which the reverse reaction can be prevented by

separating the gaseous component.

We limit this work to the reaction of Calcium hydroxide (Ca(OH)2) under supply of

heat to water vapor and Calcium oxide (CaO). The reaction stores energy in the form

of reaction enthalpy, while the reverse reaction releases heat. Although this reaction

system is comparatively well studied, there is no consensus on the reaction mechanism.

The water vapor pressure determines the reaction temperature between approx. 400 -

800 ◦C. At different pressures for storage-loading and -unloading, heat can be released

at a higher temperature level than required for loading. During the reaction, different

physical and chemical processes depend on each other in a complex way, e.g. gas pressure

and temperature change the fluid viscosity and thus the gas flow behavior that controls

the reaction. Furthermore, the solid volume changes during the reaction, which also

influences the flow field of the gas. After several cycles of charging and discharging, the

solid particles agglomerate. As a result, the conversion rate declines.

To bring the technology to market, it is important to understand the different processes

and their interactions. Numerical modeling is a suitable method for investigating and

understanding the complex interactions of physical and chemical processes involved in

XIII



thermochemical heat storage. Individual phenomena and their effects on the reaction

process can be tested in numerical experiments. Comparing the model results with

suitable experimental data shows whether the model covers all the relevant processes.

Model verification by benchmarking is a further method to confirm the model.

This work is limited to the simulation of fixed-bed reactors. The solid material in the

form of particles or pellets is filled into a container. Adding or removing heat and steam

from the system, controls the reaction. There are two types of fixed-bed reactors: (1)

For the directly operated reactor concept, a mixture of steam and an inert gas as heat

transfer fluid (usually nitrogen) is passed through the fixed bed. The partial pressure

of the steam and the gas temperature control the reaction. Reaction gas supply and

heat transfer are coupled together. (2) In the indirectly operated reactor concept,

heat exchanger channels run through the fixed bed, which remove/transport the heat

generated in the reaction. In the fixed bed itself, pure water vapor surrounds the solid

particles. Here, the reaction is controlled by the absolute gas pressure in the fixed bed

and the temperature imposed in the heat transfer channel.

In the model, we represent the fixed bed of both reactor types as a porous medium.

We formulate balance equations for all chemical components involved as well as the

energy, and solve them numerically in the simulator DuMux. Both reactor types have

different requirements for the model setup.

Simulation of the directly operated reactor concept We assume a perfectly iso-

lated reactor and thus reduce the homogeneous reactor filling to a one-dimensional

model setup. We verify the model by comparing the simulation results of different

models in a benchmark. The benchmark scenario, however, is based on several simpli-

fying assumptions, that we investigate subsequently. The assumption of a local thermal

equilibrium is appropriate for small particle sizes. Yet, the effect of the solid volume

change on the reaction behavior is significant. The changed volumetric composition of

gas and solid influences the heat transport in the porous bulk and thus the reaction pro-

cess. In addition, a change in the gas flow resistance alters the gas pressure, which also

determines the reaction rate. We use a discrete fracture model to drop the assumption

of a homogeneous bulk and to represent the agglomerates formed after several cycles of

loading and unloading. The fractures between the agglomerates represent the prefer-

ential flow paths of the gas flow. We show that these patterns always affect the energy

XIV



efficiency of the storage negatively. Although the processes of permeability alteration

and fracture formation are covered in literature, there are no quantifying experiments.

So, the information given by the simulations based on those experiments has only a

qualitative character.

Simulation and model validation of the indirectly operated reactor concept The

model for the indirectly operated reactor concept consists of two sub-domains: the fixed-

bed reactor and the heat exchanger channel. The heat exchanger channel is simplified

to one dimension under simplifying assumptions, while the fixed bed is represented

two-dimensionally. We represent the experimental setup of [Schmidt et al., 2017] and

aim to validate the model on the basis of their experimental results. However, we found

several uncertain parameters, such as undetermined heat losses over the reactor casing.

The reaction rate also contains uncertainties. We determine the most uncertain param-

eters by Bayesian parameter inference and show that the temperature loss significantly

influences the course of the reaction. Furthermore, we detect a decrease of the reaction

rate with progressing conversion and attribute it to the presence of agglomerates.
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Kurzfassung

Um die globale Erwärmung entsprechend dem Pariser Klimaabkommen (2015) auf

unter 2 ◦C zu beschränken, muss der Ausstoß an Treibhausgasen weltweit bis zum

Jahr 2050 auf null sinken. Durch räumliche und zeitliche Entkopplung der Erzeugung

und Freisetzung thermischer Energie ermöglicht die Wärmespeicherung ein Zusam-

menführen von Bedarf und Überproduktion. Damit ermöglicht sie Energieeffizienzstei-

gerungen, die unabdingbar sind, um das Ziel des Klimaabkommens zu erreichen. Unter

den drei Arten der Wärmespeicherung - sensibel, latent und thermochemisch - weist

Letztere das größte Entwicklungspotenzial auf. Thermochemische Wärmespeicherung

bietet die Möglichkeit, chemisch gebundene Energie verlustfrei zu speichern, bei gleich-

zeitig hohen erreichbaren Speicherdichten. Es besteht allerdings noch Forschungsbedarf,

bevor diese Technologie kommerziell eingesetzt werden kann. Verschiedene Materialien

eignen sich zu thermochemischer Wärmespeicherung. Meist handelt es sich dabei um

Gas-Feststoffreaktionen, bei denen durch das Abtrennen der gasförmigen Komponente

die Rückreaktion verhindert wird.

Diese Arbeit beschränkt sich auf die thermochemische Reaktion von Calciumhydroxid

(Ca(OH)2) unter Wärmezufuhr zu Wasserdampf und Calciumoxid (CaO). Die genannte

Reaktion speichert Wärme in Form von Reaktionsenthalpie, während die Rückreaktion

Wärme freisetzt. Der Feststoff wird dabei in Form von Partikeln oder Pellets verwen-

det. Obwohl dieses Reaktionssystem vergleichsweise gut erforscht ist, besteht dennoch

kein Konsens über den Reaktionsmechanismus. Der Wasserdampfdruck bestimmt die

Reaktionstemperatur zwischen ca. 400 - 800 ◦C. Bei unterschiedlichen Drücken für

Speicherbe- und -entladung kann die Wärme auf einem höheren Temperaturniveau ab-

gegeben werden als für die Beladung benötigt wird. Verschiedene physikalische und

chemische Prozesse, die bei der Reaktion auftreten, bedingen sich in komplexer Weise

gegenseitig. Beispielsweise ändern Gasdruck und -temperatur die Fluidviskosität und
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damit das Gasfließverhalten, das die Reaktion steuert. Ferner ändert sich das Fest-

stoffvolumen bei der Reaktion, was ebenfalls das Strömungsfeld des Gases beeinflusst.

Bei mehrmaligem Be- und Entladen führt dieses Ausdehnen und Zusammenziehen des

Feststoffs in einem Festbettreaktor zu Agglomeratbildung und, damit einhergehend,

verschlechtertem Reaktionsverhalten.

Um die Technologie zur Marktreife zu bringen gilt es, die einzelnen Prozesse und deren

Interaktion zu verstehen. Die numerische Modellierung zeigt sich hierfür als geeigne-

te Methode, um die komplexen Zusammenhänge und Abläufe aus physikalischen und

chemischen Prozessen bei der Wärmespeicherung zu untersuchen und zu erfassen. In

numerischen Experimenten können einzelne Phänomene und ihre Auswirkung auf das

Reaktionsgeschehen getestet werden. Der Vergleich mit geeigneten experimentellen Da-

ten zeigt auf, ob im Modell die relevanten Prozesse korrekt abgebildet sind. Auch eine

Modellverifizierung durch einen Benchmark bestätigt das Modell.

Diese Arbeit beschränkt sich auf die Simulation von Festbettreaktoren. Dabei wird

der Feststoff in ein Behältnis gefüllt, in dem die Reaktion durch Zu- oder Abfuhr

von Wärme und Wasserdampf gesteuert abläuft. Zwei Reaktortypen werden nach ih-

rer Betriebsweise unterschieden: (1) Beim direkten Reaktorkonzept wird Wasserdampf

gemischt mit einem inerten Wärmeträgerfluid (meist Stickstoff) durch das Festbett ge-

leitet. Der Wasserdampfpartialdruck und die Gastemperatur steuern die Reaktion. Re-

aktionsgasbereitstellung und Wärmeübertragung sind miteinander gekoppelt. (2) Beim

indirekten Reaktorkonzept durchziehen Wärmetauscherkanäle das Festbett, die die im

Festbett entstehende Wärme ab/antransportieren. Im Festbett selbst umgibt reiner

Wasserdampf die Feststoffpartikel. Hier wird die Reaktion durch den Absolutdruck im

Festbett und die im Wärmetauscherkanal vorgelegte Temperatur gesteuert.

Im Modell wird das Festbett beider Reaktortypen als poröses Medium abgebildet. Es

werden Bilanzgleichungen für alle beteiligten chemischen Komponenten sowie die Ener-

gie formuliert und mit der Simulationssoftware DuMux numerisch gelöst. Beide Reak-

tortypen stellen unterschiedliche Anforderungen an den Modellaufbau.

Simulation des direkten Reaktorkonzepts Für eine homogene Schüttung mit idea-

lisierter Wärmedämmung kann der direkte Reaktor eindimensional abgebildet werden.

Ein Vergleich mit anderen Modellen aus anderen Softwarepaketen in einem Bench-

markszenario zeigt eine gute Übereinstimmung der Simulationsergebnisse und verifiziert
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damit das Modell. Jedoch basiert das Benchmarkszenario auf vereinfachenden Annah-

men, die im Anschluss untersucht werden. Die Annahme, Feststoff und Gas haben lokal

die selbe Temperatur, kann für kleine Partikelgrößen bestätigt werden. Die Auswirkung

der Veränderung des Feststoffvolumens auf das Reaktionsverhalten ist allerdings bedeu-

tend. Die veränderte Volumenzusammensetzung aus Gas und Feststoff beeinflusst den

Wärmeabtransport in der porösen Schüttung und damit den Reaktionsverlauf. Außer-

dem beeinflusst eine Veränderung des Fließwiderstands den Gasdruck, der ebenfalls die

Reaktionsrate bedingt. Entscheidend ist ferner die Annahme eines homogenen Fest-

betts. Nach mehrmaligem Speicherbe- und entladen und Agglomeratbildung fließt das

Gas vermehrt in bevorzugten Fließpfaden um diese herum. Im Modell werden diese

Strukturen über ein diskretes Rissnetzwerk eingebaut. Es zeigt sich, dass diese Struk-

turen den energetischen Wirkungsgrad des Speichers reduzieren unabhängig von ihrer

räumlichen Anordnung. Über die Prozesse der Permeabilitätsänderung der Rissbildung

wird zwar in der Literatur berichtet, allerdings bestehen keine quantifizierenden Ex-

perimente, sodass auch die Aussage der darauf beruhenden Simulationen qualitativer

Natur ist.

Simulation und Modellvalidierung des indirekten Reaktorkonzepts Das Modell

zum indirekten Reaktorkonzept besteht aus zwei Teilgebieten, je für die Festbettschüt-

tung und den Wärmetauscherkanal. Der Wärmetauscherkanal wird unter vereinfachen-

den Annahmen zu einer Dimension reduziert, während das Festbett zweidimensional

repräsentiert wird. Das Modell bildet damit einen Versuchsaufbau aus [Schmidt et

al., 2017] nach und wird anhand deren Experimentergebnissen validiert. Dafür werden

zunächst Modellparameter ermittelt werden, die einen undetektierten Wärmeverlust

über das Reaktorgehäuse abbilden. Ferner beinhaltet die Reaktionsrate Unsicherhei-

ten. Die entscheidenden unsicheren Parameter werden ermittelt und über inverse Mo-

dellierung mit Hilfe Bayes’scher Parameterinferenz bestimmt. Es zeigt sich, dass der

Temperaturverlust den Reaktionsverlauf maßgeblich beeinflusst. Aus den Daten wird

außerdem auf eine Abnahme der Reaktionsgeschwindigkeit bei zunehmendem Reakti-

onsumsatz geschlossen, was auf das Vorhandensein von Agglomeraten zurückgeführt

wird.
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1 Introduction

Increasing urgency to mitigate climate change inspires the investigation of innovative

means of energy storage. We first give a review on the world’s energy consumption and

the potential for efficiency increase by the different means of thermal energy storage.

Against this background, we outline the objectives of this thesis, namely modeling

thermochemical heat storage reactors.

1.1 Energy Conversion and Storage

In 2019, the world population consumed 158.8 ·1012 TWh (=̂ 571.8 EJ) of primary

energy [BP p.l.c., 2020] with the major share of it falling upon fossil fuels (86.09 %).

Therein, coal has a share of 27.6 %, oil of 33.75 %, and natural gas of 24.74 %, see

Figure 1.1. The energy sector has a share of 73% to the global CO2 emissions of in total

34.2 billion tonnes [BP p.l.c., 2020, IEA, 2020]. CO2 is the most important greenhouse

gas. The overall anthropogenic greenhouse gas emissions are estimated to 46.4 billion

tonnes CO2 equivalents [Ritchie, 2020].

Meanwhile, there is a common understanding, that anthropogenic emissions of green-

house gases cause a climate change. Greenhouse gases absorb and scatter infrared

radiation from the earth’s surface, which would otherwise be emitted to space. Cli-

mate change is responsible for the melting glaciers, sea-level rise, the growing trend to

extreme weather events and droughts [IPCC, 2018]. In order to limit the impacts of

climate change on the earth, the United Nations in 2015 reached an agreement to limit

the increase of global temperature below 2 ◦C in the Paris Agreement [UNFCCC, 2015].

To reach that goal, the anthropogenic greenhouse gas emissions have to be reduced to

zero until the year 2050 [IPCC, 2018].
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One aspect of reducing greenhouse gases is based on replacing the conventional en-

ergy production with renewable sources of energy, such as solar, wind, hydroelectric,

geothermal and biomass. The largest potential is attributed to photovoltaic and wind

energy production [Zsiborács et al., 2019]. However, their intermittent nature makes

them challenging to integrate into the energy system. One solution to tackle this prob-

lem is to store overproduced energy in order to use it in times of increased demand

[Delucchi and Jacobson, 2011, Bertsch et al., 2016].

A second aspect is based on energy savings by increasing energy efficiency [Ürge-Vorsatz

and Metz, 2009, Metz et al., 2007, Edenhofer et al., 2014], e.g. by optimizing processes.

Furthermore, many processes up to now emit waste heat, especially in the industrial

sector [Pehnt et al., 2011], the building sector [Reddick et al., 2020] and for the conven-

tional power production with fossil or nuclear fuels [Cot-Gores et al., 2012] at different

temperature levels. Exploiting this surplus heat would increase the overall process ef-

ficiency. This fact becomes even more important when considering the share of final

energy consumption. Figure 1.2 exemplifies the percentage of final energy consumption

in Germany. With a share of 56.5 %, heat forms the bigger part of the final energy

consumption in Germany. This includes space heating and cooling, warm water, and

industrial heating and cooling and cold. For Europe, the share of heat at final energy

consumption is 58 % [Köhler et al., 2016]. For developing countries, this percentage is

even higher [Stoppok et al., 2018].

Figure 1.1: Contributions to the world’s pri-
mary energy consmption in 2019.
Data from [BP p.l.c., 2020]

Figure 1.2: Final energy consumption exam-
plarily for Germany in 2017. Data
from [BMWi, 2019]
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Energy storage is able to decouple the production of energy including sources such as

waste heat and its consumption in space and time. It provides thus a possibility to

link surplus or waste productions to the needs. Energy can be stored in its various

forms, namely potential, chemical and thermal. However, each conversion of one form

of energy to another induces a loss of efficiency [Sterner and Stadler, 2014]. In order to

keep these losses low, energy is best stored either in the available form or in the form

of consumption. Hence, thermal energy storage bears a high potential of increasing

energy efficiency and promoting renewable sources of energy and is thus indispensable

for coping with the challenge of climate change.

1.2 Thermal Energy Storage

There are three different kinds of thermal energy storage: sensible, latent and thermo-

chemical. Their storage principles, advantages and disadvantages are outlined in the

following sections. Table 1.1 provides an overview of typical storage media and the

ranges for storage densities and temperature applications.

Table 1.1: Overview of heat storage technologies; data from [Aydin et al., 2015, Bauer et al.,
2012, Sterner and Stadler, 2014, Felderhoff et al., 2013]

Storage type Material Storage density
[kWh/m3]

Temperature
range [◦C]

Sensible Water [∆T = 50 K] 58 0 - 100
Concrete [∆T = 50 K] 25 - 30 0 - 800

Latent Paraffin 85 -12 - 70
Molten salt 250 150 - 500

Thermochemical Zeolite 150 25 - 200
CaO/CaCO3 1340 750 - 925

Further criteria for installing the heat storage would be the speed of charge and dis-

charge, efficiency and costs. Those properties, however, strongly depend on the respec-

tive installation and are therefore not regarded further in this work.
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1.2.1 Sensible Heat Storage

Sensible heat is stored as temperature difference of the storage medium. Besides the

temperature difference, a high heat capacity is beneficial. Commonly used media are

water or concrete. Sensible heat storage is a mature technology used in many applica-

tions for heating and cooling [Dincer and Ezan, 2018]. However, the storage densities

are rather poor and good insulations are necessary to minimize losses. Additionally,

the discharge temperature decreases with decreasing state of charge.

1.2.2 Latent Heat Storage

Latent heat storage exploits the heat of a phase change. Usually, the phase change

between solid and gas is used, because the volume difference between solid and liquid

is less important than between liquid and gas phase. Different materials are available

for different temperature ranges, such as paraffin waxes for low level heat and molten

salts for high temperatures. Latent heat storage allows higher storage densities than

sensible heat storage. A clear advantage is the limited range of discharge temperatures

close to the substances’ melting point.

1.2.3 Thermochemical Heat Storage

Thermochemical heat storage can be further classified into heat storage based on sorp-

tion processes and on chemical reactions [Kerskes et al., 2011]. The former is based on

physical ab- and adsorption of gases to solids under the release of heat, whereas heat

storage based on a real chemical reaction involves molecular changes including break-

ing and restoring molecular bonds. Both means feature a possible high storage density

and, due to a variety of possible materials, a large range for temperature applications

from low level to high temperature heat [Kerskes et al., 2011]. As the stored heat is

chemically bound in the reaction enthalpy (or enthalpy of sorption), heat can, in theory,

be stored without losses [Kerskes et al., 2011]. Considerably higher storage densities

can be reached, see Table 1.1. Furthermore, heat is released at a constant temperature

depending on the equilibrium conditions of the reaction. This fact will be outlined in

detail in Section 2.3.2. Thus, thermochemical heat storage has a high potential for
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many ways of usage. However, the technology is not yet sufficiently investigated for

ready-to-use applications. For systems based on sorption, there are already some ap-

plications commercially available, however financially not yet attractive [Kuznik et al.,

2018]. For reaction-based thermochemical heat storage, so far only research plants exist

[Carrillo et al., 2019].

In this thesis, we focus on thermochemical heat storage based on chemical reactions.

The thermochemical reactions of interest can be described by the following reaction

equations:

νAB · AB(s) 
 νA · A(s) + νB ·B(g), ∆HR. (1.1)

The solid AB is split by providing reaction enthalpy ∆HR in the form of heat into

another solid A and a gaseous component B. νi denotes the stoichiometric constants.

The heat is then stored in the chemical potential of the two separated components A

and B. Subtracting the gas B from the system prevents the reverse reaction. After

complete conversion, the storage system is charged. The storage is discharged or the

heat gets released by initiating the reverse reaction. Dosing the reaction fluid enables

to control the discharge reaction.

Different reaction systems (comprising the substances AB, A and B) are possible for

thermochemical heat storage. N’Tsoukpoe et al. [2014] and Richter et al. [2018] con-

ducted material screenings and identified possible materials, which according to [Went-

worth and Chen, 1976, Pardo et al., 2014] best fulfill the following criteria: large reaction

enthalpies are favourable to reach high storage densities; the reaction should be fast,

without side reactions and aging effects such as sintering; the compounds should be

cheap, availabe and environmentally harmless for an easy handling of the storage. For

detailed listings of possible materials with their respective temperature ranges, we refer

to the mentioned publications.

The materials have in common that they are handled in the form of particles of sev-

eral µm to mm. The reaction is conducted in reactors, where it can be operated by

regulating the pressure of the reactive gas and temperature.
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1.2.4 Reactor Concepts for Thermochemical Heat Storage

The reactor forms the environment where the thermochemical reaction takes place in a

targeted, controlled way. It consists of a casing that contains the solid reaction material,

and heat and reaction fluid are dosed or extracted into that casing. The reactor can

therefore be optimized to provide or subtract them both in the best possible way.

Different reactor concepts are presented and summarized e.g. in [Pan and Zhao, 2017].

They range from fluidized bed reactors [Criado et al., 2014, Angerer et al., 2018] over

flow reactors [Kerskes et al., 2012] to fixed-bed reactors.

In this work, we restrict ourselves to fixed-bed reactors. This means the solid reactive

bulk is rigid. There are two different basic types of bed reactors: the directly operated

and the indirectly operated fixed-bed reactor concepts.

Directly Operated Reactor Concept

Figure 1.3 shows the directly operated reactor concept presented by [Schaube et al.,

2013a] in the experimental setup and as sketch. The solid reaction material is filled into

a tube. A filter at the bottom keeps the solid material at its place. From the bottom, a

mixture of heat transfer fluid (HTF) and gaseous reactant is injected and flows through

the porous bulk to the top, providing heat and reactant at the same time. The gas flux

is small enough so that the solid material does not move. The gas leaves the reactor

at the top, reduced or enriched by the gaseous reactant. A pressure gradient between

bottom and top induces the gas flux.

This reactor type requires no heat exchanger, as the reaction fluid is the same as the

heat transfer fluid. Thereby, it creates a very good heat transfer through the reactor.

The partial pressure of the gaseous reactant can be adjusted by the gas composition.

The only disadvantages are parasitic losses caused by a pressure drop in the porous

bulk.
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Figure 1.3: Experimental setup1 and schematic view on the reactor of [Schaube et al., 2013a]
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(a) Schematic view of the reactor showing the reactive
beds, heat transfer (HTF) channels and fluid, and the
reaction fluid flow, adapted from [Schmidt et al., 2014]

(b) Top view of the ex-
perimental setup of
[Schmidt et al., 2014]2

Figure 1.4: Indirectly operated reactor concept

Indirectly operated Reactor Concept

In contrast to the previous reactor type, the indirectly operated reactor provides heat

and reaction fluid separately from each other. Again, the solid bulk material is packed

in beds, see Figure 1.4. Heat transfer channels are integrated into the bed, where a

heat transfer flux provides heat. The heat transfer fluid has no direct contact to the

reacting substances. Reaction fluid is delivered from the top and/or the bottom to the

solid bulk.

1Reprinted from ”Chemical Engineering Research and Design, 91, F. Schaube et al. De- and
rehydration of Ca(OH)2 in a reactor with direct heat transfer for thermo-chemical heat storage. Part A:
Experimental results, 856–864, 2013”, with permission from Elsevier.

2Reprinted from ”Applied Thermal Engineering, 62, M. Schmidt et al., Experimental results of a
10 kW high temperature thermochemical storage reactor based on calcium hydroxide, 553-559, 2014”,
with permission from Elsevier.
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1.3 Objectives

This thesis aims at providing a numerical simulator for fixed-bed thermochemical reac-

tors. The processes in the reactors are manifold and depend on each other in a complex

manner. Modeling is thereby primarily a tool to proof understanding and to identify

all the relevant processes occurring in the thermochemical reactor. Furthermore, it

provides a cheap tool to test the influence of different processes. With the modeling,

we aim to promote thermochemical heat storage. Afterwards, this simulator should

also be able to help designing and optimizing fixed-bed reactors.

We focus on one specific reaction system, namely the reaction of Calcium oxide with wa-

ter to Calcium hydroxide (CaO/Ca(OH)2). This reaction system has been investigated

intensively on different scales and provides a good foundation both on the material

parameters [Schaube et al., 2011, 2012], the reaction behaviour [Criado et al., 2014,

Schaube et al., 2012, Angerer et al., 2018] and specific processes occuring on the reac-

tor scale [Schaube et al., 2012, Roßkopf et al., 2014, Yan et al., 2019]. Experimental

data are available for validating the numerical model on the reactor scale (e.g. Schmidt

et al. [2017]).

The simulator needs to depict the relevant processes occuring in the reactor including

flow and transport of reaction gas and heat transfer fluid, the chemical conversion of

the solid reactive bulk, including the heat development and transport, for both types of

fixed-bed reactors. The two reactor concepts display different modeling requirements.

For the directly operated reactor concept, the gas mixture and gas flow processes are

important. For the indirectly operated concept on the other hand, heat transfer chan-

nel and reactor bulk form two domains with very diverse prevailing processes. Both

reactor types should be simulated in an accurate and effective manner. Besides, we use

the numerical model to investigate the importance of including or neglecting specific

processes. Model verification by comparing different numerical models in a benchmark,

and model validation by comparing simulation and experimental results, produce proof

of our numerical model.
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1.4 Outline

In Chapter 2, we investigate the exact physical and chemical processes occurring in the

bulk of fixed-bed thermochemical heat storage reactors. We approximate the bulk as a

porous medium and present the assumptions related to this concept being incorporated

into the conceptual model. The ensemble of processes forms the phyiscal and chemical

model for the reactors. Those processes are integrated into balance equations to form

a mathematical model in Chapter 3. The balance equations are of the type of partial

differential equations, which need to be solved numerically. We present the numerical

models including discretization methods and solution strategies. Chapter 4 is dedicated

to simulating the directly operated reactor concept. Here we verify the model in a

benchmark setup with different software packages. Section 4.1 presents the findings

that have been published jointly with T. Nagel in P. Ostermeier in [Nagel et al., 2018].

Subsequently, we test the influence of the simplifying assumptions concerning local

thermal equilibrium and morphology changes in solid bulk with numerical experiments.

Section 4.3 presents the findings on reversible porosity induced permeability alterations

published in [Seitz et al., 2020]. In Chapter 5, we present simulation results for the

indirectly operated reactor concept. We aim to validate the model with experimental

data of [Schmidt et al., 2017]. In the experimental setup, uncontrolled heat losses occur

that influence the reaction behaviour. With the aproach of inverse modeling, we aim

to approximate the underlying processes. The results presented here are published in

[Seitz et al., 2021]. In Chapter 6, we conclude our findings and give an outlook.





2 Fundamentals

Modeling fixed-bed thermochemical heat storage reactors necessitates understanding

the different physical and chemical processes occuring in the porous bulk. The ways

to describe and quantify those processes depend on the scale one looks at them. In

this chapter, we introduce the different physical and chemical processes necessary to

describe the bulk of reactive particles in a fixed-bed reactor. This includes the transport

processes as well as the chemical reaction. To do so, we need to introduce the quantities

we use for describing the processes. Additionally, we present the specifications of the

reaction system CaO/Ca(OH)2.

2.1 Scales, Phases and the Porous Medium

It is necessary to define scales, for each scale has its own properties to describe matter

and processes. Chemical reactions like the reaction of Equation 1.1 are the result of

interactions between molecules that are so strong, that they lead to a change in their

molecular structures. Less intense interactions regulate the arrangement of molecules,

e.g. by attraction forces and polarity. These processes are looked at on the molecular

scale. Every molecule has own properties pertaining to mass, momentum and energy.

However, it is computationally unfeasible to model every single molecule within the

complete reactor.

Averaging over a sufficient number of molecules leads to the definition of continuous

phases. A phase occupies a defined space and has, within its domain, continuous

properties. A phase is defined by state variables, such as composition, pressure and

temperature. Different phases are separated by interfaces. In the present work, we con-

sider a gas phase composed of at least one component (B) and different solid phases (A,

and AB). Due to the continuous properties, this scale is termed continuum scale [Bear,
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2018]. The differentiation between different phases allows to describe the materials vi-

sually. The considered solids form particles. Several particles form a solid matrix. The

void space (also: the pores) in between the particles is occupied by the gas phase. So,

the aggregate of solid matrix and gas-filled pores is termed porous medium. Another

name for the continuum scale is thus pore scale.

The number of particles within a thermochemical reactor is still too large to be resolved

in a numerical model. In order to upscale, the quantities within a specific volume are

averaged. This volume needs to be chosen in such a way that shifting, in- or decreasing

it slightly doesn’t cause any change in the describing quantities. It needs to be large

enough, so that small characteristics of geometry and composition are represented and

considerably smaller than the overall domain. Bear [2018] gives a rough number of 100

times smaller than the simulated domain. This volume is then termed representative

elementary volume (REV) and the according scale, the REV scale [Bear, 2018, Helmig

et al., 1997]. Again, due to the upscaling, new parameters arise, such as porosity and

permeability. In a REV, all the present phases are continuous, albeit each phase is

attributed with a volume fraction. Several continuous phases overlap.

Figure 2.1 illustrates that the same system can be viewed from different scales. Each

scale has its own properties to describe matter and processes. Due to upscaling, infor-

mation of the smaller scale gets lost and new averaged parameters, and also processes,

appear. In the system of a complete thermochemical reactor, however, small scale in-

formation such as specific pore morphologies at every location are not available anyway.

Temperature measurements deliver an average temperature of gas and solid. Modeling

on the REV scale requires information on properties of the same scale [Bear, 2018].

Data of smaller scales need to be transferred to the scale of interest by averaging or

homogenization techniques [Bear, 2018].

2.2 The Fluid-filled Porous Medium

A porous medium consists of at least one solid and one fluid phase. The phase in turn

is composed of one or several chemical species, so-called components. We introduce

ways to describe the composition and further properties that describe the phases. Ad-
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Figure 2.1: Different scales for describing the same systems for the example of the reaction
system CaO/Ca(OH)2; Left: Molecular scale with CaO and Ca(OH)2 crystals,
and water molecules; Middle: Micro / pore scale: Continuous phases of solid
grains and gas, Right: REV scale: The considered volume is filled by volume
fractions of the two solids CaO and Ca(OH)2 and the water vapor.

ditionally, we introduce parameters to specify the fluid-filled porous medium on the

REV scale.

Mole and Mass Fractions Mole and mass fractions indicate the proportion of one

component within the phase. The mole fraction xκ is thereby the ratio of the number

of moles n of a specific component κ within a phase composed of i different chemical

species. The mass fraction Xκ relates the mass of the component mκ to the total mass

of the phase m:

xκ =
nκ∑
i ni

, Xκ =
mκ

m
. (2.1)

These definitions generally apply for every phase. In this work we assume though, that

the solid phases consist of only one component.

Mass and mole fractions can be converted into each other by the molar mass of a

component Mκ.

Xκ =
xκMκ∑
i xiMi

. (2.2)

The sum of mole and mass fractions over all components of a phase is always 100 %.

Partial Pressure According to Dalton’s law, the ratio of one component’s pressure to

the total gas phase pressure is the same as the component’s mole fraction in that gas
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phase. Thus, it defines the partial pressure as follows:

pκ = xκp. (2.3)

The sum of all partial pressures yields the pressure of the gas phase,

p =
∑
κ

pκ. (2.4)

Dalton’s law assumes thus, that the different components don’t interact. It is therefore

only valid for ideal gases.

Density The density ρ of a substance is defined as weight of the substance per vol-

ume. Similarly, the molar density ρm is defined as amount of moles n within a specific

volume V :

ρm =
n

V
. (2.5)

In this work, the density of a solid is assumed to be constant in pressure and temper-

ature. All gases are assumed to behave ideally. The gas density ρg (with respect to

mass) is determined by the ideal gas law as follows:

ρg =
pgMg

RT
=

p

RgT
, (2.6)

with R = 8.314 J
mol K

the univeral gas constant, Rg = R/Mg the specific gas constant,

p the pressure and T the absolute temperature.

Viscosity A moving fluid within a rigid porous matrix is faced to shearing at the

fluid-solid-interfaces. The resistance of the fluid to shear stress is termed dynamic

viscosity µ. For Newtonian fluids, it is determined as constant of proportionality for

shear stress τs and the velocity gradient:

τs = µ
dvx
dy

. (2.7)

The viscosity depends on pressure, temperature and composition. For single compo-

nent gases, viscosity values are tabulated or determined by empirical relations, such as
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[IAPWS, 2003] for water and [Reid et al., 1987] for nitrogen. Wilke’s law determines

the viscosity for gas mixtures [Reid et al., 1987] for a gas composed by two components

(i,j) at given temperature, pressure and composition:

µ(i, j) =
xi · µi
xj · pi,j

+
xj · µj
xi · pj,i

, with pi,j =
(1 +

√
µi
µj

(
Mj

Mi
)1/4)2√

8(1 + Mi

Mj
)

. (2.8)

Volume Fractions The ratio of the volume Vi that a specific phase i occupies within

a considered volume Vtotal, defines the volume fraction θi of the phase i,

θi =
Vi
Vtotal

i ∈ {gas, solid1, solid2}. (2.9)

The sum of all the phases present in the considered volume fills the total volume, thus

all volume fractions θi sum up to one. The volume fraction of gas, i.e. the pore volume

within the total volume, is also termed porosity φ. This definition holds for the present

case of solid-gas-reactions, if the gas phase is the only fluid phase.

Interfacial Area Different phases meet each other at their interfaces. As pore scale

information is not available on the REV scale, Shi and Wang [2011] present an empirical

formulation to determine the interfacial area asg between solid and gas within a REV

based on the porosity φ and the average grain size diameter dp:

asg = 6
(1− φ)

dp
. (2.10)

This relation considers only one solid phase. For the usage within this work this shall

be sufficient.

Tortuosity Following the pores in a porous medium, a longer path is needed to connect

two points than with a straight line. This deviation in distance is termed tortuosity

[Helmig et al., 1997]. Millington and Quirk [1961] provide the following formula to

quantify the tortuosity τ for a porous medium filled with a single fluid based on the

porosity φ:

τ = φ4/3. (2.11)
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Intrinsic permeability The collocation of the solid particles and their surface rough-

ness determine how permeable the porous medium is to fluid flow. This is accounted

for by the intrinsic permeability K. If the permeability depends on the flow direction,

the intrinsic permeability is a tensorial quantity. For all the materials considered in

this work however, we assume isotropic conditions. This assumption reduces the tensor

to a scalar quantity.

The intrinsic permeability can be deduced from values of measured hydraulic conductiv-

ity with known fluid properties based on Darcy’s law (see Equation 2.48). Furthermore,

the intrinsic permeability can be estimated with empirical relations based on known

porous medium properties. The most well-known of these is the relation of Kozeny and

Carman [Carman, 1997].

K =
ζ2d2

p

180

φ3

(1− φ)2
, (2.12)

with ζs the sphericity and dp the characteristic particle diameter. Le Gallo et al. [1998]

state that this equation is not accurate, however according to Nield and Bejan [2013]

it is sufficiently accurate for spherical particles with little variation in grain size.

If the porous medium undergoes alterations such as a chemical conversion, its porous

medium properties may change. Most materials suitable for thermochemical reaction

feature a solid volume change and thereby a change in porosity during the reaction.

A change in porosity however, alters the resistance to flow as it affects the void space

available for the fluid in a porous medium. A porous medium undergoing such morpho-

logical changes can show different alterations of its texture, such as in the size of the

pore cavities, pore throats, or the internal roughness. Different approaches exist that

relate the change in porosity to a change in permeability [Hommel et al., 2018]. The

most well-known among those is also the relation of Kozeny and Carman. In order to

track the permeability change due to a change in porosity, Hommel et al. [2018] provide

the following modified form of the Kozeny-Carman equation (Eq. 2.12:

K

K0

=
φ3(1− φ2

0,g)

φ3
0,g(1− φ)2

, (2.13)

with initial porosity φ0,g and permeability K0. This relation has the advantage, that it

does not require further parameters.

Though the Kozeny-Carman relation is already used in this context, e.g. in [Shao et al.,
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2013], there are also other relations that are supposed to reflect the process better.

Hommel et al. [2018] and Bernabé et al. [2003] list within those the general power-law

relation:
K

K0

=

(
φ

φ0

)γ
, (2.14)

with the exponent γ that can be adapted to the process. For chemical alteration,

Bernabé et al. [2003] list γ > 10.

We will address this effect in a numerical experiment in Section 4.3.

2.3 Thermodynamics of Solid-Gas Reactions

The reactive bed of a thermochemical heat storage system forms a thermodynamical

system. Thermodynamics is concerned with the transfer and transformation of energy

in matter [Atkins and De Paula, 2014]. In this section, we introduce fundamental

thermodynamical concepts to describe systems and processes. Based on those, we

regard the equilibrium conditions for thermochemical reactions and reaction kinetics.

2.3.1 State Variables, State Functions and Process Variables

Thermodynamical systems are uniquely defined by a set of state variables, namely

temperature T , pressure p, volume V , mass/amount of substances m/n and their com-

positions Xi/xi. State functions, such as internal energy U or enthalpy H, relate the

state variables and describe changes of the system, exemplarily due to a thermochemical

reaction.

On the molecular scale, the molecules and their atoms are moving due to Brownian

motion. On the continuum scale, this effect is observed as temperature of the phase.

The amount of energy due to this phenomenon is described by the state variable internal

energy U . According to the first law of thermodynamics, the internal energy is only

changed, if heat Q is added to (or respectively removed from) and/or work W is done

by or on the system:

∆U = Q+W. (2.15)
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The quantity relative to the material’s mass is termed specific internal energy u = U/m.

The definitions of the specific heat and work are accordingly q = Q/m and w = W/m.

Other than the internal energy, heat and work are process variables. They depend on

the path from one state to the other.

Work is defined by a displacement of the system ∆x against an opposing force F .

Volume expansion is one type of work, that a gas performs, if its volume increases from

the volume V1 to V2 against the constant pressure p of the surroundings,

W = −
∫ V2

V1

pdV. (2.16)

Heat is defined by the energy flux that occurs, if the system’s temperature is different

to the temperature of the surroundings. It is described below in Equation 2.20. If

heat is added to a system, it may partly be converted to perform work. Therefore, the

definition of another state variable is advantageous, especially for such systems, that

are able to change their volume. The enthalpy is defined by internal energy, pressure

and volume as follows:

H = U + pV. (2.17)

At constant pressure, the heat added to the system equals the change in enthalpy.

∆H = Q. (2.18)

If heat is added to a system, its temperature rises, unless a phase change occurs, and

its enthalpy increases. The heat capacity gives information on how much heat is stored

in a system at a given temperature difference. The isobaric heat capacity is defined by

the partial derivative of the enthalpy H with respect to the temperature:

Cp =
∂H

∂T

∣∣∣∣
p

. (2.19)

In this work, we assume that the solid volume is constant with pressure and tempera-

ture. Thus, isobaric and isochoric heat capacities are the same:

Cp,s = ∂H
∂T

∣∣∣∣
p

= ∂U
∂T

∣∣∣∣
V

. We divide Cp by the system’s mass to yield the specific heat

capacity cp = Cp/m. For a constant heat capacity and no phase change, the heat at
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constant pressure is thus determined to

Q = Cp∆T. (2.20)

In this work, we assume the solids to be incompressible and their heat capacity to be

constant with temperature. In this way, the heat capacity is considered a property, that

can be used to determine the enthalpy change for a solid given a temperature change.

The enthalpy of a system changes not only through added heat or volume expansion, but

also through phase changes or chemical reactions. We distinguish exothermic processes

that add heat to the system, and endothermic reactions that absorb heat from the

system. Usually, the reaction enthalpy is measured by calorimetric devices, where the

pressure is constant [Gedde, 2020] and thus, the enthalpy is determined by the heat

provided/produced to perform the reaction. The enthalpy change of a chemical reaction

is preferentially given as specific molar enthalpy of reaction ∆hR [J mol−1] and is thus

independent of the amount of substance. As the enthalpy is a state function, the change

in enthalpy does not depend on the reaction pathway. This means, that the enthalpies

of intermediate reaction products cancel out, if they are consumed in the course of the

reaction. For most substances, the enthalpies of formation at standard conditions are

tabularised, see e.g. in [Barin, 1995]. The standard state of the considered substances,

ideal gas and pure solid, are defined by the pressure of 1 bar and the temperature

of 298.15 K. This state is denoted by the superscript 0. The reaction enthalpy of a

chemical reaction at standard conditions can be determined by the sum of the enthalpies

of formation according to the stoichiometric coefficients of the reaction equation νi:

∆h0
R =

∑
i

νi∆h
0
F,i. (2.21)

To yield the reaction enthalpy assuming complete conversion at reaction temperature

T1, the heat due to the temperature difference between standard and reaction temper-

ature needs to be added according to Kirchhoff’s law:

∆hR = ∆h0
R +

∫ T1

T 0

∑
i

νicpm,idT, (2.22)

with the molar heat capacities of the pure substances cpm,i.

Systems can perform work with their internal energy. To determine the amount of work
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a system is able to perform, we introduce the state function entropy S. According to

the second law of thermodynamics, the entropy increases if a system undergoes changes

but no work is added. The difference in enthalpy of a reversible change from state (1)

to state (2) is defined by

∆S =

∫ (2)

(1)

dQrev

T
, (2.23)

with Qrev the reversible heat exchange. Similar to the enthalpy of reaction, the entropy

change associated to a chemical reaction can also be determined by the individual

components at standard conditions

∆s0
R =

∑
i

νi∆s
0
R,i. (2.24)

Again, we used here the lower case letter for the specific molar quantity s.

Spontaneous processes increase the entropy of a system. For determining, whether a

process, such as a chemical reaction, happens spontaneously, we introduce the Gibbs

free energy for systems at constant pressure, G:

G = H − TS. (2.25)

If ∆G is negative, the process occurs spontaneously, zero for equilibrium, and positive,

if energy is needed to run the process.

The partial derivative of the Gibbs free energy with respect to the amount of the

component i defines the chemical potential of i:

ψi =
∂G

∂ni

∣∣∣∣
p,T,nj 6=i

. (2.26)

At constant pressure and temperature, ∆G indicates the reversible work other than

volume expansion that can be performed by the system and a change in Gibbs free

energy is due to a change in composition:

dG = ψidni + ψjdnj + ... =
∑
ξ

ψξdnξ, (2.27)

with d the total differential and the components (i, j, ..., ξ).
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Combining the definition of the enthalpy (Eq. 2.17) and Gibbs free energy (Eq. 2.25)

and reordering them, yields

U = −pV + TS +G (2.28)

With the help of the chemical potentials ψi, we are now able to show, that a change in

internal energy also depends on the composition:

dU = −pdV − V dp+ SdT + TdS + dG

= −pdV − V dp+ SdT + TdS + (V dp− SdT +
∑
ξ

ψξdnξ)

= −pdV + TdS +
∑
ξ

ψξdnξ. (2.29)

The change in Gibbs free energy ∆G due to a reaction is given by the released reaction

enthalpy ∆HR and the entropy production ∆SR at constant pressure.

∆GR = ∆HR − T∆SR. (2.30)

If the entropy production is sufficiently high, even endothermic reactions can occur

spontaneously.

2.3.2 Solid-Gas Reactions at Equilibrium

For thermochemical heat storage, we consider solid-gas reactions that take place en-

dothermically for the charge and exothermically for the discharge reaction.

High reaction enthalpies are favorable to reach high energy storage densities. Accord-

ing to [Schaube, 2013], furthermore the temperature of the thermochemical reaction is

important for the application. Moderate temperatures are beneficial for many appli-

cations. According to Equation 2.30, a negative entropy production enables moderate

temperatures for the same free energy both for the charge and the discharge reaction.

Dissociation reactions, and therein especially solid-gas reaction systems, feature both,

high reaction enthalpies and negative entropy productions [Schaube, 2013]. The Gibbs

free energy of a reaction at reaction conditions is determined based on the Gibbs free

energy at standard conditions (p = 1 bar, T = 298.15 K) and the Gibbs free energy
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contained in the difference of pressure and temperature. For ideal gases, this difference

is determined as follows in terms of the chemical potential:

ψi = ψ0
i +RT ln

(
pi
p0

)
. (2.31)

The Gibbs free energy of the reaction results to

∆GR = n
∑
i

νiψ
0
i + nRT

∑
i

νiln
pi
p0

= ∆G0
R + nRTln

∏
i

(
pi
p0

)νi
. (2.32)

At equilibrium, the amount of forward reaction equals the amount of backward reaction.

Equation 2.32 results to

0 = ∆G0
R + nRT ln

∏
i

(
pi
p0

)νi
, (2.33)

where the product
∏

i

(
pi
p0

)νi
is referred to as equilibrium constant Keq:

Keq =
∏
i

(
pi
p0

)νi
. (2.34)

For real gases, Keq is determined by activities instead of the partial pressures. In this

work, however, we assume the gases to behave ideally. We rearrange Equation 2.33 and

reinsert Equation 2.30 to yield the van’t Hoff equation:

lnKeq = −∆h0
R

RT
+

∆s0
R

R
. (2.35)

For solid-gas reactions of the type of Equation 1.1 it is generally assumed, that the re-

action enthalpy and entropy are independent of the temperature [Atkins and De Paula,

2014]. For only one gaseous component B, Equation 2.35 simplifies to

ln

(
pB
p0

)
= −∆h0

R

RT
+

∆s0
R

R
. (2.36)

The Van’t Hoff equation (Eq. 2.36) describes a linear relation between the logarithm

of the gas pressure pB and the inverse of the temperature at equilibrium. The slope
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Figure 2.2: The van’t Hoff equation for different types of gas solid reaction systems plotted
by [Linder, 2015]1

represents the reaction enthalpy, and the intercept with the pressure axis the reaction

entropy. According to [Atkins and De Paula, 2014], the assumption of a constant

reaction enthalpy is not accurate. However, this relation is often used, to determine

the reaction enthalpy experimentally by determining the equilibrium conditions for

pressure and temperature of a reaction [Atkins and De Paula, 2014].

Thus, the plot of the van’t Hoff equation visualizes the characteristics of different pos-

sible reaction systems for thermochemical heat storage. Linder [2015] plotted the rela-

tion of equilibrium pressure and temperature for different reaction systems, as shown

in Figure 2.2. For charging, the reaction conditions for pressure and temperature are

adjusted to be left of the equilibrium line, i.e. at higher temperatures and/or pressures;

for discharging, they are to the right of the equilibrium line. A heat pump effect is ex-

ploited, if charging is enforced at lower temperatures than the discharge [Richter et al.,

2018]. Thus, in theory, the reaction system can be chosen appropriately according to

the envisaged application for temperature and reaction enthalpy.

2.3.3 Fundamentals on Reaction Kinetics for Solid-Gas Reactions

Whereas the equilibrium condition can be derived from thermodynamic relations, the

reaction kinetics are usually determined experimentally, see e.g. [Pijolat and Soustelle,

1Reprinted from ”Advances in Thermal Energy Storage Systems, Woodhead Publishing Series in
Energy, M. Linder, Using thermochemical reaction in thermal energy storage systems, 375 - 374, 2015”,
with permission of Elsevier.



24 2 Fundamentals

2008], using thermogravimetry (TGA), differential scanning calorimetry (DSG) or dif-

ferential thermal analysis (DTA). Besides, there are reaction kinetics based on purely

theoretical considerations, e.g. by [Schmidt, 2011] for the reaction system CaO/Ca(OH)2.

In the experiments, the progress of the reaction is measured gravimetrically exploiting

the fact, that the sample mass changes, when the gaseous component leaves or enters

the solid phase. Thus, also the conversion Xs is usually expressed in terms of mass

fractions (see [Khachani et al., 2014]):

X =
m0 −mt

m0 −m∞
, (2.37)

with m the mass of the sample at times 0, t and end (∞).

According to Vyazovkin et al. [2011], the general form of reaction kinetics for ther-

mally stimulated processes can be split into three independent terms: a function of the

temperature T, the conversion X and the pressure p.

kR = k(T )f(X)f(p). (2.38)

Some authors additionally consider the influence of the average particle size dp. The

temperature term is usually described by the Arrhenius equation [Vyazovkin et al.,

2011] with a pre-exponential parameter A and the activation energy E:

k(T ) = A exp

(−E
RT

)
. (2.39)

For the two other terms f(X) and f(p), different models exist that suggest reaction

mechanisms, such as the shrinking core or the nucleation and growth model (see e.g.

[Khachani et al., 2014]). They are identified by comparing the experimental data on

pressure, temperature and conversion changes to those model concepts and by fitting

the individual parameters.

With the change in overall solid density, we formulate the reaction rate qR based on

the reaction kinetics kR:

qR = νi(1− φ)(ρAB − ρA)kR, (2.40)

for the two solids A and AB. νi are the stoichiometric coefficients according to the
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reaction equation. The term (1− φ) accounts for the fact, that the reaction occurs in

the solid phase of the reaction bulk.

2.4 Transport Processes in a Porous Medium

Local differences in the state variables (i.e. pressure, temperature and composition) are

the driving forces for fluxes. According to the theory of Onsager, fluxes are coupled, i.e.

a mass flux induces a heat flux and vice versa [Kjelstrup et al., 2010]. In this work, we

apply a phenomenological approach to describe the fluxes as presented in [Bear, 2018].

2.4.1 Diffusion

Transport of a substance due to a concentration gradient is termed diffusion. For binary

systems, this is described by Fick’s Law. There are different formulations of Fick’s law

for different reference systems. According to [Taylor and Krishna, 1993], Fick’s law in

a mass-reference system is given by

jκd = −Dκρ∇Xκ. (2.41)

The law assumes, that the fluxes for each of the components is of the same magnitude

but of different sign. The net flux is thus zero. The binary diffusion coefficient Dκ is

determined with Fuller’s method [Reid et al., 1987], dependent on pressure, temperature

and the molecular weights and atomic diffusion volumes of the mixture’s substances.

In a porous medium, the gas has to travel a longer distance to overcome the concen-

tration gradient due to tortuosity. Thus, the porous medium diffusion coefficient is the

following according to [Helmig et al., 1997]:

Dpm = Dτφ. (2.42)

In porous media viewed on the macro scale, a transport effect similar to diffusion is

observed: Dispersion smears out concentration gradients due to fluctuations and dis-

tortions in the velocity field. Kobus et al. [1992] present methods to quantify dispersion



26 2 Fundamentals

effects for groundwater applications. In this work however, we don’t account for dis-

persion.

2.4.2 Heat Conduction

Similar to the molecular diffusion due to a concentration gradient, a temperature gra-

dient induces a heat flux. Fourier’s law delivers the following relation:

je,d = −λ∇T. (2.43)

The heat conductivity λ is a material property. For solids, it is constant. For gases, it

depends on temperature, pressure and composition. The gas mixture heat conductivity

is yield by adding the pure gas property weighted by the mole fractions.

Woodside and Messmer [1961] present different laws to determine the overall porous

medium heat conductivity λeff . We chose the volumetric arithmetic mean of the dif-

ferent phases as follows:

λeff =
∑
i

θiλi. (2.44)

According to [Woodside and Messmer, 1961] this is sufficiently accurate for conductivity

ratios of fluid to solid in the range of λf/λs = 0.4 as it is fulfilled for the substances

considered in this work.

2.4.3 Heat Transfer

Heat transfer occurs at the surface between a solid and a moving fluid of different

temperatures. This occurs either in the porous medium, if the solid grains are of

different temperature than the surrounding fluid, or at internal boundaries, such as

the heat transfer channel in the setup of the indirectly operated reactor concept. The

moving fluid develops a laminar boundary layer that limits the heat flux driven by the

different temperatures. The heat transfer flux is determined as follows:

je,HTF = αHTF(TF − TS), (2.45)
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with the convective heat transfer coefficient αHTF, the temperatures of the fluid TF and

the solid TS. je,HTF delivers a heat flux per area. It is multiplied by the surface area to

gain the total heat flux. For heat transfer within the porous medium, the solid surface

area corresponds to the interfacial area asg, that is presented in equation 2.10.

αHTF depends on fluid properties and the flow regime. There are approaches to de-

termine αHTF based on the similarity method with the dimensionless Nusselt number,

Nu = αHTFD
λg

, with D, the hydraulic diameter.

In a porous medium, Wakao and Kagei [1982] defined the Nusselt number as follows:

Nu =
αHTFL

λ
= 2.0 + 1.1Pr1/3 Re0.6, (2.46)

with the dimensionless Prantl (Pr) and the Reynolds Number (Re). The dimensionless

numbers are defined in Section 2.4.6.

For the case of a rectangular heat transfer channel, such as it occurs in the indirectly

operated reactor concept, there are different concepts to determine the Nusselt number:

[Incropera, 2013] suggest a fixed Nusselt number depending only on the geometry of

the channel. Gnielinski [2010] gives the following equation for a channel with hydrody-

namically developed laminar flow:

Nu = (7.5413 + (Re Pr dh/L)3)1/3, (2.47)

with L the length of heat transfer. The importance of an accurate description of the

heat transfer coefficient will be addressed in Chapter 5.

2.4.4 Advection

A pressure gradient within a fluid phase induces a fluid flux. Based on sand column

experiments (in 1856), Henry Darcy developed a law to describe the flux in a porous

medium. Later it was validated also for compressible fluid fluxes, see e.g. [Bear, 2018].

It relates the pressure gradient linearly to the fluid flux with the permeability K as

scaling factor:

v = −K

µg
(grad p− ρg), (2.48)
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with g the gravitational constant. As the reactors, we consider in this work, have small

dimensions, we neglect the gravity term (−ρg). The Darcy-velocity v describes a flux

per intersection. The average fluid velocity is obtained by dividing v by the porosity.

Darcy’s law is only valid for creeping flow, i.e. Re < 1. Furthermore, it assumes a rigid

solid and no-slip at the microscopic fluid-solid interface [Bear, 2018].

The moving fluid transports the containing components and the inherent phase en-

ergy along and effects thus advective transport. The advection of the component κ is

determined as follows:

jκa = vρXκ, (2.49)

and the energy advection accordingly as

jae = vρh = v(ρu+ p). (2.50)

jea contains thus the transport of internal and kinetic energy contributions.

2.4.5 Knudsen Diffusion

For gases, the assumption of no-slip is not always fulfilled. Especially if the pores are

small and pressure is low, molecular collisions between the fluid and the solid become

more probable and slippage occurs on the solid surface. The Knudsen number,

Kn =
lmol

Lchar

, (2.51)

gives evidence, whether this process is important, with: lmol mean free path of the fluid

molecules and Lchar characteristic length of the porous medium. [Mewes and Mayinger,

2005] present a version of the Knudsen number based on macroscopic quantities:

Kn =
1

Lchar

√
π

2

µ

ρg

1√
RgT

. (2.52)

If the mean path of the molecule is in the same order of the pore size, the so-called

Knudsen diffusion becomes important. [Ziarani and Aguilera, 2012] categorized the

following regimes:
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� Kn ≤ 0.01 : no-slip

Viscous flow dominates and the Knudsen diffusion is negligible

� 0.01 ≤ Kn ≤ 0.1 : slip flow

Gas molecules experience slipping at the solid interface. This is accounted for as

a modification to Darcy’s law e.g. by the Klinkenberg extension to permeability.

� 0.1 ≤ Kn ≤ 10 : transition flow

Both, slip and regular diffusion flow occur. This regime is best represented with

Knudsen’s diffusion.

� 10 ≤ Kn: Equations for continuous flow are not valid anymore.

In the different experimental setups we study in Chapters 4 and 5, conditions are always

in the range of ”no-slip”. For charge reactions in the indirect reactor setup, however,

very small pressures are favorable to reach low charging temperatures. This fact is

explained by the van’t Hoff equation (Eq. 2.36) in Section 2.3.2. For such conditions,

the Knudsen number rises up to 0.5, for which cases we present a method calculating

the Knudsen diffusion flux in A.1.

2.4.6 Useful Dimensionless Numbers

Table 2.1 summarizes useful dimensionless numbers in the context of thermochemical

heat storage and their meaning.

Table 2.1: List of dimensionless numbers

Name Formula Meaning

Reynolds number Re = vlchµ
ρ Ratio of inertia and viscous forces

Mach number Ma = v
a Ratio between velocity and speed of sound

Prantl number Pr =
cpµ
λ

Ratio between momentum and thermal
diffusivity

Nusselt number Nu = αHTFL
λg

Ratio between convective to conductive
heat transfer

Knudsen Number Kn = lmol
Lchar

Ratio between the free path of a molecule
to the pore size
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2.5 The Reaction System CaO/Ca(OH)2

The reaction of solid Calcium oxide (CaO) with water vapor to Calcium hydroxide

(Ca(OH)2) frames the reaction system CaO/Ca(OH)2 with the following reaction equa-

tion.

CaO(s) + H2O(g) 
 Ca(OH)2(s), ∆HR = 104.4 kJ mol−1 (2.53)

This chemical reaction was investigated by several authors (see Sec. 2.5.2). Schaube

et al. [2012] and Schaube [2013] studied additional material properties in detail that are

necessary to model the reaction system on the reactor scale, such as heat capacity and

conductivity. We will use these properties for modeling in this work if not indicated

differently. Constant material properties of the solids are listed in Table 2.2. The

properties of water vapor are elaborated in detail by [IAPWS, 1997]. For some reactor

setups, an additional inert heat transfer fluid is mixed with the reaction gas. In the

setups considered in this work, nitrogen is used as such a heat transfer fluid. The

properties of the pure gases water vapor and nitrogen are listed in Table 2.3. Gas

mixing laws for the different properties are listed in Table 2.4. In the following section,

we give an overview of the specific behavior of the reaction system during reaction.

Subsequently, we give a literature review on the formulation of the reaction kinetics.

Table 2.2: Constant properties of the the solid properties, CaO and Ca(OH)2

Property Symbol Value Source
Density Ca(OH)2 %Ca(OH)2 2200 kg m−3 Schaube et al. [2012]
Tabulated density CaO %CaO 3340 kg m−3 Haynes [2010]
Grain size d50 5.26µm Schaube et al. [2012]
Reference permeability K 5 - 8.8·10−12 m2 Schaube et al. [2012]
Specific heat capacity Ca(OH)2 cp Ca(OH)2 1530 J kg−1 K−1 Schaube et al. [2012]
Specific heat capacity CaO cp CaO 934 J kg−1 K−1 Schaube et al. [2012]
Solid heat conductivity λs 0.4 W m−1K−1 Schaube et al. [2012]
Reaction enthalpy ∆HR 104.4 kJ mol−1 Schaube et al. [2012]

2.5.1 Processes Accompanying the Chemical Reaction

The reaction occurs at temperatures between 750 K (at 0.5 bar water vapor pressure)

and 815 K (at 2 bar water vapor pressure), see Figure 2.6. During the reaction, the
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Table 2.3: Properties of the gaseous components

Property H2O N2

Law Source Law Source

Density ρH2O(p, T ) [IAPWS, 1997] ρN2(p, T ) ideal gas
Molar density ρm,H2O(p, T ) = ρH2O/MH2O ρm,N2(p, T ) ideal gas
Viscosity µH2O(p, T ) [Cooper and Doo-

ley, 2008]
µN2(T ) [Poling et al., 2001]

Enthalpy hH2O(p, T ) [IAPWS, 1997] hN2(p, T ) cp,N2(p, T ) · T
Heat capacity cp,H2O(p, T ) [IAPWS, 1997] cp,N2(p, T ) method of Joback,

[Reid et al., 1987]
Heat conductivity λH2O(p, T ) [IAPWS, 2011] λN2(p, T ) [Linstrom and Mal-

lard]

Table 2.4: Properties of the gas phase

Property Gas mixture

Density ρg = ρH2O + ρN2

Molar density ρm,g = ρm,H2O + ρm,N2

Viscosity Wilke’s law [Reid et al., 1987]
Enthalpy hg = XH2OhH2O +XN2hN2

Heat capacity cp,g = XH2Ocp,H2O +XN2cp,N2

Internal energy ug = hg − p/ρ
Heat conductivity λg = xH2OλH2O + xN2λg,N2

Diffusivity D = f(p, T ) with
Fuller method [Reid et al., 1987]

solid material changes in volume by 50 % [Schaube, 2013]. This is due to the differences

in the molecular structure of the two solids. Ca(OH)2 has a molar mass of 74.09 g
mol

and a density of 2200 g
m3 . Molar mass and density of CaO are 56.08 g

mol
and 3340 g

m3 ,

see Table 2.2.

Schaube et al. [2012] proofed cycling stability for 100 cycles of hydration and dehydra-

tion for a sample of ca. 30 mg. However, they detected changes in the surface structure

of the solid particles. The material before cycling had a fibrous, cotton-like surface

structure. After 10 cycles, the surface is reduced and features a granular-like structure.

In [Schaube et al., 2013a], they detected, that the surface area decreases from 16 m2

g
to

9.9 m2

g
for Ca(OH)2 after 25 reaction cycles. Whereas Schaube et al. [2012] state, that

this change in surface does not affect the reaction because the times until complete

conversion didn’t differ with the small amount of substance, Schaube et al. [2013a]

detect an increased duration for complete conversion. This reduction is associated to
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the last 20 % of reaction until complete conversion. Yan et al. [2019] report a struc-

tural change of CaO and Ca(OH)2 dependent on the reaction temperatures. Figure

2.3 shows micrographs for the material before reaction and after 10 reaction cycles of

dehydration and hydration.

200 nm Ca(OH)2 Basic Raw Materiall 200 nm Ca(OH)2 after 10 reaction cycles

Figure 2.3: SEM micrographs for Ca(OH)2 at initial state and after cycling from [Schaube
et al., 2012] 2

The swelling and shrinking due to the volume change of 50 % during the reaction affects

the gas flow behavior in the fixed-bed reactor. Funayama et al. [2019] investigated the

use of pellets of around 2mm diameter. They observed, that the pellets crumble to

powder due to the stresses while shrinking and swelling. Criado et al. [2014] observed

the same for particles of around 1mm size. Kerskes et al. [2011], Schaube et al. [2013a]

and Roßkopf et al. [2014] detected agglomerates and preferential flow paths in a powder

bulk of a lab scale reactor. Roßkopf et al. [2014] state that after only 4 reaction cycles,

the bed properties are not homogeneous anymore. The agglomerates grow and compact

with every reaction cycle [Roßkopf et al., 2014]. Figures 2.4 and 2.5 show agglomerates

contained in a directly operated fixed-bed reactor and outside the reactor. Roßkopf

et al. [2015] report sizes of agglomerates of 2 - 3 cm.

There are strategies to prevent the formation of agglomerates by using additives.

Nanoparticles such as ”Aerosil” (SiO2) [Roßkopf et al., 2014] or ”Aeroxid” (Al2O3)

and a combination of both [Gollsch et al., 2020] reduce adhesive forces of the particles

2Reprinted from ”Thermochimica Acta, 538, F. Schaube et al. A thermodynamic and kinetic
study of the de- and rehydration of Ca(OH)2 at high H2O partial pressures for thermo-chemical heat
storage, 9–20, 2012”, with permission from Elsevier.
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and thus the formation of agglomerates. Another approach is to form stable pellets

with composite materials such as CaCO3 with CaO [Alvarez Criado et al., 2015]. In

this work however, we aim to model the pure material behavior.

Figure 2.4: View on the reactor for di-
rect charging after 4 reaction
cycles shows agglomerates of
Ca(OH)2 and preferential flow
paths reprinted from [Roßkopf
et al., 2014] 3

Figure 2.5: Single Ca(OH)2 agglomerate from
[Roßkopf et al., 2014] 4

2.5.2 Description of the Chemical Reaction

Different studies investigated the reaction system CaO/Ca(OH)2 with different ap-

proaches at different conditions for sample material, pressure and related to this, tem-

peratures. They differ however, in part considerably, in their results.

At first, some authors determined experimentally the van’t Hoff relation of equilibrium

pressure and temperature given by Equation 2.36 in thermogravimetric measurements.

Their results are plotted in Figure 2.6 along with the respective ranges for temperature

and pressure. The experimental pressure and temperature ranges are given in Tables

2.6 and 2.5. Each point in Figure 2.6 corresponds to one measurement. Most of the

measurement points are close to the mainly used reference of Barin [1995], plotted in

black. At low pressures, the speed of reaction is reduced and thus the deviation of

3Reprinted from ”Energy Conversion Management, 86, C. Roßkopf et al. Improving powder bed
properties for thermochemical storage by adding nanoparticles, 93 - 98, 2014”, with permission from
Elsevier.

4See previous footnote.
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Figure 2.6: Measured values and the fitting functions for the equilibrium pressure and tem-
perature for the reaction system CaO / Ca(OH)2.

the measurement points from the reference increase. The linear fitting functions of the

different authors are close to the black line, however only in their respective range of

pressure and temperature. Extrapolating those lines would result in larger deviations.

The reaction enthalpy ∆HR is determined by the slopes of the van’t Hoff functions.

As the different lines in Figure 2.6 vary in slope, the reported reaction enthalpies of

the different authors scatter in a range of 94,6 kJ/mol to 124.14 kJ/mol: Schaube

et al. [2012] determine a reaction enthalpy of 111.8 kJ/mol by measurement, but use

104.4 kJ/mol as the mean of their own and literature values. Khachani et al. [2014]

determine ∆HR to 124.14 kJ/mol, Samms and Evans [1968] to 94,6 kJ/mol. Lin et al.

[2006] use ∆HR = 109 kJ/mol. Determining the reaction enthalpy from tabulated

values of Barin [1995] out of formation enthalpies yields 103.7 kJ/mol at 600 K. The

value of reaction enthalpy bears thus uncertainty.

The different studies present furthermore different, even contradicting results concern-

ing the reaction mechanism: [Criado et al., 2014] identified a shrinking core model,

”where chemical reaction is the controlling stage” for spherical particles. For [Schaube

et al., 2012], a contracting area model for grains of cylindrical shapes fits best to their

experimental data. They state however, that they aim at a ”mathematical expression

rather than a physical interpretation” [Schaube et al., 2012]. [Irabien et al., 1990]

applies a pseudo-homogeneous model and [Khachani et al., 2014] the autocatalytic
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Sestak-Bergen Model for dehydroxilation. Angerer et al. [2018], Lin et al. [2006] don’t

name explicitly a known mechanism but fit the data to a mathematical function.

The models and the resulting reaction kinetics are listed in Table 2.5 for hydration and

Table 2.6 for dehydration. The different authors consider, despite the different mech-

anisms, different factors: Only Irabien et al. [1990] does not account for the pressure

influence, because all their measurements were done in pure nitrogen atmosphere. Cri-

ado et al. [2014], Lin et al. [2006] account for an influence of the particle sizes, a fact,

that was addressed by none of the other studies. Angerer et al. [2018] and Schaube et al.

[2012] identified hysteresis from the hydration to the dehydration step, but Schaube

et al. [2012] attributes this to a measurement error.

None of the reaction kinetics take the particle morphology and its alteration into ac-

count. This is however important, as the reaction involves the interaction of different

phases (solid and gas) that get in contact at their interfaces. The larger the internal

pores of the solid materials, the faster the reaction becomes. Dehydration at high tem-

peratures leads to sintering and the speed of the following hydration is reduced. By

subsequent dehydration at reduced temperature, nano-pores get restored [Yan et al.,

2019]. The resulting rates are however not quantified in [Yan et al., 2019].

Concerning the various differences in the available studies, Schmidt [2017] assumes,

”that the kinetics of the reaction is highly sensitive to the experimental procedure, the

pressure and temperature range as well as the nature of the sample material”. Thus,

no common understanding has been reached yet and the generally applicable reaction

mechanism remains unknown in its details.

Therefore, all these factors have to be taken into account carefully when modeling a

thermochemical reaction system on the reactor scale. In a modeling study for a directly

operated reactor concept, Nagel et al. [2014] compared a simple, theoretical reaction

kinetic by [Schmidt, 2011] to the one formulated by [Schaube et al., 2012] and found a

reasonable agreement. Risthaus et al. [2020] compares the reaction kinetics of [Schmidt,

2011], [Schaube et al., 2012], [Criado et al., 2014] and [Angerer et al., 2018], and they

show different behavior. Thus, for modeling on the reactor scale, the respective reaction

kinetics is best chosen according to the pressure and temperature range that was used

to determine the respective reaction kinetics.
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Applying sophisticated reaction kinetics implies however, that the mechanisms are

known. Given the variety of proposed mechanisms, this is however not the case. There-

fore, we apply in our modeling the reaction kinetics based on theoretical assumptions

of [Schmidt, 2011]. It takes the temperature difference of the actual temperature and

equilibrium temperature together with the progression of conversion as driving forces.

It reads as follows:

– for hydration (discharge)

kR,discharge = kH
T − Teq
Teq

xH2O(1−XH), (2.54)

– and dehydration (charge)

kR,charge = kD
T − Teq
Teq

(1−XD), (2.55)

with the reaction constants kD and kH and the conversion for hydration XH and de-

hydration XD. We use furthermore the simulation cases such, that the water vapor

concentration does not limit the reaction rate. For those simulation setups Nagel et al.

[2014] state, that these reaction kinetics show good results. Thus, we apply these

reaction kinetics, if not indicated differently.
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3 Mathematical Modeling

Numerical modeling often comes along with complex engineered systems, as it is a

powerful tool to study complex processes, especially if no simple analytical description

is feasible [Nagel et al., 2016].

In this chapter, we present the general mathematical model that is based on the physical

and chemical processes introduced in the previous section. We therefore formulate

balance equations for mass, momentum and energy in Section 3.1. The combination

of all balance equations forms a system of partial differential equations. Due to its

complexity, we approximate the solution numerically. We outline the general strategies

including discretization in space and time, linearization and solving in Section 3.2.

Section 3.3 describes model specializations that involve the coupling of submodels.

3.1 Balance equations

We conserve the quantities mass, momentum and energy within the thermochemical

heat storage reactor. A molar formulation of the mass balance equations simplifies the

source and sink terms resulting from the chemical reaction due to the stoichiometric

coefficients.

3.1.1 Mass Balance Equations of the Gaseous Phase and

Components

The gas phase consists of at least one component, the reacting gaseous species. The

gas occupies the volume fraction φ in the porous bulk of the fixed bed. A change in the

gaseous mass of the system arises, if the porosity or the gas density changes, if mass
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is added due to a phase flux over the system’s boundary or by sources or sinks within

the system. Expressed mathematically, this results in the following balance equation:

∂(%m,gφ)

∂t
−∇ · (%m,gv) = qmg . (3.1)

Here, the first term stands for the phase’s storage with the density and porosity, and

the second term represents the advection and finally the source and sink term. The

advection in a porous medium is determined by Darcy’s law for the velocity v (see

Equation 2.48). We use the molar density %m,g, to determine the molar flux. Inserting

the Darcy velocity results in a combined mass and momentum balance equation:

∂(%m,gφ)

∂t
−∇ ·

(
%m,g

K

µg
(∇ p)

)
= qmg . (3.2)

Possibly, an inert component is added to the gas phase depending on the reactor setup.

The mass balance equation for each component κ takes additionally a diffusive flux (see

Sec. 2.4.1) into account:

∂(%m,gx
κφ)

∂t
−∇ ·

[
%m,gx

κ K

µg
(∇ p) +

%g
Mκ

Dpm∇Xκ

]
= qm,κg . (3.3)

In the above equation (Equation 3.3), we divided the diffusive flux determined by

Equation 2.41 with the component’s molar mass Mκ for the molar formulation of the

mass balance equation. The source term qm,κg results from the chemical reaction and is

quantified in Section 3.1.4. The source/sink term of the inert component is thus always

zero.

The permeability K is potentially a function of the porosity according to Equations

2.13 or 2.14. And, if the Knudsen number is in the respective range, the permeability

is adapted as described in Section A.1.

3.1.2 Mass Balance Equations for the Solid Phases

As per the fixed-bed concepts, no solid is transported. Accordingly, only storage and

sources of the solid phases are considered. The balance equations of the solid phases
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are formulated in terms of their volume fractions θλ of the two solid species λ,

∂(%m,λθλ)

∂t
= qmλ . (3.4)

Just like in the previous section, the chemical reaction is included via the source terms

qλ, see Section 3.1.4. The solid volume fractions of educt and product θsolid1 and θsolid2

are possibly different for the same molar amount of the species. Balancing each solid

phase separately allows tracking the volume change of the solid matrix (or change in

porosity, respectively) during the chemical reaction. Its influence will be discussed in

Section 4.3.

3.1.3 Energy Balance Equations

The structure of the energy balance equations is the same as in the mass balance

equations: A change in the stored energy occurs due to advective or conductive fluxes

or source/sink terms. We balance the energy with contributions of internal, kinetic and

potential energy for the gas phase and one averaged solid phase. The contributions

of the two solid phases are averaged according to their mass fractions. A detailed

derivation including the simplifying assumptions is given in Appendix A.2.

If the gas and the solid phase have different temperatures, we need to balance their

energy contents separately. The energy balance of the gas phase results in:

∂

∂t
(φρgug) +∇ · [ρgvghg − φλg∇Tg] = f(aws, Ts, Tg,Nu)︸ ︷︷ ︸

ėgs

+qeg, (3.5)

with the heat exchange between solid and gas phase ėgs. Energy is stored as specific

internal energy ug of the gas phase. The specific enthalpy hg of the phase is transported

and heat is conducted due to a temperature gradient in Tg. Again, the velocity is

determined by Darcy’s Law 2.48.

The solid is considered incompressible. Thus, the stored energy is expressed with the

heat capacity and temperature of the solid. Again, no solid is transported and so the
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only energy transport mechanism is heat conduction.

ρscps
∂(1− φ)Ts

∂t
−∇ · (1− φ) [λs∇Ts] = f(aws, Ts, Tg,Nu)︸ ︷︷ ︸

ėsg

+qes (3.6)

Energy is transferred between the two phases due to a temperature difference, depicted

in the terms ėgs = ėsg. This heat transfer is determined by Equation 2.45. For small

particles (as it is the case for the solid material considered in this work) a temperature

difference between solid particles and the gas phase evens out rapidly. We therefore

assume a local thermal equilibrium. Consequently, one temperature is sufficient for

the present phases in the porous medium. This assumption will be verified in Sec-

tion 4.2. Assuming local thermal equilibrium, the Equations 3.5 and 3.6 are added to

the following overall energy balance equation:

∂

∂t
(φρgug) + ρscps

∂T (1− φ)

∂t
+∇ · [ρgvhg]−∇ · (λeff∇T ) = qe. (3.7)

The storage of each phase is weighted by their volume fractions. For the description of

the heat conductivity of the porous medium , see Equation 2.44.

3.1.4 Source Terms

The source terms of the balance equations (qmg , qm,κg , qeg/s) depend on the reaction rate

qR. The reaction takes place in the solid phases of the porous medium only. The

reaction rate is therefore multiplied by the total solid volume fraction (1− φ) to yield

the mass related source term. For the molar quantity, we divide it by the molar mass of

the gaseous reactive component B, see Equation 1.1. This fact is explained as follows:

The mass difference of the solid before and after the reaction corresponds to the mass

of the reacted gas. The molar source terms result in:

qm,i =
νi
MB

qR(1− φ), (3.8)

with the stoichiometric constant νi for each reacting species.

The reaction releases or consumes, respectively, reaction enthalpy according to the
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reaction rate in the solid phase.

qes =
qR
MB

(1− φ)∆HR. (3.9)

However, a gaseous component leaves or enters the solid phase for the reaction. This

volume changing work reduces the released heat [Nield and Bejan, 2013]. Therefore,

the energy source term of the gas phase is:

qeg = − qR
MB

φ
p

ρm,g
. (3.10)

The sum of both energetic source terms adds up to the overall energy source term at

local thermal equilibrium,

qe =
qR
MB

[
(1− φ)∆HR − φ(

p

ρm,g
)

]
. (3.11)

3.2 Numerical Framework

Our mathematical model for thermochemical heat storage comprises a minimum of

four balance equations. The balance equations are coupled strongly and nonlinearly

by the chemical reaction. For example, a change in pressure affects the equilibrium

temperature of the chemical reaction and thus the reaction rate. This impacts on the

water vapor concentration and subsequently the properties of the gas phase with den-

sity and viscosity. The gas properties in turn influence the gas flow behavior. There is

no analytic solution to this system of equations. Thus, solving this problem requires

numerical methods. Carrayrou et al. [2010] compare different solution strategies for

reactive transport problems. We choose a monolithic approach. The procedure com-

promises a discretization in space and time and a subsequent linearization and solving

of the problem.

3.2.1 Software

We use the open-source simulator DuMux for this undertaking. DuMux builds on top of

the Distributed and Unified Numerics Environment (DUNE) [Blatt et al., 2016], [Bas-
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tian et al., 2008b], [Bastian et al., 2008a], which provides an environment for solving

partial differential equations with grid based methods. DuMux stands for DUNE for

multi-{phase, component, scale, physics, domain, ...} flow and transport in porous me-

dia [Koch et al., 2020]. It provides a modular framework for simulating flow and trans-

port of several phases through porous media. The simulations in this work are based on

the so called ”non-isothermal - one phase - m-component mineralization model”: This

means that, additionally to the mass balances of the gaseous components, the masses

of the solid phases and the energy are balanced. Most simulations were performed with

version 3.2 [Coltman et al., 2020]. The software used for each simulation result is listed

in Table A.1.

DuMux provides the discretization methods for spatial and temporal discretization and

the solution methods. For the simulations in this work, we used two different spatial

discretization schemes, the cell centered and the vertex centered (BOX) finite volume

schemes. They are described in the following section. The discretized set of equations

are linearized with the Newton-Raphson method, see e.g. in [Helmig et al., 1997]. The

linearized system of equations is then solved either with the UMFPack solver, a part of

the SuitSparse Package [Davis, 2019], or with the ILU0BiCGSTAB-solver [Manguoglu

and Mehrmann, 2019].

3.2.2 Discretization Schemes

The balance equations presented in the previous section have the following general

form: The quantity w is stored, transported due to a spatial gradient and subject to

sources or sinks within the simulation domain Ω.

∂w

∂t
+∇ · Λ∇w − qw = 0. in Ω (3.12)

Ω is limited by the boundary ∂Ω = Γ. At the domain boundary, either Neumann

boundary condition (N) for a given flux of the respective quantity (qN), or a Dirichlet

boundary condition (D) with a fixed potential (wD) is assigned:

(−Λ∇w) · n = qN on ΓN (3.13)

w = wD on ΓD
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We discretize this equation at first in time and subsequently in space.

Temporal Discretization

We approximate the partial temporal derivative of the storage term by the first order

difference quotient:
∂w

∂t
≈ wk − wk−1

∆tk
, (3.14)

with the discrete time step ∆tk. The time discretized balance equation results to:

wk − wk−1

∆tk
+∇ · jkw − qkw = 0. (3.15)

This method is called backward Euler method. It is an implicit time discretization, as it

depends on all the fluxes of the current time step k and cannot be deduced solely from

values of the previous time step. The advantage of this method is its unconditional

stability [Helmig et al., 1997].

Spatial Discretization

Equation 3.12 in integral form reads:∫
Ω

∂w

∂t
dΩ +

∫
Γ

Λ∇w · ndΓ−
∫

Ω

qwdΩ = 0. (3.16)

The Green-Gauss Theorem transferred the volume integral of the second term into a

surface integral with the normal vector n.

DuMux provides different discretization schemes, see Figure 3.1. The cell-centered two

point flux approximation (CC-Tpfa) is a classical finite volume method. It is conve-

nient, as it is straight forward and accurate for regular grids. For non-K-orthogonal

grids however, it produces an error, that cannot be remedied by grid refinements [Aa-

vatsmark et al., 2008]. Thus, for irregular grids, as they are convenient e.g. for randomly

distributed and inclined fractures in the reactor, we apply the BOX method, which de-

livers more accurate results for such kinds of grids. In the following we briefly present

both schemes.
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Figure 3.1: Spatial discretization schemes with their Control Volumes and (Sub-) Control
Volume Faces (SCV) adapted from [Koch et al., 2020].; Left In the Cell-Centered
Two point flux approximation (CC-Tpfa) the degree of freedom is in the center
of the control volume. Right In the BOX method, the degrees of freedom lay on
the vertices of the Finite Element (FE) grid. A secondary Finite Volume (FV)
grid constructs the box Bi around the node.

Cell-centered Two Point Flux Approximation (CC-Tpfa)

For the CC-Tpfa, we divide the simulation domain Ω into a number ε of discrete

elements Ωi. Each element is a control volume. The quantity w is averaged over the

control volume and is associated to its center. Neighboring elements share intersections,

the control volume faces σ. The control volume is bound by a number n of control

volume faces. The conservation of the quantity w holds for every control volume, so

that ∫
Ωi

∂w

∂t
dΩi +

∫
∂Ωi

Λ∇w · nΩidΓ−
∫

Ωi

qwdΩ = 0. (3.17)

We determine the flux over one face σ of a control volume by the gradient of w of two

adjacent elements wi and wj and their distance xi − xj:

Fi,j = Λ|σ|wi − wj
xi − xj

. (3.18)

We sum up all the fluxes over the n faces of the control volume. Furthermore, we replace

the continuous by the integrated storage term
∂Sw,i
∂t

:=
∫

Ωi

∂w
∂t
dΩi and source/sink term:

Qw,i :=
∫

Ωi
qw. The discretized form of Equation 3.17 in combination with the time
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discretization of Equation 3.15 results to:

Skw,i − Sk−1
w,i

∆tk
+
∑
n

F k
i,j −Qk

w,i = 0. (3.19)

The flux term F k
i,j may have advective and diffusive contributions. For the advective

flux contributions, we apply upwinding to avoid oscillations [Helmig et al., 1997].

BOX-Method

We divide the simulation domain at first into a number ε of elements to yield the finite

element (FE) mesh. We construct a secondary grid, the finite volume (FV) mesh,

by connecting the midpoints of the faces and the barycenters of the elements, for the

finite volume (FV) mesh, see Figure 3.1 on the right. The secondary mesh divides

the elements of the primary grid into subcontrol volumes. The subcontrol volumes

surrounding a vertex of the primary grid form a finite volume Bi, the so-called box

[Helmig et al., 1997].

We replace the conservation quantiy w by the discrete values ŵ associated to the element

vertices and piecewise linear ansatz-functions Ni inbetween to yield the approximate

distribution of w̃:

w̃ =
n∑
i

Niŵi, (3.20)

with m the number of nodes. The gradients of w̃ are formulated accordingly:

∇w̃ =
m∑
i

∇Niŵi. (3.21)

The approximate solution produces an error. We introduce weighting functions Wi to

get rid of this error. For the BOX-method, the weighting functions are according to

[Helmig et al., 1997]:

Wi(x) =

1 within Bi,

0 otherwise,
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with x, the location. The approximate solution using the weighting functions results

to ∫
Ω

Wi
∂w̃

∂t
+

∫
Γ

WiΛ∇w̃ · nΩ −
∫

Ω

Wiq̃w = 0, (3.22)

for the overall simulation domain, and for the box Bi to:∫
Bi

∂w̃

∂t
+

∫
∂Bi

Λ∇w̃ · nΩ −
∫
Bi

q̃w = 0. (3.23)

We apply mass lumping in order to assure local mass conservation. This means that the

quantity w̃ is located only at the respective node. The amount of w̃ at the neighboring

nodes has no contribution to the amount in box Bi. With this assumption, the first

term of Equation 3.23 is replaced by∫
Bi

∂w̃

∂t
= |Bi|

∂w̃

∂t
, (3.24)

with the volume of the box |Bi|. The third term (source term) is reduced accordingly:∫
Bi

q̃w = |Bi|q̃w = Qi. (3.25)

The integral in the flux term is replaced by the sum of fluxes over the sub-control-volume

faces (SCV-face) evaluated at the integration points of the box with the respective

lengths σ and normal vectors nσ,i of the faces. The flux over one SCV-face σi of Bi

reads:

F σi
i = −σinTσiΛ∇Niŵi (3.26)

Thereby, the fully discretized equation yields:

|Bi|
w̃k − w̃k−1

∆tk
+

nσ∑
i

F σi
i −Qi = 0, (3.27)

for the box Bi with its number of SCV-faces nσ. Same as for the CC-Tpfa-method, we

apply upwinding for the advective fluxes.
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3.3 Model Enhancements by Domain Coupling

For some of the considered simulation cases, different physical processes prevail at dif-

ferent locations. In order to represent them accurately and efficiently in the sense of

computational time, we allocate them into separate domains and couple the subdomains

with coupling fluxes. DuMux provides the framework in the module ”Multi-Domain”

[Koch et al., 2020]. A so-called ”coupling-manager” associates the geometrically neigh-

boring grid-cells of two coupled subdomains and evaluates the coupling fluxes between

the two domains at the specific location. For the applications we present in this work,

the coupling-managers require conforming grids.

We apply the domain coupling in two simulation setups: Firstly, to include a discrete

fracture network in the porous bulk of a directly operated reactor and secondly, to

couple the heat transfer channel to the porous reaction bed of an indirectly operated

reactor. Both setups involve different strategies, which are presented below.

3.3.1 Discrete Fractures in the Porous Bulk

Due to the shrinking and swelling of the CaO/Ca(OH)2 bulk during charge and dis-

charge, preferential flow paths develop in fixed-bed reactors after several cycles of charge

and discharge, as described in Section 2.5.1. For simplicity, we term these fracture-like

channels ”fractures” from now on. Modeling the fracture formation goes beyond our

scope. Instead, we model the reaction behavior of a reaction bulk, where fractures

have already evolved. Berre et al. [2019] give an overview of possibilities to model frac-

tures in a porous bulk, notably single-continuum models, multi-continuum models and

discrete-fracture models. Among those we choose the latter, as it gives the possibility

to examine specific fracture patterns.

We treat the fractures as planes with different porous medium properties compared to

the rest of the porous bulk. A gas flux with mass, momentum and energy transport is

exchanged between fracture and bulk domain. The fractures are randomly distributed

and vary in size (including length, width and fracture aperture) and inclination. We

represent them by two-dimensional structures within the 3-dimensional bulk domain.

Figure 3.2 on the left shows a sketch of a fracture. The two-dimensional fractures

split the 3-dimensional bulk domain into discontinuous subdomains, Ωb1 and Ωb2, with
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Figure 3.2: Left: A fracture separates the bulk into two domains Ωb1 and Ωb1. Fractures
may intersect and form an additional intersection domain Ωis. The fracture Ωf

is associated with its average fracture aperture af . Right: The EBOX-DFM dis-
cretization scheme is modified after [Gläser et al., 2020b]. It shows the discretized
area around the fracture tip. The dofs of fracture and bulk actually coincide, but
are stretched here for a better visibility.

internal boundaries. It is furthermore possible that fractures intersect or end within

the bulk domain.

From now on, we refer to the bulk as the 3-dimensional (3-D) domain and fractures for

the 2-dimensional domain. We assume that the properties of the fractures are constant

over their aperture af and introduce cross-section averaged quantities, here exemplarily

for the pressure:

pf =
1

af

∫
af

p daf . (3.28)

In the fracture domain, we balance the same quantities as in the 3-D domain, i.e.

momentum and mass for the gaseous components, mass of the solid components and

the energy. We assume a small residual content of solid in the fractures and thus, that

all fractures feature a higher permeability than the bulk. The cross-section averaged

balance equation for gas flux in the fractures reads as follows in a stationary form:

∇f · (afρm,gvf ) = afqf + |qb · n|f . (3.29)

In that, we consider fluxes between the fracture and the bulk by the exchange term

|qb · n|f . Fluxes occur between all the adjacent subdomains. Furthermore, a fracture

might end in one bulk subdomain, if it does not strech out over the full length of

the bulk subdomain (see Figure 3.2 Left: The domain Ωb1 neighbors the horizontal

fracture at top and bottom side.). Therefore, we sum over the number of neighboring
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bulk subdomains N and the sides connecting bulk and fracture n.

|qb · n|f =
∑
N

∑
n

qb · n. (3.30)

For the highly conductive fractures, the pressure across the boundary between bulk

and fracture is constant:

pb = pf . (3.31)

This corresponds to an internal Dirichlet boundary condition.

We choose the BOX discretization method for the coupled fracture-bulk model. Ran-

domly distributed fracture patterns are disretized more easily with non-regular grids.

Due to the flux calculations with the FE-ansatz-functions, the BOX-method performs

better with non-regular grids compared to the CC-Tpfa. The enhanced BOX-method

for discrete fractures (EBOX-DFM) of [Gläser et al., 2020b] provides the framework for

discretizing the fractures and the domain coupling. For each of the coupled submodels,

bulk and fracture, linear basis functions Ni according to the respective dimensionality i

approximate the real solution within the grid cells. According to [Gläser et al., 2020b],

a direct coupling of the two domains with the internal Dirichlet condition of Equa-

tion 3.31 does not guarantee mass conservation. Therefore, the condition is included

weakly as follows: For calculating the fluxes between bulk and fracture, we substitute

the pressure values of the bulk domains located on the same geometric position as the

degrees of freedom of the fracture, by the values associated to the fracture degree of

freedom:

|qb · n|b−f = −σnbKb

∑
nσ

x/∈Ωf

pb∇Nb +
∑
nσ

x∈Ωf

pf∇Nb

 , (3.32)

with the face of the subcontrol volume σ and the box number of subcontrolvolume faces

nσ. The fluxes determined by Equation 3.32 are included into the fracture model as

additional source terms, and in the bulk domain as internal boundary conditions.

3.3.2 Coupling between Porous Bulk and Heat Transfer Channel

The indirectly operated reactor concept is composed of two functional units, see Figure

3.3: First, the porous reaction bed, where water vapor surrounds the solid particles;
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Figure 3.3: Reactor setup; Left: Sketch of the experimental setup modified after Schmidt
et al. [2017]. The solid bulk is kept between filter plates. Water is provided at
constant pressure in the surrounding casing. Air flows through the HTF channel
to provide / remove heat. Top right: The simulation setup consists of two
separate domains: the reactive bulk and the HTF channel. The two domains are
coupled by a conductive heat flux. Due to symmetry, the bulk model domain
reduces to half of the bulk volume. Bottom right: Domain coupling; A heat
flux is calculated between the cell centers of the two-dimensional reaction bulk
and the 1-dimensional HTF channel.

second, the heat transfer channel (HTF), where a free gas flow transports the heat.

Both domains are coupled by a conductive heat flux.

For modeling, we focus on the processes in the porous bulk. Hence, we reduce the

dimension of the HTF-domain to (d − 1), with d being the dimension of the porous

bulk model. This is based on the following simplifying assumptions: The flow profile

between the two parallel plates is laminar and compressibility effects are negligible.

Those assumptions are justified with the experimental setup in Section 5.1. We apply

the Hagen-Poiseuille-law to formulate the fluid velocity between the two plates to

vHTF =
l2

12

µg
%g

grad p, (3.33)

with l the channel thickness. The combined mass and momentum balance equation

corresponds to Equation 3.2 with 100 % porosity and without sources/sinks. The

energy balance equation of the HTF channel-domain corresponds to Equation A.11.

The energy source term qeHTF results from the energy-coupling between the bulk and

the HTF domains. The source term is multiplied by 2 in order to incorporate the



3.3 Model Enhancements by Domain Coupling 53

symmetry condition.

∂

∂t
(%gug) +∇ · (%gvHTFhg)−∇ · (λg∇T ) = 2 · qeHTF. (3.34)

We discretize the two subdomains with the CC-Tpfa method, see Figure 3.3 on the bot-

tom right. We assume that there is no temperature jump between the two subdomains,

i.e. the influence of the metal plate between the bulk domain and the HTF channel is

neglected. At the interface between the two domains, the heat fluxes sum up to zero:

qeHTF = qebulk = qe. (3.35)

qebulk is thereby the boundary condition of the bulk domain adjacent to the heat transfer

channel. qeHTF is handled as source term in the energy balance equation of the HTF

channel-domain.

The heat flux in the porous bulk is purely conductive:

qebulk = λeff
TW − Tbulk,y=∆y/2

∆y/2
, (3.36)

with the wall temperature TW at the interface, the temperature in the bulk grid cell

closest to the HTF channel, Tbulk, and the size of the bulk grid cell in perpendicular

direction (y).

In the free flow, the heat transfer from the bounding wall to the heat transfer flux

determines the heat flux:

qeHTF = αHTF(THTF − TW ), (3.37)

with THTF the temperature in the HTF channel. The heat transfer coefficient αHTF is

crucial for determining the heat flux correctly. It will be addressed further in Chapter 5.

The two Equations, 3.36 and 3.37, admit of eliminating the unknown wall temperature

TW . The coupling heat flux is then only a function of the temperatures THTF and Tbulk.





4 Simulating the Directly Operated

Reactor Containing CaO/Ca(OH)2

The directly operated reactor concept consists of a well insulated reaction chamber,

filled with the reactive solid. A mixture of reaction fluid (H2O) and heat transfer

fluid (N2) is directed through the reactive bulk. We base our numerical simulations on

the experimental setup of [Schaube et al., 2013a] (see Figure 1.3). Figure 4.1a shows

a sketch of the simulation domain: A cylinder of 5.5 cm diameter and 8 cm length.

The cylinder is initially filled with CaO particles for the discharge reaction or with

Ca(OH)2 for the charge reaction. The reaction gas is injected from the bottom and

leaves the reactor at the top with changed composition and energy content. The gas

composition and its temperature drive the chemical reaction.

Several models for fixed-bed thermochemical reactors presented in literature used the

same experimental setup for their simulations. Schaube et al. [2013b] present a 2-

dimensional model. In order to validate the model with their experimental data, they

adapt the previously determined reaction rates of [Schaube et al., 2012]. Nagel et al.

[2013] base their model on the same setup but don’t validate it against the experimental

data. They assume an ideally insulated reactor with no heat losses over the reactor

surface. With only gas injection at the top and outflux at the bottom bottom, they

reduce the problem to one dimension. Shao et al. [2013] test the influence of different

solid particle sizes with the model of [Nagel et al., 2013] and the reaction kinetics of

[Schmidt, 2011]. In [Nagel et al., 2014], the authors compare the reaction kinetics of

[Schaube et al., 2012] and [Schmidt, 2011] with the same model and simulation setup.

All those models assume a constant solid volume. They therefore modify the density

of CaO such, that given a constant solid volume, the mass difference between the same

amounts of Ca(OH)2 and CaO is equivalent to the mass of water for the same amount.

The modified CaO density results to ρCaO,m = 1656 kg/m3 [Shao et al., 2013]. Based
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(d) Course of the molar H2O content.

Figure 4.1: For a homogeneous bulk without heat transfer at the wall, the problem reduces
to one dimension. Exemplary simulation results plotted over the reactor length
at different times for a discharge reaction with boundary and initial conditions of
Case 1 in Section 4.3.

on the assumption of a constant solid volume and porosity, respectively, the model of

[Nagel et al., 2013] involves only one balance equation for the solid.

In contrast to the mentioned models, we balance each component separately. Balancing

the two solid phases independently allows for representing the volume change of 50 %

during the reaction, see Section 2.5.1. With the gaseous components H2O and N2, the

solid components CaO and Ca(OH)2, and the temperature (assuming local thermal

equilibrium), this results in five balance equations, Equations 3.3, 3.4 and 3.7. Same

as [Shao et al., 2013], we assume that no heat is lost over the reactor surfaces.

The reaction behavior is complex as the different processes are highly coupled. Fig-

ure 4.1b, c and d give an exemplary overview on the interdependence of water vapor

pressure, temperature and reaction rate for the discharge reaction. The simulation
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setup corresponds to Case 1 in Section 4.3 and is described there in detail. After ini-

tiating the reaction, the chemical reaction occurs all over the bulk depending on the

availability of water. After 5 seconds, water vapor is depleted in the top region near the

outlet. The low water concentration limits the reaction rate. Due to the rate reduction,

more water is injected than consumed and the water concentration rises again. After

60 seconds, the gas vapor content is refilled to 0.4 again. Eventually, the tempera-

ture approaches the equilibrium temperature at ca. 810 K and limits the reaction rate.

Only at the inlet region, where cool gas is injected, the temperature difference induces

a considerable reaction rate. CaO is continuously converted to Ca(OH)2 and eventu-

ally a reaction front develops and moves from bottom to the top. At the bottom the

converted solid accumulates, whereas at the top, the conditions are still at equilibrium.

Only at the reaction front, water vapor pressure and temperature allow the reaction to

proceed.

For the charge reaction the processes are reciprocal. The injected gas provides the heat

necessary for conversion. Water vapor is released in the reaction and increases the vapor

pressure and so the equilibrium temperature. At the reaction front the temperature is

above the equilibrium temperature and the water vapor concentration is low enough.

The simulations in this chapter address the question, which processes need to be rep-

resented in the numerical model to depict the real reactor behavior. We start with a

model verification for the homogeneous simulation domain with constant solid volume

by comparing different models in a benchmark in Section 4.1. In Section 4.2 we test the

assumption of local thermal equilibrium dependent on size of the solid particles. In a

next step, we include the solid volume change assuming the process to be reversible and

investigate the influence of porosity and induced permeability changes in Section 4.3.

Finally, we drop the assumption of a homogeneous bulk and include fracture patterns

in the reaction bulk in Section 4.4. Whereas the homogeneous simulation cases are rep-

resented in one dimension, the simulations in Section 4.4 will be represented in three

dimensions. For the homogeneous setups, we discretize the domain with the CC-Tpfa

discretization scheme, but the BOX-scheme for the randomly distributed fractures.

In order to investigate the different processes, we varied the simulation setups including

initial and boundary conditions slightly to arrive at realistic and consistent scenarios.

For the benchmark scenario in Section 4.1, the porosity is kept constant by a modified

CaO density. In the following sections, we applied the tabulated CaO density. For the
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same molar amount of CaO, the volume fraction changes with a different density. In all

sections we apply the reaction kinetics of [Schmidt, 2011], only for the benchmark sce-

nario, we apply the reaction kinetics of [Schaube et al., 2012]. Therefore, a quantitative

comparison between the results of following sections is not possible.

4.1 Model Verification by Benchmarking1

The processes in a thermochemical heat storage involving solid and gaseous components

are highly coupled and complex. Thus, there is no analytic solution to the mathematical

description and due to the lack of appropriate experimental data, it is unclear if all

relevant processes are represented. Nagel et al. [2018] conducted a benchmark to gain

confidence in the numerical models.

T. Nagel proposed the simulation setup based on the experimental setup of [Schaube

et al., 2013a] that we describe in the following section. The benchmark compares

the simulation results of three different models: The model results produced in the

software OpenGeoSys are provided by T. Nagel. P. Ostermeier generated results with

the software ANSYS Fluent and we contributed the results of the presented model in

DuMux. We give an overview of the different models and their particularities in Section

4.1.2. Subsequently, we present and assess the results. It has to be stated, that the

results of DuMux differ in this work from those published in [Nagel et al., 2018]. At

the time of the publication, the DuMux-model excluded the gas volume expansion due

to the solid-gas reaction, which led to a considerable error. Including this term yields

the results presented in the following.

4.1.1 Setup and Boundary Conditions

The simulation setup for the benchmark corresponds to the setup presented in [Shao

et al., 2013]. The ideally insulated cylindrical reactor of 8 cm length and 5.5 cm diameter

(Figure 4.1a) is initially filled with a volume fraction of 20 % CaO. A total gas flux of

1This section is based on T. Nagel, P. Ostermeier, G. Seitz, H. Class, and R. Helmig. THC-
processes. In O. Kolditz, T. Nagel, H. Shao, W. Wang, and S. Bauer, editors, Thermo-Hydro-
Mechanical-Chemical Processes in Fractured Porous Media: Modeling and Bench- marking. Springer,
2018
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0.5 g
s

with a water mass fraction of 0.35 is injected into the reactor at a temperature of

573.15 K to run the discharge reaction. The pressure of 2 bar is kept constant at the

reactor outlet, such that gas of different composition and temperature is able to leave

the reactor. The constant material properties are summarized in Table 4.1.

Table 4.1: Material properties for the benchmark simulation setup.

Property Symbol Value

Porosity φG 0.8
Density Ca(OH)2 %Ca(OH)2 2200 kg m−3

Modified density CaO %CaO,m 1656 kg m−3

Intrinsic permeability K 8.53·10−12 m2

Specific heat capacity Ca(OH)2 cp Ca(OH)2 1530 J kg−1 K−1

Specific heat capacity CaO cp CaO 934 J kg−1 K−1

Solid heat conductivity λs 0.4 W m−1K−1

Diffusion coefficient H2O/N2 DV 9.65·10−5 m2s−1

Reaction enthalpy ∆HR 108.3 kJ mol−1

The model differs from the model presented in Chapter 3 in the following points: The

diffusion coefficient is set to a constant value in this setup. Furthermore, the porosity is

set to constant by using the modified CaO density ρCaO,m =1656 kg m−3, see Table 4.1.

Viscosity and heat capacities are calculated by polynomial laws provided in ANSYS

Fluent, see in detail in [Nagel et al., 2018]. The reaction kinetics of [Schaube et al.,

2012] are used to describe the chemical reaction:

kR =



if Teq − T ≥ 50K :

1.3945 · 104 · exp(−8.9486·104J mol−1

RT
) · (pH2O

peq
− 1)0.83 · 3(1−X) · (−ln(1−X))0.666,

if Teq − T < 50K :

1.0004 · 10−34exp(−5.332·104K
T

) · ( pH2O

105Pa
)6 · (1−X),

(4.1)

with the equilibrium condition

Teq =
−12845

ln(peq
p0

)− 16.508
, (4.2)

for temperature and pressure.
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4.1.2 Specifications of the Software Packages

This section summarizes the specifications of the OpenGeoSys and ANSYS Fluent

models. P. Ostermeier provided two different ANSYS Fluent models, the two fluid

model (TFM) and the porous zone model (PZM). The DuMux model is described in

detail in the previous chapters.

� The OpenGeoSys model is based on the theory of porous media [Ehlers, 2002]

and is derived in detail in [Nagel et al., 2013]. It uses one mass balance for the

overall gas phase and one for the reactive component. Furthermore, it reduces

the balance of the solid components to one equation. This is possible due to the

assumption of a constant porosity based on the modified CaO density. At constant

porosity, the changing overall solid density describes the conversion. Same as the

DuMux model, OpenGeoSys applies the assumption of local thermal equilibrium.

The balance equations are discretized with the finite element method. The system

of equations is solved monolithically.

� The ANSYS TFM balances the mass of each involved component, including N2.

A full momentum balance is solved for the gas phase. Friction at the solid gas

interface is determined by the Ergun equation [Ergun and Orning, 1949]. Two en-

ergy balance equations for solid and gas take temperature differences into account.

For the average particle diameter d50 = 8 µm, only negligible temperature differ-

ences were found. The equations are discretized with the finite volume method

and solved with the SIMPLE (semi-implicit method for pressure linked equations)

algorithm.

� The ANSYS PZM is based on the same equations as the TFM for gas components’

mass and momentum balance equations, but only one overall solid mass balance

equation. With the assumption of local thermal equilibrium, it furthermore solves

only one energy balance equation. Again, the model is discretized with the finite

volume method, but solved with the PISO (pressure-implicit with splitting of

operators) algorithm.
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Figure 4.2: Benchmark results for water uptake and energy release with the software packages
OpenGeoSys, ANSYS Fluent and DuMux.

4.1.3 Results

We compared different aspects of the simulation results. Internal consistency of each

model is shown by comparing the sum of water taken up and the energy released in the

reaction for complete conversion to the theoretical values. The results, shown in Table

4.2, show little deviations to the theoretical values.

Furthermore, we compared different aspects of the simulation results. Figure 4.2a shows

a plot of the reaction rate at the inlet over time. At the reactor inlet, the reaction rate

is not influenced by pressure changes. At a later time (t = 1350 s), the plots over the

reactor length give evidence on the reaction front propagation. We compare the shape
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Table 4.2: Model comparison regarding total water uptake and energy release.

Model Water uptake [g] Energy release [kJ]

Theoretical amount 20.32 122.24
OpenGeoSys 20.30 122.62
ANSYS TFM 20.75 121.72
ANSYS PZM 20.30 124.72
DuMux 20.61 123.70

of the reaction rate front (Fig. 4.2b) and the temperature distribution in the reactor

(Fig. 4.2d). Other evidence for the correct reaction behavior is gained by looking

at the water vapor leaving the reactor at the outlet (Fig. 4.2c). In each plot, all the

models show a good agreement. The ANSYS TFM shows the largest deviation from the

three other models. It is the only model that considers local thermal non-equilibrium.

However, it is unclear, if this is due to the considering of solid-gas temperature difference

or due to other differences in the model concept.

4.1.4 Conclusion

The good agreement of the different model results gives confidence in the four different

model implementations. This benchmark forms the state-of-the-art of modeling fixed

bed thermochemical heat storage.

Some assumptions of the benchmark setups however greatly simplify the real reaction

behavior. The difference between the TFM to the others poses the question, whether

the heat transfer between solid and gas is limiting the reaction and thus, if it ought

to be represented in the model. This question will be answered in the next section.

Even more severe is the simplification to neglect the volume change of the solid phase

of 50 %. On the one hand, changes in the pore-volumes affect the supply of reactive

gas. On the other hand, the solid volume changes are the reason to the formation of

agglomerates. Both processes presumably influence the reaction behavior in a directly-

operated fixed-bed reactor to a considerable extent. In Sections 4.3 and 4.4, we present

approaches to represent them in the numerical model.
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4.2 Local Thermal Non-Equilibrium

In a thermochemical reaction of a solid-gas reaction system, the reaction enthalpy is

released (hydration) / consumed (dehydration) in form of heat in the solid phase. The

gas experiences volume expansion which reduces (hydration)/ increases (dehydration)

the heat of the gas phase. Heat is transferred between the phases at the solid gas

interface. If the temperature of solid and gas converge fast, the assumption of a local

thermal equilibrium is justified. In the previous section however, the one model not

assuming local thermal equilibrium showed the largest deviations compared to all other

models. We assess in this section, what error is provoked by the simplifying assumption

of local thermal equilibrium.

In order to depict the heat flux between solid and gas phase, we need to solve two

energy balance equations, Equation 3.5 for the gas phase and Equation 3.6 for the solid

phase. The heat transfer between the two phases is determined by the exchange term

f(aws, Ts, Tf ,Nu). Therein, the interfacial area as is determined according to Equa-

tion 2.10, the Nusselt Nu number for the porous medium to Equation 2.46. Thereby,

the heat exchange term between solid and gas phase results according to [Nuske et al.,

2014] to:

f(aws, Ts, Tf ,Nu) = as(Ts − Tg)
λgNu

Lch
(4.3)

The characteristic length is set to the mean grain size, Lch = d50.

4.2.1 Simulation Setup

We use the same simulation setup as in the benchmark presented in the previous sec-

tion. This includes the domain size and resolution, the material properties, initial and

boundary conditions. However, we use the reaction kinetics of [Schmidt, 2011] with

the reaction constant kH=0.2. We test 4 different possible grain sizes in the range of

typical grain sizes presented in literature: from 5 µm [Schaube et al., 2012] to 1 mm

[Criado et al., 2014]. Porosity and permeability are set to the values listed in Table 4.1

regardless of the grain size.
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4.2.2 Results and Discussion

Figure 4.3 presents the temperature difference between solid and gas phases (Ts − Tg)
for the different grain sizes after 1000 seconds of hydration reaction plotted over the

reactor length, and Table 4.3 lists the maximum difference at the location z = 0.0425 m.

The largest temperature difference occurs at the reaction rate front, where the reaction

rate is highest and the most heat is released. The largest grain size displays the largest

temperature difference. The larger the grain size, the smaller is the interfacial area

between solid and gas, and thus, the smaller is the heat transfer. The temperature

difference of 0.03 K for a grain size of 5e-5 m is already below the range of measurement

uncertainty of commercial thermocouples (0.4 %T see e.g. [Schmidt et al., 2017]) and

thus, negligibly small. For the particle size 5e-6 m, the temperature difference amounts

to zero.
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Figure 4.3: Difference between Tsolid and Tgas

for different characteristic pore
sizes over the reactor length after
1000 seconds hydration.

Lch [m] max(Ts − Tg) [K]

1e-3 5.81

5e-4 1.87

1e-4 0.10

5e-5 0.03

5e-6 0.00

Table 4.3: Maximal temperature dif-
ferences between solid and
gas after 1000 seconds hy-
dration at z = 0.0425 m.

4.2.3 Conclusion

The simulation results show, that for small particles (≤ 5e-5 m), the temperature

difference between solid and gas is negligible. As there is no time shift in the reaction

front, we conclude, that the deviations of the TFM in the benchmark are the result

of other differences of the model. Besides the heat transfer coefficient, the interfacial

area between gas and solid is determining the heat flux. Shi and Wang [2011] assume

spherical particles to determine the surface of the solid. Figure 2.3 shows, that the solid
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Ca(OH)2-particles feature an internal porosity, that may contribute further to the solid-

gas interface. Thus, assuming spheres is a conservative assumption. Additionally, in our

simulation setups in this work we consider even smaller particles of 5e-6 m. This justifies

the assumption of local thermal equilibrium. Hence, we reduce the set of primary

variables from two temperatures (Ts, Tg) to only one overall temperature (T) for the

solid and gas phases. This allows to save computational effort without appreciable loss

of accuracy.

The simulation setup in this section is based on theoretical considerations. One would

expect the pressure and permeability to depend on the grain sizes, too, but we limited

the effect of the particle sizes to the heat transfer. The influence of changing porosity

and permeability is addressed in the next section for small grain sizes and thus under

the assumption of local thermal equilibrium.

4.3 Influence of Porosity Induced Permeability

Alterations 1

In the previous sections, we neglected the change in solid volume of 50 % during the

thermochemical reaction of CaO/Ca(OH)2, as it is presented in Section 2.5.1. Other

reaction systems also feature a change in solid volume, such as Strontium bromide

and water [Stengler et al., 2017, Michel et al., 2012] or magnesium sulfate and water

[Van Essen et al., 2009]. Such a change in morphology potentially alters the texture

of the porous medium, the pore sizes and the internal roughness, and consequently the

resistance to the gas flow. The chemical reaction in turn depends on the availability of

fluid and heat and thus, on the gas flow. In this section, we aim to show the effect of

considering changing porosity and permeability on the chemical reaction behavior.

Some numerical models consider the change in solid volume for different reaction sys-

tems: Michel et al. [2012], Lu et al. [1996] and Malley-Ernewein and Lorente [2019]

interpolate linearly between experimentally determined starting and final permeability

based on the conversion.

1This section is based on G. Seitz et al.: A numerical modeling study on the influence of porosity
changes during thermochemical heat storage. Applied Energy, 2020, 259. Jg., S. 114152.
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For the reaction system CaO/Ca(OH)2 however, only the permeability associated to

Ca(OH)2 is known. We lack pore-scale information on the morphology alteration of

particles and pores, and the permeability associated to the CaO reactor filling. Hence,

we assume that the porous bulk alters homogeneously and isotropically. We attribute

the solid volume change to a reversible change in porosity such that the overall reactor

volume stays constant. Based on the porosity change, we determine alterations in per-

meability. As the mechanism of the permeability change is unknown for thermochem-

ical heat storage systems, we test two different approaches: The Kozeny-Carman law

(Equation 2.13) and the power law (Equation 2.14). The power law allows for choosing

the exponent γ to best represent the process. Unpublished experiments2 show a ratio

of initial to converted permeability of 100. With the porosity of 0.8 for Ca(OH)2 and

0.6 for CaO, we choose γ = 16.5, to map the experimental permeability change.

4.3.1 Simulation Setup

Our model allows for flexibly and independently considering the porosity change and

the induced permeability alteration. We simulate and compare four different cases both

for charge and discharge reactions:

1. Case of constant porosity and permeability, that reflects the model of Nagel et al.

[2013]

2. Case with changing porosity according to the solid contributions of CaO and

Ca(OH)2; the permeability is kept constant to show solely the influence of poros-

ity.

3. Case with changing porosity; the permeability changes according to the law of

Kozeny-Carman (Equation 2.13).

4. Case with changing porosity and permeability change according to the power law

(Equation 2.14).

The ranges for porosity and permeability for each case are listed in Table 4.4. The

initial solid volume fractions were adapted compared to Section 4.1 to get realistic

reactor conditions. We took the reference porosity of 0.8 for the CaO filling, i.e. a CaO

2statement in a personal conversation with Marie Gollsch, scientist at DLR Stuttgart working on
reactor setups for the reaction system CaO / Ca(OH)2, on 17 January 2019
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volume fraction of 0.2. With the molar masses and mass densities listed in Table 2.2,

the same molar amount corresponds to a volume fraction of 0.4 in Ca(OH)2. For the

case of constant porosity applying the modified CaO density of Section 4.1, the porosity

remains always 0.6. Additional material and reaction properties, that differ from the

benchmark simulations in Section 4.1 are listed in Table 4.5.

Table 4.4: Overview of the considered simulation cases.

Description Range of φ [−] Range of K [m−2]

Case 1 Modified ρCaO leads to a con-
stant φ and thus K

0.6 5.22e-13

Case 2 Tabulated ρCaO, changing φ
but constant K

0.6 - 0.8 5.22e-13

Case 3 Tabulated ρCaO, changing φ
and Kozeny-Carman-Law for
K change

0.6 - 0.8 5.0e-12 - 5.22e-13

Case 4 Tabulated ρCaO, changing φ
and power-law for K change

0.6 - 0.8 5.22e-11 - 5.22e-13

Table 4.5: Material and reaction properties.

Property Symbol Value

Tabulated density CaO ρCaO 3340 kg m−3 [Haynes, 2010]
Modified density CaO ρCaO,m 1656 kg m−3 [Shao et al., 2013]
Power law exponent γ 16.5 pers comm. M. Gollsch
Reaction constant hydration kH 0.2 [Shao et al., 2013]
Reaction constant dehydration kD 0.05 [Shao et al., 2013]

According to the previous section, we apply here the reaction kinetics of [Schmidt,

2011], since our primary focus lies on investigating the influence of changing porosities

and related permeability changes. However, we need to enhance the formulation for the

reaction rates by the sign factor β, in order to compare the different model concepts

of constant and changing porosity. Multiplying the reaction kinetics (kR) with the

density difference between the solids CaO and Ca(OH)2 yields the reaction rate (qR,

see Equation 2.40). The Ca(OH)2 density is the same for both concepts. However,

the modified CaO density is smaller and the tabulated CaO density is larger than the

Ca(OH)2 density. This results in different signs for determining the reaction rate. The

factor β compensates for this. For the case of a constant solid volume fraction (due

to the modified CaO density), its value is −1, for the changing solid volume fraction

(with the tabulated CaO density), it is set to 1.
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– Reaction kinetics of hydration (discharge):

kR,H = βkH
T − Teq
Teq

xH2O(1−XH) (4.4)

– Reaction rate of dehydration (charge):

kR,D = βkD
T − Teq
Teq

(1−XD) (4.5)

The boundary conditions are listed in Table 4.6. The initial pressure equals the Dirichlet

pressure of the outflow boundary, and the initial gas composition in the reactor equals

the composition of the injected gas. At the beginning of a simulation, the solid filling

consists of one single component, CaO for the discharge run, Ca(OH)2 for the charge

run.

Table 4.6: Boundary conditions for the simulations testing the influence of porosity and per-
meability; the solid components CaO and Ca(OH)2 are not transported and there-
fore, only initial conditions for their volume fractions are formulated. z = 0 cm is
the reactor inlet and z = 8 cm the reactor outlet.

Location Primary variable Value

Discharge z = 0 cm p qN2 = 2.542 mol s−1

xH2O qH2O = 2.123 mol s−1

T T = 573.15 K
z = 8 cm T, xH2O Solution-dependent Neumann flux

p p = 2.0 bar

Charge z = 0 cm p qN2 = 4.64 mol s−1

xH2O xH2O = 0.01 mol s−1

T T = 773.15 K
z = 8 cm T, xH2O Solution-dependent Neumann flux

p p = 1.0 bar

4.3.2 Simulation Results

In order to evaluate the differences of the four simulation cases of Table 4.4, we compare

the spatial distribution of different parameters after a certain reaction time: for charge

after 4900 s, for discharge after 2600 s. The local conversion (as defined in Equation

2.40) is used as a measure for the reaction progress. Additionally, we plot the water
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mole fractions and the temperature at the outlet. A combined parameter is the net

power output, that we define by the difference between energy input and output:

Pout = ṁouthout − ṁinhin (4.6)

Figures 4.4o and 4.4p show, that the energy output is negative in the first seconds until

the pressure gradient is built up. For the charge reaction, the energy output becomes

positive subsequently, because initially hot gas is pushed out of the reactor until the

equilibrium temperature is reached. Additionally, the gas outflow already contains a

considerable amount of water and thus carries more energy than the injected nitrogen

of the same temperature. The initial peak drops as soon as cooler gas leaves the reactor.

The heat of the injected gas is consumed in the reaction. Once the reaction is finished

and the reactive bulk has a uniform temperature, the net energy output is zero, both

for charge and discharge.

Table 4.7: Simulation results for the time and total net energy output for complete conversion
for the simulation cases listed in Table 4.4

Charge Discharge

Case Time [s] Total energy [kJ] Time [s] Total energy [kJ]

Case 1 6937 -118.7 3975 139.7
Case 2 6255 -106.9 3800 127.3
Case 3 5936 -107.0 4060 127.7
Case 4 5903 -107.1 4095 128.6

Figures 4.4a - 4.4t contain the plots of different parameters for all the four cases of

the charge reaction (left) and the discharge reaction (right). Table 4.7 provides the

reaction times for complete conversion in the different cases as well as the time integral

of the power output (defined in Eq. 4.6), expressed in terms of the total energy output

for complete charge (negative) and discharge (positive). The total amount of released

reaction enthalpy is 245 kJ, which is obtained by multiplying the molar amount of solid

reactor fill with the molar reaction enthalpy. It differs considerably from the numbers

in Table 4.7. A significant amount of sensible heat is contained in the temperature dif-

ference of the reactor before and after conversion. Furthermore, the gaseous component

performs volume changing work when entering/leaving the solid phase in the chemical

reaction.

At first, we compare the Cases 1 and 2, to examine the influence of the porosity change
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time
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(p) Power output of the discharge reaction
over time
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Figure 4.4: Comparison of different parameters involved in the chemical conversion process for
the four simulation cases each for charge and discharge reactions: Case 1: constant
porosity and permeability, Case 2: alternating porosity but constant permeabil-
ity, Case 3: Kozeny-Carman law for porosity induced permeability changes and
Case 4: power law for porosity induced permeability changes.

on the reaction. Subsequently, we analyse the two different porosity-permeability rela-

tions.

Influence of the porosity change

With the same permeability, Cases 1 and 2 show roughly the same pressure distribu-

tions (Figs. 4.4c, 4.4d) and as a result, same equilibrium temperatures (Figs. 4.4e,

4.4f). Nevertheless, Cases 1 and 2 show different results in charge and discharge. The

reaction fronts move faster for Case 2, both for charge and discharge (Figs. 4.4i, 4.4j),

which results in a different reaction time. The charge reaction of Case 2 is completed

682 s faster than in Case 1, the discharge reaction 175 s faster (Tab. 4.7). Table 4.7

furthermore shows that the amount of energy for total conversion differs considerably

for Case 1 compared to all other cases.

The influence of the porosity change on the reactions is attributed essentially to two

overlapping effects:

At first, the different volume fractions affect the heat conduction. The solids have a

higher heat conductivity than the gas. Thus, the overall heat conductivity increases for
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a decreasing porosity and vice versa. During charge, the porosity increases for Case 2.

Thus, in Case 1 more heat is conducted against the direction of the reaction front. A

widening of the reaction region of Case 1 during the charge reaction results and thus

a smaller peak height, but larger peak width, as shown in Figure 4.4i. Hence, the

steepness of the reaction fronts differs. For discharge, the porosity decreases in Case 2.

The conductive heat flux against the front’s direction is the same for both cases and

thus, the effect is less important.

Secondly, a different porosity implies a different storage volume for the gas. The gaseous

reactive component performs volume expansion if it enters (charge reaction) or leaves

(discharge reaction) the gas phase. For a bigger gas volume as in Case 2, this expansion

work is increased. On the molecular scale, the water molecules travel over longer

distances. This amount of energy no longer appears in the overall released energy

balance in Table 4.7. As less volume-changing work is done in Case 1, more energy

is released in form of heat during the discharge reaction. The gas flux however is the

same in all simulation cases and thus, the reaction front slows down for Case 1 both

for charge and for discharge.

Neglecting the influence of the porosity change overestimates the reaction time for total

conversion and the total energy that needs to be provided by or respectively, taken away

by the injected gas for the charge and discharge reaction.

Influence of the permeability change

The alternating permeability changes the pressure distribution given the same gas injec-

tion in Cases 3 and 4 (Figs. 4.4c, 4.4d). The pressure directly influences the equilibrium

temperature. Thus, the reaction front velocity differs for the different cases (Figs. 4.4i,

4.4j).

The increasing porosity during the charge reaction increases the permeability in Cases 3

and 4, and consequently decreases the pressure compared to Cases 1 and 2 (Fig. 4.4c).

For discharge, the effect is reversed. However, the differences between the four simu-

lation cases are less prominent, as the final permeability distribution is the same for

all cases (Fig. 4.4h). The lower pressures in Cases 3 and 4 lower the equilibrium tem-

peratures (Fig. 4.4e, 4.4f) and consequently the temperatures for conversion. For the

charge reaction, a larger difference between temperature and equilibrium temperature
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increases the reaction rates for Cases 3 and 4 (Fig. 4.4i) and thus the front velocities and

the time until complete conversion, see Table 4.7. For the discharge reaction however,

a smaller equilibrium drop reduces the reaction rates for Cases 3 and 4, and retards the

reaction. The changed reaction rates furthermore result in increased gas vapor contents

for charge (Fig. 4.4m) and lower vapor contents for discharge (Fig. 4.4n).

The permeability difference between the Cases 2 to 4 is roughly one order of magnitude.

However, the effect on the reaction behavior is non-linear. The pressure differences

between Cases 2 and 3 are larger than between 3 and 4.(Fig. 4.4c, 4.4d). The nonlinear

behavior carries on to the reaction front velocities. For charge, the times until full

conversion is 319 s (5.1 %) less for Case 3 and 352 s less for Case 4 (5.6 %) compared

to Case 2 with constant permeability. For discharge, Case 3 requires 260 s (6.8 %) and

Case 4 295 s (7.8 %) more for complete conversion.

4.3.3 Conclusion

Both porosity and permeability alterations have shown a considerable effect on the sim-

ulation results for the charge and the discharge reaction. Due to the high dependency

of pressure, equilibrium temperature and reaction rate, the results of Cases 1-4 differ

strongly in the velocity of the reaction front and thereby in the times until complete

conversion. A higher permeability and a corresponding lower pressure reduce the equi-

librium temperature. For a constant inlet pressure, the equilibrium drop increases for

the charge reaction and hence facilitates it. For the discharge reaction, this effect is

reversed: The reduced permeability in the not yet converted region leads to smaller

pressures in the reactor, too, and reduces the equilibrium temperatures. This lowers

the equilibrium drop and thereby reduces the velocity of the reaction front.

In this section, we assumed that we always have the same total volume consisting

of gaseous and solid volume fractions. However, despite the change in permeability,

Schaube et al. [2013a] detect a change of around 10% in the volume of reactor filling

during their experiments. A reversible change in permeability is a realistic approxima-

tion for the first few reaction cycles. After several cycles of charging and discharging

however, agglomerates evolve. In between them, fracture-like patterns are observed

[Roßkopf et al., 2014]. Those morphological changes potentially affect the flow pro-

cesses and the reaction behavior even more.
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Accounting for such effects requires a considerably more complex model, such as a

double-porosity or a discrete fracture model. Those models come along with new pro-

cesses and parameters, that need to be adapted appropriately to the reaction system

CaO/Ca(OH)2. In the following section, we present an approach to include the prefer-

ential flow paths as discrete fractures.

4.4 Discrete Fractures in the Reaction Bulk

Due to shrinking and swelling of the solid CaO/Ca(OH)2-particles during repeated

charging and discharging in fixed-bed reactors, compacted areas traversed by preferen-

tial flow paths develop as described in Section 2.5.1. Figure 2.4 shows this effect with

a view into the reactor. Once the agglomerates are formed, the homogeneous gas flow

is disturbed and the gas flows through the preferential flow paths for the most part

[Roßkopf et al., 2014]. Schaube et al. [2013a] assume that the agglomerates cause diffu-

sional limitations in directly operated reactors. [Roßkopf et al., 2015] state, that heat

and mass transfer are affected. To our knowledge, this effect has not been considered

in any numerical model of thermochemical fixed-bed reactors yet. Due to the severe

impacts on the efficiency of the heat storage reactor, it is important to understand this

effect, so that, in a next step, solutions can be found.

The formation of the agglomerates is highly complex and its modeling is beyond our

scope. Instead, we aim to capture the reaction behavior once the agglomerates and

channels have developed. Therefore, we enhance the model of the previous sections

by a discrete fracture network. The discrete fractures represent the channels and the

bulk in between them forms the agglomerates. For simplicity, we term the fracture-like

channels ”fractures” in the following. Starting from Figure 2.4, we conceive different

scenarios to capture different fracture traits. The fracture scenarios with the specific

simulation setups are presented in the subsequent section, followed by the simulation

results and a conclusion.



4.4 Discrete Fractures in the Reaction Bulk 77

4.4.1 Fracture Scenarios4 and Simulation Setup

Figure 2.4 shows multiple fractures of different apertures distributed in the reactive

bulk. Some of the fractures are connected. Gollsch et al. [2015] present a view on

the inlet region where there is only one fracture visible at the inlet surface. Different

fracture patterns possibly have different impact on the gas distribution in the solid bulk.

For example, for a flow path from inlet to outlet, we suspect the injected gas to leave

the reactor interacting only barely with the solid. To investigate different patterns, we

formulated three different Scenarios, as displayed in Figure 4.5: (a) Scenario 1 features

one single, straight fracture that connects the in- and outlet; (b) In Scenario 2, ten

vertical and horizontal fractures are randomly distributed in the reactive bulk with

few connections. In- and outlet are not directly connected by a path through the

fractures; (c) Scenario 3 is a combination of the two previous scenarios: ten horizontal

and vertical fractures are distributed in the reactor and connected such, that there is

a fracture pathway connecting the inlet and the outlet of the reactor.

The fracture geometries are built with the software FrackIt [Gläser et al., 2020a] and

meshed subsequently with Gmsh [Geuzaine and Remacle, 2009].

From Figure 2.4, we estimate the fracture apertures to 0.5 - 1mm. Due to the open-

ing, the fractures are expected to feature a higher conductance than the porous bulk.

Lacking further information, we follow the Hagen-Poiseuille law for a flow between

two plates to get a first idea of the fracture permeability Kfrac = h2

12
. However, we

account additionally for a residual solid content in the fracture domain and assume a

considerable roughness of the fracture planes. We therefore estimate the permeability

smaller compared to the values deterimed by the Hagen-Poiseuille equation. For a frac-

ture aperture of 0.5 mm we assign the permeability Kfrac = 3.33e-10 m2, for 1.0 mm

a permeability of Kfrac = 3.33e-9 m2. We account for a compaction of the bulk in

the permeability of Kbulk = 5.3e-13 m2. In the previous sections with homogeneous

bulk, the permeability was Kbulk = 8.5e-12 m2. For simplicity, we assume, that the

permeabilities of bulk and fracture stay constant during the reaction.

We simulate the discharge reaction with two different simulation setups for the three

fracture scenarios and a homogeneous reference case: At first, a setup with fixed pres-

4The fracture scenarios were developed in a supervised Bachelor’s thesis, J. Schönherr: Unter-
suchung von Rissstrukturen bei der thermochemischen Wärmespeicherung mit CaO/Ca(OH)2, Bach-
elor’s Thesis, Universität Stutgart, 2020.
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Figure 4.5: Different scenarios for fracture distributions in the bulk

sure and concentrations at in- and outlet. This setup builds and continues on the setup

presented in the supervised Bachelor’s Thesis [Schönherr, 2020]. The outlet region is

enhanced by a small additional simulation domain with non-reactive high-permeability

material, so that the concentration and temperature of the fluid leaving the actual re-

actor domain is not affected by the boundary conditions at the outlet of the simulation

domain. Because of the the high permeability in the additional domain, the pressure

at the outlet of the actual reactor domain is almost the same as at the outlet of the

simulation domain. In the additional domain, advective fluxes dominate and thus, the

concentrations of the boundary are not transported upstream. A sketch is presented in

Figure 4.6a. The pressure and concentrations of H2O and N2 are chosen such, that they

approximate the boundary conditions presented in the previous sections. However, the

constant pressure condition implicates, that as much fluid flows through the reactor

domain (including bulk and fractures) as is necessary to keep the pressure gradient

constant. This implies, that especially with highly conducting fractures, much more

gas flows through the reactor.

In the second setup, we imply a gas flux at the reactor inlet, such as in the previous
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(b) Neumann boundary condition at the inlet; an additional homogeneous non-reactive inflow
region distributes the injected gas evenly on the inlet surface.

Figure 4.6: Two sets of boundary conditions for the 3-D fracture setups. For both, the lateral
surface of the cylinder is associated with Neumann no-flow boundary conditions;

sections of this chapter. In order to distribute the flux evenly over the surface of the

reactor inlet, a homogeneous non-reactive domain is also placed in front of the actual

reactor domain. The gas then enters, according to the pressure conditions, either the

bulk or the fracture at the actual reactor domain. The amount of injected gas however

is constant and thus, the pressure gradient adapts accordingly to the overall reactor

permeability. A sketch is presented in Figure 4.6b.

Initial and boundary conditions for the two different simulation setups of boundary

conditions are listed in Table 4.8. We used again the general material properties of the

reaction system CaO/Ca(OH)2 summarized in Table 2.2.

4.4.2 Results

At first, we present the simulations with fixed pressure boundary conditions and com-

pare the three fracture scenarios each for apertures of 0.5 and 1 mm. Afterwards, we
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Table 4.8: Boundary conditions for the simulation setups of the fractured bulk; The solid
is immobile and therefore, only initial conditions for their volume fractions are
formulated. z = 0 cm is on the bottom, z = 8 cm on the top of the reactor,
r = 2.75 cm is at the boundary of the cylinder-shaped reactor casing. Depending
on the simulation setup, an additional inflow/outflow region is placed before/after
the actual reactor domain, see Figure 4.6.

Case Condition Location
Primary
variable

Value

Dirichlet Boundary z = 0 cm p p = 4 bar
for In- and xH2O xH2O = 0.5
Outlet T T = 573.15 K

z = 8 + 2 cm T T= 773.15 K
xH2O xH2O = 0.3
p p = 2.0 bar

r = 2.75 cm all Neumann no-flow
Initial z ≤ 10 cm p p = 2.0 bar

z ≤ 10 cm xH2O xH2O = 0.5
z ≤ 10 cm T T = 573.15 K
z ≤ 8 cm θCaO θCaO = 0.2

z ≤ 8 cm θCa(OH)2 θCa(OH)2 = 0.0

Neumann Boundary z = -2 cm p qN2 = 2.33 mol s−1

at Inlet xH2O qH2O = 2.33 mol s−1

Dirichlet T T = 573.15 K
at Outlet z = 8 + 2 cm T T= 773.15 K

xH2O xH2O = 0.3
p p = 2.0 bar

r = 2.75 cm all Neumann no-flow
Initial z ≥ 0 & ≤ 10 cm p p = 2.0 bar

z ≥ 0 & ≤ 10 cm xH2O xH2O = 0.5
z ≥ 0 & ≤ 10 cm T T = 573.15 K
z ≥ 0 & ≤ 8 cm θCaO θCaO = 0.2

z ≥ 0 & ≤ 8 cm θCa(OH)2 θCa(OH)2 = 0.0

highlight the influence of the boundary condition and present simulation results with

the Neumann boundary condition for the influx.

Comparing the Three Fracture Scenarios (Dirichlet Boundary Conditions)

Figure 4.7 shows the temperature distribution for the three different fracture scenarios

after 400 seconds of hydration and Figure 4.8 after 1000 seconds of hydration. The

temperature indicates thereby the progress of conversion. The temperature is high at
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(a) Reference case (b) Scenario 1 (c) Scenario 2 (d) Scenario 3

Figure 4.7: Temperature distribution in the bulk for the different fracture scenarios at 400 s.

(a) Reference case (b) Scenario 1 (c) Scenario 2 (d) Scenario 3

Figure 4.8: Temperature distribution in the bulk for the different fracture scenarios at 1000 s.

locations, where the reaction is ongoing. If the bulk has cooled down to the initial

temperature of 573.15 K, the solid is converted. Figures 4.7 and 4.8 show, that all

fracture scenarios increase the area of the reaction front. However, only fractures that

are either connected to the inlet, such as in Scenario 1, or fractures, connected to a

region where the reaction front has already passed, deliver heat and water vapor for

an increased reaction region. In Figure 4.8c on the top right, there are disconnected

fractures, where the temperature is still high and thus, no reaction is happening. Com-

paring Figures 4.7c and 4.8c shows that isolated fractures at an early reaction time

don’t increase the reaction region.
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Table 4.9: Overview of the simulation results with Dirichlet boundary conditions for the dif-
ferent fracture scenarios. Reference: homogeneous case; Scenario 1: 1 continuous
fracture; Scenario 2: multiple fractures without connection; Scenario 3: multiple
fractures connecting in- and outlet

Ref. Scenario 1 Scenario 2 Scenario 3

Fracture aperture - 0.5 mm 1 mm 0.5 mm 1 mm 0.5 mm 1 mm

Time for 100 % conver-
sion [s]

7490 5490 5490 4760 4430 5030 4000

Time for 80 % conver-
sion [s]

5000 1840 1720 1590 1272 1700 990

Fracture H2O injection
for 100% conversion [mol]

- 69.3 1414.5 16.5 25.7 47.5 500.7

Overall H2O injection for
100% conversion [mol]

18.0 85.9 1431.2 41.6 50.9 53.6 504.5

Overall H2O injection for
80% conversion [mol]

11.1 27.5 447.3 12.0 12.8 16.3 123.0

Fracture E injection for
100% conversion [103kJ]

- 5.01 102.19 1.19 1.85 3.44 36.17

Overall E injection for
100% conversion [103kJ]

1.29 6.19 103.39 2.30 3.68 3.85 36.43

Overall E injection for
80% conversion [103kJ]

0.79 1.97 32.3 0.85 0.91 1.16 8.87

Net E output [kJ] 207.7 207.8 207.8 209.1 209.1 209.1 209.1

ηE 100 % conversion [%] 16.1 3.4 0.2 6.9 5.7 5.4 0.6

ηE 80 % conversion [%] 21.0 8.4 0.5 19.7 18.4 14.4 1.9

Effective overall perme-
ability [m2]

5.3e-13 2.4e-12 3.9e-11 1.4e-12 1.8e-12 1.7e-12 1.9e-12

With the fixed pressure at in- and outlet of the reactor, significantly more gas flows

through the reactor containing fractures than in the homogeneous reference case. Ta-

ble 4.9 summarizes the amounts of injected mass and energy until complete conversion

for the fracture scenarios at the two different apertures and the homogeneous reference.

The fractures increase the overall permeability, and thus, the maintained pressure gradi-

ent induces a higher gas flux. The overall reactor permeability is determined according

to Darcy’s law with the pressure difference between in- and outlet, and the overall gas

flux once the conversion is finished, see Table 4.9.

The predominant part of the injected gas flows through the highly permeable fractures

without interacting with the solid bulk. As the fractures are not connected in Scenario 2,
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Figure 4.9: Overall conversion for the different fracture Scenarios 1-3 each for two different
fracture apertures and the corresponding fracture permeabilities simulated with
fixed pressure conditions.

the gas flux is forced to enter the bulk domain, where it is available for use in the

reaction. Hence, this scenario requires the minimum of injected amount of gas flow

necessary for complete conversion for both fracture apertures of all fracture scenarios.

The gas is injected at 573.15 K and carries the inherent amount of energy. We define the

energetic efficiency as the ratio of net energy outcome devided by the injected amount

of energy,

ηE =
Enet,out
Einjected

. (4.7)

As much more gas is injected for all fracture scenarios, their efficiencies are reduced

significantly compared to the homogeneous reference. The maximal efficiency for the

given setup amounts to 16.1 % at complete conversion. The net energy output for the

different simulation cases varies between 207.7e3 kJ to 209.1e3 kJ due to numerical

errors. Table 4.9 lists the resulting efficiencies for complete and 80 % conversion.

Table 4.9 furthermore displays the times for overall and 80 % conversion of the differ-

ent fracture scenarios with two different fracture apertures. For the fracture scenarios,

80 % solid is converted in roughly one third of the time for total conversion. Seen the

other way round, most of the time is spent for the conversion of the last 20 % of solid

bulk, if fractures are present. Figure 4.9 shows the global conversion over time for all

fracture scenarios with the two different aperture sizes. The conversion of the homo-

geneous reference scenario increases linearly once the reaction is at equilibrium after
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a few seconds in most of the reactor. All the fracture scenarios feature a hyperbolic

conversion progress. They are converted at least 2000 seconds faster than the homo-

geneous reference for the setup with fixed pressure at in- and outlet. At early reaction

times, the increased flux in the fractures increases the area where conditions far from

equilibrium allow the bulk to react. This is reflected in the energetic efficiency for 80 %

conversion, which is significantly higher than the efficiency for complete conversion for

all fracture scenarios. The effect of the increased flux decreases until the bulk close to

the fracture is converted. Due to changed pressure gradients in the bulk compared to

the homogeneous scenario, compartments far from the fractures are less supplied by the

gas flux and are thus converted only slowly. This causes the slow conversion progress at

the final stages. This is particularly evident in Scenario 1 with 1 mm aperture, where

hardly any gas flows from the fracture into the bulk. Consequently, the efficiency drops

to 0.2 %. For the fracture aperture of 0.5 mm the difference in permeability between

bulk and fracture is smaller, more gas reaches the bulk, resulting in a better efficiency

(3.4 %). In Scenario 3, the fractures are distributed over the reactor domain and have

a larger interaction area so that more gas is exchanged between fracture and bulk com-

pared to Scenario 1 for both fracture apertures. However, the conductance is highest in

the connected fracture pathway and the efficiency for the 1 mm aperture is with 0.6 %

poor as well. Scenario 3 with 0.5 mm fracture aperture has a notably higher efficiency

compared to the larger aperture. Here, the distribution effect of the fractures is not

completely overlaid by the drainage of the conducting fractures. The differences due to

the fracture apertures are less dominant in Scenario 2, where the gas is forced to enter

the bulk domain, as the fractures are not connected. With 5.7 % (1 mm aperture) and

6.9 % (0.5 mm aperture) the efficiencies of Scenario 2 are the highest within all the

fracture scenarios.

Influence of the boundary conditions (Neumann and Dirichlet Boundary

Conditions)

The simulation results with the given Neumann boundary for influx differ significantly

from the results of the Dirichlet boundary condition. Whereas a certain pressure gra-

dient induces a fluid flux in a porous medium, a given flux rate builds up a pressure

gradient according to the sample’s permeability. Fractures, especially the connected

fractures, enhance the permeability and thus reduce the overall pressure increase for a
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(a) Reference case (b) Scenario 1 (c) Scenario 2 (d) Scenario 3

Figure 4.10: Pressure distribution for the flux boundary condition in the different Scenarios.
Each figure is scaled individually.

Table 4.10: Overview of the simulation results for the different fracture scenarios with Neu-
mann boundary conditions. Reference: homogeneous case; Scenario 1: 1 con-
tinuous fracture; Scenario 2: multiple fractures without connection; Scenario 3:
multiple fractures connecting in- and outlet

Ref. Scenario 1 Scenario 2 Scenario 3

Fracture aperture - 0.5 mm 1 mm 0.5 mm 1 mm 0.5 mm 1 mm

Time for 100 % conver-
sion [s]

4340 15740 15150 10150 10700 8729 15000

Time for 80 % conver-
sion [s]

2520 5100 5110 3050 3078 3359 4400

Overall H2O injection for
100% conversion [mol]

23.7 84.9 81.7 52.5 55.4 45.2 77.7

Overall H2O injection for
80% conversion [mol]

13.8 27.5 27.5 15.7 15.9 17.3 22.8

Overall E injection for
100% conversion[103kJ]

1.71 6.13 5.91 3.78 4.00 3.27 5.61

Overall E injection for
80% conversion [103kJ]

1.00 1.99 1.99 1.14 1.15 1.26 1.65

net E output [kJ] 210.5 209.9 209.1 209.6 209.3 209.1 209.1

ηE 100 % conversion [%] 12.3 3.4 3.5 5.5 5.2 6.3 3.7

ηE 80 % conversion [%] 16.8 8.4 8.4 14.7 14.5 13.3 10.1

maximum pressure built-
up [bar]

2.7 0.9 0.7 1.3 1.1 1.0 0.6
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Figure 4.11: Overall conversion for the different fracture Scenarios 1-3 each for two differ-
ent fracture apertures and the corresponding fracture permeabilities simulated
with the flux boundary condition. For Scenarios 1 and 2, the plots for the two
apertures almost coincide.

determined fluid flux. The pressure distributions for the different scenarios simulated

with inlet flux boundary are shown in Figure 4.10. For the homogeneous reference, the

pressure difference between inlet and outlet of 2.7 bar corresponds roughly the Dirichlet

boundary conditions of the Dirichlet setup (2 bar). The pressures of the fracture sce-

narios, however, are reduced dramatically. For Scenario 1, it amounts to 0.9 - 0.7 bar,

for Scenario 2 to 1.3 - 1.1 bar, and for Scenario 3 only 1.0-0.6 bar, respectively for the

fracture apertures of 0.5 and 1 mm, see Table 4.10.

Similarly to the fixed pressure conditions, the major part of the injected gas flows

through the highly permeable fractures. Due to the smaller overall pressure gradient

for the flux boundary condition, the pressure gradient between fracture and bulk is also

reduced. Less gas exchange occurs between bulk and fracture. The distribution of the

reactive gas deteriorates in the bulk. Consequently, the reaction progress is retarded,

see Figure 4.11, resulting in notably longer times until complete conversion for all

fracture scenarios compared to the homogeneous reference case. The Scenarios 1 and 3

for 1 mm aperture take more than three times as long compared to the homogeneous

reference (Tab. 4.10), Scenario 2 and 3 for 0.5 mm aperture take more than twice the

time.

The larger fracture surfaces of Scenario 3 with 1 mm fracture aperture enables a larger

gas flux between bulk and fracture compared to Scenario 1. However, the results for
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simulation time and overall fluxes are similar. Due to the low pressure gradients, the

flux in the fracture affects mostly the fracture vicinity and penetrates only very slowly

into the reactive bulk.

The conversion regime with its hyperbolic shape corresponds to the fixed pressure

boundary setup, see Figure 4.11. Thus, 80 % conversion is reached after roughly three

times the time required by the homogeneous reference. As most of the injected gas

flows through the highly conductive fractures, for this setup of boundary conditions, a

severe reduction of efficiency is observed as well for all fracture scenarios (Tab. 4.10).

The performance difference between the three fractures scenarios is smaller with the

Neumann flux boundary condition compared to the Dirichlet pressure boundary condi-

tion. Also, the differences due to the different fracture apertures is small for Scenarios 1

and 2 (Fig. 4.11). The small differences in pressure have only little impact in the gas

distributions. For Scenario 3, however, the setup with 0.5 mm aperture is converted

in half of the time compared to the case with 1 mm fracture aperture. Same as in the

setup with Dirichlet conditions, a slight reduction of the drainage effect due to a lower

permeability in the fractures, the distribution effect of the fractures shows impact.

4.4.3 Conclusion

Highly conductive fractures enhance the overall permeability of the reactive bulk. If

a pressure boundary is imposed, the fractures increase the overall flux through the

bulk. If a flux is imposed, the pressure gradient decreases if fractures run through the

bulk. The gas flows mainly in the highly conductive fractures. Thus, the efficiency is

decreased significantly regardless of the arrangement of the fractures. The arrangement

of the agglomerates and the ratio of permeabilities between fracture and bulk determine

the extent of the degradation. The effect is more severe, if there is a connection between

the fractures such that a pathway connects in- and outlet and less important, if the

preferential pathways are widely branched.

In the immediate vicinity of the fractures, the distribution of the reactive gas is en-

hanced. In compartments far from the fractures however, reduced pressure gradients

induce a poor supply with reaction fluid and thus the speed of reaction drops consid-

erably. This results in a changed course of reaction. Whereas the conversion in the
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homogeneous reactor bulk progresses linearly, it is fast at the beginning for the frac-

tured bulk and decelerated towards the end. Most of the time for complete conversion is

attributed to the last 20 %. This is in accordance with experimental findings: Schaube

[2013] describes an increasing reaction time at later reaction cycles. Thereby, the con-

version time until 80% is relatively constant in their setting, but the longer reaction

time is attributed the last 20 %.

The conceptual description of the agglomerates by a fractured porous medium intro-

duced several new parametrizations, such as the distribution, the aperture and the

permeability of the fractures. The presented results show, that effects such as reduc-

tion of efficiency and longer times for complete conversion can be reproduced with this

approach. It is thus a first step towards understanding the way the agglomerates change

the bulk behavior. In order to describe the effects of the agglomerates quantitatively,

the numerical model needs to be calibrated with appropriate experimental data.

In this section, we assumed that fracture apertures, porosities, and permeabilities of

both bulk and fracture stay constant once the agglomerates are formed. However,

it is assumed, that the reactive material still decreases in volume during the charge

reaction the charge and increases during discharge reaction, so that fracture aperture

and permeabilities change. Depicting such processes requires an even more complex

model.

4.5 Summary

We presented a numerical model built in the numeric toolbox DuMux to model the

processes in a directly operated fixed-bed reactor for storing heat in the reaction of CaO

with H2O to Ca(OH)2. We verified the numerical model in a benchmark together with

the software packages OpenGeoSys (T. Nagel) and ANSYS Fluent (P. Ostermeier).

The comparison showed matching results. The benchmark forms a state of the art

for modeling fixed-bed reactors. The benchmark setup, however, is based on several

simplifying assumption, that we tested in numerical experiments subsequently:

– It was shown, that the assumption of local thermal equilibrium is accurate for small

particle sizes. Temperature differences between solid and gas for particles smaller

than 50 µm, were shown to be negligible.
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– The assumption of a constant porosity in the reactor bulk was identified as mislead-

ing. The solid bulk increases its volume by 50 % due to the thermochemical reaction

from CaO to Ca(OH)2 [Schaube, 2013] and decreases for the reverse reaction. If

the bulk volume is constant, the change in solid volume is attributed to a change in

porosity. This impacts the gas flow that provides the gaseous reactive component.

With the numerical model we tested subsequently the influence of a changing poros-

ity and of a porosity induced permeability change under the assumption of isotropic

homogeneous bulk. The simulation results showed, that a changing porosity and

permeability both influence the course of reaction as all the different processes are

strongly coupled by the reaction rate. A changing porosity impacts the heat distri-

bution that is one driving force of the reaction. A changing permeability changes

the pressure if the gas flux is constant. This in turn influences the equilibrium tem-

perature of the reaction, which, in combination with the actual temperature of the

medium, again impacts the chemical reaction.

– Due to the shrinking and swelling of the porous bulk, agglomerates are formed,

that change the gas distribution in a fixed-bed thermochemical reactor. In order

to understand their effects, we dropped the assumption of a homogeneous bulk and

included a discrete fracture network. The discrete fractures represent the preferential

flow paths in between the agglomerates of solid bulk. We approximated the properties

for the preferential flow paths based on pictures of an experimental reactor, where

agglomerates had been formed (see [Roßkopf et al., 2014]). We formulated 3 scenarios

to represent the spacial distribution of the flow paths. The simulation showed two

effects of the preferential flow paths: They distribute the reactive gas in their vicinity,

and they conduct the gas quickly out of the reactor. This results in a fast conversion

at early reaction times and a considerable deceleration for the last 20 % of conversion.

For all scenarios, the presence of preferential flow paths reduced the efficiency of the

reactor. If the preferential flow paths are widely distributed, the decrease in efficiency

is less severe than if the gas is conducted straightly from in to outlet.





5 Simulating the Indirectly Operated

Reactor Type2

The indirectly operated reactor concept is composed of two functional units: The reac-

tive bed containing the solid particles of CaO/Ca(OH)2 and the heat transfer channel.

The dosage of reaction fluid is decoupled from the heat transfer. Heat transfer chan-

nels (HTF) run through the reactor to transport the heat released or consumed by the

chemical reaction. Only conductive heat but no mass is exchanged between the two

units. The reaction bulk is connected by a filter plate to a water vapor environment

with defined pressure. If water is consumed or relased in the reaction, the resulting

pressure gradient induces an advective flux. Two different reactor setups are illustrated

in the Figures 1.4 and 5.1.

Michel et al. [2014] compare the directly and the indirectly operated reactor concept

for the reaction system Strontium bromide/water and state that, for the indirectly op-

erated reactor concept, the heat transfer is the limiting factor to performance. Thus,

the reactor geometry is aimed at minimizing the length for the conductive heat flux

in the reactive bulk. The reactor geometries of [Michel et al., 2014, Schmidt et al.,

2014] and [Schmidt et al., 2017] are designed so that a large, flat reaction bed is located

next to a large surface of the HTF channel. The filter plate for providing water vapor

and the HTF channel can be arranged perpendicularly to each other (see Figure 1.4

of the reactor setup presented in [Schmidt et al., 2014]), or in parallel (see Figure 5.1

with the experimental setup of [Schmidt et al., 2017]). In the case of a perpendicular

arrangement, 3-dimensional effects occur. This needs to be considered when model-

ing [Ranjha and Oztekin, 2017]. In the parallel arrangement, the processes can be

accurately represented in two dimensions.

2This section is based on G. Seitz, F. Mohammadi and H. Class: Thermochemical heat storage
in a lab-scale indirectly operated CaO/Ca(OH)2 reactor—numerical modeling and model validation
through inverse parameter estimation. Applied Sciences, 11(2), 2021.
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To begin with, we will enhance our numerical model presented in the previous chapters

for representing the indirectly operated reactor concept. Secondly, we will validate the

model with experimental data presented in [Schmidt and Linder, 2017] and [Risthaus

et al., 2020]. However, the authors of the experiment detected unwanted heat losses

across the reactor surface due to a defective insulation. After discharging, the temper-

ature in the reactive bed drops below the temperature imposed in the HTF channel.

Therefore, Risthaus et al. [2020] include volumetric heat-loss terms to the reaction bulk,

where a temperature difference between ambient (room) temperature outside the reac-

tor’s insulation and bed temperature drive the heat losses. Linder et al. [2013] present

a similar approach to fit the model results to experimental temperature measurements

of an indirectly operated reactor. In our opinion, such a volumetric heat-loss term

lacks physical substantiation and is rather a calibration term. Inside the reactive bed

itself, heat is transported conductively due to temperature gradients and advectively

due pressure gradients of the water vapor. If the insulation is deficient, the vapor vessel

cools down. The temperature difference between the reactive bed casing (bed surface)

and the vapor vessel induce the heat flux of the heat losses. With the present approach,

we seek a match to the experimental data based on a more objective substantiation of

the physical background.

In Section 5.1, we first present the experimental setup and based on this, the numerical

model enhancement including the reactive bed and the heat-transfer channel with the

underlying simplifying assumptions, and possible mechanisms for the heat losses. We

present initial simulation results in Section 5.2, where we detect additional uncertain

parameters to those describing the mentioned heat losses. Given the experimental

data, determining the uncertain parameters poses an inverse problem. To calibrate

the numerical model, we apply Bayesian parameter inference. This allows to not only

deliver the value of a parameter, but a probability range, which furthermore provides

information on the sensitivity of the respective parameter. Section 5.3 gives an overview

of the Bayesian model framework and the inference procedure. Finally, in Section 5.4,

we present and discuss the results of model calibration and subsequent validation.
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Figure 5.1: Reactor setup; Left: Sketch of the experimental setup modified according to
[Schmidt et al., 2017]. The solid bulk is placed between filter plates. Water is
provided at constant pressure in the surrounding casing. Air flows through the
heat-transfer channel to provide / remove heat. Thermocouples are placed at the
locations T1, T3 and T7. The lengths are given in mm. For better visibility, the
figure is not to scale. The reactive bed streches 0.15 m to the z-direction (third
dimension). Right: In the model, the setup consists of two separate domains: the
reactive bulk and the heat-transfer channel (HTF). The two domains are coupled
by a conductive heat flux. Due to symmetry, only half of the bulk is simulated.

5.1 Experimental Setup and Model Specification

Figure 5.1 to the left shows the reactor setup of [Schmidt and Linder, 2017]. The fixed-

bed contains 2.4 kg of solid (in the form of Ca(OH)2) in a volume of 4.8 l [Schmidt

et al., 2017]. The reactive bulk is placed between filter plates which represent the

connection to the surrounding vapor vessel. There, water vapor, the reaction fluid, is

provided with a a constant gas pressure. As soon as water is consumed by the discharge

reaction, a pressure gradient between reactive bed and vapor vessel develops, inducing

an advective flux into the reactive bed. The HTF channel is placed in the middle of

the reactive bed and separates it in two parts. Air is used as heat-transfer fluid in the

HTF channel to remove/provide heat at a defined temperature.

The reactive bed is initially filled with CaO-powder. The discharge reaction is initiated

by increasing the pressure in the vapor vessel above the equilibrium pressure. CaO

powder starts to convert to Ca(OH)2 by consuming water vapor. The released heat

induces a temperature difference between bulk and HTF channel, so that the heat is

conducted towards the channel. Here, a constant volume flux of air removes the heat

and keeps the reaction going until complete conversion. A reaction front moves from
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left to right according to the direction of flow in the HTF channel. The vapor pressure

in the vessel and the volume flux of air in the HTF channel determine the temperature

level of the reaction and the speed of the discharge. Several thermocouples in the

reactive bed monitor the temperature and by that provide information on the course of

reaction. The measurement locations are indicated in Figure 5.1. Besides, the global

conversion is measured as a function of the consumed water [Schmidt et al., 2017].

The vessel containing all the reactor units is insulated. It is furthermore heated to the

initial temperature of 773.15 K [Schmidt and Linder, 2017], which is the same as im-

posed in the HTF channel. Nevertheless, temperatures measured by the thermocouples

fall below the predefined temperature of the HTF channel after conversion: 764 K at

measurement point T1, 763 - 765 K at measurement point T3 and 757 K at measure-

ment point T7 [Schmidt and Linder, 2017]. As the imposed temperature in the HTF

channel is constant, the heat must be lost due to a lower temperature in the vapor

vessel. Section 5.1.3 contains possible mechanisms for describing the heat losses.

Our focus concentrates on the modeling of the reactive bed. However, the processes

in the HTF channel are crucial for the reaction behavior. We therefore represent both

domains by two coupled submodels, see Section 3.3.2. The remaining details of the re-

actor are imposed as boundary conditions to the simulation domain. Just like [Risthaus

et al., 2020], we use the symmetry condition to reduce the simulation area to half of

the fixed-bed. Figure 5.1 (right) displays the simulation domain. The specifications for

the modeling setup of the submodels and the description of the heat loss mechanism

are outlined in Sections 5.1.2, 5.1.3 and 5.1.1.

Schmidt et al. [2017], and Schmidt and Linder [2017] performed several experiments

with the same experimental setup at different water vapor pressures and air volume

fluxes. Risthaus et al. [2020] published additional experimental results to the same

setup. For calibrating our model, we use the experimental results of Case A in [Schmidt

and Linder, 2017], and for validation, the data of the Reference case in [Risthaus et al.,

2020]. The respective vapor pressure and air volume fluxes are listed in Table 5.1. For

details concerning the experimental procedure, we refer to [Schmidt et al., 2017] and

[Schmidt and Linder, 2017]. The boundary conditions resulting from the operation

mode of the reactor are listed in Table 5.2. Table 2.2 contains the necessary material

parameters.
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Table 5.1: Vapor pressure and air volume fluxes of the experimental setups considered for
model calibration and validation.

Case
Vapor pressure Air flux

pbulk,init [kPa] qair [Nm3

h
]

Case S17
470 16

(Case A in [Schmidt and Linder, 2017])
Case R20

270 25
(Reference Case in [Risthaus et al., 2020])

Table 5.2: Boundary and initial conditions for the experimental setup of [Schmidt et al., 2017]:
qair is the source term for the component air, qH2O the water source term, qCa(OH)2

the Ca(OH)2 source term, qCaO the CaO source term and qe the energy coupling
term between bulk and HTF. The initial temperature for all simulation cases is
Tinit = 773.15 K

Domain Location Primary variable and value

HTF channel t = 0 p = pHTF,init, T = Tinit

x = 0 qair = qair; T = Tinit

x = xmax p = pHTF,init; qenergy = 2qeHTF

Porous Bulk t = 0
pH2O = pbulk,init; T = Tinit; φCaO = 0.1113 [−],
φCa(OH)2 = 0.0 [−]

y = 0 qH2O = 0; qCaO = qCa(OH)2 = 0

qenergy = qe

y = ymax pH2O = pbulk,init; qCaO = qCa(OH)2 = 0;

qenergy =
ρH2OKbulk
µH2O

∇py=ymax · h(H2O, Ty=ymax) +

(T (y = ymax)− TBC)αloss

x = 0 & x = z
qH2O = qCaO = qCa(OH)2 = 0; qenergy = (T (xy) −
TBC)αloss

5.1.1 Submodel for the Heat-Transfer Channel

As outlined in Section 3.3.2, we resolve the flow in the HTF channel in one dimension

on the basis of the flow profile of a laminar plate flow. Due to the small width of the

HTF channel (1 mm) and a moderate air flux, the corresponding Reynolds-numbers

(Re, see Tab. 2.1) in the range between 900-1000 indicate that the flow is laminar and

far away from transition to turbulent flow at Re ≈ 2200 [Gnielinski, 2010]. According to

[White, 2016], compressibility effects are only relevant for large velocities (i.e. for Mach
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numbers larger than 0.3) and are thus neglected. The Hagen-Poiseuille law describes

the momentum balance of the channel flow with the permeability K for plate flow

and the channel thickness l, K = 1
12
l2. The resulting balance equation for mass and

momentum are presented in Section 3.3.2.

The heat transfer between reactive bed and HTF channel is described by Equation

2.45. We assume that the heat conduction in the steel casing is much larger compared

to the reactive bed and thus doesn’t represent the casing in the model. The heat-

transfer coefficient αHTF depends on the fluid properties, which change with the fluid

state of pressure and temperature. However, it is common to assume αHTF as constant

over the given surface [Mokheimer, 2002] and estimate it based on the Nusselt number

Nu. Incropera [2013] lists the value Nu = 8 for a flat-plate cross section with a fully

developed boundary layer and laminar flow. With the gas properties of air at 773 K

according to [Reid et al., 1987] and the thickness of the HTF channel, the heat-transfer

coefficient is in the range of αHTF = 440 W/m2K. Risthaus et al. [2020] follow the

instructions of Gnielinski [2010] and yield αHTF = 250 W/m2K for heat transfer between

the steel casing to the heat-transfer flux. A correct value of αHTF is crucial to determine

the heat flux between bulk and HTF channel. Thus, we calibrate this parameter by

inverse modeling in Section 5.3. The heat exchange between reactive bulk and HTF

channel is included as source term qeHTF to the energy balance equation (Eq. 3.34). It

is multiplied with 2 since only half the reaction bulk domain but the complete HTF

channel are resolved.

5.1.2 Submodel for the Reactive Bed

Other than the directly operated reactor concept, the gas phase in the reactive bed

in the present setup contains only water vapor. Equation 3.1 balances the mass for

the one component in the gas phase. For the solid phases, the same balance equations

apply, namely Equation 3.4. Also, the energy balance equation is the same as in the di-

rectly operated reactor concept, Equation 3.7, still assuming local thermal equilibrium.

However, the gas properties such as internal energy, density and heat conductivity are

the properties of pure water vapor. We again use the reaction kinetics of [Schmidt,

2011] to include the chemical reaction. However, we enhance it by an exponent that

reduces the reaction rate for progressed conversion (1 − X)kR,2 , see Equation 5.1, in
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order to fit the simulation results to the experimental data. This term will be subject

to optimization and is addressed in more detail in Section 5.2.

kR = kR,1(1−X)(1+kR,2)T − Teq
Teq

XH2O, (5.1)

with the constants kR,1, and kR,2, and the conversion X. We use the formulation of

[Samms and Evans, 1968] to determine the equilibrium temperature according to the

van’t Hoff law, as it suits best for the pressure ranges of the experiments:

ln
( pH2O

1 bar

)
=

11375 K

Teq
+ 14.574. (5.2)

The next section adresses the description of the upper temperature boundary condition

of the reactive bed to represent the heat losses.

5.1.3 Formulation of the Heat Loss

As outlined earlier, a temperature difference between the outer reactive-bed boundary

and the vapor vessel is considered to cause the heat losses in the experiments of [Schmidt

et al., 2017]. We assume that the heat is transported between two parallel plates (i.e.

the filter plate and the vapor vessel casing, see Figure 5.1 left) with water vapor between

them. The height of the reactive bed (2 cm) is much smaller than the length (1.6 m), so

that we neglect heat losses on its vertical boundaries. According to [Incropera, 2013],

several heat-transport mechanisms overlap and need to be considered:

� Free convection occurs, if a hot plate is located below a cooler plate. The gas

close to the hot plate warms up and its density decreases. Due to buoyancy, the

hot gas ascends and cooler gas descends. Eventually rotating cells of moving gas

develop, which transport the heat between the plates. This effect occurs only

from bottom to top. It is expressed as:

qeconv = (T (y = ymax)− TBC)αconv, (5.3)

with the heat-transfer coefficient αconv, the temperature in the reactive bulk at

the top boundary (at location y = ymax), and the temperature of the pressure
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vessel casing TBC .

� Radiation between two flat plates of different temperature is determined by:

qerad =
σ(T (y = ymax)

4 − T 4
BC)

1
εFP

+ 1
εV V
− 1

, (5.4)

with the Boltzmann constant σ = 5.67e-8 W m−2 K−4, and the emissivities of the

filter plate εFP and of the vapor vessel casing εV V . Radiation is important at high

temperature differences and high values of emissivities. According to [Incropera,

2013], typical values for the emissivities of steel are in the range of 0.15 - 0.3.

� Heat conduction in the water vapor such as introduced in Equation 2.43.

The different heat-transport mechanisms share the same driving force, namely the

difference in the temperature of the bounding walls of the reactive bed and the vapor

vessel. For radiation, however, the driving force is proportional to the difference in

temperatures raised to the power of four. Representing all mechanisms independently

would produce several new parameters, all of which bear uncertainty. Additionally,

the dimensions of the vapor vessel are not indicated in [Schmidt et al., 2017]. We aim

at determining the overall heat loss in a spatially resolved manner, regardless of which

mechanism dominates. Thus, for simplicity, we choose the following form for the overall

heat-loss flux:

qeloss = (T (y = ymax)− TBC)αloss, (5.5)

with the heat-loss coefficient αloss, the temperature T in the reactive bulk at the top

boundary (at location y = ymax), and the temperature of the pressure-vessel casing

TBC . As the temperatures measured at the locations T1, T3 and T7 all are different,

we assign three degrees of freedom to the temperature distribution TBC :

TBC = k1x
2 + k2x+ k3. (5.6)

The constants k1 to k3 and the heat loss coefficient αloss are calibration parameters in

the inverse modeling. Same as in Section 5.1.1, we assume the influence of the reactive

bed casing and filter plate to be negligible, so we don’t represent them in the numerical

model.
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5.2 Preliminary Calibration Attempt and Selection of

the Optimization Parameters

We run preliminary simulations in order to mark out the ranges of the already identified

uncertain parameters representing Case S17, see Table 5.1. We applied a linear TBC

distribution (i.e. k1 = 0, k2 = −5.567, and k3 = 764.99) and the heat transfer param-

eters αHTF = 275 W/m2K and αloss = 30 W/m2K. The results are shown in Figure

5.2 in orange. The simulated curves for the three temperatures T1, T3 and T7 roughly

match the arrival time of the temperature jump after conversion in the respective re-

gion. However, the temporal temperature distribution differs between experiment and

simulation. The slope at the temperature jump is much steeper in the simulation than

in the experiment. Thus, the chosen parameters for heat transfer and heat loss are

not sufficient to reproduce the experimental results, but further processes occur. Based

on expert knowledge and trial-and-error, we test further mechanisms related to heat

transport and heat release. The changed parameters for each simulation are listed in

Table 5.3. Figure 5.2 displays the simulation results.

Porosity induced permeability change During the reaction, the solid volume and,

thus, the permeability change. This has a notable effect on directly operated reactors

[Seitz et al., 2020], as outlined in Section 4.3. We therefore tested, if this also affects

the heat transport in the indirectly operated reactor type. Within the reactive bed

of the indirectly operated reactor, most of the heat of reaction is transported due

to heat conduction. The pressure gradients in the reactive bed are small and hence

the advective heat transport. The gray dashed line in Figure 5.2 shows a simulation

with permeability change from 8.8e-11 m2 to 8.8e-12 m2 according to the porosity

change compared to the simulation in orange without permeability change. No effect

on the temperature profile is visible. On account of this, we consider the influence of a

permeability change to be negligible for the indirectly operated reactor.

Heat conductivity The temperature profiles of the experiment displayed in Figure

5.2 suggest that, at later times, the heat released by the reaction is affected by a heat

transport mechanism. In the solid bulk, most of the heat is conducted in the solid

volume fraction. Thus, conduction rises as the solid volume fraction increases during



100 5 Simulating the Indirectly Operated Reactor Type

0 500 1000 1500 2000 2500 3000 3500
Time [s]

740

760

780

800

820

840

860

880

Te
m

pe
ra

tu
re

 [K
]

Only heat loss
Permeability
Heat conductivity
Reaction Param 1
Reaction Param 2
Experiment

(a) Temperature measurement point T1
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(c) Temperature measurement point T7
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Figure 5.2: Preliminary simulation results to identify the optimization parameters. In black:
experimental values from Schmidt and Linder [2017] as reference; Simulation cases:
”Only heat loss” is simulated with the standard parameters at constant perme-
ability. ”Permeability” applies a permeability change due to porosity alteration,
”Heat conductivity” uses different values for solid heat conductivity for CaO and
Ca(OH)2, ”Reaction Param 1” applies a reduced reaction rate constant kR,1 and
”Reaction Param 2” introduces the constant term kR,2 to the reaction kinetics.
The parameters for each simulation case are listed in Table 5.3.

conversion. We tested the effect of an increased heat conductivity of Ca(OH)2 in the

simulation results, displayed by the light blue lines in Figure 5.2. The enhanced heat

conduction makes the solid react faster, the front is shifted to earlier times. However,

the steepness of the temperature jump is not changed. The simulations are hence

continued with the literature values for solid conductivity listed in Table 2.2.
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Reaction Rate Nagel et al. [2014] and Risthaus et al. [2020] apply the same reaction

kinetics but with different rate constants. Nagel et al. [2014] choose kR,1 = 0.2 s−1,

whereas Risthaus et al. [2020] use kR,1 = 15 s−1. The influence of this parameter is

shown in the dashed blue line in Figure 5.2. This curve results from a simulation

with kR,1 = 0.2 s−1, whereas the previously described simulations are performed with

kR,1 = 10 s−1. Obviously, reducing this parameter renders the temperature curve more

smooth and also slightly reduces the slope at the temperature jump. Further reducing

the reaction rate constant, however, prevents reaching the equilibrium temperature

plateau. Thus, varying the reaction rate constant kR,1 is not sufficient to reproduce

the shape of the temperature distributions. Therefore, we multiply the reaction rate

by an additional term that becomes limitating at progressed conversion: (1 − X)kR,2 .

For kR,2 = 0, the reaction kinetics correspond to Equation 2.54. Simulation results for

kR,2 = 2 are displayed in the solid blue lines in Figure 5.2. The combination of the two

reaction constants, kR,1 and kR,2, generates both a plateau at equilibrium temperature

and a flatter slope at the temperature jump.

Table 5.3: Summary of the simulation cases displayed in Figure 5.2

.

Case αHTF αloss K λCaO λCa(OH)2 kR,1 kR,2

Heat losses 275 30 8.8e− 12 0.4 0.4 10 0

Permeability 275 30 8.8 · 10−11− 0.4 0.4 10 0

8.8 · 10−12

Heat conductivity 275 30 8.8e− 12 0.3 0.5 10 0

Reaction param 1 275 30 8.8e− 12 0.4 0.4 0.2 0

Reaction param 2 275 30 8.8e− 12 0.4 0.4 1 1

With the heat loss and transfer parameters (αloss, αHTF ), the constants to represent

the temperature distribution of the vapor vessel (k1 - k3) and the two reaction rate

constants (kR,1, kR,2), seven parameters in total are selected for optimization by inverse

modeling. The parameters and the considered ranges are listed in Table 5.4.
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Table 5.4: Parameters selected for optimization and their respective ranges

Parameter Symbol Unit
Range
minimum

Range
maximum

Heat-transfer coefficient αHTF W/m2K 150 350

Heat-loss coefficient αloss W/m2K 0 350

Temperature distribution Param1 k1 K/m−2 -15 15

Temperature distribution Param2 k2 K/m -20 20

Temperature distribution Param3 k3 K 740 780

Reaction coeffiecient kR,1 s−1 0.1 20

Reaction exponent kR,2 - 0 3

5.3 Inverse Modeling 1

Given the numerical model and experimental results, the determination of unknown

model input parameters poses an inverse problem. We use Bayesian inference to deduce

the unknown and uncertain parameters. The framework and the procedure is described

in the following sections.

5.3.1 Bayesian Model Framework

Bayesian parameter inference is one of the methods of inverse modeling. Based on

data from experimental measurements (observations) and some prior knowledge about

the parameters to estimate, e.g. a meaningful physical range, Bayesian inference de-

livers a probability distribution for the unknown parameters. It furthermore takes the

uncertainty of measurements and model into account.

We denote the unknown parameters θ, and Y the observed values. In the present

context of parameter inference, the Bayes theorem states the following: the probabil-

ity distribution of the parameters θ with given observations Y can be determined by

the probability of the observations Y at given parameters θ multiplied by the prior

1The framework for the inverse modeling is the contribution of F. Mohammadi to [Seitz et al.,
2021]. This section summarizes the methods and the algorithm used.
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knowledge of the parameters P (θ) before knowing the observations divided by the evi-

dence P (Y):

P (θ|Y) =
P (Y|θ)P (θ)

P (Y)
. (5.7)

Therein, P (θ|Y) is termed posterior distribution and P (Y|θ) the likelihood function.

P (Y) is the marginal probability or probability of the data. We assume that the mea-

sured data Y consist of N independent realizations Yi at individual time steps of a time

series and/or location. The evidence P (Y) is a normalization constant, which doesn’t

depend on θ. It makes sure that the posterior distribution integrates to one.

Our modelM represents the considered system based on the parameters θ of the given

input space Dθ:

Y =M(θ) + ε. (5.8)

In that, ε denotes the difference between experimental data Y and the model output

M(θ). The discrepancy ε exists due to measurement errors and model uncertainties,

see Section 5.3.2. The likelihood P (Y|θ) can be expressed based on the independent

measurements i for a given distribution of the model output N .

P (Y|θ) :=
N∏
i=1

P (Yi|θ)

=
1√

(2π)N det Σ
exp

(
−1

2
(M(θ)− Y)TΣ−1(M(θ)− Y)

)
,

(5.9)

with N , the number of independent measurements within Y . The covariance matrix Σ

comprises both measurement and model errors, see Section 5.3.2.

The practical computation of the posterior distribution is usually performed by a

Markov chain Monte Carlo Method (McMC) [Wagner et al., 2019]. It directly draws

samples from the posterior distribution P (θ|Y) of the parameter space Dθ spanned

by the ranges of the input parameters. Therefore, there is no need to compute the

normalization factor P (Y). The samples are taken in a random walk procedure and

thereby a Markov chain (θ1, θ2, ...) is constructed, where the next sampling point θt+1

only depends on the previous step θt. The transition probability Γ(θ(t+1)|θ(t)) deter-

mines, whether the next sampling point θt+1 is accepted or rejected. This results in

an invariant distribution of the Markov chain. Once a sufficient number of samples is

reached, the invariant distribution of samples is equivalent to the target, the posterior
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distribution [Wagner et al., 2019].

There are different methods to construct Markov chains, see e.g. [Wagner et al., 2019].

In our case, several input parameters are correlated. For instance, both a large heat

loss coefficient and a big temperature difference between bulk and vessel increase the

heat loss. A promising McMC algorithm taking correlations into account is the Affine

Invariant Ensemble Sampler (AIES) [Goodman and Weare, 2010]. It is provided in

the python module emcee by [Foreman-Mackey et al., 2013]. This algorithm runs an

ensemble of K Markov chains. Each chain is called a walker. The location θi of the

walker is updated for each walker successively. Typical for the AIES method is the

so-called strech-move to generate suggestions for next walker candidate location θ
(∗)
i :

θ
(∗)
i = θ

(t)
i + Z(θ

(t)
j − θ

(t)
i ), (5.10)

with Z being distributed as:

Z ∼ p(z) =


1√

2
(

2
√
a− 2√

a

) if z ∈ [1/a, a]

0 otherwise.
(5.11)

We set the parameter a = 2 according to e.g. [Foreman-Mackey et al., 2019]. The

probability for the candidate θ
(∗)
i of the i-th walker in the ensemble to be accepted is

the following:

p(θ
(∗)
i ,θ

(t)
i , z) = min

{
1, zN−1 p(θ

(∗)
i |Y)

p(θ
(t)
i |Y)

}
. (5.12)

The Marcov chain converges if the acceptance rate ranges between 0.23 and 0.5 [Gelman

et al., 1996]. A lower value indicates that nearly all steps are rejected and the sampling

is not representative for the target density. For a larger value, most steps would be

accepted with no regard for the target density.

The integrated autocorrelation time is a second criterion for convergence. It is deter-

mined as follows:

τθ =
∞∑

t=−∞

Cθ(t)

Cθ(0)
, with Cθ(t) =

1

N − t
N−t∑
k=1

(
θ(k) − µθ

) (
θ(k+t) − µθ

)
, (5.13)

with µθ the arithmetic mean of the chain. We use an estimate of the integrated
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autocorrelation τθ,e, provided in [Goodman, 2009]. One can compute this measure

for the chain of each parameter, θ, and use the maximum and minimum values,

τmax = max0≤i<Nτθj e, τmin = min0≤i<N τθje. The sampler is run until the sample size

j > 100 · τmax, and the convergence of the McMC sampler can be achieved, as soon as

the difference in τθ from sample j − τmax to sample j is less than 1%.

Each candidate θi requires a run of the forward modelM. This is computationally ex-

pensive. To speed up the process, we replace the numerical model by a surrogate model.

We apply polynomial chaos expansion (PCE) to approximate the model response of the

measurement points (T1, T3, T7, and the global conversion), M, by high-dimensional

polynomials in the uncertain model parameters:

M(X) ≈ Y =
∑
α

cαΨα(X), (5.14)

with X ∈ RM a random vector within the space of events M , Ψα the multivariate

polynomials and cα the expansion coefficients. We determine cα with the Bayesian

sparse learning approach, see [Tipping et al., 2003]. Furthermore, we apply the principal

component analysis to reduce the temporal dependency of the model output and obtain

linearly uncorrelated parameters. This is achieved by an orthogonal transformation and

is outlined in detail in [Higdon et al., 2008].

5.3.2 Errors and Uncertainties

Several steps of the inverse modeling entail uncertainties:

In the first place, the experimental data contain errors from several sources. Schmidt

et al. [2017] indicate the accuracies of the applied measurement devices. We account

furthermore for the fact that the measurement implementation contains errors. Therein,

we consider the error that occurs, if the location of the thermocouples deviates by

0.5 mm from the indicated coordinates and if the measurement is delayed. Due to

the large temperature gradients in the reactive bed, the influence of already a small

shift of the thermocouple results in a notable difference in temperature. Especially in

the first seconds, the temperature rises sharply and thus, a small delay causes large

errors. Lastly, we take systematic errors into account. The different experimental runs

of [Schmidt and Linder, 2017] don’t always show full conversion and the results in
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[Risthaus et al., 2020] to the same setup even show conversions larger than 100 %. We

assign therefore uncertainties as the full conversion being within the confidence interval.

The overall measurement error is displayed as error bars in Figures 5.5 and 5.6 at each

time step.

Secondly, the model itself is deficient. We estimate the error of the numerical model

due to discretization according to [Oberkampf and Roy, 2010] by comparing the model

results of different grid resolutions and extrapolate it with a generalized Richardson

extrapolation. We consider for the error, which is evoked by replacing the numerical

model with the surrogate model, by the Bayesian Sparse Learning extension to PCE.

We account for the ensemble of all errors in the covariance matrix in Equation 5.9.

5.3.3 Solution Procedure

500 runs of the DuMux-model were realized with parameters covering the parameter

space listed in Table 5.4. As the parameters are correlated, a uniform distribution of

the parameters does not result in an equal distribution of the output space. There are

several combinations of parameters that lead to an increased cooling, and thus a faster

conversion. We conditioned the input space of the parameters such that it envelops

the measurement distributions, i.e. there are simulation results above and below the

measured temperature and conversion curves. Therefore, we limited the temperatures

resulting from the three parameters k1 - k3, if a large heat loss coefficient αloss was

chosen. The resulting input space is displayed in the Appendix in Figure A.1. The

simulation output of the DuMux-model is shown by the gray lines in Figure 5.5.

The surrogate model was trained with the simulation results of 500 runs of the DuMux-

model. The McMC algorithm was run for an ensemble of 300 Markov chains based on

the surrogate model for each sample point, until convergence was reached. We did not

restrict the solution of the McMC algorithm to the parameter ranges given in Table 5.4

and thereby admitted extrapolated solutions.
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5.4 Results and Discussion2

We inferred the optimization parameters listed in Table 5.4 with the algorithm pre-

sented in the previous section based on the experimental data of Case S17 (see Table

5.1). This corresponds to the model calibration. The results are presented and inter-

preted in Section 5.4.1. Subsequently, we simulated the experimental setup of Case R20

(see Table 5.1), in order to validate the surrogate model and, thus, the DuMux-model,

see Section 5.4.2.

5.4.1 Calibration

Figure 5.4 shows the posterior distribution for the parameters and their dependencies.

The optimum values and the 95 % confidence interval of each parameter are as well listed

in Table 5.5. All the parameters display a Gaussian posterior distribution, i.e. the model

output is sensitive to all the selected parameters. Otherwise, the posterior distribution

would resemble the prior distribution displayed in Figure A.1. The narrower the width

of the Gaussian distribution, the more sensitive the model output is to the respective

parameter.

The heat-transfer coefficient has a narrow distribution and lies with a mean value of

αHTF = 337 W/m2K at the upper bond of the selected range. The larger the heat-

transfer coefficient, the more heat is transported to the HTF channel given the same

temperature conditions. The heat transfer is, however, correlated to the heat loss

mechanism, that transports the heat to the top of the reactive bed. It is described by

the combination of the parameters αHTF, αLoss and k1 - k3. Both mechanisms depend

on the temperature at the reactive bed boundary and the outer temperature of both the

HTF channel and the vapor vessel. However, the temperature distribution in the HTF

channel changes according to the progress of conversion. In early stages, the reaction

occurs everywhere in the reactive bed. Cold air removes the heat first at the inlet,

where the temperature difference is largest. Eventually, the reactive bed gets converted

and the temperature front moves from left to right. The temperature in the outer vessel

described by the parameters k1 - k3 is constant over time. Via the temperature profiles

2The figures in this sections except Figure 5.3 are created by F. Mohammadi.
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at the locations T1, T3 and T7, it is thus inferred how much heat is transferred to the

HTF channel or lost to the vapor vessel.

The heat loss is determined by the temperature difference between the reactive bed

boundary and the vapor vessel, and the heat loss coefficient. The temperature distri-

bution of the outer vessel is plotted in purple in Figure 5.3. It furthermore contains

the temperatures at the boundary of the reactive bed, T (y = ymax), determined by

a simulation with the DuMux-model with the optimized parameters. The tempera-

ture differences between bed and vessel amount to more than 100 K at early times of

reaction. At the end of the experiment, they still amount to 20 K. Due to the big tem-

perature differences, 1.34e3 kJ of the overall released energy of reaction (2.24e3 kJ) is

lost through the reactor surface and only 0.90e3 kJ is transferred to the HTF channel.

Temperature measurements in the HTF channel that could verify these results are not

available. The heat-transport mechanisms of the heat loss, free convection, conduction

and radiation, overlap. Free convection, however, appears only at the upper bound-

ary of the symmetric reactor setup, as outlined in Section 5.1.3. If this mechanism

dominates the heat loss, the temperatures in the reactive bed below and above the

HTF channel are different and the symmetry condition is not fulfilled. In the exper-

iment, all the thermocouples are installed in the top part of the reactive bed. Thus,

the experiment does not provide any information on whether or not the two parts be-

have symmetrically. The reduced simulation domain provides a considerable simulation

speed-up.

The parameters kR,1 and kR,2 are linked via the reaction rate. Both a small value of

kR,1 and a large value of kR,2 limit the reaction rate and lead to a flat slope in the

temperature profiles. The optimal solution is found above the expected ranges for both

parameters with kR,1 = 20.9 s−1 and kR,2 = 5.58. Whereas kR,1 = 20.9 s−1 is only

slightly above the upper value at 20, kR,2 = 5.58 is clearly above the range. Stricktly

speeking, the surrogate is only valid within the bonds of the input parameter space.

Extrapolation comes along with increased uncertainty of the surrogate model. We

compared the surrogate model and the DuMux-model and found satisfying agreement.

Thus we omitted the precise procedure to build a new surrogate model based on an

extended input parameter space.

At initial states of conversion, kR,2 = 5.58 hardly affects the reaction rate, as the term

(1−X)kR,2 is close to one. Its impact increases with increasing conversion. At medium
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Figure 5.3: Temperature distribution of the outer pressure vessel according to the parameters
k1 - k3 and at the top boundary of the reactive bed over the reactor length
at different times simulated with the DuMux-model with the optimized set of
parameters of Table 5.5.

conversion, the dampening effect is compensated by the high value of kR,1, but at final

stages, kR,2 dominates the reaction rate. kR,2 is responsible for the fact that no complete

conversion is achieved within the simulation time.

Experimental results and simulation results agree in this regard as shown in Figure 5.5d.

The conversion in the experiment stagnates at 88 % and the maximum conversion of the

simulation reaches 95 %. We assigned a large error to the experimental values at final

stages in order to not exclude complete conversion. Schmidt et al. [2017] performed 33

cycles of charging and discharging with the same reactor filling. They reach maximal

values of conversion between 90 - 95 % for the duration of the experiments and they

state that the final 5 - 10 % need significantly more time [Schmidt and Linder, 2017].

Additionally, they detect the formation of agglomerates. In Section 4.4, we showed that

the final stages of conversion are retarded, if agglomerates are present in the fixed-bed

of a directly operated reactor. The permeability in the surrounding of the agglomerates

is larger than in their center. Due to changed pressure gradients, the solid material far

from the preferential flow path is less supplied with reaction fluid. In the reactive bed

of the indirectly operated reactor concept, pressure gradients are the result of water

consumption due to the chemical reaction and thus they are much lesser compared to

the directly operated reactor. However, a reduced permeability also deteriorates the

fluid flow within the agglomerates in this reactor type. In a self-enhancing mechanism,

a smaller pressure gradient deteriorates the supply of water vapor even further and
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the reactive solid material in the agglomerates reacts slowly. Same to the directly

operated reactor, reactive material with high permeability is converted at first. The

retardation effect of the agglomerates becomes noticeable with increasing conversion,

when the material close to the preferential flow paths has already reacted. Then, the

reduced heat production is overlapped by heat conduction and the slope of the temporal

temperature profile is flattened. The term (1 − X)kR,2 represents the retardation of

the reaction at progressed conversion. This formulation is thus a phenomenological

approach to represent the effect of the agglomerates in the model.

The surrogate model represents the conversion profile satisfactorily, see Figure 5.5d.

At the beginning, the simulation overestimates the conversion, as the model does not

represent the experimental procedure exactly. We used the pressure in the vapor vessel

as initial condition in the reactive bed, whereas in the experiment, the reactor had been

evacuated beforehand. Thus, an initial water pressure leads to increased conversion at

early simulation stages. At later times, experimental and simulation results match well,

including the fact that no complete conversion is reached.

Figure 5.5 shows the simulation results of the surrogate model together with the ex-

perimental results for the temperature distributions at T1, T3, T7 and the conversion.

The results of the calibrated model indicate a good agreement with the experimental

data. In particular, the temperature curves T1 and T3 reflect the temperature profile

well, including the slope of temperature decrease at final conversion and the final tem-

perature after conversion. The discrepancy in T7 is larger. As the reaction front moves

from left to right, this measurement point is less determined by initial and bound-

ary conditions. The surrogate model is built based on the DuMux-simulations. Thus,

the model uncertainties accumulate at this point. This explains furthermore the wavy

shape of the surrogate model results for T7. The shape of T1 and T3 is smoother and

features a smaller confidence interval especially at later simulation times compared to

T7.
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Table 5.5: Optimized set of parameters with mean 95 % confidence interval.

Parameter Symbol Unit Mean + -
Heat-transfer coefficient αHTF W/m2K 337 1.30 1.38
Heat-loss coefficient αloss W/m2K 13.2 0.40 0.38
Temperature distribution Param1 k1 K/m2 7.54 1.51 1.49
Temperature distribution Param2 k2 K/m -4.71 1.34 1.35
Temperature distribution Param3 k3 K 739 1.39 1.41
Reaction coeffiecient kR,1 s−1 20.9 1.46 1.45
Reaction exponent kR,2 - 5.58 0.26 0.26

5.4.2 Validation

The calibrated surrogate model was used to simulate the experiment Case R20, see

Table 5.1, with a similar setup but different water vapor pressure (270e5 Pa) and air

volume flux in the HTF channel (47.22 kg m−2 s−1). The lower water pressure results

in a lower equilibrium temperature and, despite a larger heat-transfer flux, a slower

conversion. The experimental data exceed 100 % conversion against the statement of

[Schmidt and Linder, 2017], that conversions of maximum 95 % were reached. We

attribute this to measurement uncertainty. Figure 5.6 shows the simulation results of

the surrogate model.

As outlined in the previous section, the simulation does not reach complete conversion

due to the high value of the parameter kR,2 that phenomenologically represents the

reaction behavior once agglomerates have formed. As the experiment reaches 100 %

conversion in 6000 seconds, possibly no agglomerates are present yet. This would be the

case, if this experimental run was one of the first in row of the altogether 33 experiments

[Schmidt et al., 2017]. The chronological order of the experiments is not mentioned

in [Schmidt et al., 2017, Schmidt and Linder, 2017] or [Risthaus et al., 2020]. The

parameter kR,2 determines the rate of conversion and the temperature profiles unfold

accordingly. Experimental data and simulation results of the temperatures T1, T3, and

T7 are shown in Figures 5.6a, 5.6b and 5.6c. The profiles show a good agreement with

the experimental temperature curves. It is thus conceivable that the experimental data

of conversion contain a measurement bias and agglomerates are present.
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The model results overestimate the equilibrium temperature of the experiment. The

equilibrium condition for pressure and temperature of [Samms and Evans, 1968], which

was used for the calibration case, is not adapted to the pressure conditions of the

reaction conditions. The simulated temperatures however, are still in the range of

measurement uncertainty. Despite that, the temperature profiles of this experimental

setup are reproduced with an accuracy comparable to the calibration case. The decrease

in temperature is slightly steeper in the model results, but the velocity of the reaction

front matches the model results. The final temperatures for each measurement lay

within the range of measurement uncertainty.

5.5 Summary and Conclusion

In this chapter, we presented the model concept for simulating the indirectly operated

reactor concept. It is composed of two subdomains, one for the reactive bed and one

for the HTF channel. Both submodels are coupled by a conductive heat flux. With

the aim of calibrating and validating the numerical model, we compared the simulation

results to experimental data for the course of temperature at distinct measurement

points and the overall conversion for a discharge reaction presented in [Schmidt and

Linder, 2017]. In the experiment, the temperature of the reactive bed falls below the

temperature imposed in the HTF channel. This is explained by heat losses over the

reactor casing to the ambient [Risthaus et al., 2020]. It furthermore turned out that

introducing the heat loss is not sufficient to reproduce the experimental temperature

profiles with the numerical model. We identified that the reaction rate decreases with

increasing conversion. To represent this effect, we enhanced the reaction kinetics by

the factor (1 − X)kR,2 . With the heat-transfer coefficient in the HTF channel, the

temperature distribution outside the reactive bed, the heat loss coefficient and two

reaction rate constants, we identified altogether seven model parameters that needed

to be calibrated for the envisaged simulation setup. We inferred them with the help

of Bayesian inversion based on a McMC algorithm. To accelerate the process, we

replaced the numerical model by a PCE (polynomial chaos expansion) surrogate model

that we trained with 500 simulation runs at varying parameters covering the parameter

space. The Bayesian inference delivers a posterior parameter distribution with the mean

being the most probable value. All the inferred parameters were Gaussian distributed
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in the posterior distribution. Our numerical model is thus sensitive to all of them.

The simulation results of the calibrated surrogate model showed a good match with

the measurements. A subsequent validation with a similar experiment at different

boundary conditions confirms the model for the experimental setup.

From the experimental data on the course of temperature and conversion over the

duration of the chemical reaction, we draw the following conclusions:

Additionally to the heat transported in the HTF channel, heat is lost over the reactor

surface. As temperatures close to the equilibrium temperature limit the reaction, the

heat losses lead to an increased speed of reaction. A temperature difference between the

surface of the reactive bed and the casing of the vapor vessel induces a heat transport

by a combination of different heat transport processes, notably heat conduction, free

convection and radiation. It is beyond our scope to identify the amount of heat loss

associated to each mechanism separately. We inferred that with 1.34e3 kJ in total more

heat is lost over the reactor surface than transported to the HTF channel (0.90e3 kJ).

Contrary to the statement of Risthaus et al. [2020] that the experimental results can

be reproduced by only considering the heat losses happening in the homogeneous reac-

tive bed, we identified that an additional process influences the reaction at progressed

conversion. [Schmidt and Linder, 2017] confirm the presence of agglomerates in the

experiment. We showed that the agglomerates decelerate the reaction not only in the

directly operated reactor setup, but also in the reactive bed of the indirectly operated

reactor, as they limit the distribution of the reaction fluid. We represented this effect

phenomenologically by enhancing the reaction kinetics by the constant kR,2 in the fac-

tor (1 − X)kR,2 . The reduced reaction at progressed conversion permits to reach the

equilibrium temperature at the beginning of the reaction and causes a flatter slope of

the temperature jump at the end of conversion. Due to the retardation, no complete

conversion is reached within the given duration of the experiment. This is confirmed

by the experimental data on the course of conversion.
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(a) Temperature measurement point T1.

(b) Temperature measurement point T3.
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(c) Temperature measurement point T7.

(d) Global conversion

Figure 5.5: Simulation results of the calibrated surrogate model with its 95% confidence in-
terval (CI) for Case S17; the surrogate model is based on 500 simulation runs of
the DuMux-model plotted in gray. The experimental reference data are plotted
in black including error-bars representing the uncertainties.
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This chapter summarizes our key findings in Section 6.1 and outlines on how to continue

this work in Section 6.2.

6.1 Summary

To tackle the challenge of climate change, a variety of solutions is necessary to decar-

bonise the energy production and increase energy efficiencies. Against this background,

thermochemical heat storage is a promising technology, as it features high storage den-

sities and the possibility of a loss-free long-term storage. Different reaction systems

span a large range of temperature applications. Solid-gas reactions are the most favor-

able, as the reactive gas can easily be removed from the system to prevent the reverse

reaction. However, there is no ready-to-use application of thermochemical heat storage

available. Thus, further research is necessary to better understand the relevant pro-

cesses. We addressed this topic in the present work by numerical modeling of fixed-bed

reactors. The reactor forms the environment, where the reaction is controlled by adjust-

ing the conditions of gas pressure and temperature accordingly. In fixed-bed reactors,

the solid material usually comes in the form of particles or powders, that are filled in

a container. Two different types of fixed-bed reactors are distinguished: (1) In directly

operated reactors, a mixture of reactive gas and inert heat-transfer fluid is conducted

directly through the fixed bed to provide both heat and reaction fluid. (2) In the

indirectly operated reactor, heat and reaction fluid are provided independently. The

reactive gas is dosed directly into the reactive bed, whereas the heat is transferred in

spatially enclosed heat-transfer channels. Both reactor types have different modeling

requirements, what we outlined in this work.
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In the numerical model, we approximated the fixed bed by the concept of a porous

medium. The rigid solid forms the porous matrix and the reactive gas occupies the

pore space. We presented the transport mechanisms for mass, momentum and heat,

which occur in the fixed bed of the thermochemical heat storage reactor during reaction.

The reaction itself is described by reaction kinetics. Our work focused on the specific

reaction system of Calcium oxide (CaO) with water vapor (H2O) to Calcium hydroxide

(Ca(OH)2) under the release of heat. Providing heat shifts the chemical equilibrium to

the reverse side of the equation and reverts the reaction. The chemical equilibrium is

characterized by the van’t Hoff law according to pressure and temperature under the

assumption of constant enthalpy and entropy of reaction. The reaction kinetics are

usually determined experimentally. This work provided a literature review on existing

formulations of the reaction kinetics and pointed out, that there is no common under-

standing on the reaction mechanism yet. For this reason, the theoretical formulation

of [Schmidt, 2011] is used, that does not pretend a high accuracy. The reaction system

CaO/Ca(OH)2 undergoes a volume change of 50 % during the reaction. After several

cycles of charging and discharging, agglomerates develop as a consequence of the re-

peated swelling and shrinking of the reactive porous medium. The properties of the

initially homogeneous porous medium change.

We represented the reactive system by a set of balance equations. Mass and momen-

tum of each reactive species and the energy of each phase are balanced. The balance

equations include the physical formulations of the transport mechanisms and the re-

action rate. The system of equations is complex and highly coupled via the reaction

rate. Therefore, we approximated them numerically in the simulation toolbox DuMux,

which provides the discretization and solving methods. Furthermore, DuMux provides

the environment to couple adjacent submodels by coupling fluxes.

In the first step, we presented simulation results for the directly operated reactor con-

cept. The model is verified in a benchmark study together with models based on the

software OpenGeoSys and ANSYS fluent. The benchmark setup however, contained

several simplifying assumptions. We tested the impact of these simplifications with

numerical experiments based on the simulation setup of the benchmark. We obtained

the following findings:

� The assumption of thermal equilibrium reduces the set of primary variables, be-

cause one temperature variable is then sufficient to describe both solid and gas.
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This saves simulation time. The assumption is sufficiently accurate for small par-

ticles in the range of 5e-5 m, where a possible temperature difference evens out

rapidly.

� The representation of the solid volume change is important for describing the

coupled processes in the reactive bed correctly. A change in porosity alters the

amount of heat conduction and thus the reaction behavior, which is highly sen-

sitive to the temperature. Moreover, an alternating permeability changes the

pressure conditions in the reactor and consequently also influences the reaction

rate in the homogeneously filled reactor.

� The presence of agglomerates at the place of the homogeneous bulk is equivalent

to the presence of preferential flow paths. They retard the reaction at increas-

ing conversion. We represented the preferential flow paths as discrete fractures

in the numerical model, and thereby reproduced the effect of the agglomerates

qualitatively.

In the second place, we presented the model concept for the indirectly operated re-

actor concept. It consists of two submodels: (1) the porous reactive bed and (2) the

heat-transfer channel. Both submodels are coupled via a conductive heat flux. In

order to validate the model with experimental data, we firstly identified seven impor-

tant uncertain parameters specific to the experimental setup that needed calibration.

They represent the heat transfer between bed and channel, heat losses over the reactor

casing and the reaction rate. We determined the uncertain parameters with Bayesian

inference. For speeding up the calibration, we substituted the numerical model by a

surrogate model. The calibrated parameters reveal that 1.34e3 kJ of in total 2.24e3 kJ

are lost over the reactor surface. Furthermore, it is deduced that the reaction rate is

retarded at progressing conversion due to an agglomerated reactive bulk. We represent

this retardation effect phenomenologically with an additional constant in the reaction

kinetics. A subsequent comparison of the model with additional experimental data to

the same reactor setup validated our model.

For both types of fixed-bed reactors, the volume change of the reactive solid parti-

cles impacts the overall reaction behavior. During the initial cycles of charging and

discharging, porosity and permeability influence heat conduction and pressure condi-

tions in the homogeneous bulk. Once agglomerates are formed after a few charging

cycles, the reaction is retarded at progressed conversion. We presented two different
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approaches to account for this effect: preferential flow paths in the reactive bed and

a phenomenological representation via the reaction kinetics to retard the reaction at

progressed conversion.

6.2 Outlook

Through numerical experiments and simulations in this work, we gained insight in the

importance of several processes occurring in fixed-bed reactors for thermochemical heat

storage with the reaction system CaO/Ca(OH)2. However, several processes can’t be

answered by modeling, but need further experimental substantiation.

We used the reaction kinetics of [Schmidt, 2011], that is based on theoretical consid-

erations. According to [Nagel et al., 2014], this formulation represents the reaction

accurately, if the vapor pressure does not limit the reaction. To extend the model to

different reaction conditions, a correct formulation of the reaction kinetics is crucial.

The reaction mechanism that is independent of the reaction conditions of pressure and

temperature, needs to be determined experimentally. This includes the quantification

of the history effect due to the reaction temperatures presented by [Yan et al., 2019].

An appropriate reaction kinetics is necessary to simulate the charge reaction especially

in the indirectly operated reactor concept. The charge reaction is preferably conducted

at low pressures, where the equilibrium temperature is low [Schmidt and Linder, 2017].

Thereby low-level heat can be used. At such conditions, the reaction proceeds slowly

and heat conduction does not limit the reaction, contrary to the experimental setups,

we presented in this work. Currently, there is no reaction kinetics available, that rep-

resents the reaction at low pressures correctly [Risthaus et al., 2020].

The agglomerates fundamentally influence the chemical reaction in a fixed-bed reac-

tor. Schmidt and Linder [2017] assume, that they get formed within the first cycles of

charging and discharging. According to [Roßkopf et al., 2015], they are formed after

10 reaction cycles. Schmidt and Linder [2017] assume, that the properties of the bulk

stay relatively constant, once the agglomerates are formed. Studying the process of

agglomerate formation requires a detailed documentation of several cycles of charging

and discharging in a row. [Schaube, 2013] run 25 cycles of charge and discharge in a

directly operated reactor. However, they list only the duration until conversion and
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no further parameters. We assume, that the formation of agglomerates does not occur

homogeneously all over the reactive bed, as it depends on the mechanical stresses due

to the load of the overlaying material. Agglomerates at the bottom of the reactor thus

might have a higher density, that those located at the top. Thereby, it is important,

to monitor the processes in the reactor in a spatially resolved manner. Schaube [2013],

Schmidt and Linder [2017] furthermore discovered, that the total bulk volume is smaller

after the formation of agglomerates. Modeling the formation of the agglomerates ne-

cessitates a mechanical model, that represents the stresses on the particles.

Modeling can assist the experimental work by providing methods for optimal design of

experiments, see e.g. [Pukelsheim, 2006]. With the possibility of inverse modeling, it

offers a method to deduce parameters that are difficult to obtain with measurements.

The numerical model presented in this work can be easily transferred to other reaction

systems, by exchanging the material related properties. Promising material systems

with a good experimental background are SrBr2/SrBr2 · 6H2O [Michel et al., 2012,

Stengler et al., 2017, Stengler and Linder, 2020] and MgSO4/MgSO4 ·7H2O [Van Essen

et al., 2009].





A Appendix

A.1 Knudsen Diffusion Flux

Different experimental setups for thermochemical heat storage will deal with Kn num-

bers up to 0.5. In order to cover all the different regimes, Yuan et al. [2016] present a

correction factor for the permeability dependent on the Knudsen-number:

KKn = f(Kn)K (A.1)

with KKn the apparent gas permeability, f(Kn) the Knudsen correction factor, K the

equivalent permeability. [Beskok and Karniadakis, 1999] and [Yuan et al., 2016] present

the following correction factor

f(Kn) = [1 + α(Kn) ·Kn]

[
1 +

4Kn

1− bKn

]
(A.2)

with the rarefaction coefficient α

α(Kn) =
128

15π2
tan−1(4.0Kn0.4) (A.3)

and the slip coefficient b = −1.
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A.2 Derivation of the Energy Balance Equations

The total energy of a system E takes (additionally to the internal energy U) the kinetic

and the potential contribution into account.

E = U +m
v2

2
+mΨ, (A.4)

with Ψ, the potential. Our system of lab-scale thermochemmical heat-storage reactors,

however, does not change its position in the gravitational field of the earth and thus, we

neglect the potential term Ψ. Furthermore, the fluid velocity in the porous medium is

very small and the solid doesn’t move at all, so that we furthermore neglect the kinetic

energy contribution mv2

2
.

The change in internal energy U equals the sum of heat Q or Work W added to the

system, see Equation 2.15.

We consider only normal stresses in the work performed by the fluid:

dW

dt
=

∫
V

∇ · (σv)dV = −
∫
V

∇ · (p · I
¯
v)dV (A.5)

The shear stresses are already described phenomenologically by the fluid viscosity (see

Equation 2.7)

We consider heat conduction between the sytem and its environment as well as heat

sources, qe, resulting e.g. from a chemical reaction.

dQ

dt
=

∮
A

λ · ∇TdA+

∫
V

qedV =

∫
V

∇ · (λ∇T ) dV +

∫
V

qedV (A.6)

With λ the heat conduction. The Green-Gauss-theorem is applied to arrive at the

second part of equation A.6.

The total derivative of the energy U is described by the Reynold’s Transport Theorem

(see e.g. [Helmig et al., 1997]) as follows:

dU

dt
=

∫
V

∂

∂t
(uρ)dV +

∮
A

uρ(v · n)dA =

∫
V

∂

∂t
(uρ)dV +

∫
V

∇ · (uρv)dV (A.7)



A.2 Derivation of the Energy Balance Equations 127

Again the Green-Gauss-Theorem was applied to transform the surface integral to a

volume integral in the second part of the equation.

Inserting Equations A.5, A.6 and A.7 into Equation 2.15 yields∫
V

∂

∂t
(uρ)dV +

∫
V

∇· (uρv)dV = −
∫
V

∇· (pv)dV +

∫
V

∇· (λ∇T )dV +

∫
V

qedV (A.8)

Differentiating and rearranging the terms yields:

∂

∂t
(uρ) +∇ · (uρv + pv − λ∇T ) = qe (A.9)

We take the definition of the enthalpy (see 2.17 and h = u + p/ρ for the intensive

quantity) into account. This yields the energy balance of one phase α:

∂

∂t
uαρα +∇ · [ρvhα − λα∇T ] = qeα (A.10)

In the porous, reactive bed, there is at least one solid phase α = s and a fluid phase

α = g. The fluid phase occupies the volume fraction φ (i.e. the porosity) whereas the

solid phase is present in the rest of the considered volume (1−φ). We account for heat

transfer between the phases with f(aws, Ts, Tf , Nu). The energy balance equations for

the two phases result in:

∂

∂t
φρgug +∇ · φ [ρgvghg − λg∇Tg] = f(aws, Ts, Tf , Nu)︸ ︷︷ ︸

ėgs

+qeg, (A.11)

∂

∂t
(1− φ) ρsus +∇ · (1− φ) [ρsvshs − λs∇Ts] = f(aws, Ts, Tf , Nu)︸ ︷︷ ︸

ėsg

+qes. (A.12)

We substitute the velocity of the gas phase by the Darcy velocity as follows: v = φvg.

The solid phase is considered immobile, thus vs = 0. Given φ and ρs are temperature

independent, the partial derivative of the solid internal energy us with respect to the

temperature is subsituted by the solid heat capacity.

ρs(1− φ)
∂us
∂T

∂T

∂t
= ρs(1− φ)cps

∂T

∂t
(A.13)
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Thus, Equation A.14 results in:

ρs(1− φ)cps
∂T

∂t
−∇ · (1− φ)λs∇Ts = f(aws, Ts, Tf , Nu)︸ ︷︷ ︸

ėsg

+qes. (A.14)

If the difference between the temperatures of solid and gas is small, we assume local

thermal equilibrium, T = Tg = Ts and the heat transfer amounts to zero.

With this assumption, the Equations A.11 and A.14 are added to the following overall

energy balance equation at local thermal equilibrium:

∂

∂t
(φρgug)+

∂

∂t
((1− φ)ρsus)+∇·[ρgvhg]−∇·(φλg∇T )−∇·(1−φ)(λs∇T ) = qe (A.15)

The heat conductivities are summarzied to the effective conductivity, see Equation 2.44.

Thus, Equation A.16 results in:

∂

∂t
(φρgug) + (1− φ)ρscps

∂T

∂t
+∇ · [ρgvhg]−∇ · (1− φ)(λeff∇T ) = qe (A.16)

A.3 Software

Table A.1: The simulation results are produced with the code available in the respective Du-
Mux-pub-module. The DuMux-version is furthermore indicated in each module.

Section pub-module DuMux version

Section 4.1 https://git.iws.uni-stuttgart.de/dumux-pub/seitz2017a 3.0
Section 4.2 https://git.iws.uni-stuttgart.de/dumux-pub/seitz2020a 3.2
Section 4.3 https://git.iws.uni-stuttgart.de/dumux-pub/seitz2019a 3.0
Section 4.4 https://git.iws.uni-stuttgart.de/dumux-pub/seitz2020a 3.2
Chapter 5 https://git.iws.uni-stuttgart.de/dumux-pub/seitz2020b 3.2
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D. Ürge-Vorsatz and B. Metz. Energy efficiency: how far does it get us in controlling

climate change? Energy Efficiency, 2(2):87–94, 2009.

V. Van Essen, H. Zondag, J. C. Gores, L. Bleijendaal, M. Bakker, R. Schuitema,

W. Van Helden, Z. He, and C. Rindt. Characterization of MgSO4 hydrate for thermo-

chemical seasonal heat storage. Journal of solar energy engineering, 131(4):041014,

2009.

S. Vyazovkin, A. K. Burnham, J. M. Criado, L. A. Pérez-Maqueda, C. Popescu, and
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