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</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neural Network</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>SRNN</td>
<td>Simple Recurrent Neural Network</td>
</tr>
<tr>
<td>SVMs</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>UD</td>
<td>Universal Dependencies</td>
</tr>
<tr>
<td>UPOS</td>
<td>Universal Part-of-Speech</td>
</tr>
<tr>
<td>WALS</td>
<td>World Atlas of Language Structures</td>
</tr>
</tbody>
</table>
Abstract

Human language is ambiguous. Such ambiguity occurs at the lexical as well as syntactic level. At the lexical level, the same word can represent different concepts and objects. At the syntactic level, one phrase or a sentence can have more than one interpretation. Language ambiguity is one of the biggest challenges of Natural Language Processing (NLP), i.e., the research field that sits at the intersection of machine learning and linguistics, and that deals with automatic processing of language data. This challenge arises when automatic NLP tools need to resolve ambiguities and select one possible interpretation of a text to approach understanding its meaning.

This dissertation focuses on one of the essential Natural Language Processing tasks – dependency parsing. The task involves assigning a syntactic structure called a dependency tree to a given sentence. Parsing is usually one of the processing steps that helps downstream NLP tasks by resolving some of the syntactic ambiguities occurring in sentences. Since human language is highly ambiguous, deciding on the best syntactic structure for a given sentence is challenging. As a result, even state-of-the-art dependency parsers are far from being perfect.

Ensemble methods allow for postponing the decision about the best interpretation until several single parsing models express their opinions. Such complementary views on the same problem show which parts of the sentence are the most ambiguous and require more attention. Ensemble parsers find a consensus among such single predictions, and as a result, provide robust and more trustworthy results.

Ensemble parsing architectures are commonly regarded as solutions only for experts and overlooked in practical applications. Therefore, this dissertation aims to provide a deeper understanding of ensemble dependency parsers and answer practical questions that arise when designing such approaches. We investigate ensemble models from three
core **methodological perspectives**: parsing time, availability of training resources, and the final accuracy of the system. We demonstrate that in applications where the complexity of the architecture is not a bottleneck, an integration of strong and diverse parsers is the most reliable approach. Such integration provides robust results regardless of the language and the domain of application. However, when the final accuracy of the system can be sacrificed, more efficient ensemble architectures become available. The decision on how to design them has to take into consideration the desired parsing time, the available training data, and the involved single predictors.

The main goal of this thesis is to investigate ensemble parsers. However, to design an ensemble architecture for a particular application, it is crucial to understand the similarities and differences in the behavior of its components. Therefore, this dissertation makes contributions of two sorts: (1) we provide guidelines on practical applications of ensemble dependency parsers, but also (2) through the ensembles, we develop a deeper understanding of single parsing models. We primarily focus on differences between the traditional parsers and their recent successors, which use deep learning techniques.
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Chapter 1

Introduction

Human language is ambiguous. Such ambiguities occur at the **lexical level**, where the same word can represent different concepts and objects, and at the **syntactic level**, where a sentence can have more than one interpretation. Yet, human interactions rarely lead to misunderstandings. One of the reasons is that people are equipped with complex cognitive skills and world knowledge that help them understand the intended meaning of the linguistic input they are exposed to.

With this in mind, it is no surprise that language ambiguity is one of the biggest challenges in **Natural Language Processing (NLP)**, i.e., the research field that sits at the intersection of machine learning and linguistics, and that deals with automatic processing of language data (Goldberg, 2017, p. 1). NLP involves designing tools such as dialog systems or methods for automatic translation, and indeed, one of the crucial processing steps that these tools need to perform is resolving language ambiguities. For example, to answer the question “*Where is the nearest bank?*” a dialog system must decide which of the possible interpretations of the word *bank* the user referred to.\(^1\) Moreover, automatic tools take into consideration interpretations that humans might not even be aware of. To illustrate this phenomenon, consider this passage from the book “*Harry Potter and the Chamber of Secrets*” (Rowling, 2000, Chapter 2, p. 19):

(1) The pudding fell to the floor with a heart-stopping crash. Cream splattered the windows and walls as the dish shattered. With a crack like a whip, Dobby vanished.

For humans, this text is rather clear and answering questions such as “*How did the pudding fall?*” or “*Was there any noise?*” should not cause any trouble. In contrast, NLP tools

\(^1\)The word *bank* can mean a financial institution as well as a riverbank.
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The pudding fell to the floor with a heart-stopping crash.

Figure 1.1: A dependency tree for the first sentence from example (1).

encounter difficulties already with the first sentence of this passage. For example, the well-known automatic translation system DeepL\(^2\) translates it into an inaccurate Polish sentence “Pudding spadł na podłogę w wyniku uderzenia serca.” (eng. The pudding fell to the floor as a result of (one) beat of a heart.). Similarly, the German translation “Der Pudding fiel mit einem Herzstillstand auf den Boden.” (eng. The pudding fell to the floor in cardiac arrest.) is far from perfect.\(^3\)

The challenges in automatic processing of the first sentence from example (1) stem from ambiguities that humans might not even notice. For example, at the lexical level, the word crash can describe a loud noise or an accident. At the syntactic level, stopping can be either a separate token that modifies the noun heart or a part of the adjectival participle heart-stopping, which in turn describes a property of the word crash. Although it is difficult to pinpoint what exactly went wrong during DeepL’s translation, our hypothesis is that the error occurred already in the early stages of processing, where the noun heart was identified. Moreover, the combination of the word heart and the word crash interpreted as a synonym of an accident might have led to the cardiac arrest in the German translation.

In order to limit the possible ambiguities that occur in a sentence, automatic tools first assign a syntactic structure to the given sentence and then use this structure in subsequent processing steps (Green and Žabokrtský, 2016; Huang and Carley, 2019, among others). This dissertation focuses on the NLP task called dependency parsing, which given a sentence, produces the underlying syntactic structure in the form of a dependency graph.

Figure 1.1 presents a dependency structure, more specifically a dependency tree, for the first sentence from example (1). The tree encodes information that the verb fell is the root predicate of this sentence, and (The) pudding is its subject. Moreover, both (to the)

\(^2\)https://www.deepl.com/translator

\(^3\)Both Polish and German translations are results of DeepL on 28.06.2020.
floor and (with a heart-stopping) crash are dependents of the verb and not modifiers of the noun pudding. Finally, the participle heart-stopping describes a property of the word crash.

Data-driven techniques have proven highly effective in solving tasks that replicate complex cognitive skills, such as finding the syntactic structure underlying a word sequence. In this dissertation, we focus on data-driven and supervised methods for dependency parsing. Although unsupervised approaches to parsing have been proposed (Klein and Manning, 2004), their performance is far behind the supervised methods.

Data-driven supervised parsers are guided by statistical classifiers. These machine learning methods require relatively large data collections, labeled with the correct target representations. This data is used for supervised training, i.e., adjusting the parameters of the classifiers to learn and generalize the training structures. The quality of classifiers directly translates to the quality of parsers. Although such classifiers are able to capture even subtle cross-level effects that drive human language understanding, like other statistical tools, they are not infallible. Their mistakes might be caused by differences in the training and target data domains, unknown words, or unusual expressions. Moreover, these mistakes cause the parsers to predict ungrammatical structures or select syntactically sound but incorrect interpretations for ambiguous sentences. Such parsing errors are difficult to detect and cause problems in the downstream applications, such as the imprecise translation that we saw earlier.

Ensemble methods are a common approach to deal with classification errors (Dietterich, 2000). The approach follows an intuition given by Polikar (2006) – in real-life, to make a well-informed financial, medical, or social decision, it is important to consult several experts and weight their individual opinions to reach the final decision. Ensemble methods apply this intuition to machine learning. They approach a specific task with a number of distinct classifiers and try to find a general agreement among their predictions. Ensemble methods have a long tradition in dependency parsing. The reason is that they postpone the difficult decision about the best syntactic interpretation of a sentence until several experts, i.e., single parsing models, express their opinions. Such complementary views on the same problem show which parts of the sentence are the most ambiguous and require particular attention. Ensemble dependency parsers find a consensus among such individual predictions and, as a result, provide robust and more trustworthy results. Across parsing literature, ensembles proved their effectiveness in exploiting differences in parsing algorithms (Nivre and McDonald, 2008; Sagae and Lavie, 2006) as well as combining predictions of parsers trained on data from different languages.
(Rosa and Žabokrtský, 2015). Moreover, they were extensively promoted by a series of shared tasks focusing on multilingual parsing (Buchholz and Marsi, 2006; Zeman et al., 2018, among others).

Even if ensembles have been proved extremely useful in mitigating parsing errors, research publications about practical, especially large-scale applications of ensemble parsers, are surprisingly rare. One of the possible reasons might be that since ensembles involve multiple parsers, they are more complex than single models and, as a result, regarded as solutions “**unusable by all but experts**” (Choi et al., 2015). Moreover, when it comes to practical applications, a variety of **methodological aspects** have to be considered already when designing a parsing architecture consisting of a single parser (Dakota and Kübler, 2018). Such aspects involve differences in off-the-shelf parsing tools, the specificity of the domain of application, and the interrelations between the selected parsing algorithm and the particularities of the language to parse. The picture for the ensemble dependency parsers is even more complicated. First of all, ensembles inherit the challenges associated with the individual models they are built from. Secondly, since the ensembles repeatedly proved their effectiveness, they are commonly assumed beneficial regardless of the use case. Such an assumption leads to applications that report the performance of the ensemble but not the single models, making it impossible to determine if the ensemble component was indeed profitable in a particular application (e.g., Schweitzer et al. (2018); Shi et al. (2017b)). Finally, ensembles come with higher processing cost than single models, and as a result, they are commonly regarded as inadequate for speed-sensitive application (Kuncoro et al., 2016).

In this thesis, we perform a systematic analysis of ensemble dependency parsers and address the methodological aspects related to their construction and application. Our goal is to provide a better understanding of these methods, which is crucial from the perspective of the parsing community as well as practical downstream applications.

### 1.1 Summary of Research Gaps and Contributions

Three essential questions have to be addressed when designing an ensemble parsing system: “**How fast does my system have to be?**”, “**How much training data do I have?**”, and “**How to achieve the best possible accuracy for my application?**”. Out of these questions, we extract the three methodological perspectives that constitute the core of this dissertation: parsing time, availability of training data, and the final accuracy of the system. We first give
an overview of these perspectives and summarize the related research gaps and our contributions. Then, we describe how we address these gaps throughout the chapters of this thesis.

**Parsing time.** Parsing is commonly considered a task with a relatively high computational cost (Gómez-Rodríguez et al., 2017). This processing cost varies across different parsing algorithms and is usually directly related to their accuracy, i.e., the more accurate the model, the higher the computational cost. Ensemble methods are high up in this spectrum because they improve the accuracy by requiring to run multiple parsing algorithms at application time. Due to this additional overhead, they are not the preferred choice in applications where speed is essential, such as parsing large-scale web data (Clark et al., 2009). In this context, there is a clear need for lighter and faster ensemble systems.

A straightforward approach to design a faster ensemble architecture is to use faster individual models. We push this idea forward and investigate whether the involved models have to predict well-formed dependency trees. Specifically, we compare two architectures. The first one is a typical ensemble built from two dependency parsers. In the second, we replace one of these parsers with a faster tool called supertagger. Supertagging, also referred to as almost parsing (Joshi and Bangalore, 1994), operates on tags that are similar to Part-of-Speech (POS) tags, but encode shallow syntactic information. Therefore, the method does not require parsers and can be performed with fast taggers. We find that although such supertags do not convey as much information as full trees, they can in practice improve a dependency parser to an equal extent. Therefore, when speed is essential, supertagging allows for the design of ensemble architectures with faster individual components.

**Availability of training data.** Statistical dependency parsers require manually annotated data, i.e., gold-standard treebanks, to learn from. However, such treebanks exist only for about 1% of languages spoken in the world (Agić, 2017). Therefore, when designing a parsing system for a language outside of this group, it is essential to decide between two options: either (1) dedicating resources to build a new treebank to train a monolingual parser, or (2) pursuing cross-lingual techniques that take advantage of resources available for other languages. Both of these options come with their own challenges: creating treebanks is costly (Zeman and Resnik, 2008; Souček et al., 2013), and cross-lingual methods strongly depend on the availability of other manually-annotated resources, such as POS-annotated corpora. Yet, clear guidelines concerning the circumstances under which monolingual parsers should be preferred over cross-lingual techniques are missing.
We aim at developing such guidelines with a strong focus on highly low-resource languages, for which only a few manually annotated trees exist. The central question we examine is whether we can find cases where cross-lingual parsers achieve stronger accuracy than monolingual ones. Specifically, we look at ensemble cross-lingual techniques that transfer structural information from several source languages to the low-resource target.

We demonstrate that two critical factors have to be considered when deciding between ensemble cross-lingual and monolingual models: the quality of POS taggers for the target language itself and the availability of treebanks for typologically similar languages. Cross-lingual techniques are preferable when there are source languages close to the target, and high-quality POS tagging can be achieved. Otherwise, monolingual parsers can outperform cross-lingual ones even when trained only on few gold-standard sentences.

**Accuracy of the system.** Dependency parsers are rarely used on their own. More commonly, they provide input for subsequent NLP tasks, e.g., sentiment classification (Huang and Carley, 2019) or semantic role labeling (Wang et al., 2019). Since errors propagate in such sequential processing, the better the accuracy of the parsers, the better the performance of the downstream tasks. Therefore, end users commonly favor high-performing dependency parsers.

In applications where accuracy has priority, modern neural parsers are preferable. Such parsing architectures extended with deep learning techniques outperform traditional pre-neural parsing methods and have significantly advanced the state-of-the-art over the last few years. However, as stated by Manning (2015), developing new methods does not always go together with a deep understanding of how they work or will behave in new scenarios. The same applies to neural dependency parsers. They have been repeatedly proven highly effective, but now is the moment to invest research effort in understanding how deep learning techniques translate into their impressive accuracy and if their performance can be further improved through ensemble methods.

To address these two questions, we focus on particular deep learning enhancements – techniques that incorporate the context of the whole sentence into word representations. Architectures that depend on such sentential context have been shown very effective across many NLP tasks (Plank et al., 2016; Kiperwasser and Goldberg, 2016b, among others). We demonstrate that the accuracy of dependency parsers that include such rich word representations can be improved through ensemble methods. However, to obtain such improvements, the ensemble architecture has to be designed in a different way than for classical parsers. Traditionally, ensembles have been mostly known for their efficacy in exploiting differences in the two major parsing paradigms: transition-based and
graph-based. We show that with the employment of the modern word representations, these two architectures and their error distributions converge. Therefore, the most significant gains in accuracy can be obtained by combining multiple strong graph-based models and not parsers from different paradigms.

1.2 Outline

The remainder of this dissertation is organized as follows:

Chapter 2 provides some general background. We introduce the main concepts used in this thesis, such as dependency grammar, trees, and treebanks. We explain the two main parsing paradigms: transition-based and graph-based. Next, we describe how, over the last few years, traditional dependency parsers were successively extended with deep learning techniques. In particular, we focus on the neural techniques that will be crucial in the subsequent chapters, such as Bi-Directional Long Short-Term Memory (BiLSTM) and deep contextualized embeddings. Finally, we describe the online training framework used to train the statistical models throughout the dissertation.

Chapter 3 focuses on ensemble dependency parsers. First, we discuss the two ensemble methods used in this thesis: feature-based stacking and blending. Next, we provide an overview of other approaches for integrating dependency parsers and outline how they differ from stacking and blending. Finally, we turn to practical applications for ensemble dependency parsers and demonstrate a selection of possible use cases for ensemble techniques in parsing.

In Chapter 4, we look at ensemble dependency parsers from the first methodological perspective – parsing time. We address the question of how to design lighter and faster ensemble systems. We compare two methods for providing syntactic features for statistical dependency parsing – supertagging and feature-based stacking. The goal of this comparison is to find if the former method can replace the latter in applications where reducing processing time is crucial, i.e., parsing web data.

In Chapter 5, we turn to the second methodological perspective – availability of training data. Our focus in this chapter is on low-resource scenarios, for which few manually annotated trees exist in the language of interest. We compare the main two approaches that can be applied in such scenarios: (1) an ensemble cross-lingual technique called multi-source delexicalized parsing, and (2) monolingual parsers trained on small treebanks. We develop a methodology to choose one method over another depending on the
typological features of the language and the availability of corpora annotated with POS tags.

In Chapter 6, we move to the third and final methodological perspective – the accuracy of the system. For this purpose, we turn to the state-of-the-art neural dependency parsers. Specifically, we focus on architectures that employ BiLSTMs and deep contextualized representations. We investigate under what circumstances the performance of such architectures can be further improved through such ensemble methods as feature-based stacking and blending.

In Chapter 7, we stay within the context of the accuracy of the system. Taking into consideration the results from the previous chapter, namely that predictions of neural parsers lack diversity, we investigate changes that neural techniques brought into parsing architectures. Specifically, rich feature sets used to be the advantage of transition-based parsers over graph-based models. Since neural models do not use them, we investigate whether re-introducing such features would restore the diversity between these two paradigms, thus providing fruitful grounds for the use of ensembles.

Chapter 8 concludes this thesis. We summarize our findings on the evaluation of ensemble parsers in general and specifically with respect to the three methodological perspectives at the core of this dissertation: parsing time, availability of training data, and parsing accuracy. Next, we review the contributions of this dissertation from a broader perspective and discuss two themes that run throughout this thesis: understanding the behavior of statistical models and balancing between architectural complexity and accuracy. Finally, we discuss possible future developments for ensemble dependency parsers.

1.3 Publications

This thesis is based on the following publications:


Chapter 4 is based on this publication. My co-authors took part in discussing the underlying ideas and drafting the paper. The formulation and design of the experimental setup and running the experiments was my own contribution.
1.3 Publications


Chapter 5 is based on this publication. My co-author Özlem Çetinoğlu took part in discussing the underlying ideas and drafting the paper. The formulation and design of the experimental setup and running the experiments was my own contribution.


Chapter 7 is based on this publication. The underlying ideas, design of the experimental setup, and running the experiments was my own contribution. My co-author Jonas Kuhn had an advisory role as I carried out this work and provided feedback on the final draft of the paper.


Chapter 6 is based on this publication. The underlying ideas, design of the experimental setup, and running the experiments was my own contribution. My co-authors Jonas Kuhn and Anders Björkelund had an advisory role and provided feedback on the drafts of the paper.

The final form of this dissertation is also a result of other peer-reviewed articles published in the course of my doctoral studies. Although they are not its core, the dissertation refers to them in relation to some less central concepts:
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and Syntactic Analysis of Non-Canonical Languages, pages 97–102, Dublin, Ireland. Dublin City University


Chapter 2

Background

This chapter provides the general background for the research presented in this dissertation. We start by introducing the main linguistic concepts that lay the foundations for dependency parsing, such as dependency grammar, trees, and treebanks. Primarily, we focus on Universal Dependencies, which give grounds for our cross-lingual studies in Chapter 5. Next, we turn to the methods for automatic prediction of dependency trees and explain the two main parsing paradigms – transition-based and graph-based. Then, we discuss how these two architectures were recently extended with deep learning methods. In particular, we focus on the BiLSTM-based dependency parsers, that are used in Chapters 6 and 7. Finally, we review the online training framework and methods used for training statistical models throughout this thesis.

2.1 Dependency Grammar, Trees, and Treebanks

Dependency grammar is a formalism that represents syntactic structures of sentences in terms of directed binary dependency relations. Such relations hold between two linguistic units: the head (also referred to as the governor or the parent) and the dependent (also called the modifier or the child). The dependency relations are motivated by the functions of linguistic units in a sentence. Depending on the grammar theory, such functions can be syntactic, e.g., subject and object, or semantic, e.g., agent and patient.

The dependency concept has a long tradition that can be traced back to Pāṇini’s grammar of Sanskrit. However, the foundations of the modern dependency grammars were laid by Lucien Tesnière (Tesnière, 1959; Tesnière, 2015). On these grounds, a variety of dependency frameworks were proposed, such as Functional Generative Description (Sgall et al., 1986), Meaning Text Theory (Mel’čuk, 1988), Word Grammar (Hudson, 1984), or the
recent Universal Dependencies (Nivre et al., 2016). All these theories assume that syntactic structures of sentences can be modeled through dependency relations. They differ in aspects such as levels of representation, granularity of linguistic units, and properties of dependencies. We refer the reader to De Marneffe and Nivre (2019) for a comprehensive review of the key differences in the modern dependency grammar frameworks. In this dissertation, we focus on representations that reduce the structures to syntactic dependencies that hold between single words. Moreover, similarly to most of the dependency grammar frameworks, we make an assumption that the syntactic structure of sentence is a tree (Kübler et al., 2009).

2.1.1 Dependency Trees

Formal definition. Formally, we represent a sentence \( S \) as a sequence of tokens \([t_0, t_1, \ldots, t_n]\), where \( t_0 \) marks the auxiliary ROOT node and the subscripts from 1 to \( n \) correspond to the word order of the sentence.\(^1\) Every \( t_i \) is a tuple \( \langle f_1, f_2, \ldots \rangle \) of token-level atomic features, such as word forms, Part-of-Speech (POS) tags, or lemmas, i.e., canonical forms of the words. A dependency tree for a given sentence \( S \) is a pair \( \langle S_V, A \rangle \), where \( S_V \) is a set of tokens of the sentence \( S \), \( A \subseteq S_V \times L \times S_V \) is a set of arcs, and \( L \) is a predefined set of possible labels for these arcs. A triple \( \langle t_i, l, t_j \rangle \) represents a dependency relation \( t_i \rightarrow t_j \) of the type \( l \) between the head token \( t_i \) and the dependent token \( t_j \). We call the reflexive and transitive closure of the dependency relation the dominance relation and denote by \( t_i \rightarrow^* t_k \) that \( t_i \) dominates \( t_k \). In other words, \( t_i \rightarrow^* t_k \) means that in the tree there is a directed path from \( t_i \) to \( t_k \).

Three main constraints have to be fulfilled for a graph to be a well-formed dependency tree: (1) \( t_0 \) is the only token that does not have a head; (2) \( t_0 \) dominates every token in \( S \), i.e., there is a directed path from \( t_0 \) to every token of the sentence; (3) for every token there is at most one head.

Graphical representation. Figure 2.1 presents a graphical representation of a dependency tree typical for the parsing literature. The tree consists of six nodes corresponding to the four words of the sentence “He opened his eyes.”, the sentence-final punctuation mark, and an additional ROOT node introduced to uniquely identify the word that represents the root predicate of the sentence. Relations between the words are illustrated with directed, labeled arcs pointing from heads to their dependents. Labels of these arcs denote types of relations.

\(^1\)We use the general term *word* to refer to tokens when it does not cause ambiguity.
Figure 2.1: A projective dependency tree. The sentence (ID 2499) comes from the English LinES treebank (Ahrenberg, 2007).

The example tree consists of five dependencies: \(\text{opened, } ns\text{subj, } \text{He}\)^2 identifies the word \text{He} as the nominal subject of this sentence; \(\text{opened, } obj, \text{eyes}\) informs that the word \text{eyes} fills the object role of the verb \text{opened}; \(\text{eyes, } nmod\text{poss, } \text{his}\) means that the word \text{his} is a possessive nominal modifier of \text{eyes}; \(\text{ROOT, } \text{root, } \text{opened}\) marks the verb \text{opened} as the root of this sentence; \(\text{opened, } punct, \)\) attaches the sentence-final dot to the root verb. This figure additionally includes information about the atomic features of the words. The first row contains POS tags, such as VERB for the word \text{opened} and NOUN for \text{eyes}. Below POS tags, we can see lemmas, e.g., \text{open} in the case of the word \text{opened}.

Projective vs. non-projective trees. The number of possible trees for a given sentence is exponential with respect to the size of the sentence. However, in naturally occurring structures, some constructions are more frequent than others. Therefore, parsing algorithms commonly put constraints on the structures that they can operate on, to reduce the complexity of the parsing problem (see Kuhlmann and Nivre (2006) and Havelka (2007) for a theoretical and empirical comparison of different tree constraints).

The most common constraint, i.e., projectivity, takes into consideration the relationship between the tree and the word order of the sentence. Let \(\prec\) refer to the linear order of the words in a sentence. Formally, an arc is \text{projective} if the head dominates every intervening token between the head and the dependent:

\[
t_i \rightarrow t_j \text{ is projective } \iff \left\{ \begin{array}{ll}
\forall k, t_k \prec t_j & t_i \rightarrow t_k \text{ if } t_i \prec t_j \\
\forall k, t_j \prec t_k & t_i \rightarrow t_k \text{ if } t_j \prec t_i
\end{array} \right.
\]

(2.1)

We call a tree \text{projective} if all its arcs are projective and, consequently, \text{non-projective} if it contains at least one arc that is not projective. For example, Figure 2.2 shows a dependency tree for the sentence “\text{What do I need English for?}”. The tree is non-projective because it contains the non-projective arc \text{What} \rightarrow \text{for} (marked in green). The arc is not

---

2For convenience, we refer to tokens by their word forms.
Figure 2.2: A non-projective dependency tree. The non-projective arc is marked in green. The sentence (ID 918) comes from the English LinES treebank.

projective since there is no path from the token What to such tokens as need or English.

Dependency parsers that restrict the search space of possible solutions to projective trees are very efficient (we give details on different parsing methods and their time complexity in Section 2.2). However, specific syntactic phenomena can be represented only with non-projective structures (Kuhlmann and Nivre, 2006). For example, the non-projectivity in the tree from Figure 2.2 is caused by a phenomenon called wh-movement. The phenomenon affects the placement of interrogative words, such as What, in English sentences. The frequency of non-projective arcs depends strongly on the annotation schema (see the next section), and language and its word order. Languages such as English or Spanish, which use relatively fixed word order, exhibit a limited number of non-projective arcs (see Havelka (2007) for statistics across twelve languages). On the other hand, in languages such as Czech or Turkish, which mark syntactic roles of words by declension rather than the position in the sentence, non-projective structures are much more common. For such languages, methods that perform non-projective parsing are preferable.

2.1.2 Dependency Treebanks

A dependency treebank is a corpus of sentences annotated with dependency trees. Such trees are either a result of manual annotation, as in the case of the Prague Dependency Treebank (Hajič et al., 2001), or of conversion from manually annotated trees for other parsing paradigms, as the constituency trees and English Penn Treebank (Marcus et al., 1993). In both cases, the trees follow a specific annotation schema, i.e., guidelines on how to apply a particular grammar theory to real-life sentences without running into ambiguity issues or inconsistent structures.
2.1 Dependency Grammar, Trees, and Treebanks

Figure 2.3: Parallel sentences annotated according to: (a) the English Penn Treebank schema converted to Stanford Dependencies (de Marneffe et al., 2014); (b) Seeker and Kuhn’s (2012) conversion of the German TIGER schema; (c) the Polish Składnica schema (Woliński et al., 2011).

Language-specific treebanks. The above-mentioned Penn Treebank, together with the German TIGER (Brants et al., 2004) or the Polish Składnica (Świdziński and Woliński, 2010; Woliński et al., 2011), is an example of well-known treebanks and valuable language-specific resources that we use in this dissertation in Chapter 4. At the time of their release, all three of these treebanks facilitated research on statistical parsers for English, German, and Polish, respectively. However, since all of them were developed independently and with different languages in mind, their annotation schemata represent specific linguistic phenomena differently. For example, Figure 2.3 presents translations of the sentence “John has sold a car” and their analyses according to the annotation guidelines of the Penn Treebank converted to Stanford Dependencies (de Marneffe et al., 2014), Seeker and Kuhn’s (2012) conversion of TIGER, and Składnica. We can notice incompatibilities among the three structures on the levels of labels and arcs. First, nominal subjects are annotated with three different labels: the English nsubj, the German SB, and the Polish subj. Second, the auxiliary verbs are treated differently, and in English, the word sold is the root of the sentence, while in German, the word verkauft (eng. sold) modifies the word hat (eng. has).

Parsing models that predict different language-specific representations are difficult to compare in a meaningful way. Moreover, such models cannot share knowledge about syntactic structures that are the same across languages.
Universal Dependencies. Universal frameworks tackle the shortcomings of language-specific annotations. Such frameworks have been developed for many types of linguistic structures, such as morphological features (Sylak-Glassman et al., 2015) or semantic roles (Akbik et al., 2015). One of the first such initiatives were the universal POS tags introduced by Petrov et al. (2012). This universal tagset consisted of twelve Part-of-Speech categories and was initially applied to 22 different languages. It enabled comparing the tagging accuracy across languages. Moreover, it facilitated transferring dependency parsers between languages, i.e., training a model on sentences in one language and applying it to another.

The Universal Dependencies (UD) project (Nivre et al., 2016) is based on the universal POS tags and the Stanford dependencies (de Marneffe et al., 2014). It aims at creating a cross-linguistically consistent framework for dependency treebank annotation. So far, the project is the biggest initiative with the goal of creating resources annotated in a language-independent way. At the time of writing, it consists of 163 treebanks for 92 languages (ver. 2.6, Zeman et al. (2020)). Moreover, since the project is an on-going initiative, it constantly grows, with new or modified treebanks released every six months. In this dissertation, we use two different versions of the UD treebanks – ver. 2.0 (Nivre et al., 2017) and ver. 2.4 (Nivre et al., 2019) – depending on the available version at the time the experiments were performed.\(^3\)

\(^3\)All examples in this dissertation follow Universal Dependencies ver. 2.4 guidelines (Nivre et al., 2019).
To illustrate the main principles of the universal framework, Figure 2.4 presents the same sentences as in Figure 2.3 but annotated according to Universal Dependencies schema. We can notice three main differences between these two figures. First of all, since the project aims at developing unified representations, the labels of the arcs are normalized across languages. For example, nominal subjects are annotated with the relation *nsubj*, comparing to *SB* in TIGER or *subj* in Składnica. Secondly, UD dependency relations hold primarily between content words. We can observe that by comparing the two German trees in Figures 2.3b and 2.4b. According to the TIGER schema, the content words *Johann* (eng. John) and *verkauft* (eng. sold) are indirectly connected through the function word *hat* (eng. has). However, in the UD analysis, the word *Johann* is a direct modifier of *verkauft*. This annotation decision yields consistent syntactic structures with respect to the subject and object relations across the three languages, especially Polish, which does not need auxiliary verbs in this sentence. The third difference between the figures is that in the UD trees function words modify content words and not the other way around. See, for example, the two English trees and the relations ⟨has, vc, sold⟩ in Figure 2.3a and ⟨sold, aux, has⟩ in Figure 2.4a. This annotation choice is a consequence of the priority of the content words and distinguishes Universal Dependencies from other dependency frameworks (De Marneffe and Nivre, 2019).

2.2 Dependency Parsing

*Dependency parsing* is the task of finding a dependency tree for a given sentence. In this section, we start by putting the task in a broader context. We present a typical Natural Language Processing (NLP) architecture that employs a *dependency parser*, i.e., a system that performs dependency parsing, as one of its steps. We describe which annotations the parser needs as the input and discuss the relations between the parsing task and other tasks in the pipeline.

Next, we move to the methods for predicting dependency trees and present the two main parsing paradigms: transition-based and graph-based. We start from the traditional methods, i.e., algorithms that have been developed before the introduction of neural networks into the parsing field. Next, we address the more recent neural parsers and extensions that the deep learning brought into the parsing algorithms.
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Figure 2.5: Schematic view of a typical NLP pipeline architecture. The architecture starts from raw text and produces a semantic analysis of the text (in this example, semantic roles). Dependency parsing, which is in the focus of this dissertation, is marked in green.

2.2.1 The Standard NLP Pipeline Architecture

The primary premise of pipeline architectures is that the tasks are solved in a step-wise manner: the later tasks use outputs of the previous ones and do not provide any feedback. Such an approach is presumably the most common in NLP applications due to its simplicity. However, it is sensitive to errors that propagate from the lower to the higher levels. Alternative solutions tackle this problem by performing two or more tasks jointly, e.g., POS tagging and parsing (Bohnet and Nivre, 2012), tokenization and tagging and parsing (Zhang et al., 2014), or sentence segmentation and parsing (Björkelund et al., 2016).

Figure 2.5 shows the architecture of a typical NLP pipeline, where the raw text is the input and semantic representations are the output. There are four steps in this particular pipeline. However, depending on the application, there might be further steps on top of the presented ones and some steps might be skipped. Figure 2.6 presents an output of the pipeline for a sentence “John gave Mary some flowers.”. The four levels of the analysis are denoted by the numbers [1]–[4].

Segmentation.4 The first step in Figure 2.5 includes word and sentence segmentation. This step defines basic linguistic units for further analysis. Word and sentence segmentation is often taken for granted in the parsing literature, and excluded from the experimentation setup. The reason is that for most datasets segmentation plays a minimal role, as it is delivered almost for free by means of whitespaces, sentence-final punctuation, and capital letters. For example, the first level in Figure 2.6 shows that segmentation, in this case, can be easily determined by whitespaces and punctuation. However, it is important to notice that there are applications in which segmentation is non-trivial. Such applications can roughly be grouped into two categories: (1) languages where tokenization is challenging, e.g., Chinese and Japanese, as well as languages such as Arabic and Hebrew, where many orthographic tokens are segmented into smaller syntactic words with

---

4This paragraph is based on the introduction to Section 2 from our publication (Björkelund et al., 2017).
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Figure 2.6: Result of the pipeline from Figure 2.5 for an example sentence “John gave Mary some flowers.” Borders of the arguments of semantic roles are marked with dashed boxes.

transformations; (2) applications where the detection of sentence boundaries is difficult, such as classical texts.

In this dissertation, we follow the typical setting and assume correct sentence segmentation and tokenization in all our experiments. Therefore, the methods that we use have to be preceded by tools for word and sentence segmentation to parse raw text.

Sequence labeling. The next three steps presented in Figure 2.5 produce different levels of linguistic structure, from POS tags up to semantics. Sequence labeling, which is the first of these steps, is the simplest form of parsing (cf., the broad definition of parsing in Jurafsky and Martin (2014, Ch. 3)). It assigns a word category from a predefined set, such as POS tags or morphological features, to each word in a sequence.

In the second level in example Figure 2.6, the POS tags are assigned to the given tokens. Even in this simple example, we observe that the quality of sequence labelers directly influences the performance of the following, more complex tasks. For example, the POS tagging decision of labeling some as DET (rather than PRON) is interrelated with the structural decision of making it a dependent of flowers in the dependency syntax.

Semantic parsing. Dependency trees can be used by a variety of downstream tasks, such as named entity recognition, relation extraction, translation, or natural language generation (Kübler et al., 2009, p.1). Here, we take semantic parsing as an example. It is the task of predicting deeper, semantic analyses for a given sentence. The task has recently received increased attention as syntactic analyses are not necessarily expressive enough to be exploited by downstream applications, a fact that was also empirically corroborated in the shared task on Extrinsic Parser Evaluation (Oepen et al., 2017).

Semantic role labeling, i.e., the task of identifying and labeling predicate-argument structures, is an example of semantic parsing tasks presented in Figure 2.5. Such struc-
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Algorithm 2.1 Greedy transition-based parsing with a statistical model.
Input: Sentence \( S \)
Input: Weight vector \( w \)
1: \( \text{function} \ \text{PARSETB}(S, w): \)
2: \( c \leftarrow \text{INITCONFIGURATION}(S) \)
3: \( \text{while} \ \neg \text{TERMINAL}(c) \text{ do} \)
4: \( \hat{t} \leftarrow \arg \max_{t \in \text{VALID}(c)} \text{SCORE}(c, t, w) \)
5: \( c \leftarrow \hat{t}(c) \)
6: \( \text{return BUILDTREE}(c) \)

Features are typically limited to verbal and nominal predicates (two most popular annotation schemes were developed in projects PropBank (Palmer et al., 2005) and FrameNet (Baker et al., 1998)) and share many interrelations with dependency structures. For example, A0 arguments (agents) tend to be realized as \text{nsubj} dependents, and A1 arguments (themes) as \text{obj} (see Figure 2.6). Therefore, a semantic role labeling system can directly exploit information from dependency trees predicted on the lower pipeline level.

2.2.2 Transition-based Parsing

We now turn to the first class of dependency parsers – transition-based models. As mentioned earlier, we first focus on the traditional, non-neural parsers, which use linear classifiers and discrete, manually designed feature models. In Section 2.2.4, we describe how these two aspects change when neural networks are used.

Data-driven transition-based parsers were independently developed by Yamada and Matsumoto (2003) and Nivre (2003). They were motivated by shift-reduce parsing, which gradually builds the final tree in a step-wise manner. Algorithm 2.1 presents a general view of transition-based parsing. We first give a brief description of the algorithm and provide missing details in the subsequent sections. The function \text{PARSETB} takes as an input a sentence \( S \) and a trained weight vector \( w \).\(^5\) It then prepares an initial configuration \( c \) (line 2). This configuration is built only from the tokens of the input sentence \( S \) and, in the beginning, contains no arcs. Next, a sequence of transitions is applied to the configuration \( c \) (line 5). Each of such transitions has the highest score among all the valid ones (line 4). Finally, when the terminal state is reached (line 3), the resulting tree is built from the terminal configuration (line 6).

\(^5\)For now, we assume that the weight vector (or matrix) is given and focus on how to use it to parse a sentence. Section 2.3 covers issues related to training statistical models.
Before we go into the details of Algorithm 2.1, it is vital to notice that the presented parsing procedure is greedy. The parser always selects and applies the transition that is locally the best (line 4). Such an approach is efficient but can suffer from error propagation, i.e., errors at early steps cannot be recovered from and influence the subsequent decisions. Therefore, the traditional transition-based parsers achieve robust performance by employing methods to tackle the error-propagation problem, such as beam search (Zhang and Clark, 2008). The approach involves keeping a list (beam) of several \( k \) best scoring sequences of transitions. At every parsing step, each of the sequences is expanded by every possible transition, scored, and only the \( k \) best scoring sequences are kept. That way the method considers more than one derivation and can recover from errors. However, its complexity depends also on the beam size \( k \) and is \( O(nk) \), where \( n \) is the length of the sentence.

### 2.2.2.1 Transition Systems

Transition-based parsers use transition systems to formalize how to derive the dependency tree in a finite number of steps, going from an initial configuration to the terminal one. The two first transition systems introduced by Nivre (2003, 2004) – ARC\textsc{Standard} and ARC\textsc{Eager} – can produce only projective trees. Both of them are sound and complete, i.e., they can only derive projective trees and, for any projective tree, there is a sequence of transitions to derive it (Nivre, 2008). Moreover, both are very efficient and can build the final tree in linear time with respect to the given sentence’s size. The main difference between the two systems is that the ARC\textsc{Standard} introduces an arc only if the dependent node has already collected all its children, while the ARC\textsc{Eager} system builds the tree in an eager way, adding an arc in the earliest possible step.

Following work defined other transition systems, like the arc-hybrid system (Kuhlmann et al., 2011), easy-first parser (Goldberg and Elhadad, 2010), or the LR-spine system (Sartorio et al., 2013). In this dissertation, we use a system called SWAP\textsc{Standard} (Nivre, 2009), an extended version of the ARC\textsc{Standard} system that can deal with non-projective trees. The theoretical time complexity of the system is quadratic with respect to the size of the sentence. However, Nivre (2009) empirically showed that in practice, it runs in linear time. Below we give details on this particular system.

**Configurations.** Configurations are triples \( \langle \sigma, \beta, A \rangle \), where \( \sigma \) is a stack of partially processed tokens, \( \beta \) is a buffer of input tokens, and \( A \) is a set of so-far created arcs. The initial configuration is represented by the triple \( \langle [t_0], [t_1, t_2, \ldots, t_n], \emptyset \rangle \), where \( t_0 \) represents...
Transitions. Transitions are partial functions which map one configuration into another. The SWAPSTANDARD system comprises of four transitions listed in Table 2.1. The transitions come with additional preconditions (right column in the figure), which define for which configurations they are valid (such preconditions directly translate into the VALID function in Algorithm 2.1). We use an operator | to separate the head from the tail of the stack or the front from the back of the buffer (the operator is right- and left-associative, respectively). Moreover, $s_i$ denotes elements of the stack and $b_i$ elements of the buffer.

The first three transitions make up the ARCSTANDARD system. SHIFT moves tokens from the front of the buffer onto the stack. Both LEFTARC$_l$ and RIGHTARC$_l$ introduce arcs between the two top-most items of the stack $s_0$ and $s_1$. LEFTARC$_l$ comes with an additional precondition that the second top-most item of the stack is not ROOT. Otherwise, the system would allow adding an arc with ROOT as a dependent, which would violate the first tree constraint that we saw in Section 2.1.1, i.e., restriction that ROOT does not have a head. Both transitions LEFTARC$_l$ and RIGHTARC$_l$ are parametrized for the label $l$ of the arc that they introduce.

The fourth transition SWAP extends the ARCSTANDARD system and allows it to produce non-projective trees. The transition re-orders the tokens by pushing the second top-most item of the stack back to the buffer. The transition has two preconditions. The first precondition assures that the token pushed back to the buffer is not ROOT. According to the second tree constraint ROOT dominates all tokens in the sentence. Therefore, arcs originating from ROOT are always projective, and there is no need to put ROOT in the buffer. The second precondition makes sure that the two top-most items of the stack are
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Algorithm 2.2: The lazy SWAP oracle from Nivre et al. (2009), where:
- $A(x)$ denotes a set of all modifiers of $x$ in $A$,
- $\prec_{PROJ}$ denotes projective order,
- $\text{MPC}(x)$ returns an identifier of the maximal projective component of $x$.

Input: Configuration $c = (\sigma|s_1|s_0, b_0|\beta, A)$
Input: Correct set of arcs $A_c$
1: function $\text{LAZYORACLE}(c, A_c)$:
2: if $\langle s_0, l, s_1 \rangle \in A_c$ and $A_c(s_1) = A(s_1)$ then
3: \quad return \text{LEFTARC}_l$
4: if $\langle s_1, l, s_0 \rangle \in A_c$ and $A_c(s_0) = A(s_0)$ then
5: \quad return \text{RIGHTARC}_l$
6: if $s_0 \prec_{PROJ} s_1$ and $\text{MPC}(s_0) \neq \text{MPC}(b_0)$ then
7: \quad return \text{SWAP}$
8: return \text{SHIFT}$

in linear order. That way, a token that was swapped already once will not be swapped again, and the algorithm will avoid infinite swaps.

2.2.2.2 Oracle Parsing

Training transition-based parsers on manually annotated trees requires an oracle, i.e., an algorithm which for a given tree and a configuration returns the next correct transition. In this dissertation, we use the lazy SWAP oracle proposed by Nivre et al. (2009), i.e., an improved version of the original SWAP oracle for the SWAPSTANDARD system (Nivre, 2009). It is a static oracle, which means that it defines a constant (canonical) order of transitions in which they are selected (cf., the concept of a dynamic oracle (Goldberg and Nivre, 2012, 2013)). That way, it tackles a problem called spurious ambiguity – although in the SWAPSTANDARD system it is possible to derive the same tree with different sequences of transitions, the oracle always returns one transition in a deterministic way.

The lazy SWAP oracle. Algorithm 2.2 presents the oracle function $\text{LAZYORACLE}$, which for a given configuration $c = (\sigma|s_1|s_0, b_0|\beta, A)$ and a set of correct arcs $A_c$ returns the next correct transition. We can notice that the canonical order of transitions in this oracle is $\text{LEFTARC}_l, \text{RIGHTARC}_l, \text{SWAP}$, and $\text{SHIFT}$. The first two of them come with straightforward conditions that assure that the introduced arc is correct, and that the token which will be removed from the configuration after the transition ($s_1$ for $\text{LEFTARC}_l$ and $s_0$ for $\text{RIGHTARC}_l$) has already collected all its modifiers (the modifiers in $A_c$ and $A$ are the same).
What do I need English for?

**Figure 2.7:** Dependency tree from Figure 2.2 annotated with projective order (green) and maximal projective components (dashed boxes). Subscripts denote the positions of tokens in the sentence.

<table>
<thead>
<tr>
<th>Initial configuration</th>
<th></th>
<th>Final configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>⟨ [0], [1 2 3 4 5 6 7], ∅ ⟩</td>
<td></td>
<td>⟨ [0], [1 2 3 4 5 6 7], ∅ ⟩</td>
</tr>
<tr>
<td>1 SHIFT</td>
<td>⟨ [0 1], [2 3 4 5 6 7], ∅ ⟩</td>
<td></td>
</tr>
<tr>
<td>2 SHIFT</td>
<td>⟨ [0 1 2], [3 4 5 6 7], ∅ ⟩</td>
<td></td>
</tr>
<tr>
<td>3 SHIFT</td>
<td>⟨ [0 1 2 3], [4 5 6 7], ∅ ⟩</td>
<td></td>
</tr>
<tr>
<td>4 SHIFT</td>
<td>⟨ [0 1 2 3 4], [5 6 7], ∅ ⟩</td>
<td></td>
</tr>
<tr>
<td>5 LEFTARC&lt;sub&gt;nsbj&lt;/sub&gt;</td>
<td>⟨ [0 1 2 4], [5 6 7], {⟨ 4, nsubj, 3 ⟩} ⟩</td>
<td></td>
</tr>
<tr>
<td>6 LEFTARC&lt;sub&gt;aux&lt;/sub&gt;</td>
<td>⟨ [0 1 4], [5 6 7], {⟨ 2, aux, 4 ⟩, ⟨ 4, nsubj, 3 ⟩} ⟩</td>
<td></td>
</tr>
<tr>
<td>7 SHIFT</td>
<td>⟨ [0 1 2 4 5], [6 7], {⟨ 2, aux, 4 ⟩, ⟨ 4, nsubj, 3 ⟩} ⟩</td>
<td></td>
</tr>
<tr>
<td>8 RIGHTARC&lt;sub&gt;obj&lt;/sub&gt;</td>
<td>⟨ [0 1 4], [6 7], {⟨ 4, obj, 5 ⟩, ⟨ 2, aux, 4 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>9 SHIFT</td>
<td>⟨ [0 1 4 5 6], [7], {⟨ 4, obj, 5 ⟩, ⟨ 2, aux, 4 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>10 SWAP</td>
<td>⟨ [0 1 6], [4 7], {⟨ 4, obj, 5 ⟩, ⟨ 2, aux, 4 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>11 RIGHTARC&lt;sub&gt;case&lt;/sub&gt;</td>
<td>⟨ [0 1], [4 7], {⟨ 1, case, 6 ⟩, ⟨ 4, obj, 5 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>12 SHIFT</td>
<td>⟨ [0 1 4], [7], {⟨ 1, case, 6 ⟩, ⟨ 4, obj, 5 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>13 LEFTARC&lt;sub&gt;obl&lt;/sub&gt;</td>
<td>⟨ [0 4], [7], {⟨ 4, obl, 1 ⟩, ⟨ 1, case, 6 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>14 SHIFT</td>
<td>⟨ [0 4 7], [1], {⟨ 4, obl, 1 ⟩, ⟨ 1, case, 6 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>15 RIGHTARC&lt;sub&gt;punct&lt;/sub&gt;</td>
<td>⟨ [0 4], [1], {⟨ 4, punct, 7 ⟩, ⟨ 4, obl, 1 ⟩, ...} ⟩</td>
<td></td>
</tr>
<tr>
<td>16 RIGHTARC&lt;sub&gt;root&lt;/sub&gt;</td>
<td>⟨ [0], [], {⟨ 0, root, 4 ⟩, ⟨ 4, punct, 7 ⟩, ...} ⟩</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.8:** Oracle parsing result for the tree in Figure 2.7 and the lazy SWAP oracle. For better readability, we present tokens as their positions in the sentence [ROOT<sub>0</sub>, What, do, I, need, English, for, ?] and show only the two items most recently added to the set of arcs. Two configurations referred to in the main text are underlined.

The goal of the third transition SWAP is to re-order input tokens so that non-projective arcs could be introduced. The lazy SWAP oracle defines two conditions for this transition.
The first condition ($s_0 \prec_{\text{PROJ}} s_1$) allows performing SWAP only on tokens, which are not in projective order. Nivre (2009) defines $\prec_{\text{PROJ}}$ as an in-order traversal of the correct tree while respecting the surface order between nodes and their direct dependents. For example, Figure 2.7 presents the non-projective tree from Figure 2.2 with tokens annotated with positions in the projective order (marked in green). Re-ordering these tokens according to the given order would yield a sentence “What for do I need English?” and the corresponding tree would be projective.

An oracle that uses only the first condition performs SWAP as early as possible and makes a lot of unnecessary transitions. Nivre et al. (2009) proposed to postpone performing SWAP until bigger structures are built (this is why we refer to this oracle as “lazy”). The oracle uses an auxiliary concept of a maximal projective component (MPC). MPCs can be obtained by performing the oracle parsing without the SWAP transition. Running such an oracle on a non-projective tree yields a configuration where the set of arcs contains multiple projective trees instead of a single, fully connected one. Figure 2.7 illustrates such MPCs with boxes around tokens. The second condition for the SWAP transition allows SWAP only if $s_0$ and $b_0$ do not belong to the same MPC. As a result, unnecessary swapping is limited.

**Example oracle sequence.** Figure 2.8 presents a full oracle sequence of transitions for the example tree from Figure 2.7. To improve readability, we present tokens only as their positions in the sentence and show only the two items most recently added to the set of arcs. The sequence starts from an initial configuration and ends after sixteen transitions with the final configuration (the buffer is empty and the stack contains only $\text{ROOT}$). We bring attention to the two most interesting configurations in this sequence (underlined with dashed lines). After the sixth transition, the two top-most items of the stack are What$_1$ and need$_4$. Although the tree contains the arc $\langle$need$_4$, obl, What$_1$\rangle$ \text{LEFTARC}_{\text{obl}}$ is not the correct transition for this configuration. The reason is that the second constraint for LEFTARC$_{\text{obl}}$ is not fulfilled, i.e., the token What$_1$ is still missing for$_6$ as a dependent. SWAP is also not correct for this configuration because the tokens need$_4$ and English$_5$ ($s_0$ and $b_0$, respectively) are a part of the same MPC. Finally, SHIFT is selected, which is the fallback option.

The second interesting configuration is three rows below, after the ninth transition. The two top-most items are need$_4$ and for$_6$. Since these tokens are not in projective order (positions 5 and 2, respectively) and they are not part of the same MPC, the transition SWAP is correct for this configuration.
\begin{align*}
\phi_i(c, t) = 1 & \text{ if } \text{dog is the word form of } b_0 \text{ in } c \\
\phi_j(c, t) = 1 & \text{ if } \text{NOUN is the POS tag of } s_1 \text{ in } c \\
or \phi_k(c, t) = 1 & \text{ if } \text{cat is the word form of } s_0 \text{ and VERB is the POS tag of } b_0 \text{ in } c
\end{align*}

Figure 2.9: Example indicator functions for a given configuration \(c\) and a transition \(t\).

2.2.2.3 Transition Scoring and Feature Extraction

The last part of Algorithm 2.1 that still needs explanation is the function \textit{SCORE} and the concept of scoring transitions.

Scoring transitions. In Algorithm 2.1 (line 4), we saw that the parser scores all possible transitions and selects the best one to apply. The scoring function \textit{SCORE} takes as an input the current configuration \(c\) and a trained prior to parsing weight vector \(w \in \mathbb{R}^m\).

The traditional, non-neural parsers used in this dissertation use linear models, i.e., they calculate scores as the scalar product between the weight vector \(w\) and the vector representation of the given configuration \(\phi(c, t)\):

\[
\text{SCORE}(c, t, w) \leftarrow w \cdot \phi(c, t)
\] (2.2)

Feature function. The \textit{feature function} \(\phi\) maps configurations into high-dimensional, real-valued vectors: \(\phi(c, t) \in \mathbb{R}^m\). Designing such functions requires substantial manual effort. On the one hand, such functions have to encode as much information about the configuration as possible to allow the parser to make well-informed decisions. On the other hand, this information should be as generic as possible so that the parser can generalize well and make decisions for configurations that it has not seen before.

Feature functions are usually implemented as high-dimensional binary vectors. Each dimension in such a vector corresponds to an individual indicator function (see examples of indicator functions in Figure 2.9). Such individual indicators are constructed in two steps: designing feature templates and filling them with possible values.

The first manual step requires designing \textit{feature templates}. Such templates consist of two types of information: configuration positions and token attributes. Configuration positions inform which items of the stack, buffer, and so-far predicted arcs will take part in the feature extraction (see, for example, \(b_0\) in \(\phi_i\) or \(s_1\) in \(\phi_j\) in Figure 2.9). Usually, much attention is paid to the top-most stack items, as they are the tokens that \textit{LEFTARC} and \textit{RIGHTARC} introduce arcs for, and the front of the buffer, since this is the next token to
process and possibly SHIFT. However, features drawn from the parsing history, i.e., so-far predicted arcs, are also very important because they give additional structural context for making the right decisions. Moreover, since the parser builds trees gradually and extends the set of predicted arcs in a step-wise manner, the amount of structural information that the feature function has access to grows at every step.

Token attributes are the second type of information included in feature templates. Such attributes usually encode the linguistic properties of the tokens, such as POS tag, morphological features, or lemmas (see, for example, POS tag in $\phi_j$ in Figure 2.9). However, token attributes can also depend only on surface forms and contain, for example, information if the word is capitalized or if it ends with a particular suffix.

The second step in constructing individual feature indicators is to populate them with possible feature values (e.g., dog in $\phi_i$ or NOUN in $\phi_j$ in Figure 2.9). This step is automatic. More specifically, during training, the parser performs oracle parsing on training sentences and extracts all possible unique feature values for the designed feature templates. It then maps every such feature value into one indicator function.

**Feature model.** The feature model is a collection of feature templates designed for a particular parser. Table 2.2 presents an example feature model from Zhang and Nivre (2011) (for simplicity, we present only the baseline feature model from this work). The model was designed for a parser using the arc-eager system (Nivre, 2003). In this system, arcs are introduced between the top item of the stack and the first item of the buffer. This is why the model puts more emphasis on $b_0$ than on $s_1$.

The model uses only two types of token attributes – word forms (left column), POS tags (middle), or concatenation of both of them (right column). We use the notation $\text{POS}(x,y)$ for a concatenation of POS tags (or word forms) of tokens at the positions $x$ and $y$. Feature templates are divided into three groups: unigram features, which look at only one configuration position at the time, and bigram and trigram features, which introduce combinations of two or three positions. Such combination features are very important, especially when linear classifiers are used, because they introduce interrelations between features (see more about (non-)linear classifiers and feature combinations in Section 2.2.4.1).

Among the configuration positions in Table 2.2, we notice the top-most item of the stack (denoted $s_0$) and the three first items of the buffer ($b_0$, $b_1$, $b_2$). Trigram features also use structural positions, such as left- and rightmost dependents of $s_0$ and $b_0$ (denoted $.L$ and $.R$, respectively) and the head of $s_0$ (denoted $.H$). However, these features use only POS tags and no lexical attributes. Otherwise, the model would introduce many rare
Table 2.2: Example feature model from Zhang and Nivre (2011). $s_i$ and $b_i$ denote $i$-th elements of the stack and buffer, respectively; $\cdot L$ and $\cdot R$ denote left- and rightmost dependent of an item and $\cdot H$ its head; $\text{POS}(x,y)$ is a conjunction (also denoted by $\circ$) of POS tags (or word forms) of tokens at the positions $x$ and $y$.

feature indicators, and the resulting feature vectors would be very high-dimensional and sparse.

2.2.3 Graph-based Parsing

We now switch our focus from the transition-based parsing paradigm to the graph-based models (Eisner, 1996; McDonald et al., 2005a). Algorithm 2.3 presents a general view of graph-based parsing. We can immediately notice that the algorithm is much shorter than the one for the transition-based parsing (cf., Algorithm 2.1) and can be expressed as a single line. It is because graph-based models do not build trees gradually. Instead, they define a space of all possible dependency trees for a given sentence $S$ (denoted $\mathcal{Y}(S)$) and search for the tree in $\mathcal{Y}(S)$, that has the highest score. Below, we first provide details on how the graph-based parsers score trees. Next, we describe how they search through
Algorithm 2.3 Graph-based parsing with a statistical model; \( \mathcal{Y}(S) \) denotes the space of all possible dependency trees for \( S \)

**Input:** Sentence \( S \)

**Input:** Weight vector \( w \)

1: function \( \text{PARSEGB}(S, w) \):
2: \( \hat{y} \leftarrow \arg \max_{y \in \mathcal{Y}(S)} \text{SCORE}(y, w) \)
3: return \( \hat{y} \)

\( \mathcal{Y}(S) \) in an effective way.

### 2.2.3.1 Tree Scoring and Feature Extraction

Graph-based parsers use scoring functions to represent how likely it is that a particular tree is a correct analysis for the given sentence. To calculate the scores efficiently, the scoring functions apply factorization: (1) first, the given tree is factored into smaller subgraphs, (2) then each of such subgraphs is scored independently, and (3) the partial scores are summed up to give the final score.

**First-order vs. higher-order models.** The simplest, arc-factored models define the scores of trees directly by the scores of their arcs:

\[
\text{SCORE}(y, w) = \sum_{\langle h, l, d \rangle \in y} \text{SCORE}(\langle h, l, d \rangle, w)
\]  

(2.3)

Such arc-factored models score arcs independently from each other, therefore, they discard much useful information. For example, Figure 2.10 compares dependency trees for two very similar sentences “The pudding fell under the table with a huge hole.” and “The pudding fell under the table through a huge hole.”. The two trees differ by one arc (marked in green). When an arc-factored model is used, the decision about these arcs must be made without the knowledge about other arcs in the tree. Specifically, scoring the arcs \( \text{fell} \rightarrow \text{hole} \) and \( \text{table} \rightarrow \text{hole} \) has to be performed without information which of the \textit{case} dependents the token \textit{hole} has – \textit{with} or \textit{through}. In such short sentences as in Figure 2.10 this type of information can be also captured by expressive feature templates. However, when the involved tokens are far away from each other, only looking at their surface context might not be enough.

Both of the above-described examples emphasize the importance of relations between two arcs: \( \text{fell} \rightarrow \text{hole} \rightarrow \text{through} \) and \( \text{table} \rightarrow \text{hole} \rightarrow \text{with} \). Models that consider factors built
from two arcs are called second-order. The arcs in the second-order factors can be in the grandparent relation, as in the examples above, or in the sibling relation, such as ⟨hole, case, with⟩ and ⟨hole, det, a⟩. Figure 2.11 compares the two second-order factors with a third-order factor, which takes into consideration both grandparents and siblings, and a single arc, which for consistency is commonly called a first-order factor. The higher the order of the factor, the more information it encodes, and the better the performance of the parser. However, models that depend on complex factorization come with higher time complexity. We address this issue in Section 2.2.3.2.

Scoring factors. Scoring single factors is performed in an analogous way to scoring transitions in the transition-based models (see Section 2.2.2.3). The function \( S \) first represents the given factor through a feature function \( \phi \) as a high-dimensional real-valued vector. It then uses a (usually) linear classifier and computes the score as a scalar product between the feature vector and the weight vector. Therefore, for the arc-factored
model from Equation (2.3) scores are calculated as:

$$\text{SCORE}(⟨h, l, d⟩, w) \leftarrow w \cdot φ(⟨h, l, d⟩)$$  \hspace{1cm} (2.4)

**Feature extraction.** The main difference between scoring transitions and factors is the scope of $φ$. In the transition-based models, the function has access to the whole given configuration. Especially, it can draw complex structural features from the parsing history and so-far predicted partial trees. In the case of graph-based models, the scope of $φ$ is restricted to the given factor. Although it can build features from all sentence tokens, the only structural relations that it can look at are the ones in the given factor.

We illustrate the distinction between transition- and graph-based feature functions with an example feature model presented in Table 2.3. The model comes from McDonald et al. (2005a) and was designed for an arc-factored graph-based parser. As attributes, it takes only word forms and POS tags. Feature templates are divided into three groups depending on how many tokens they take into consideration. The first group consists of unigram features, which look only at heads or dependents. Bigram features include both of the tokens and build more or less all possible combinations of their word forms and POS tags. Finally, the third group adds additional tokens from the sentence. However,

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Template</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>$\text{form}(h)$, $\text{POS}(h)$, $\text{form}(d)$, $\text{POS}(d)$</td>
</tr>
<tr>
<td></td>
<td>$\text{form}(h) \circ \text{POS}(h)$, $\text{form}(d) \circ \text{POS}(d)$</td>
</tr>
<tr>
<td>Bigram</td>
<td>$\text{form}(h, d)$, $\text{POS}(h, d)$</td>
</tr>
<tr>
<td></td>
<td>$\text{form}(h, d) \circ \text{POS}(h, d)$, $\text{form}(d) \circ \text{POS}(h, d)$, $\text{form}(h, d) \circ \text{POS}(d)$, $\text{form}(h, d) \circ \text{POS}(d)$</td>
</tr>
<tr>
<td>Other</td>
<td>$\text{POS}(h, b, d)$, $\text{POS}(h, d, h_{\pm 1}, d_{\pm 1})$</td>
</tr>
</tbody>
</table>

**Table 2.3:** Exemplary feature model from McDonald et al. (2005a) for Eisner’s decoder; $h$ denotes head, $d$ dependent, $b$ any token between the head and dependent, $\pm 1$ tokens after/before head or dependent. All features are combined with the direction of the edge (left, right) and the distance between head and dependent.
these additional tokens are defined by the surface relation to the head and dependent
and not a structural one. For example, the first template $\text{POS}(h, b, d)$ looks at tokens $b$
between $h$ and $d$, and the second one, $\text{POS}(h, d, h_{\pm 1}, d_{\pm 1})$, at tokens at positions one to
the left or right from $h$ and $d$ (denoted $\pm 1$). When we compare this feature model with
the model from Table 2.2, we can immediately notice that fewer tokens are taken into
consideration, and relations between them are limited.

2.2.3.2 Graph-based Decoders

The second part of the graph-based parsing procedure presented in Algorithm 2.3 that
needs explanation is the $\text{arg max}$ function. We said that the parser searches through $\mathcal{Y}(S)$,
i.e., the space of all possible dependency trees for the given sentence $S$, and returns the
one with the highest score. Since the size of $\mathcal{Y}(S)$ is exponential in the length of the in-
put sentence, simply scoring all possible trees and searching through them would not be
tractable. Instead, parsers use graph-based decoders, i.e., search algorithms which find the
highest scoring tree in an efficient way. We now briefly describe the two graph-based de-
coders used in this dissertation: the Chu-Liu-Edmonds algorithm and Eisner’s algorithm.
For a more detailed description we refer the reader to Kübler et al. (2009).

The Chu-Liu-Edmonds algorithm. McDonald et al. (2005b) cast the dependency pars-
ing problem as a search for the Maximum Spanning Tree (MST) in a fully-connected di-
rected graph. They used the Chu-Liu-Edmonds (CLE) algorithm (Chu and Liu, 1965;
Edmonds, 1967), which for a given graph and a scoring function finds the spanning tree
with the highest sum of arc scores. With Tarjan’s (1977) implementation, the algorithm
can run in quadratic time with respect to the number of graph nodes.

The Chu-Liu-Edmonds algorithm presented in Algorithm 2.4 is greedy and recursive.
Since its pseudocode is quite complicated, we illustrate it through an example adapted
from Kübler et al. (2009, p.48). Moreover, we omit labels of arcs for simplicity.

Figure 2.12 presents stages of the algorithm applied to a sentence “The pudding fell”
(we shorten the sentence from Figure 2.10 to only three words for better readability). The
algorithm starts from an almost fully-connected directed graph in which nodes are tokens
of the sentence, and edge weights are the results of the $\text{SCORE}$ function (Figure 2.12a).
The only missing edges are the ones that would enter the ROOT node and are therefore
unnecessary. To apply the function CLE to a sentence it is necessary to first convert it
into such a graph.

In the first greedy step, the algorithm selects the highest-scoring incoming arc for
### Algorithm 2.4

The Chu-Liu-Edmonds algorithm for finding the maximum spanning tree in a given graph; see Algorithm 2.5 for pseudocode of CONTRACT and Algorithm 2.6 for RESOLVE_CYCLE; Function FIND_CYCLE(G) returns a set of nodes that forms a cycle in G.

**Input:** Graph G = (V, A), where V is a set of nodes and A is a set of arcs

**Input:** Weight vector w

1. function CLE(G = (V, A), w):
2. \[ A' \leftarrow \{ (h, d) \mid d \in V, h = \text{arg max}_{h \in V} \text{SCORE}(⟨h, d⟩, w) \} \] \text{ ▷ Select best heads greedily}
3. \[ G' \leftarrow (V, A') \]
4. \[ C \leftarrow \text{FIND_CYCLE}(G') \]
5. if C is empty then \text{ ▷ MST was found}
6. return G'
7. else
8. \[ G_C \leftarrow \text{CONTRACT}(G, C, w) \] \text{ ▷ Contract the cycle}
9. \[ T \leftarrow \text{CLE}(G_C, w) \] \text{ ▷ Call CLE recursively}
10. return RESOLVE_CYCLE(T, C) \text{ ▷ Resolve the cycle}

Each node (thick arcs on Figure 2.12b and line 2 in Algorithm 2.4). If, after this step, there is no cycle among the selected edges, they form a proper, maximum-scoring tree, and the algorithm has found its result (line 5 in Algorithm 2.4). However, if there is a cycle, as between nodes The and pudding in Figure 2.12b, the algorithm moves to the next step. The tokens that constitute the cycle are contracted into one new node (vc in Figure 2.12c and line 8 in Algorithm 2.4). The scores for arcs entering and leaving the new node are recalculated so that they represent the state before the contraction (see Algorithm 2.5). In the next step, the algorithm recursively applies the CLE procedure and finds the maximum spanning tree for the new smaller graph (thick arrows in Figure 2.12d and line 9 in Algorithm 2.4). Finally, all contracted nodes are resolved so that the result is a spanning tree for the original graph (Algorithm 2.6). For example, in Figure 2.12e, the node vc unfolds back to the two nodes The and pudding. The final tree contains the arc fell→pudding because the smaller spanning tree contained the arc fell→vc, and the path fell→pudding→The scores higher than fell→The→pudding.
Algorithm 2.5 Part of the Chu-Liu-Edmonds algorithm (see Algorithm 2.4) responsible for contracting cycles into single nodes;
Function HEAD(x) returns the head of the node x.

Input: Graph $G = \langle V, A \rangle$, where $V$ is a set of nodes and $A$ is a set of arcs
Input: Set of nodes $C$ that forms a cycle
Input: Weight vector $w$

1: function CONTRACT($G = \langle V, A \rangle, C, w$):
2: $G_C = G - C$ $\triangleright$ Subgraph of $G$ excluding nodes in $C$
3: Create $v_c$ to represent $C$
4: for $d \in V - C : \exists h \in C \langle h, d \rangle \in A$ do $\triangleright$ Compute scores for arcs leaving $v_c$
5: Add $\langle v_c, d \rangle$ to $G_C$
6: Set $\text{SCORE}((v_c, d), w) \leftarrow \max_{h' \in C} \text{SCORE}((h', d), w)$
7: for $h \in V - C : \exists d \in C \langle h, d \rangle \in A$ do $\triangleright$ Compute scores for arcs entering $v_c$
8: Add $\langle h, v_c \rangle$ to $G_C$
9: $s \leftarrow \max_{d \in C} (\text{SCORE}((h, d'), w) - \text{SCORE}((\text{HEAD}(d'), d'), w))$
10: Set $\text{SCORE}((h, v_c), w) \leftarrow s + \sum_{t \in C} \text{SCORE}((\text{HEAD}(t), t), w)$
11: return $G_C$

Algorithm 2.6 Part of the Chu-Liu-Edmonds algorithm (see Algorithm 2.4) responsible for resolving contracted cycles.

Input: Tree $T = \langle V, A \rangle$, where $V$ is a set of nodes and $A$ is a set of arcs
Input: Set of nodes $C$ that forms a cycle

1: function RESOLVE CYCLE($T, C$):
2: Find a node $d$ in $C$ s. t. $\langle h', d \rangle \in T$ and $\langle h'', d \rangle \in C$
3: return $T \cup C - \{ \langle h'', d \rangle \}$
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(a) Fully connected directed graph with arc scores.

(b) Result of the greedy selection of highest-scoring heads (thick arrows). Dashed lines mark a cycle.

(c) The smaller graph with the cycle replaced with a new node $v_c$.

(d) Result of the recursive run of the CLE algorithm on the smaller graph. Thick arrows mark MST.

(e) The final result of the algorithm. $v_c$ gets resolved back into the previous nodes taking into consideration the smaller MST.

Figure 2.12: Illustration of the Chu-Liu-Edmonds algorithm on an example sentence “The pudding fell”. An example adapted from Kübler et al. (2009, pp. 48).
Eisner’s algorithm. Eisner (1996) developed an efficient bottom-up algorithm for projective dependency parsing. Later, McDonald et al. (2005a) presented how to effectively train a statistical dependency parser that uses Eisner’s decoder. The algorithm is based on two main observations. First, a projective dependency tree spanning a sentence can be broken down into two subtrees spanning two adjacent parts of the sentence and an arc between their roots. This observation allows for approaching dependency parsing with dynamic programming. More specifically, the algorithm is an adaptation of the Cocke-Kasami-Younger (CKY) algorithm (Cocke, 1969; Kasami, 1966; Younger, 1967) for context-free parsing. A direct application of CKY to dependency parsing would require a complexity of $O(n^5)$. But due to the second observation behind the algorithm, which is that the tokens can collect its left dependents independently of the right ones, the algorithm can run in cubic time.

To explain how the Eisner’s decoder works, we follow McDonald et al. (2005a) and use geometric figures to illustrate sequences of consecutive tokens of the input sentence. Figure 2.13 shows four types of structures that Eisner’s algorithm uses to represent a subtree that spans tokens between positions $s$ and $t$. Each span contains only one token that does not have a head, which is on the periphery of the structure (longer vertical edge of the polygon). In closed structures (left), only the head token is active and can still collect new dependents. In open structures (right), both tokens ($s$ and $t$) are active.

Algorithm 2.7 presents pseudocode for this procedure. The algorithm starts by creating four matrices that will keep scores of four types of structures ($O$ stands for open, $C$ for closed, $l$ and $r$ for left and right, respectively). The parsing algorithm starts by representing every token in the input sentence as two closed structures (left and right) and assigning them zero scores (line 4). It then considers longer and longer spans of tokens and finds the highest-scoring structures (one of every type) for all of them (lines 5 to 11). New structures are created by following the rules presented in Figure 2.14: (1) combining two adjacent closed structures with heads on the opposite sides creates an open structure and introduces an arc between their roots; (2) combining closed and open structures with heads on the same side creates a closed structure. A score for a new structure is the sum of scores of the two smaller component structures and, in the case of open structures, the score of the introduced arc. After the algorithm fills the whole dynamic programming table, the score of the left-closed structure, which spans the whole sentence, is the score of the best tree for the given sentence (line 12). The final step of Eisner’s algorithm, after running the function from Algorithm 2.7, is to backtrack through the dynamic table and find the tree that results in the best found score (we provide an example of such backtracking in Appendix B.1).
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Figure 2.13: Types of structures built by Eisner’s algorithm. The structures represent spans of tokens between positions \( s \) and \( t \). Heads of the structures are marked by the longer edge.

Figure 2.14: Rules for combining structures in Eisner’s algorithm.

Algorithm 2.7 Eisner’s algorithm for finding the maximum spanning projective tree for a given sentence.

Input: Sentence \( S \) with \( n \) tokens
Input: Weight vector \( w \)

1: function EISNER(S, w):
2: Instantiate \( O_r[n][n], O_l[n][n], C_r[n][n], C_l[n][n] \in \mathbb{R} \)
3: for each token index \( s \) in \( S \) do
4: initialize \( O_r[s][s], O_l[s][s], C_r[s][s], C_l[s][s] \leftarrow 0.0 \)
5: for \( m \) from 1 \ldots n do
6: for \( s \) from 0 \ldots n - m - 1 do
7: \( t \leftarrow s + m \)
8: \( O_r[s][t] \leftarrow \max_{s \leq q < t} C_l[s][q] + C_r[q + 1][t] + \text{SCORE}((t, s), w) \)
9: \( O_l[s][t] \leftarrow \max_{s \leq q < t} C_r[s][q] + C_l[q + 1][t] + \text{SCORE}((s, t), w) \)
10: \( C_r[s][t] \leftarrow \max_{s \leq q < t} C_r[s][q] + O_r[q][t] \)
11: \( C_l[s][t] \leftarrow \max_{s \leq q \leq t} O_l[s][q] + C_l[q][t] \)
12: return \( C_l[0][n] \)
Chu-Liu-Edmonds vs. Eisner’s algorithm. The two described graph-based decoders have their strengths and weaknesses. The Chu-Liu-Edmonds algorithm performs an exact search through the space of all possible trees. Thus, parsers that use this decoder perform non-projective parsing inherently. In contrast, the basic version of Eisner’s algorithm is restricted to projective trees and has to be extended to perform non-projective parsing. For example, McDonald and Pereira (2006) presented an approximation algorithm that allows for recovering non-projective dependencies. The algorithm first finds the highest-scoring projective tree and then rearranges its edges until the introduced changes stop improving the score of the tree.

The second difference between the two decoders is their runtime complexity and access to higher-order features. Parsers using the Chu-Liu-Edmonds algorithm can be effective and run in quadratic time with respect to the length of the sentence. However, their feature functions are limited to single arcs, because higher-order non-projective MST parsing is NP-hard (McDonald and Pereira, 2006; McDonald and Satta, 2007). Eisner’s algorithm, as introduced by Eisner (1996), can also be applied only to arc-factored models. However, as shown by Zhang and McDonald (2012), the algorithm can be extended to incorporate higher-order factors while keeping its polynomial complexity. McDonald and Pereira (2006) were the first to demonstrate such an extension and increased the scope of features to pairs of adjacent edges while staying in the $O(n^3)$ complexity class. In the following years, higher-order extensions were proposed. The algorithm of Carreras (2007) uses second-order grandchildren factorization, and the variant proposed by Koo and Collins (2010) can incorporate features over three arcs. Both of the methods come with a higher runtime complexity of $O(n^4)$.

The runtime complexity of parsers incorporating higher-order features is a consequence of performing an exact search through the space of all possible trees. Filtering some of the possible solutions from this search space allows for performing higher-order parsing more efficiently. Such filtering can be performed, for example, through a multi-pass run of the first-, second-, and third-order models (Rush and Petrov, 2012) or cube pruning (Zhang and McDonald, 2012). Koo et al. (2010) presented a different approach and proposed an approximate parsing method in which second-order (or third-order as in (Martins et al., 2013)) features are modeled with head automata. The method uses a dual decomposition algorithm to ensure that the CLE decoder, which enforces the tree constraint, and the component automata agree.
2.2.4 Neural Dependency Parsers

In the previous sections, we looked at the classical transition- and graph-based dependency parsers invented before the introduction of deep learning techniques into the parsing field. Now, we turn our attention to the neural parsers. We focus on the most crucial inventions from the perspective of the neural parsing architectures used in this dissertation: non-linear classifiers, distributed word representations, and representations encoding sentential context. We refer the reader to Goldberg (2017) for a broader description of neural networks and their application to a variety of Natural Language Processing tasks.

2.2.4.1 Neural Networks and Non-linear Functions

The traditional parsers that we have described so far used linear classifiers. Specifically, the scoring functions from Equations (2.2) and (2.4) depended linearly on the feature values. Such linear models have their limitations – they cannot introduce interrelations between features or fit data that is not linearly separable.

Overcoming limitations of linear classifiers. One way of dealing with the limitations of linear models is to map the data into very high-dimensional space that is linearly separable and train a linear classifier on such mapped representations. For example, one of the first implementations of transition-based parsers by Yamada and Matsumoto (2003) used Support Vector Machines (SVMs), i.e., a statistical classifier which performs such mapping through kernel methods (Boser et al., 1992). More specifically, they used polynomial kernels and showed that models that use combinations of two features (second-degree polynomials) give better performance than these that use only single ones. However, as later stated by Attardi (2006), parsers that use this classifier are computationally expensive. Since the prediction step in SVMs depends on the size of the training set, they are impractical when parsers are trained on big treebanks.

The parsers that we saw in the previous sections deal with limitations of the linear models differently. They introduce feature combinations, i.e., feature templates that involve more than one feature indicator, such as the bigram and trigram features in Tables 2.2 and 2.3. That way, the non-linear relations between features are added to the representations, and the classifier can learn which of them are important for the final decision. However, such combination features have to be either picked manually, based either on the designer’s intuition or on the time-absorbing feature engineering, or induced through complex architectures (Titov and Henderson, 2007).
Multi-layer Perceptron (MLP). Feed-forward neural networks, also known as multi-layer perceptrons, are powerful statistical classifiers that rely on non-linear functions. Attardi et al. (2009) were ones of the first who employed an MLP in a parsing architecture. Their goal at the time was mostly to improve the parsing speed of an SVM-based parser. Later, Chen and Manning (2014) popularized the models in the field by showing that they allow learning the important combinations of features automatically.

Figure 2.15 presents a common graphical representation of a neural network. This type of network is commonly referred to as feed-forward because the connections between nodes (or neurons) do not form a cycle, and the information flows through them in one direction. Each circle in the figure represents a neuron. Information flows in and out of such neurons through the arrows. Additionally, every arrow carries a weight (single weights are not shown in the figure, they are grouped into weight matrices $W_1$, $W_2$, and $W_3$ for better readability).

The example network in Figure 2.15 consists of four layers: an input layer (a vector $x$), two hidden layers ($h_1$ and $h_2$), and an output layer (a vector $y$). The input layer is a high-dimensional real-valued vector (in the figure, it has five dimensions and a bias unit $b_1$). Each neuron in the hidden layer calculates its output by multiplying the input values by their weights, summing them, and applying a non-linear function (marked by $\sigma$). The second hidden layer performs the same steps with the input from the first hidden layer. Finally, the last layer of the network is its output (in the figure, the output has two dimensions).
Since each layer implements a vector-matrix multiplication, the computation performed by the two-layer perceptron in Figure 2.15 can be written as

$$\text{MLP}_2(x) = y, \quad (2.5)$$

where

$$h_1 = \sigma_1(W_1 \cdot x + b_1) \quad (2.6)$$
$$h_2 = \sigma_2(W_2 \cdot h_1 + b_2)$$
$$y = W_3 \cdot h_2.$$

$W_1, W_2,$ and $W_3$ are weight matrices; $\sigma_1$ and $\sigma_2$ are non-linear functions; $b_1$ and $b_2$ represent bias units. There is a wide variety of non-linear functions that can be used in neural models. As explained by Goldberg (2017, pp.45-46), the decision which function to use in a particular task is usually an empirical question. For example, the above-mentioned architecture of Chen and Manning (2014) employed a cube function to introduce relations between three elements of the vectors. The functions that we use and refer to in this dissertation are presented in Table 2.4.

Incorporation of a multi-layer perceptron into transition-based dependency parsers is rather straightforward and requires replacing the linear scoring function from Equation (2.2) with MLP:

$$\text{SCORE}(c, t, w) \leftarrow \text{MLP}(\phi(c, t), w) \quad (2.7)$$

Analogously, for graph-based parsers the function from Equation (2.4) has to be replaced

<table>
<thead>
<tr>
<th>Function</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cube</td>
<td>$\sigma(x) = x^3$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$\sigma(x) = \frac{1}{1+e^{-x}}$</td>
</tr>
<tr>
<td>Hyperbolic Tangent (tanh)</td>
<td>$\sigma(x) = \frac{e^{2x}-1}{e^{2x}+1}$</td>
</tr>
<tr>
<td>Rectified Linear Unit (ReLU)</td>
<td>$\sigma(x) = \begin{cases} 0 \text{ for } x &lt; 0 \ x \text{ otherwise} \end{cases}$</td>
</tr>
</tbody>
</table>

*Table 2.4:* Examples of non-linear functions used in neural networks.
with MLP to score arcs:

$$\text{SCORE}(⟨h, l, d⟩, w) ← \text{MLP}(φ(⟨h, l, d⟩), w)$$

(2.8)

However, it is important to notice that now $w$ stands for all the weight matrices $W$ and biases $b$ that are involved in the calculations in Equation (2.6). Moreover, we omitted the subscript in MLP because the decision of how many hidden layers to use in a particular parser is an empirical one (see page 43).

### 2.2.4.2 Distributed Word Representations

The first dependency parsers that used neural networks, such as the architecture of Attardi et al. (2009), did not necessarily come with higher accuracy than their non-neural precedents. However, they gave grounds for subsequent deep learning extensions, such as distributed word representations, also known as dense word embeddings. Models that use such representations map words into real-valued vectors and train the vectors together with other parameters. Such trained vectors can capture syntactic and semantic similarities between words, which, as a result, improves the generalization power of the models (Collobert et al., 2011). Below we describe first transition- and graph-based parsers that used such distributed word representations. Next, we provide additional background on methods to pre-train such representations on large samples of unannotated text.

**Transition-based parser.** Chen and Manning (2014) were the first to incorporate dense representations into a transition-based dependency parser. Their parser used a simple greedy search, the ARCSTANDARD system, and a multi-layer perceptron. The authors replaced the traditional sparse indicator features, which were still used by Attardi et al. (2009), with a small number of dense vectors. Their parser was not only faster than a parser that used SVMs but also achieved state-of-the-art results at that time.

Figure 2.16 illustrates Chen and Manning’s (2014) parser scoring transitions for an example configuration $([t_0, t_1, t_3], [t_5, t_6, t_7], \{⟨t_3, t_2⟩, ⟨t_3, t_4⟩\})$ (we omit the labels of arcs for simplicity). At the bottom of the architecture, we present the tokens $[t_1, \ldots t_7]$ of the sentence, the root token $t_0$, and the configuration positions of these tokens. For example, $t_1$ is the second top-most item of the stack ($s_1$) and $t_4$ is annotated with $s_{OR}$ since it is the right dependent of $t_3$, the top-most item of the stack.

The first level of the architecture comprises of dense word representations $x_i$ (from now on we illustrate vectors with rectangles). In Chen and Manning’s (2014) approach
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Figure 2.16: Schematic illustration of Chen and Manning’s (2014) architecture scoring transitions for an example configuration \( \langle [t_0, t_1, t_3], [t_5, t_6, t_7], \{ (t_3, t_2), (t_3, t_4) \} \rangle \).

each \( x_i \) is built from concatenating embeddings of the word form and its POS tag:

\[
x_i = e(\text{form}(t_i)) \odot e(\text{POS}(t_i))
\]

In the next step, the parser selects a few core positions from the given configuration as feature vectors (blue arrows in the figure). To improve the readability of Figure 2.16, we present only five such positions: the two top-most items of the stack \((s_1, s_0)\), front item of the buffer \((b_0)\), and left- and rightmost children of the top item of the stack \((s_0_L, s_0_R)\). The actual implementation of Chen and Manning (2014) uses 18 feature vectors: the three top-most items of the stack and buffer, the first and second left- and rightmost children of \(s_0\) and \(s_1\), the leftmost children of \(s_0_L\) and \(s_1_L\), and the rightmost children of \(s_0_R\) and \(s_1_R\). The feature representation (level [2] on the figure) is a concatenation of all feature vectors and dependency label embeddings (function \(\text{lbl}\)) of the features coming from so-far predicted arcs (\(s_0_L\) and \(s_0_R\) on the figure and green arrows). Such feature representation is an input to an MLP consisting of one hidden layer with a cube activation function and a softmax layer. The softmax function converts the outputs of the network into a probability distribution over all the possible decisions:

\[
\text{softmax}(y)_i = \frac{e^{y_i}}{\sum_j e^{y_j}}
\]

Finally, MLP assigns scores to all possible transitions.

Graph-based parser. Pei et al. (2015) adapted Chen and Manning’s (2014) architecture to a graph-based setting. They proposed two models using either first-order or second-order factorization, and Eisner’s decoder. Scoring factors was performed with a neural
architecture similar to the one that we saw for the transition-based parser.

Figure 2.17 gives an example of Pei et al.‘s (2015) first-order architecture scoring an arc \( \langle t_2, t_5 \rangle \). At the bottom of the figure, we provide the tokens of the sentence and information at which positions they are with respect to the considered arc. For example, the tokens \( t_2 \) and \( t_5 \) are annotated with \( h \) (for head) and \( d \) (for dependent), \( t_4 \) received \( d_{-1} \) because it is one position to the left from the dependent, and \( t_3 \) is one position to the right from the head and is annotated \( h_{+1} \).

The first level of the architecture, i.e., word representations, is the same as in the transition-based parser. Representations \( x_i \) are built from concatenating embeddings of words and their POS tags. Next, ten feature vectors are selected (the figure shows only six of them, see green arrows): vectors of the head \( h \), the dependent \( d \), and words at positions \( \pm 1 \) and \( \pm 2 \) from \( h \) and \( d \). Additionally, the feature representation incorporates information about the distance between the head and dependent \( \text{dis}(h, d) \), blue arrows) and a phrase embedding \( \text{phr}(h, d) \), red arrow). The goal of the last component is to add a global context to the representation. It is a concatenation of three vectors: an average of embeddings of words before \( h \) \( (x_0, x_1) \), between \( h \) and \( d \) \( (x_3, x_4) \), and after \( d \) \( (x_6, x_7) \).

The last step of the architecture is analogous to the architecture of Chen and Manning (2014). The feature vectors are concatenated and passed to a multi-layer perceptron. MLP consists of one hidden layer with proposed by the authors \( \text{tanh-cube} \) activation function, which is a composition of a cube and a hyperbolic tangent functions. Finally MLP assigns a score to the given arc.

**Pre-trained word embeddings.** In the case of the parsers described above, incorporation of dense representations resulted in higher accuracy and improved parsing time. However, distributed word embeddings come with yet another benefit – they can be in-
duced from large amounts of unannotated text prior to training. Already Chen and Manning (2014) showed that such pre-trained word embeddings improve the performance of dependency parsers. For pre-training, they used the word2vec method, which is based on the skip-gram with a negative sampling model (Mikolov et al., 2013). The method builds representations of words based on their context in a sentence. Later, many modifications have been introduced to the word2vec model to make the final embeddings more suited for syntactic tasks. For example, Ling et al. (2015) added into the model the information about the relative positioning of context words, and Kanerva et al. (2017) built the embeddings only from syntactic contexts, without words themselves. Both methods resulted in embeddings that improved the performance of dependency parsers more than basic word2vec representations.

### 2.2.4.3 Sentential Context

To correctly score a transition or an arc, a parser must take into consideration directly involved words, such as the two top-most items of the stack in transition-based parsing, and words next to them. Such neighboring words can be crucial for making correct parsing decisions. For example, in Figure 2.10, we saw that the context word *through* is crucial for scoring the arc ⟨fell, obl, hole⟩. The architectures that we saw in the previous section encode such sentential context through rather big feature sets – 18 feature vectors in the case of Chen and Manning (2014), and ten feature vectors and three phrase vectors in (Pei et al., 2015). Such feature sets have to be manually selected, which does not guarantee that the most important words for making a particular decision are included.

**RNNs.** Recurrent Neural Network (RNN) is a neural architecture that directly incorporates the context of the whole sentence into the word representation. Intuitively, it can be seen as the MLP that we saw in Figure 2.15 adapted to processing sequential data.

Figure 2.18 (right) presents the Simple Recurrent Neural Network (SRNN), specifically Elman network (Elman, 1990). The network accepts an input sequence of vectors \([x_0, \ldots, x_t]\) and produces a sequence of outputs \([y_0, \ldots, y_t]\):

\[
RNN(x_{0:n}) = y_{0:n}
\]  

A single output \(y_t\) is a function of two elements: the input \(x_t\) and an additional, internal state \(h_{t-1}\). This state can be seen as a summary of all the information seen so far. That way, decisions of SRNNs are influenced not only by the current input but also by all the previous ones. In the case of the Elman network, the vector \(h_t\) is the result of the hidden
layer from the previous step:

\[ h_t = \sigma_h(W_h x_t + U_h h_{t-1} + b_h) \]

\[ y_t = \sigma_y(W_y h_t + b_y), \]

where \( W_h \) and \( W_y \) are weight matrices for the current input and output, respectively; \( U_h \) stores weights for the state vector \( h_{i-1} \); \( \sigma_h \) and \( \sigma_y \) are non-linear functions; \( b_h \) and \( b_y \) represent bias units. After the output \( y_t \) is calculated, \( h_t \) is passed to the next step. This recursive step is the reason why the architectures are commonly represented in a folded way (see Figure 2.18, left).

**LSTMs.** The internal state of an SRNN is a result of multiple applications of a non-linear function. During training, the loss information that is backpropagated through all these non-linear functions can vanish before reaching the first steps, which is known as the vanishing gradient problem (Pascanu et al., 2013). Thus, although theoretically, SRNNs can capture long-distance dependencies, training them to do so is difficult (refer to Section 2.3 for more information about training neural models).

The Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber, 1997) are a variant of RNNs designed to deal with this problem. The architectures, similarly to SRNNs, keep an internal state which is updated after every input. However, LSTMs use three additional gates – forget, input, and output – to control which information should be retained within the internal state and which should be forgotten.

Specifically, LSTM is a function mapping a sequence of inputs \([x_0, \ldots, x_n]\) to a se-
sequence of outputs $[y_0, \ldots, y_n]$. Each of the outputs $y_t$ takes the following form:

$$
\begin{align*}
    f_t &= \sigma(W_f x_t + U_f y_{t-1} + b_f) \\
    i_t &= \sigma(W_i x_t + U_i y_{t-1} + b_i) \\
    o_t &= \sigma(W_o x_t + U_o y_{t-1} + b_o) \\
    \tilde{c}_t &= \sigma(c(W_c x_t + U_c y_{t-1} + b_c)) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \\
    y_t &= o_t \odot \sigma(c_t),
\end{align*}
$$

where: matrices $W$ and $U$ store weights; vectors $b$ represent bias units; $\sigma$ is a non-linearity; $\odot$ denotes element-wise product. Moreover, $f_t$ is the output of the forget gate, $i_t$ the input gate, and $o_t$ the output gate. These three vectors depend on the current input $x_t$ and the output of the previous state $y_{t-1}$. Outputs of the forget and input gates are used to control the information in a memory cell $c_t$. More specifically, the cell is a combination of two terms. The first one uses the forget gate to control which information from the previous steps to keep ($f_t \odot c_{t-1}$). The second one decides which of the new information should be stored in memory. It does it by multiplying the input gate’s output by an activation vector of the current input ($i_t \odot \tilde{c}_t$). Finally, the output $y_t$ depends on the current memory cell and the output gate $o_t$. The gate additionally controls which of the memory information should be used to calculate the output.

**LSTM-based parsers.** Dyer et al. (2015) were the first to use LSTMs within a parsing architecture. They presented a transition-based dependency parser, which outperformed the architecture of Chen and Manning (2014) on two treebanks. The parser used three stack-LSTMs, i.e., LSTMs extended with push and pop operations, to represent a stack, a buffer, and a list of so-far performed transitions. Within this architecture, not only tokens but also partial trees were represented as dense representations. Dyer et al. (2015) achieved that by recursively applying a composition function to heads and determiners. In the following work, Kiperwasser and Goldberg (2016a) showed how to perform such composition through tree-LSTMs, i.e., LSTMs adapted to model trees.

The line of research initialized by Dyer et al. (2015) and Kiperwasser and Goldberg (2016a) focused on designing new parsing architectures that make better use of the structural context present in the parsing state. A different approach was independently presented by Kiperwasser and Goldberg (2016b) and Cross and Huang (2016), who proposed
to use LSTMs as feature extractors. Here we focus on the work of Kiperwasser and Goldberg (2016b), who presented the neural transition-based and graph-based architectures employed in this dissertation. These architectures can be generally seen as the models of Chen and Manning (2014) and Pei et al. (2015) with an additional layer of LSTMs. The layer incorporates sentential context into the word representations before they are passed to the final MLP.

**K&G architectures.** Figure 2.19 illustrates the architectures of Kiperwasser and Goldberg (2016b) (we refer to these architectures as K&G) in an analogous way to Figures 2.16 and 2.17. In both transition- and graph-based approaches, input tokens are represented in the same way as in architectures of Chen and Manning (2014) and Pei et al. (2015) – see level [1] in the figures. For a given sentence $[t_1, \ldots, t_n]$ each word representation $x_i$ is built from concatenating the embeddings of the word form and its POS tag. These representations $x_i$ encode words in isolation and do not contain information about their context. For that reason, they are passed to the BiLSTM feature extractors (level [2] in Figure 2.19) and represented by a BiLSTM representation $\vec{x_i}$. BiLSTMs, i.e., Bi-Directional Long-Short-Term Memory networks (Graves and Schmidhuber, 2005), are extended LSTMs that model the left- and right-context of each word. They are usually implemented as two separate LSTMs: forward LSTM, which reads the input sentence from the beginning, and backward LSTM, which processes words in a reversed order:

$$\vec{x_i} = \text{BiLSTM}(x_{0:n}, i) = \text{LSTM}(x_{0:i}) \circ \text{LSTM}(x_{n:i})$$  

The feature extraction step (layer [3]) looks very similar to the architectures of Chen and Manning (2014) and Pei et al. (2015). The parser selects a few core items from the sentence as features. Next, it concatenates their BiLSTM vectors and passes to MLP. The perceptron assigns scores to all possible transitions or the considered arc. However, in the case of the K&G architecture, the parser uses fewer feature vectors than the models with no LSTMs. The transition-based parser (Figure 2.19a) selects only four feature vectors: $s_0$, $s_1$, $s_2$, and $\bar{b}_0$. The graph-based parser (Figure 2.19b) uses only two representations: the head $\bar{h}$ and the dependent $\bar{d}$.

**Extensions to K&G.** Since the introduction of Kiperwasser and Goldberg’s (2016b) architectures, BiLSTM-based parsers became a de facto standard in the parsing field. In the following years, several extensions have been proposed. The most known is the adaptation of Dozat and Manning (2017), who added an attention layer to the scoring procedure
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(a) Transition-based parser scoring transitions for an example configuration \( \langle t_0, t_1, t_3 \rangle, \langle t_5, t_6, t_7 \rangle, \langle t_3, t_2 \rangle, \langle t_3, t_4 \rangle \).

(b) Graph-based parser scoring an arc \( t_2 \rightarrow t_5 \).

Figure 2.19: Schematic illustration of Kiperwasser and Goldberg’s (2016b) architecture of Bi-LSTM-based neural dependency parsers.

of the graph-based architecture. The model achieved state-of-the-art performance and, after a few additional modifications described in detail by Dozat et al. (2017), its authors won the CoNLL 2017 Shared Task on Universal Dependency parsing (Zeman et al., 2017). In the consecutive year’s shared task (Zeman et al., 2018), most of the best models, including the winning one by Che et al. (2018), used Dozat et al.’s (2017) architecture.

Among other modifications introduced by Dozat et al. (2017) were character-based embeddings. Such embeddings compose vector representations of words from the represen-
entions of their characters. The vector representations model morphological information better than basic word embeddings. They are especially well suited to parsing morphologically rich languages (Ballesteros et al., 2015). De Lhoneux et al. (2017) incorporated the embeddings into the transition-based K&G architecture.

Finally, Che et al. (2018), who were the winning team of the mentioned CoNLL 2018 UD Shared Task, improved the architecture’s performance by adding deep contextualized word embeddings. Like the pre-trained word embeddings that we described earlier, such deep embeddings are learned from big amounts of unannotated text. However, during training, they do not focus on a fixed window size as the word2vec model. Instead, they use deep bidirectional architectures to incorporate the whole sentential context into the word representations. More specifically, such context can be learned from the internal states of LSTMs, as in the case of the ELMo model (Peters et al., 2018), or from transformers, as in the BERT representations (Devlin et al., 2019).

**Feature extraction.** At the end of this section it is important to notice that there is a clear advantage of BiLSTM-based parsing architectures over their predecessors: there is no need to design a complicated feature model. Kiperwasser and Goldberg (2016b) and Cross and Huang (2016) demonstrated that an architecture using only a few positional features (four for the arc-hybrid system and three for ARCSTANDARD) is sufficient to achieve state-of-the-art performance. Shi et al. (2017a) showed that this number could be further reduced to two features for arc-hybrid and arc-eager systems. A similar trend can be observed for graph-based dependency parsers. State-of-the-art models (Kiperwasser and Goldberg, 2016b; Dozat and Manning, 2017) typically use only two features of heads and dependents, possibly also incorporating their distance (Wang and Chang, 2016). Moreover, Wang and Chang (2016) show that arc-factored BiLSTM-based parsers can compete with conventional higher-order models in terms of accuracy.

### 2.3 Training Statistical Dependency Parsers

In the previous section, we described two parsing algorithms: transition-based and graph-based. The transition-based parser builds the final tree in a step-wise manner selecting the highest-scoring transition to apply at every step. The graph-based parser first scores all possible arcs (or factors) and then performs an exhaustive search to find the tree with the best overall score. In both cases, the parsing procedure is guided by a statistical model, i.e., weights used by the scoring function. These weights are obtained prior to
Algorithm 2.8 General online learning framework.

Input: Training data \( T = \{ \langle x_i, y_i \rangle \}_{i=1}^N \)
Input: Number of epochs \( E \)

1: function \( \text{TRAIN}(T, E) \):
2: \( w \leftarrow \text{INIT}() \)
3: for epoch \( \in 1..E \) do
4: for \( \langle x_i, y_i \rangle \in T \) do
5: \( \hat{y}_i \leftarrow \text{PREDICT}(x_i, w) \)
6: \( \text{loss}_i \leftarrow \text{LOSS}(y_i, \hat{y}_i) \)
7: if \( \text{loss}_i \neq 0 \) then
8: \( \text{UPDATE}(w, x_i, \hat{y}_i, \text{loss}_i) \)
9: return \( w \)

Parsing through supervised learning, where the supervision comes from a gold-standard treebank of manually annotated trees.

**General online learning.** There are a plethora of options when it comes to supervised classifiers, and we refer the reader to Daumé (2015) for a comprehensive overview. The parsers used in this dissertation are trained with classifiers that follow the general online learning framework presented in Algorithm 2.8. The training procedure takes as an input training data \( T = \{ \langle x_i, y_i \rangle \}_{i=1}^N \) and a number of epochs \( E \). It starts from initializing the weights \( w \) (line 2). Note that in the case of the traditional parsers, \( w \) is a vector. However, for the neural models, \( w \) denotes all the weight matrices and biases needed by the architecture. Moreover, the linear models initialize the weights with zeros, while the neural networks require randomly initialized parameters.

In the second step, the algorithm iterates \( E \) times through the whole training data. A common approach is to shuffle the training instances before every such iteration to make them more representative of the whole dataset. At every iteration, for each of the inputs \( x_i \) the algorithm makes a prediction \( \hat{y} \) given the current weights \( w \) (line 5). Then, the prediction is compared to the correct output \( y \), and the loss value is calculated (line 6). The loss measures compatibility between \( \hat{y} \) and \( y \). A common approach is to use the simple hinge loss, which aims at scoring the correct solution higher than the incorrect one with a margin \( m \):

\[
\text{LOSS}(y_i, \hat{y}_i) = \max(0, m - (\text{SCORE}(y_i) - \text{SCORE}(\hat{y}_i)))
\]  

(2.15)

In the next step, the loss value is used to update the weights so that during the subsequent pass, the model makes a more accurate prediction (line 8). Finally, after all the epochs,
the weight vector (or matrices) is returned (line 9). Below we provide additional details to the described training procedure.

**Training data and prediction.** Transition- and graph-based dependency parsers use slightly different versions of the training algorithm presented above. Transition-based parsers are guided by multi-class classifiers. They are trained on oracle sequences of transitions, i.e., the training data consists of instances \( \langle x_i, y_i \rangle \), where \( x_i \) are configurations, and \( y_i \) are correct transitions for these configurations. The classifier treats these transitions as classes: during the prediction step (line 5 in Algorithm 2.8) it iterates over all possible classes, scores them, and selects the highest-scoring one:

\[
PREDICT(x_i, w) \leftarrow \arg \max_t \text{SCORE}(x_i, t, w) \tag{2.16}
\]

In the case of graph-based parsers, the training data consists directly of sentences and gold-standard trees. This means that the size of the set of possible solutions \( \mathcal{Y}(x_i) \) is exponentially large, and the outputs \( y_i \) cannot be simply iterated through. For this reason, graph-based parsers perform structured prediction (Collins, 2002), i.e., the prediction (line 5 in Algorithm 2.8) is performed with one of the graph-decoders described in Section 2.2.3.2, which can find the highest scoring tree efficiently:

\[
PREDICT(x_i, w) \leftarrow \text{CLE}(x_i, w) \text{ or EISNER}(x_i, w) \tag{2.17}
\]

**Update and traditional parsers.** Details of the training procedure differ between traditional and neural parsers. The traditional parsers that we use are trained with the perceptron algorithm (Rosenblatt, 1958) extended by the passive-aggressive update and parameter averaging.

The basic perceptron algorithm increases the weights of the correct solution while decreasing the weights for the incorrect one. The passive-aggressive update extension (Crammer et al., 2006) introduces an additional scaling factor \( \tau \). This factor informs how to change the weights so that the current input is correctly classified after the update:

\[
w_{i+1} \leftarrow w_i + \tau (\phi(x_i, y_i) - \phi(x_i, \hat{y}_i)), \tag{2.18}
\]

where

\[
\tau = \frac{w \cdot \phi(x_i, \hat{y}_i) - w \cdot \phi(x_i, y_i) + \delta(\hat{y}_i, y_i)}{||\phi(x_i, y_i) - \phi(x_i, \hat{y}_i)||^2}. \tag{2.19}
\]
τ also ensures that the change will be big enough to classify the input by a margin equal to δ, but not bigger than needed. The margin δ depends on the task and the type of output. For multi-class classification, \(\delta(\hat{y}_i, y_i)\) is set to 1, and for structured prediction, it is the number of tokens that received an incorrect head in the predicted tree \(\hat{y}_i\).

The second extension to the basic perceptron algorithm is parameter averaging. In the online learning framework, updates are applied immediately after every training instance. As a result, the weight vector is more influenced by the very last instances than the ones processed earlier. Such sensitivity to the order of the training data can cause overfitting and thus decrease the generalizability of the models (Freund and Schapire, 1999; Collins, 2002). Collins (2002) tackled this issue and proposed an averaged perceptron. The method returns an average of all weight vectors seen during training and improves the generalization of the model.

**Update and neural parsers.** Neural networks are trained using gradient-based methods. In general, the methods compute the gradient of the loss function with respect to each of the weights. This computation is performed with the backpropagation algorithm (Rumelhart et al., 1986; LeCun et al., 1998a), which allows for obtaining derivatives for complex networks efficiently. The computed gradient is used to update the weights – the update moves the weights in the opposite direction of the gradient and towards local optima. It is performed with one of many possible optimization algorithms, such as the Stochastic Gradient Descent (Bottou, 2012; LeCun et al., 1998b) or the Adam method (Kingma and Ba, 2014).

Training neural parsers can also differ from the traditional ones in terms of frequency of updates. In the online framework presented in Algorithm 2.8, an update is performed after every wrongly predicted output. However, such updates can also be performed after a few training instances or even the whole training data, which is commonly referred to as (mini)batch training. For example, Kiperwasser and Goldberg (2016b) summed local losses and performed updates once after every training sentence if the sum contained at least 50 elements.

### 2.4 Conclusion

In this background chapter, we gave an overview of the basic concepts that we rely on in the subsequent chapters. In particular, the parsing methods that we described serve as building blocks in the ensemble architectures studied in this dissertation. We provided references to related literature that describes these methods in more detail.
We started by providing the linguistic background that the parsing methods are based on. Particularly, we explained the notion of dependency structures and differences between projective and non-projective trees. Next, we looked into dependency treebanks that the data-driven parsers learn from. Especially, we focused on Universal Dependencies, which we use as our training data in most of the experiments and which facilitate the cross-lingual experiments in Chapter 5.

The next section covered parsing methods, i.e., algorithms that predict dependency trees for a given sentence. We started by looking into these methods from the perspective of the standard NLP pipeline to illustrate that dependency parsing is not an isolated task. It not only depends on other automatic tools, such as POS taggers but, more importantly, produces input for further downstream tasks, which directly depend on the parsing performance.

From the NLP pipeline, we moved to the two main paradigms of parsing: transition-based and graph-based. We started from the traditional methods developed before the neural methods were introduced into the parsing field. Later, we showed consecutive extensions that the deep learning approaches added to the traditional parsing architectures. Finally, we looked into how to train the statistical models from gold-standard data.

We would like to conclude this chapter by summarizing all the presented parsing methods from two general perspectives – parsing paradigms and differences between traditional architectures and neural models.

**Transition-based vs. graph-based paradigm.** From a machine-learning perspective, the two algorithmic paradigms present a trade-off between richness of feature representations on one hand and exact or approximate search methods on the other. Transition-based parsers provide rich access to structural features on partially predicted structures while relying on approximate search. Since the models greedily select the highest scoring transition, they may suffer from error propagation. However, the advantage of this approach is that it is fast and can work in linear time with respect to the length of the sentence. In contrast, graph-based parsers are limited in their scope of features in order to search the space of possible dependency trees exhaustively. As a result, they are guaranteed to find the tree with the highest score among all the valid dependency graphs. However, the decoders that they use are complex and require at least quadratic runtime.

Although the traditional transition- and graph-based paradigms have evolved in parallel, neither approach clearly outperformed the other in terms of accuracy. Especially, since the introduction of methods to tackle the error propagation problem in transition-based models, such as beam search (Zhang and Clark, 2008). Additionally, it was shown
that the two paradigms tend to make different types of mistakes that stem from their inherent differences (McDonald and Nivre, 2007). For example, transition-based parsers make more errors on long dependencies and these closer to the root, since decisions about them are usually performed in the last steps of parsing and, therefore, are influenced the most by error propagation. In contrast, the errors of graph-based models are more evenly distributed because their decoders do not prefer specific arcs. These differing error distributions and the complementary strengths of the parsing paradigms have given grounds to the integration methods that we discuss in the next chapter.

**Traditional vs. neural parsers.** In our overview of parsing methods, we focused on the neural extensions that lead to the architecture of Kiperwasser and Goldberg (2016b). However, we also believe that these are the most important deep learning additions to the parsing architectures introduced over the last few years. These additions can be summarized in three chronological steps.

First, the non-linear feed-forward networks replaced the linear models and reduced the need for complicated feature combinations. In the next step, dense representations allowed replacing the sparse binary indicator features with vector embeddings of words, POS tags, and labels. Finally, the introduction of contextualized representations allowed to encode the context of the whole sentence into the word representations. The last two techniques came with an additional advantage of incorporating external knowledge into the model by pre-training the representations on big amounts of unlabeled data.

Interestingly, these three extensions mostly deal with encoding transition-based configurations and graph-based factors. They successively allowed to add more information into feature representations while consecutively decreasing the manual effort needed to design a feature model. On the contrary, there was no change to the techniques for finding the final dependency tree after the configurations or factors are scored. The neural parsers involve the same transition systems and graph-based decoders as their traditional antecedents.
Chapter 3

Ensemble Dependency Parsers – Methods and Applications

The previous chapter presented the problem of dependency parsing and different methods to solve it. First, we defined the two main parsing paradigms: transition-based and graph-based. Then, we explained how these two approaches differ from each other and how both of them can be extended with deep learning techniques. Such traditional and neural single dependency parsers serve as building blocks in ensemble architectures throughout this dissertation, as illustrated in Figure 3.1.

![Figure 3.1: A general view on an ensemble dependency parsing architecture.](image)

This chapter sets the scene for the following chapters by describing the ensemble dependency parsers. Such ensembles can differ in the procedure used to obtain the component models and/or the methods for combining their predictions. However, the parsing
literature shares the same three main assumptions about these approaches. First, the methods surely produce trees with higher quality than predictions of any of the single models. Secondly, ensemble approaches entail higher complexity. And finally, the approaches are “not a practical solution” (Kuncoro et al., 2016) and “unusable by all but experts” (Choi et al., 2015). Throughout this chapter, we explain the origins of these assumptions, analyze them across various methods, and study if they are correct.

The chapter starts by explaining the two ensemble approaches used in this thesis – feature-based stacking and blending. After addressing these two methods in separation, we review the similarities and differences between them. Then, we give an overview of other ensemble methods for integrating dependency parsers and outline how they differ from stacking and blending. Finally, we turn to the practical applications of ensemble dependency parsers and present possible use cases of such approaches.

3.1 Ensemble Methods and Dependency Parsers

Ensemble methods allow to combine strengths of different classifiers and stabilize their performance (Dietterich, 2000). The techniques consist of performing the same task with few models and finding a consensus among their predictions. In this dissertation, we focus on applications of ensemble methods to the task of dependency parsing and refer the reader to Zhou (2012) for a general machine-learning perspective on ensemble algorithms.

In Natural Language Processing, system combination has been a common approach since the early years of the field. Ensemble methods have been applied to such tasks as POS tagging (Brill and Wu, 1998), partial parsing (Inui and Inui, 2000), or word sense disambiguation (Florian and Yarowsky, 2002). When it comes to dependency parsing, the combination approaches are usually divided into two categories: methods that integrate base parsers during training and during prediction. In this dissertation, we study one well-established representative from each of these categories: feature-based stacking and blending. We first describe both of these methods and then give a brief overview of other ensemble dependency architectures.

3.1.1 Combination during Training: Feature-based Stacking

*Stacked learning* or *stacked generalization* (Wolpert, 1992) is an ensemble method that involves two types of predictors: Level 0 and Level 1 (see Figure 3.2a for a stacking architecture with one Level 0 tool). The weak Level 0 models work in isolation. They are
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Figure 3.2: A schematic view of the ensemble architectures studied in this dissertation.

Ensemble dependency parsers that use stacking typically integrate only two models, as presented in Figure 3.2a. Nivre and McDonald (2008) were the first to apply stacking to the task of dependency parsing. They showed that the method can take advantage of the complementary strengths of graph-based and transition-based parsers. Later, Martins et al. (2008) formalized the method and linked it to the concept of stacked learning. They also considered more combinations of parsers and experimented with first- and second-order graph-based models. In both of these publications, stacking was shown to lead to higher parsing accuracy than a non-stacked baseline. Moreover, in both cases, the ensemble methods achieved state-of-the-art results at the time of publication.

Feature models. Feature-based stacking involves running two parsers in sequence so that the second (Level 1) parser can use the output of the first (Level 0) parser as features. Nivre and McDonald (2008) defined a simple set of local features that the Level 1 parser extracts from the given predicted tree and adds to its basic feature model. In general, the features encode information about the arcs present in the input tree, and the model learns which of them it can trust.

Feature models depend on the type of the Level 1 parser. In the case of the transition-based parser, the feature function $\phi$ takes configurations as input. Therefore, the scope of feature templates must be limited to the stack, buffer, and the so-far predicted arcs. T-
| Features for a predicted tree \( \hat{A} \) and a configuration \( c = (\sigma | s_1 | s_0 | b_0 | \beta, A) \) | Features for a predicted tree \( \hat{A} \) and an arc \( \langle h, l, d \rangle \) |
|---|---|
| Is \( \langle s_0, *, b_0 \rangle \in \hat{A} \)? | Is \( \langle h, *, d \rangle \in \hat{A} \)? |
| Is \( \langle b_0, *, s_0 \rangle \in \hat{A} \)? | Is \( \langle h, l, d \rangle \in \hat{A} \)? |
| Head direction for \( s_0 \) in \( \hat{A} \) (left/right/ROOT) | Is \( \langle h, *, d \rangle \notin \hat{A} \)? |
| \( l' \) such that \( \langle *, l', s_0 \rangle \in \hat{A} \) | \( l' \) such that \( \langle *, l', d \rangle \in \hat{A} \)? |
| \( l' \) such that \( \langle *, l', b_0 \rangle \in \hat{A} \) | \( l' \) such that \( \langle h, l', d \rangle \in \hat{A} \)? |

**Table 3.1:** Additional stacking features from Nivre and McDonald (2008). * marks any label or node.

Table 3.1a presents Nivre and McDonald’s (2008) feature model for transition-based parsers. It consists of six feature templates: the first two check if the potentially introduced arc between the front of the buffer \( b_0 \) and the first item of the stack \( s_0 \) exists also in the predicted tree \( \hat{A} \); the next two check on which side (left, right, or ROOT) the heads of \( s_0 \) and \( b_0 \) are on; and the last two encode the syntactic relations of these two tokens in \( \hat{A} \).

Table 3.1a presents corresponding features for the graph-based parsers. In this case, the feature function takes a single arc \( \langle h, l, d \rangle \) as input. The feature model adds six feature templates with stacking information: the first four check if the Level 0 parser also predicted the arc (with or without the label \( l \)), the last two encode the syntactic relations of the head token \( h \) and the dependent \( d \) in \( \hat{A} \).

Martins et al. (2008) extended this feature set to include non-local information, e.g., information about dependents’ siblings and grandparents. They found that the additional non-local features provide only further minor gains over the local ones if the Level 1 parser itself already uses non-local features. Based on that, they interpreted stacking as a way of approximating rich non-local features in models.

**Training.** Finally, it is important to add that training stacking models has to be performed in two steps. In the first step, the training data is annotated by the Level 0 parsers under a cross-validation scheme, usually referred to as \( N \)-fold jackknifing. The procedure first splits the training treebank into \( N \) partitions. Then, \( N \) instances of Level 0 parsers are trained in a leave-one-manner: \( N - 1 \) partitions are used as training data and the remaining partition as the test data. In the second step, the Level 1 parser is trained on the whole training data additionally annotated with the Level 0 trees.
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3.1.2 Combination during Prediction: Blending

Voting is an ensemble method that consists of running a set of classifiers in separation. The method classifies new data points by taking a (weighted) vote of all the single predictions.

Zeman and Žabokrtský (2005) were the first to apply the voting schema to the dependency parsing task. Later, different modifications of this method were referred to as blending (Hall et al., 2007) or re-parsing (Sagae and Lavie, 2006). Figure 3.3 presents an application of blending to a German example sentence “Ich muss nachdenken!” (I have to think!). In general, blending consists of three steps: (a) running a couple of parsers in separation and combining their outputs into one graph; (b) calculating the scores for arcs in the combined graph; (c) finding the final tree. Since the first step is rather straightforward, we provide more details for the other two below.

Voting and weights. The second step of blending consists of mapping the predictions of single models into arc scores. Various methods have been proposed to perform this mapping. The basic approach presented in Figure 3.3b simply counts how many basic models predicted a particular arc and takes this vote as the arc score. More complicated methods weight arcs depending on parsers that predicted them. However, it depends on the application if such additional weights provide accuracy gains.

Zeman and Žabokrtský (2005) proposed to take into consideration the accuracy of the single models so that the better performing parser has a bigger influence on the final result. Considering that parsers specialize in different phenomena, Sagae and Lavie (2006) demonstrated that further improvements can be obtained by making the weights related to the dependents’ POS tags. However, later Surdeanu and Manning (2010) found

---

1This figure is based on my contribution to the publication (Schweitzer et al., 2018).
the differences between these two models to be rather marginal. A similar pattern was observed by Fishel and Nivre (2009), who analyzed additional phenomena such as dependency relation or the POS tag of the head and observed only modest improvements.

Decoding. Finding the best tree for the combined weighted graph is the final step of blending (see Figure 3.3c). Zeman and Žabokrtský (2005) used a simple head selection, where each of the words gets assigned the head with the highest weight. However, such an approach does not guarantee that the resulting structure will be a well-formed and connected dependency tree. For that reason, Sagae and Lavie (2006) proposed to use a graph decoder, specifically Eisner’s algorithm, to find the maximum spanning tree in the combined graph (we refer to Section 2.2.3.2 for the explanation of graph-based decoders). Later, this approach became a de facto standard way to perform combination of dependency parsers during prediction.

The graph-decoder causes the time complexity of blending to be at least quadratic (for the Chu-Liu-Edmonds decoder) or cubic (Eisner’s algorithm), even when the basic models run in linear time. As an alternative, Attardi and Dell’Orletta (2009) proposed an approximate combination method that runs in linear time. The method builds the final tree in a top-down way. It starts from the ROOT and, in a step-wise manner, expands the tree by selecting arcs with the highest score. Later, Surdeanu and Manning (2010) compared these two approaches and found out that the empirical difference between them is negligible, especially on the out-of-domain data, which makes the approximate combination a good choice for practical applications. Finally, Fernandez-Gonzalez et al. (2016) showed an alternative approach which blends only two parsers: a left-to-right transition-based model, which decides about the tokens at the beginning of the sentence, and a right-to-left one, which makes decisions about the ones at the end. However, in contrast to all the above-mentioned approaches, this method is restricted only to transition-based parsers.

3.1.3 Feature-based Stacking vs. Blending

Before we turn to the other ensemble parsing architectures, we give a brief comparison of the two methods studied in this dissertation. With respect to the final performance of the ensemble, both Fishel and Nivre (2009) and Surdeanu and Manning (2010) compared the methods and found that blending outperforms stacking. However, the method comes with other advantages listed below.
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Differences. The main difference between stacking and blending is the way the single models communicate with each other. In stacking, the Level 1 parser is aware of the errors of the Level 0 model and can learn how to improve them. Moreover, the method needs only two single models to perform a successful combination.

When it comes to blending, the models do not communicate with each other, and the final decoder is not able to learn from the previous mistakes. The advantage of such an approach is that the method does not require additional effort at the training time, such as jackknifing the training data. However, the method needs at least three single models for the voting scheme to work correctly, which is an additional cost comparing to stacking. But, the ability to take into consideration more predictions is also the main advantage of blending. Surdeanu and Manning (2010) showed that the more parsers are involved, the better the performance of the ensemble.

Similarities. In general, ensemble methods lead to better results when they employ uncorrelated models (Breiman, 1996; Kuncheva and Whitaker, 2003). The intuition is that when the models are similar, they produce similar errors, and these errors get more weight (for example, votes) than other predictions.

The main similarity between stacking and blending is, therefore, their dependence on the diversity of the involved models. In the case of stacking, Surdeanu and Manning (2010) presented a study on English and found that the diversity of the involved parsing algorithms is essential. Specifically, stacking a parser on itself does not lead to accuracy gains. This effect was also observed by Martins et al. (2008), who found that integrating two parsers of the same type gives at most minor improvements. However, such diversity does not have to come from differences in transition- and graph-based parsing paradigms. For example, Attardi and Dell’Orletta (2009) proposed to combine two transition-based parsers that process the input left-to-right and right-to-left. The method improved the performance of the single models while maintaining an overall linear complexity of the whole architecture.

When it comes to blending, the method is usually applied to a mixture of graph-based and transition-based left-to-right and right-to-left parsers. The first application of Zeman and Žabokrtský (2005) was a mixture of seven methods, including also a rule-based system. The authors showed that even the weakest parsers contribute to the overall improvement coming from the ensemble. Among the later applications, Sagae and Lavie (2006) combined three transition-based models and one graph-based model. Hall et al. (2007) achieved the best performance at the CONLL 2007 shared task (Nivre et al., 2007) with a mixture of six left-to-right and right-to-left transition-based parsers with different
transition systems.

### 3.1.4 Other Ensemble Approaches

Feature-based stacking and blending were the first ensemble methods proposed for dependency parsing, but not the only ones. We now provide an overview of other combination methods with the primary goal of outlining in which way these methods differ from stacking and blending. We focus on methods that integrate at least two dependency parsers. Therefore, methods that combine a dependency parser with parsers for other syntax frameworks, such as Lexical Functional Grammar (LFG) (Øvrelid et al., 2009a,b) or phrase-based structures (Farkas and Bohnet, 2012), are out of the scope of this overview.

**Integration through features.** The question of how to perform a more integrated combination of the strengths of transition- and graph-based parsers was addressed by Zhang and Clark (2008) and Bohnet and Kuhn (2012). The authors proposed a training-time integration method that employs features coming from both of the paradigms. Specifically, they introduced beam search-based transition-based parsers with features strongly inspired by graph-based models. The main difference between their approaches was that Bohnet and Kuhn (2012) additionally re-scored elements of the beam with the graph-based completion model, while the transition-based parser gradually built partial structures. Compared to feature-based stacking, the approach does not need two predictors running at the parsing time or jackknifing the training data. However, it comes with the requirement that the final decoder is a transition-based one.

**Integration through data.** One of the main bottlenecks of statistical dependency parsers is the dependence on manually-annotated training sentences. A common way to tackle the problem of insufficient training data is weak supervision. The approach, in contrast to the methods studied in this dissertation, makes use of additional, unlabeled data. It involves running parsers in two steps: first, parsing unlabeled sentences with one parser, and then, using the obtained predictions to train another model. The underlying idea is that although the predictions of the first model are imperfect, they still contain a lot of correctly predicted dependencies. And the second model will be able to learn from them more than only from a small, manually-annotated treebank. Depending on the number of involved models, this method is referred to as *self-training* (Yarowsky, 1995), *co-training* (Blum and Mitchell, 1998), or *tri-training* (Zhou and Li, 2005). All the three variants have

Integration through stacking. In general, the concept of stacking refers to running two types of predictors: weak Level 0 models and strong Level 1 classifiers, which fix the errors of the weaker tools. In feature-based stacking, the Level 1 predictor is a parser. However, it can be any statistical classifier that can learn which Level 0 outputs to trust. In the parsing field, modifications of this approach were first applied to the constituency parsing and referred to as parse hybridization (Henderson and Brill, 1999) or re-ranking (Collins and Koo, 2005; Charniak and Johnson, 2005; Hall, 2007).

Zeman and Žabokrtský (2005) were the first to apply the general stacking approach to dependency parsing. They used seven different Level 0 models and a Level 1 classifier to decide which of them to select. Later, Søgaard and Rishøj (2010) went one step further. They first applied feature-based stacking and then a Level 2 classifier to decide among predictions of the stacked models. In both of these approaches, Level 0 predictions came from different algorithms. A different method, usually referred to as re-ranking, involves predicting multiple outputs with the same Level 0 model and selecting one of them with a more robust Level 1 algorithm. Such an approach allows for limiting the number of possible solutions before applying a model with rich, high-order features (Sangati et al., 2009; Hayashi et al., 2013, among others).

All the above-described approaches differ from blending in two ways. First, the Level 1 tools are statistical classifiers which have to be trained before application. Secondly, these tools decide between full trees and select one of them. In contrast, blending applies the voting scheme, which does not need training. Moreover, it can create an entirely new tree, which was not present among the predictions of the models.

Neural-specific integration. Since the introduction of deep learning techniques, ensemble methods have received relatively little attention in the parsing literature. One of the possible explanations might be that since the neural parsers are constantly advancing state-of-the-art in the field, improving their performance even further with ensembles became less attractive. However, a several approaches can be found, especially related to stabilizing the performance of the neural models which are sensitive to initialization (Reimers and Gurevych, 2017). For example, out of 24 teams participating in the CoNLL 2018 shared task on dependency parsing (Zeman et al., 2018), five employed ensemble techniques. All of them took advantage of either diversity coming from random seeds
or different languages, and not from different parsing paradigms. Such combining neural models of the same type can be performed by taking the sum of their MLP scores (Che et al., 2017), averaging softmax scores (Che et al., 2018), or simply through blending (Kuncoro et al., 2016).

3.2 Ensemble Dependency Parsers and Applications

The previous section summarized different approaches for combining parsing architectures. Most (if not all) of the cited publications introduced ensemble methods as tools for improving the performance of single models, usually by benefiting from the diversity among parsing methods. However, boosting the accuracy of parsers is only one of many possible use cases for ensemble methods in dependency parsing. Therefore, in this section, we take a closer look at other useful applications.

While the goal of the previous section was to give a broad overview of different ensemble parsers, we now focus on concrete examples of practical applications of such methods. The examples can be arranged into four groups: (1) combining strengths of parsing architectures; (2) cross-lingual methods; (3) improving downstream tasks; and (4) resource preparation. Since Chapter 5 focuses entirely on cross-lingual methods, we leave this use case out of this overview and focus on the other three groups.

3.2.1 Combining Strengths of Parsing Architectures

Before we turn to the less common applications of ensembles, we stay in the context of improving the performance of single models and explain why the ensemble methods are most commonly associated with maximizing parsing scores.

Shared tasks and parsing. Historically, one of the milestones for dependency parsing were the two CoNLL shared tasks focusing on multilingual dependency parsing (Buchholz and Marsi, 2006; Nivre et al., 2007). They not only resulted in state-of-the-art methods but also set the scene for the following years. For example, they established a methodology of testing parsing algorithms, such as dependency treebanks and evaluation methods. The two competitions were followed by many other shared tasks related to dependency parsing, focusing on joint parsing of syntactic and semantic dependencies (Surdeanu et al., 2008; Hajić et al., 2009), parsing web texts (Petrov and McDonald, 2012), and morphologically rich languages (Seddah et al., 2013, 2014). The more recent CoNLL
shared tasks took place in 2017 and 2018 (Zeman et al., 2017, 2018), and once again focused on multilingual dependency parsing. Finally, the most recent IWPT 2020 shared task involved parsing into enhanced Universal Dependencies (Bouma et al., 2020).

Evidently, shared tasks have a long tradition in the parsing field. Most of the winning teams of these competitions used ensemble approaches (Hall et al., 2007; Björkelund et al., 2013; Che et al., 2018, among others). Moreover, an interesting pattern can be observed when analyzing the winning submissions over the years. The two teams with the highest scores in the first CoNLL 2006 shared task, McDonald et al. (2006) and Nivre et al. (2006a), used a single graph-based and a single transition-based parser, respectively. In the next year, Hall et al. (2007) won the CONLL 2007 shared task by employing an ensemble of six parsers. Almost ten years later, the first shared task after the introduction of deep learning methods into the field, was won by Dozat et al. (2017). Their submission involved only a single neural graph-based parser and surpassed strong ensembles of traditional, non-neural parsers. Therefore, already the next year’s winning team employed an ensemble of three Dozat et al.’s (2017) parsers (Che et al., 2018).

**Multilingual solution.** A clear pattern emerges from the history of parsing shared tasks – over the years, ensemble methods have been the go-to approach to determine the state-of-the-art in the parsing field. Moreover, the ensembles were providing an additional benefit that is commonly overlooked. All of the above-mentioned shared tasks involved parsing multiple datasets, from 13 languages in the case of the first CoNLL 2006, to 82 treebanks in 57 languages in CoNLL 2018. In such a highly-multilingual setting, ensembles serve as language-agnostic architectures. In other words, combining multiple parsers with different language-specific strengths offers robust results without the need to select one model for each of the use cases.

The multilingual benefit of ensembles can be illustrated through the results of our submission to the CONLL 2017 shared task (Zeman et al., 2017). Our architecture, described in details in (Björkelund et al., 2017), involved three parsers: a traditional transition-based parser (TP), a traditional graph-based parser (GP), and a neural transition-based parser with character-based embeddings (TN). We trained multiple instances of each of these parsers, changing the random seeds and (for the transition-based models) the direction of processing the input sentence. The final submission was an ensemble architecture that combined the single models through blending.

Figure 3.4 presents the results of the three baseline single models and the ensemble on
Figure 3.4: Development results of our submission to the CONLL 2017 shared task (Zeman et al., 2017). Treebanks that we refer to in the text are marked in green. The horizontal dashed line marks the average performance of all single models (77.31 LAS).

The parsing performance is evaluated with Labeled Attachment Score (LAS), i.e., the ratio of tokens with a correct head and label to the total number of tokens. The average across all single models (77.31 LAS) is marked with a horizontal dashed line.

We can observe that none of the three baseline parsers performs the best across all the treebanks. Contrarily, each of them has an advantage in particular use cases. For example, TN, which uses character-based embeddings, has a strong advantage on the 55 development treebanks from the CONLL 2017 shared task.² The parsing performance is evaluated with Labeled Attachment Score (LAS), i.e., the ratio of tokens with a correct head and label to the total number of tokens. The average across all single models (77.31 LAS) is marked with a horizontal dashed line.

²We refer to Appendix A.2 for the treebank statistics.
languages in which characters play an important role, such as Korean or Japanese (we mark in green languages that we refer to). The traditional parsers behave in a more similar way, however, the difference between them still varies a lot depending on the treebank, reaching up to 2 LAS points for Latvian and 1.9 LAS for Latin-PROIEL. Finally, for almost all treebanks blending improves over the best single model (the exception is Korean, for which TN achieves 0.34 LAS more than blending). Moreover, a general trend can be noticed: the improvements are stronger for the treebanks which are harder to parse (left of the figure, accuracy below the average threshold) and smaller for the treebanks with big amounts of training data, such as Russian-SynTagRus or Czech. The biggest improvement of 4 LAS points comes for Hungarian, which is one of the most challenging treebanks. Its training treebank is second to the last in size (after Czech_CLTT) and its best single model achieves only 72 LAS compared to an average 77.3 LAS across all treebanks and models.

To sum up, we used the results from CONLL 2017 shared task to illustrate that different baseline parsers have different accuracy depending on the treebank they parse. Blending levels the performance of diverse models regardless of the language and domain of application. In other words, employment of an ensemble method allows for applying the same architecture across all the treebanks and achieving robust results without language-specific model selection.

3.2.2 Improving Downstream Tasks

In practical NLP applications, parsers are rarely the final step of linguistic analysis. More commonly, they produce input for further processing tasks. We now take a closer look at two concrete examples of such downstream tasks – enhanced parsing and machine translation – and the influence that ensemble dependency parsers can have on their performance.

Enhanced parsing. Enhanced parsing is another example of semantic parsing tasks that we saw in the NLP pipeline in Figure 2.5. It involves predicting representations that extend the basic Universal Dependencies with auxiliary relations, such as dependencies between content words. Such enhanced graph representations can be more beneficial for downstream tasks than the basic UD trees (Oepen et al., 2017).

---

3This paragraph is based solely on my contribution to the publication (Falenska et al., 2018).
Predicting enhanced graphs can be approached in two ways: (1) either by directly parsing to the final graph-based enhanced representations; (2) or in a two-stage process, in which surface syntax trees are predicted first and then enhanced with additional arcs. Schuster et al. (2017) analyzed both these approaches and showed that the second one leads to better downstream performance within their setting. However, the approach is a pipeline and comes with such drawbacks as error propagation. That is, the lower the quality of parsed trees, the worse the final enhanced representations.

In Falenska et al. (2018), we studied such a pipeline approach and analyzed if reducing errors of parsers through ensemble methods translates into improvements in enhanced parsing. More specifically, we performed experiments on the Polish treebank PDBUD annotated with enhanced representations (Wróblewska, 2018). Our approach consisted of three steps. First, sentences were parsed with a variety of parsing models. Then, the single outputs were combined into one graph through blending. And finally, the blended tree was augmented with enhanced relations through 12 simple rules. The rules were designed manually and guided by the intuition of a Polish native speaker.

We found that rule-based augmentation strongly depends on the employed parsing system. If perfect parsing is assumed (by using gold-standard trees), the 12 simple rules can achieve extremely high accuracy, leaving little space for further improvements. However, since the rules are not built to handle parsing errors, the parsing accuracy directly translates into performance on predicting the enhanced arcs.

**Machine translation.** While enhanced parsing, similarly to dependency parsing, is rather one of the intermediate steps in the NLP pipeline, machine translation is a concrete final downstream task. Moreover, syntax-based machine translation is a typical example of an application that builds upon the quality of the syntactic analysis.

Green and Žabokrtský (2016) provided a comprehensive analysis of how the quality of dependency trees influences machine translation, specifically, the TectoMT English-Czech translation system (Popel and Žabokrtský, 2010). Through a variety of parsing techniques and different ensemble approaches, e.g., weighted blending and stacking with a Level 1 classifier, they found a strong correlation between the parsing performance and machine translation scores. Moreover, in their results, the most significant improvements in translation stemmed from using combined parsing models. However, similarly to the enhanced parsing example, using gold-standard trees as the input to the downstream task revealed much space for further improvements.
Task-oriented combination. Contrary to what we have seen in the two examples above, an improvement in parsing accuracy does not always translate to an improvement in the downstream performance. For example, Gómez-Rodríguez et al. (2017) evaluated four single dependency parsers on the task of predicting the polarity of sentences based on their parse trees. They found that using better models does not necessarily imply a better polarity classification. Similarly, Katz-Brown et al. (2011) investigated a self-training setting in which a parser is trained not to achieve the best possible accuracy but towards an extrinsic evaluation metric. In their evaluation, worse overall parsers gave better subjective quality of machine translation.

Eckart (2018) in her dissertation analyzed this effect and emphasized that only specific linguistic phenomena are relevant for specific downstream tasks. She proposed a full infrastructure for a parser combination that can take the downstream task’s specificity into account. The infrastructure allows for combining different syntactic frameworks, not only dependency trees, and enhance the reliability of automatically generated outputs.

To summarize, we saw two examples of tasks that use syntactic analysis as input – enhanced parsing and syntax-based machine translation. In both of the cases, improvements coming from ensembles directly translated to better downstream performance. However, for tasks that depend on specific linguistic phenomena, such mapping might not be as straightforward. In such cases, ensemble architectures that involve the specificity of the downstream task, such as re-ranking or blending with task-specific weights, allow for selecting the solution that fits the best to the particular application.

3.2.3 Resource Creation

Gold-standard resources, i.e., manually curated annotated corpora, play an important role both in the language sciences (linguistics, psycholinguistics) and in speech and language technology. They serve as data for testing hypotheses, evaluating automatic systems, and providing the signal in supervised training of machine learning models.

The creation of gold-standard resources requires the involvement of humans and is, therefore, time-consuming and costly. Moreover, the higher the complexity of the annotations, the more attention of the annotators is needed, and the slower the whole process. For example, while POS annotation can be relatively fast (Garrette and Baldridge, 2013), creating treebanks is more problematic (Zeman and Resnik, 2008; Souček et al., 2013). Therefore, methods that allow reducing the manual workload in the treebank creation are desired. We now look into examples of such methods that use ensemble dependency
techniques.

**Semi-automatic annotation.** Fully-manual annotation requires the annotators to process each of the sentences from scratch. However, some of the dependencies, like attaching articles to nouns, are less ambiguous than others and could easily be predicted by automatic tools. Such a semi-automatic process involves two steps: the sentences are first parsed and then checked by humans, and if necessary, corrected. Such an approach was taken, for example, during the creation of the first universally annotated treebanks (McDonald et al., 2013) or the Polish Składnica treebank (Świdziński and Woliński, 2010).

In the semi-automatic process, the better the predicted annotations, the less effort is needed from the annotator to correct them. In such cases applying several single parsers and an ensemble combination might directly reduce the manual workload. Moreover, new treebanks are commonly developed for new types of texts and/or domains. In such cases, parsers are applied in the out-of-domain setting, i.e., they are trained on large gold-standard canonical data and applied to non-standard texts. Even the state-of-the-art parsers perform worse when applied to unknown text genre.  

Therefore, since ensemble methods have been shown to improve the models also out-of-domain (Surdeanu and Manning, 2010), they can directly speed up the annotation process by overcoming the performance drops related to the out-of-domain applications.

Sohl and Zinsmeister (2018) studied manual syntactic annotation of texts coming from German books for secondary schools. By analyzing the performance and errors made by three parsers they estimated to what extent an ensemble can support the process of manual annotation. They found that the parsers strongly agree on certain labels, such as determiners, and completely agree on 15% of sentences. They concluded that in such cases the annotators could entirely skip processing of such words or sentences.

**Partial-trees.** The idea of manually processing only difficult cases is strongly related to the concept of active learning, in which the instances to annotate and later train on are selected algorithmically (Hwa, 2004). In the context of syntactic annotations, such partially-annotated trees can be filled in automatically (Mirroshandel and Nasr, 2011) or directly serve as training data (Flannery and Mori, 2015). In both these cases, the step of selecting which arcs to annotate manually is crucial. For example, Flannery and Mori (2015) showed that by effectively selecting meaningful training instances, the amount of data needed for domain adaptation of a dependency parser can be reduced up to 75%.

---

*In general, machine learning has a relatively strong dependency on the text genre (Sekine, 1997).*
The information about the problematic parts of the sentence can come from n-best predictions of one parser (Hwa, 2004; Mirroshandel and Nasr, 2011; Flannery and Mori, 2015) or from multiple models. In the latter, disagreements between different parsers can serve as a very meaningful confidence measure (Surdeanu and Manning, 2010).

**Silver-standard resources.**⁵ The required human involvement is the bottleneck in the creation of gold-standard treebanks. The silver-standard approach is an alternative to the gold-standard concept. It is based on an observation that not all resources can be fully annotated manually, for example, due to their size or non-static nature. In such situations, it might be necessary to loosen the restrictions of the gold-standard approach and provide annotations with lower quality. Such annotations might facilitate research for new domains or allow for combining research branches.

The silver-standard resources implicitly employ the ensemble approach. More specifically, to provide the best-quality automatic predictions, the resources come with annotations that are a result of combining and harmonizing outputs of different automatic tools. The main expectation is that the quality of annotation exceeds the performance of any of the single systems and narrows the gap to manually annotated resources. The approach was proposed by Rebholz-Schuhmann et al. (2010), who released the CALBC – a corpus of biomedical named entities annotated automatically by a selection of independently developed systems.

The German RAdio INterviews corpus (GRAIN, Schweitzer et al. (2018)), part of the SFB732 Silver Standard Collection, is another example of resources following the silver-standard idea. It consists of 140 German radio interviews annotated on multiple linguistic layers. The corpus is built from two parts: a gold-standard part with manual annotations for a subset of 20 interviews, and a (much larger) silver-standard part, relying entirely on automatically predicted information.

The silver-standard part of the corpus consists of over ten layers of automatic speech and text annotations, including syntactic analysis. The analysis was predicted by five tools, among which four provided dependency trees. The predicted dependency trees were additionally post-processed in two ways. First, they were converted into confidence estimations based on the agreement between different systems. While this extra step does not directly increase the annotation quality, it provides valuable information about the relative reliability of annotations. Second, the separate dependency trees were combined through blending, and the resulted merged trees were provided as an addi-

---

⁵This paragraph is based on my contributions to Sections 1 and 3 from the publication (Falenska et al., 2020b).
tional layer of annotation. This step was based on an assumption that enriching a tree-bank with information about combined trees improves its usability for users who prefer to work with only a single dependency tree instead of multiple predicted ones. Moreover, it increases the reliability of the provided trees, since ensemble parsers are known for achieving higher performance than single models.

To summarize, we have discussed the creation of gold-standard, manually curated resources. We noted that the bottleneck in the development of such resources comes from the involvement of humans. We saw two methods to decrease the human workload: (1) semi-automatic annotation approach, in which ensembles can provide robust annotations to start from, and (2) active-learning, where predictions from multiple parsers can serve as measures of confidence. Finally, we discussed resources for which manual annotation is not feasible and the silver-standard approach. We explained that the silver-standard tree-banks by design come with multiple predicted trees, and their usability can be improved by providing an additional layer of merged trees.

3.3 Conclusion

In this chapter, we studied ensemble dependency parsers. We started by outlining the three assumptions about these parsers that are common in the literature. We would like to conclude this chapter by addressing these assumptions and looking at the ensembles from the perspectives of accuracy, complexity, and usability.

Accuracy. In general, ensemble methods are known for achieving more accurate and robust results than single models (Dietterich, 2000). NLP tools that employ ensembles, such as ensemble dependency parsers, inherit this property. Over the years, the ensemble parsers have proven to be successful in a variety of parsing shared tasks. They brought gains in parsing accuracy across typologically diverse languages, in- and out-of-domain applications, and in downstream tasks. Moreover, they served as multilingual tools allowing for achieving robust results without language-specific model selection.

However, when it comes to the accuracy of ensembles, one important factor has to be remembered. The gains coming from the integration directly depend on the diversity among the combined architectures. Therefore, combining predictions with the same error distributions is not beneficial.
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Complexity. Ensembles are attractive since they improve the performance of single baseline models. They pay for these improvements by being more complicated and challenging to maintain. They require training and running multiple models and designing the way these models communicate with each other. However, the asymptotic runtime of ensembles is not necessarily higher than the asymptotic runtime of the models involved.

The runtime of the whole ensemble is determined by the slowest decoder in the architecture. When it comes to feature-based stacking, the method requires parsing sentences with two single models. Since these models have to run in sequence, their combined runtime is the sum of the individual models. However, the overall complexity can still stay linear, as we saw in the case of integrating two transition-based parsers processing the input from different sides (Attardi and Dell’Orletta, 2009).

Blending involves at least three diverse models. Since these models do not depend on each other, they can run in parallel. Therefore, the complexity of the whole ensemble depends on the slowest single model and the final voting decoder. We saw architectures in which this decoder increased the overall complexity class to quadratic or even cubic with respect to the length of the sentence. However, we also described an approximate algorithm of Attardi and Dell’Orletta (2009), which achieved empirically comparable results in linear time.

Usability. The long tradition of parsing shared tasks might be the reason why the ensembles are mostly associated with boosting parsing accuracy. Moreover, due to their additional processing cost, they might seem complex. As a result, research publications about practical applications of ensemble parsers are not common. However, in the examples that we described, one reappearing pattern becomes clear – combining different parsing methods does not only bring parsing improvements but is a powerful tool for receiving robust and reliable results.

Especially when it comes to practical applications, end users are often facing the dilemma which of the many available off-the-shelf parsers to apply. Such a decision has to take into consideration a variety of methodological aspects, such as the interrelations between the parsing algorithms and the particularities of the language to parse. This choice is especially difficult when there is no gold-standard data to evaluate the models on, such as in the out-of-domain applications. In such scenarios, ensemble parsers allow the end users to have even less expertise. Instead of selecting one tool they can combine multiple parsers and achieve a quality that exceeds the performance of any single system. Moreover, since the ensembles come with multiple outputs, they bring the additional notion of confidence, which allows for analyzing which predictions are error-prone and
should not be trusted.
Chapter 4

Supertagging vs. Stacking for Dependency Parsing

In this chapter, we look at ensemble dependency parsers from the first methodological perspective addressed in this dissertation: parsing time. Ensemble architectures involve running multiple parsing algorithms. Therefore, they come with higher processing costs than a single parser. Especially troublesome from this perspective are methods that combine parsers during training (see Chapter 3, Section 3.1.1). Such methods, contrary to the approaches that combine models during prediction, do not allow for reducing the processing time by running single models in parallel. For example, in Chapter 3 (Section 3.1.1), we discussed the integration method called feature-based stacking. Recall that the method requires two single parsers: one Level 0 parser and one Level 1. These parsers have to predict trees in sequence so that the Level 1 model can use the output of the Level 0 model as features. Therefore, the runtime of the individual models adds up and not parallelizes, and the slowest decoder in the architecture determines the asymptotic complexity of the whole ensemble.

The first stacking architecture of Nivre and McDonald (2008) involved a graph-based and a transition-based parser. The complexity of such an architecture is at least quadratic and stems from the complexity of the graph-based decoder. A straightforward approach to design a faster ensemble is to build it from faster single models. For example, in the previous chapter, we discussed the architecture of Attardi and Dell’Orletta (2009), which combines two greedy transition-based parsers processing sentences from left-to-right and right-to-left. Replacing the graph-based parser with a reversed transition-based model

---

1The content of this chapter is based on (Faleńska et al., 2015).
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keeps the asymptotic complexity of the ensemble linear.

We continue the line of research initiated by Attardi and Dell’Orletta (2009) and investigate how to decrease the parsing time of feature-based stacking. However, we approach this issue from a different perspective and ask if the involved models have to predict well-formed dependency trees. Our hypothesis is that the Level 0 parser in feature-based stacking can be replaced with a fast supertagger without losing the effectiveness of the ensemble. Before we motivate this hypothesis, we explain the concept of supertagging, which has not been addressed in this dissertation yet.

**Supertagging.** Supertags are labels for tokens that encode syntactic information, e.g., the head direction or the subcategorization frame. The term supertag has been introduced by Joshi and Bangalore (1994) as an elementary structure associated with a lexical item. These elementary structures carry more information than POS tags, hence the name super POS tags or supertags.

Supertagging was originally developed for rich grammar formalisms as the disambiguation of the supertag assignment prior to parsing. Within the Lexicalized Tree Adjoining Grammar (LTAG) (Schabes et al., 1988), supertags correspond to trees that localize dependencies. First, a supertagger assigns supertags to each word of a sentence, and then a parser combines these structures into a full parse. Such a combination leads to simplified and faster parsing (Bangalore and Joshi, 1999). The same approach was successfully applied to the Combinatory Categorial Grammar (CCG) (Clark and Curran, 2004) and the Head-Driven Phrase Structure Grammar (HPSG) (Ninomiya et al., 2006). In both cases it resulted in significant speed improvements.

Foth et al. (2006) were the first to use supertags in a dependency parsing context. Specifically, they incorporated them as soft constraints into their rule-based parser (Foth et al., 2004). In LTAG, CCG, or HPSG, supertags are the elementary components of the framework in question. In (Foth et al., 2006), supertags were explicitly designed to capture syntactic properties, e.g., the arc label, the direction of the head and dependents, and the relative order of dependents.

Finally, supertagging was presented as a method to provide syntactic information to the feature model of a statistical dependency parser (Ambati et al., 2014; Ouchi et al., 2014). Ambati et al. (2014) used for this reason CCG categories, and Ouchi et al. (2014) extracted the supertag tag set from a dependency treebank. In both cases, the models that used the additional features achieved significant improvements over their baseline.

In this dissertation, we adopt the interpretation of supertagging proposed by Ambati et al. (2014) and Ouchi et al. (2014) and take supertagging as a way of incorporating
Figure 4.1: Supertags derived from a dependency tree. They encode the label, the head direction, and the presence of left and right dependents.

Supertagging vs. stacking. Now that we explained supertagging, we look into its relation to feature-based stacking. Both supertagging and stacking are known to be effective, and despite the difference in conceptual motivation, the pieces of information they contribute to parsing decisions are intuitively very similar. When supertags were first proposed by Joshi and Bangalore (1994), they called supertagging almost parsing, because supertags anticipate much syntactic disambiguation. In stacking, the first step is running a parser, or in other words, real parsing. This chapter investigates the difference between almost and real parsing for improving a statistical dependency parser.

We compare the two methods – supertagging and stacking – on ten different datasets. We discuss results on a large number of comparative experiments with two well-established dependency parsers (a graph-based and a transition-based) and a sequence labeler. In the first set of experiments, we use only the two parsers and compare supertagging and stacking in artificial and realistic settings (Section 4.2). In the second set of experiments, we control for the methods and compare different ways of realizing them (Section 4.3). In the last set, we evaluate the benefit of combining both methods (Section 4.4).

Intuitively, stacking should give more significant improvements than supertagging, because trees in stacking are more informative than supertag sequences in supertagging. However, our experiments show that both methods perform on par. Based on an in-depth analysis of these findings, we argue that supertagging is a form of feature-based
One apparent advantage of supertagging is the fact that one can predict supertags without a parser and thus possibly faster. However, greedy transition-based parsers are extremely fast as well. We show that the outputs of a sequence labeler and a greedy transition-based parser are of equal usefulness when used in supertagging. This setup has a clear potential for application to large-scale (e.g., web) data. Indeed, we test supertagging and stacking on the English Web Treebank (Bies et al., 2012) and show that both methods also improve parsing in a cross-domain setting.

Our experiments on combining supertagging and stacking result in small gains only when different tools predict supertags and trees. This is in line with the finding of Surdeanu and Manning (2010), who demonstrated that the diversity of algorithms is essential when stacking parsers. Since supertagging is a form of stacking, this also holds for supertagging, and we argue that this is a more important factor than the choice between the two methods.

### 4.1 Experimental Setup

This section describes the experimental setup used for evaluation. We start by describing treebanks and preprocessing steps. We then give details of the two parsers used in the experiments. Specifically, we explain how these parsers’ feature models were extended to incorporate information coming from different Level 0 models.

#### 4.1.1 Datasets and Preprocessing

**Datasets.** We perform experiments on the treebanks from the SPMRL 2014 shared task on parsing morphologically-rich languages (Seddah et al., 2014). The treebanks cover nine languages: Arabic, Basque, French, Hebrew, German, Hungarian, Korean, Polish, and Swedish (see Appendix A.1 for references to particular treebanks and their statistics). Since all these languages are morphologically-rich, we extend this collection by adding English as an example of a language with minimal inflection. Specifically, we use the English Penn Treebank (Marcus et al., 1993) converted to Stanford Dependencies.\(^2\) Sections 2-21 are used for training, section 24 as a development set, and section 23 as a test set.

\(^2\)For the conversion, we use the Stanford Parser version 3.4.1 [http://nlp.stanford.edu/software/lex-parser.shtml](http://nlp.stanford.edu/software/lex-parser.shtml).
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Preprocessing. We follow Björkelund et al. (2013), i.e., the winning team of the above-mentioned shared task, and apply several language-specific preprocessing steps to ensure high parsing performance across all languages. Specifically, fine-grained POS tags are used for Arabic, French, Hebrew, and Swedish, and coarse-grained for all the other languages. Moreover, we reduce the Hungarian dependency label set to the 50 most frequent labels and map the composite labels to their base label.\(^3\)

Throughout the whole dissertation, we apply the standard NLP pipeline that we described in Section 2.2.1. We assume gold-standard sentence segmentation and tokenization in all experiments. Other preprocessing information, such as POS tags or morphological features, is predicted automatically.

Traditionally, sequence labeling tasks have been addressed with probabilistic models, such as Hidden Markov Models (HMM) and Conditional Random Fields (CRF). We use Mueller et al.’s (2013) CRF-based tagger MARMOT. This tagger predicts POS and morphological tags jointly. While more recent taggers are based on neural mechanisms such as BiLSTMs (Plank et al., 2016), MARMOT still achieves comparable performance to the neural tools on POS and morphological tagging tasks. For example, in the CoNLL 2017 UD shared task (Zeman et al., 2017), our submission used MARMOT and achieved the second place in the task of POS tagging and the first place in predicting morphological information (Björkelund et al., 2017).

We annotate the training sets via 5-fold jackknifing with POS tags, morphological features, and lemmas. Lemmatization is performed with mate-tools (Bohnet, 2010; Bohnet and Nivre, 2012).\(^4\) Moreover, to improve POS tagging accuracy, we integrate the output of language-specific morphological analyzers as additional features into MARMOT (see Table 4.1).

4.1.2 Supertag Design

Deciding which supertag model to use amounts to deciding how much information to encode in each supertag. Foth et al. (2006) showed that richer supertags have a bigger positive influence on parsing accuracy. The level of granularity of a model, however, increases with the difficulty of automatically predicting supertags.

Ouchi et al. (2014) tested two models. Model 1 (see Figure 4.1) exploited the relative position of the head of a word (hdir), its dependency relation (label), and information

\(^3\)The Hungarian dataset encodes ellipses through composite labels. As a result, it contains more than 400 labels (as compared to the average 32 for other SPMRL treebanks), which are sparse and difficult to learn for a parser.

\(^4\)https://code.google.com/archive/p/mate-tools/
whether the word’s dependents occur to the right or to the left of the word \((\text{hasLdep}, \text{hasRdep})\). Model 2 additionally used dependency relations of obligatory dependents of verbs. The difference between the accuracy of parsers using these two models on the test set was not significant. Moreover, in (Björkelund et al., 2014), we performed experiments with the same models but other languages and parsers. The result was similar - the richer models usually resulted in better accuracy, but the differences were negligible.

Based on these results, we decided to use Model 1 in all of the experiments. The supertags are extracted from the respective training sets and follow the template \(\text{label/hasLdep}_+\text{hasRdep}\).

### 4.1.3 Notation and Evaluation

We denote stacking and supertagging by \(\text{STACK}\) and \(\text{STAG}\), respectively. When a tool \(Y\) uses the output of another tool \(X\), we mark this by superscript and subscript. For example, \(\text{STACK}_X\) means that tool \(Y\) uses the output of tool \(X\) in stacking. Similarly, \(\text{STAG}_X\) means that tool \(Y\) uses the supertags predicted by tool \(X\). Moreover, we follow the terminology from classifier stacking and call \(X\) the Level 0 tool and \(Y\) the Level 1 tool.

We evaluate the parsing experiments using Labeled Attachment Score (LAS), a standard in dependency parsing metric. It calculates the ratio of tokens with a correct head and label to the total number of tokens in the test data. We mark statistical significance against respective baselines by \(\dagger\) and \(\ddagger\), denoting p-value < 0.05 and p-value < 0.01, respectively. Significance testing is carried out using the Wilcoxon signed-rank test. Averages and oracle experiments are not tested for significance.
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4.1.4 Parsers and Feature Models

Since we are interested in the effect of supertagging and stacking on the parsing performance, in all experiments Level 1 tools are always dependency parsers. We experiment with one graph-based and one transition-based parser to cover the two dominant paradigms in dependency parsing.

We extend the parsers’ baseline feature sets in two directions: (1) by extracting features for stacking, i.e., features from a provided dependency tree, and (2) by extracting features from a sequence of supertags. For stacking, the features are taken from Nivre and McDonald (2008) and slightly adapted to our experimental setting. For supertagging, we mirror the features from stacking to the best extent possible, given the more limited information that is contained in the supertags.

We note that feature engineering can be carried out more elaborately for both stacking (Martins et al., 2008) and supertagging (Ouchi et al., 2014). However, since not all types of features necessarily carry over from one method to the other, a simpler feature set is more useful for comparison. Moreover, both Martins et al. (2008) and Ouchi et al. (2014) achieved only minor performance gains with more elaborate features. Below, we describe our transition- and graph-based parsers and the corresponding feature set extensions.

Transition-based parser. As our transition-based parser, we use the IMSTRANS parser from Björkelund and Nivre (2015). The parser uses the ARCSPECIAL system extended with a SWAP transition to handle non-projective structures (Nivre, 2009), the lazy SWAP oracle by Nivre et al. (2009), and beam search with beam size of 20. It is trained with a globally optimized structured perceptron (Zhang and Clark, 2008) and the passive-aggressive update (Crammer et al., 2006). The baseline feature set of this parser is primarily based on Zhang and Nivre’s (2011) feature model (see Table 2.2) with adaptations to the ARCSPECIAL setting.

Table 4.2 outlines the feature templates used for stacking and supertagging. The predicates head$_X(d)$, hdird$_X(d)$, label$_X(d)$, hasL$_X$/hasR$_X(d)$, and stag$_X(d)$ extract the head of $d$, the direction of $d$’s head, the arc label of $d$, whether $d$ has left/right dependents, and the supertag according to the Level 0 prediction $X$. $X$ is either a dependency graph (in stacking) or a supertag assignment (in supertagging), denoted $G$ and $S$ in Table 4.2, respectively. Subscripts .L and .R mark the leftmost/rightmost dependents of tokens given the current parser state. POS($d$) extracts the POS tag of $d$, with a special placeholder if $d$ is undefined.

The stacking features are mostly based on the features from Nivre and McDonald
Table 4.2: Feature templates used for stacking and supertagging in the transition-based parser. ◦ denotes conjunctions of basic templates. All templates are conjoined with the POS tag of the topmost stack items \( s_0 \) and \( s_1 \).

(2008), with the exception of the last two rows (cf., Table 3.1 in Chapter 3). The additional features encode whether \( d \) should have left/right dependents according to \( G \) conjoined with information whether \( d \) has left/right dependents in the current configuration. We added them because the existence of left/right dependents is also encoded in the supertags (see Section 4.1.2). Conjoining the existence of left/right dependents according to the Level 0 predictions with the POS tag of left/right dependents in the current parser state thus encodes whether dependents were attached or not. Since the \( \text{ARCSTANDARD} \) algorithm works bottom-up, every token needs to collect all its dependents before it can be attached to its own head.

The supertag features mimic the information provided by stacking. For instance, in stacking, the Level 0 predictions explicitly include whether \( s_0 \) is the head of \( s_1 \). In supertagging, this is approximated by combining the direction of the head of \( s_1 \) with whether \( s_0 \) expects dependents on the left.
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<table>
<thead>
<tr>
<th>Stacking features</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{head}_G(d) = h )</td>
</tr>
<tr>
<td>( \text{label}_G(d) )</td>
</tr>
<tr>
<td>( \text{head}_G(d) = h \circ \text{label}_G(d) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Supertag features</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{stag}_S(h) )</td>
</tr>
<tr>
<td>( \text{label}_S(d) )</td>
</tr>
<tr>
<td>( \text{label}_S(d) \circ \text{hdir}_S(d) )</td>
</tr>
<tr>
<td>( \text{hasL}_S(h) )</td>
</tr>
<tr>
<td>( \text{hdir}_S(d) \circ \text{hasL}_S(h) )</td>
</tr>
<tr>
<td>( \text{hasR}_S(h) )</td>
</tr>
<tr>
<td>( \text{label}_S(d) \circ \text{hasL}_S(h) )</td>
</tr>
<tr>
<td>( \text{hasR}_S(h) )</td>
</tr>
<tr>
<td>( \text{label}_S(d) \circ \text{hdir}_S(d) \circ \text{hasL}_S(h) )</td>
</tr>
<tr>
<td>( \text{label}_S(d) \circ \text{hdir}_S(d) \circ \text{hasR}_S(h) )</td>
</tr>
</tbody>
</table>

Table 4.3: Feature templates used for stacking and supertagging in the graph-based parser. \( \circ \) denotes conjunctions of basic templates. All templates are conjoined with the direction of that arc and with the POS tag of the head and the dependent.

**Graph-based parser.** As a graph-based parser we use the TurboParser.\(^5\) This parser solves the parsing task by performing global inference with a dual decomposition algorithm. It outputs non-projective structures natively (Martins et al., 2013). We train it with third-order features.\(^6\)

Table 4.3 shows the stacking and supertagging features as we implemented them in TurboParser. Where possible, they are synchronized with the features for the transition-based parser. We extract these features only on first-order factors, with \( d \) and \( h \) denoting the dependent and the head, respectively. Unlike in (Nivre and McDonald, 2008), the features cannot access the label of the current arc during feature extraction, because it is automatically combined with the features only after the extraction.

Like in the transition-based parser, supertag and stacking features are modeled to capture similar information. However, features that combine information about dependents of dependents with information about the head are not included since these would require higher-order factors.

---

\(^5\)We use TurboParser version 2.0.1 from [http://www.ark.cs.cmu.edu/TurboParser/](http://www.ark.cs.cmu.edu/TurboParser/)

\(^6\)We set MODELTYPE=FULL while training the TurboParser models.
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We start our experiments by comparing the performance of supertagging and stacking with the aim to derive some conclusions about their relationship to each other. The experimental setup is illustrated in Figure 4.2. We use one parser as Level 0 and the other as Level 1 tool. In stacking, the Level 1 parser exploits the tree produced by the Level 0 parser as additional features. In supertagging, we derive the supertag of each token from the tree that is output by the Level 0 parser. The Level 1 parser then uses these supertags as additional features. Although supertags are typically predicted with sequence labelers, using a parser on Level 0 in both cases ensures that the only difference between the two settings is how the information is given to the Level 1 parser, i.e., as a tree or as a sequence of supertags (we experiment with sequence labelers as supertaggers in Section 4.3).

The training sets are annotated with predicted dependency trees or supertags via 5-fold jackknifing. In the tables, GB stands for the graph-based parser and TB for the transition-based parser.

4.2.1 Supertagging and Stacking Accuracy

Table 4.4 gives the performance of the Level 1 parser on the test sets. In the baseline setting (BL), the parser is run without any additional information. STAG and STACK show the performance of the Level 1 parser when provided with supertags or a tree from the Level 0 parser.

As demonstrated by previous work, both stacking and supertagging improve the parsing performance of the Level 1 parser consistently. For supertagging, our results confirm the findings by Ouchi et al. (2014) and Ambati et al. (2014). The stacking results are in line with Nivre and McDonald (2008) and Martins et al. (2008). Interestingly, both
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<table>
<thead>
<tr>
<th></th>
<th>BL&lt;sup&gt;GB&lt;/sup&gt;</th>
<th>STAG&lt;sup&gt;GB&lt;/sup&gt;</th>
<th>STACK&lt;sup&gt;GB&lt;/sup&gt;</th>
<th>BL&lt;sup&gt;TB&lt;/sup&gt;</th>
<th>STAG&lt;sup&gt;TB&lt;/sup&gt;</th>
<th>STACK&lt;sup&gt;TB&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>84.99</td>
<td>85.54</td>
<td>85.65</td>
<td>85.09</td>
<td>85.58</td>
<td>85.60</td>
</tr>
<tr>
<td>Basque</td>
<td>82.79</td>
<td>83.24</td>
<td>83.32</td>
<td>81.77</td>
<td>82.99</td>
<td>83.14</td>
</tr>
<tr>
<td>English</td>
<td>90.12</td>
<td>90.99</td>
<td>90.95</td>
<td>90.54</td>
<td>90.98</td>
<td>90.88</td>
</tr>
<tr>
<td>French</td>
<td>83.95</td>
<td>84.33</td>
<td>84.29</td>
<td>83.47</td>
<td>83.88</td>
<td>84.16</td>
</tr>
<tr>
<td>German</td>
<td>88.53</td>
<td>89.14</td>
<td>89.15</td>
<td>87.89</td>
<td>88.88</td>
<td>88.91</td>
</tr>
<tr>
<td>Hebrew</td>
<td>79.41</td>
<td>80.10</td>
<td>80.03</td>
<td>79.70</td>
<td>80.04</td>
<td>80.30</td>
</tr>
<tr>
<td>Hungarian</td>
<td>83.98</td>
<td>85.52</td>
<td>85.46</td>
<td>85.25</td>
<td>85.37</td>
<td>85.38</td>
</tr>
<tr>
<td>Korean</td>
<td>86.18</td>
<td>86.48</td>
<td>86.59</td>
<td>85.71</td>
<td>86.31</td>
<td>86.06</td>
</tr>
<tr>
<td>Polish</td>
<td>84.96</td>
<td>85.48</td>
<td>85.52</td>
<td>84.34</td>
<td>85.03</td>
<td>85.06</td>
</tr>
<tr>
<td>Swedish</td>
<td>79.59</td>
<td>80.63</td>
<td>80.66</td>
<td>79.97</td>
<td>81.04</td>
<td>81.32</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>84.45</strong></td>
<td><strong>85.15</strong></td>
<td><strong>85.16</strong></td>
<td><strong>84.37</strong></td>
<td><strong>85.01</strong></td>
<td><strong>85.08</strong></td>
</tr>
</tbody>
</table>

Table 4.4: Parsing results (LAS) on test sets from the SPMRL 2014 shared task.

methods improve the parsing accuracy to the same extent, with the average improvements about 0.7 LAS for both the graph-based and the transition-based parser. Almost all of the improvements are statistically significant, with a few exceptions, most notably Polish.

So far, we have established that both stacking and supertagging improve parsers to the same extent. We now proceed with more in-depth analysis aimed at finding where the improvements are coming from. We perform the analysis on the development sets in order to not compromise our test sets. The development set counterpart to Table 4.4 is displayed in the first three columns of Tables 4.5 and 4.6, for graph-based and transition-based Level 1 parsers, respectively. The test and development results show the same patterns when it comes to the supertagging and stacking results.

### 4.2.2 In-Depth Analysis

The previous experiments show that the impacts of supertagging and stacking on parsing accuracy go in parallel. However, although the overall results of these two approaches are similar, they might still come about in different ways. To investigate this, we follow McDonald and Nivre (2007) and look into the accuracy distributions relative to sentence length and dependency length, i.e., the distance between the dependent and the head. We present the analysis on the concatenation of all the development sets. We also looked
at the corresponding plots for the individual treebanks. While the absolute numbers vary across the different datasets, the relative differences between the baseline, supertagging, and stacking models are consistent with the concatenation.

Figure 4.3 reports the accuracy of both parsers relative to sentence length in bins of size 10. Bin sizes are represented as grey bars. Both charts show that stacking and supertagging improve accuracy in a similar fashion across all bins.

Figure 4.4 displays both parsers’ performance relative to the dependency length in terms of precision and recall. Precision is defined as the percentage of correct predictions among all predicted arcs of length $l$ and recall is the percentage of correct predictions among gold standard arcs of length $l$. In all plots, the stacked and supertagged systems show consistent improvement over the baseline. Moreover, the curves of the stacked and supertagged systems are mostly parallel and close to each other.

Supertagging and stacking do not just appear similar at the macro level in terms of LAS. The analysis shows that their contributions are also very similar when broken down by dependency or sentence length. Moreover, the improvements are not restricted to sentences or arcs of particular lengths. Therefore, we conclude that both methods are indeed doing the same thing. We now move on to additional experiments that are meant to investigate the similarity between supertagging and stacking further.

---

7 Note that if there are fewer items in a bin, the curves are more sensitive to small absolute changes.

8 For precision, the bin sizes shown as grey bars are averages over all three systems, as the number of predicted arcs of a certain length can vary.
4.2 Comparing Supertagging and Stacking

Figure 4.4: The dependency precision (left) and recall (right) relative to dependency length.

4.2.3 Oracle Experiments

In order to assess the potential utility of supertags, we provided the parsers with gold supertags. We expect the gold supertags to give a considerable boost to accuracy as they encode correct syntactic information. Intuitively, one would expect the corresponding stacking experiment (providing gold trees) to reach 100% accuracy since the parser receives the full solution as features. However, this assumption turns out not to hold.

Columns $\text{STAG}_O$ in Tables 4.5 and 4.6 show the results for the supertag experiments. Comparing the results with the first BL column, we find big jumps (between 7 and 20 LAS) in performance. For German, English, and Polish performance goes up even to 97/98 LAS. These huge jumps are due to the amount of syntactic information encoded in the supertags, which is much higher than in POS tags, for example.

Columns $\text{STACK}_O$ in Tables 4.5 and 4.6 show the results for the stacking experiments.
Table 4.5: Results (LAS) on development sets for stacking and supertagging with different Level 0 information sources and Level 1 graph-based parser.

<table>
<thead>
<tr>
<th>Language</th>
<th>Other parser</th>
<th>Oracle</th>
<th>Self-application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache</td>
<td>BL&lt;sub&gt;GB&lt;/sub&gt;</td>
<td>STAG&lt;sub&gt;GB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;GB&lt;/sub&gt;</td>
</tr>
<tr>
<td>Arabic</td>
<td>85.64</td>
<td>86.25</td>
<td>93.78</td>
</tr>
<tr>
<td>Basque</td>
<td>83.37</td>
<td>83.96</td>
<td>96.66</td>
</tr>
<tr>
<td>English</td>
<td>88.59</td>
<td>89.47</td>
<td>97.91</td>
</tr>
<tr>
<td>French</td>
<td>84.78</td>
<td>85.05</td>
<td>96.43</td>
</tr>
<tr>
<td>German</td>
<td>91.46</td>
<td>92.10</td>
<td>98.60</td>
</tr>
<tr>
<td>Hebrew</td>
<td>78.71</td>
<td>79.36</td>
<td>94.43</td>
</tr>
<tr>
<td>Hungarian</td>
<td>82.60</td>
<td>83.92</td>
<td>94.37</td>
</tr>
<tr>
<td>Korean</td>
<td>86.08</td>
<td>86.24</td>
<td>93.48</td>
</tr>
<tr>
<td>Polish</td>
<td>85.17</td>
<td>85.52</td>
<td>97.41</td>
</tr>
<tr>
<td>Swedish</td>
<td>75.24</td>
<td>76.27</td>
<td>94.22</td>
</tr>
<tr>
<td>average</td>
<td>84.16</td>
<td>84.81</td>
<td>95.73</td>
</tr>
</tbody>
</table>

Table 4.6: Results (LAS) on development sets for stacking and supertagging with different sources of Level 0 information and Level 1 transition-based parser.

<table>
<thead>
<tr>
<th>Language</th>
<th>Other parser</th>
<th>Oracle</th>
<th>Self-application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache</td>
<td>BL&lt;sub&gt;TB&lt;/sub&gt;</td>
<td>STAG&lt;sub&gt;TB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;TB&lt;/sub&gt;</td>
</tr>
<tr>
<td>Arabic</td>
<td>85.69</td>
<td>86.06</td>
<td>94.09</td>
</tr>
<tr>
<td>Basque</td>
<td>82.22</td>
<td>84.02</td>
<td>97.65</td>
</tr>
<tr>
<td>English</td>
<td>89.06</td>
<td>89.48</td>
<td>98.16</td>
</tr>
<tr>
<td>French</td>
<td>84.07</td>
<td>84.68</td>
<td>96.64</td>
</tr>
<tr>
<td>German</td>
<td>91.15</td>
<td>91.98</td>
<td>98.80</td>
</tr>
<tr>
<td>Hebrew</td>
<td>78.80</td>
<td>79.82</td>
<td>95.70</td>
</tr>
<tr>
<td>Hungarian</td>
<td>83.27</td>
<td>83.83</td>
<td>96.46</td>
</tr>
<tr>
<td>Korean</td>
<td>85.97</td>
<td>86.56</td>
<td>94.90</td>
</tr>
<tr>
<td>Polish</td>
<td>84.51</td>
<td>85.73</td>
<td>98.50</td>
</tr>
<tr>
<td>Swedish</td>
<td>75.65</td>
<td>77.20</td>
<td>95.65</td>
</tr>
<tr>
<td>average</td>
<td>84.04</td>
<td>84.94</td>
<td>96.66</td>
</tr>
</tbody>
</table>
Surprisingly, stacking with gold dependency trees does not reach 100% accuracy. Moreover, comparing columns \( \text{STAG}_O \) and \( \text{STACK}_O \), we find that, on average, supertagging and stacking improve parser’s performance to the same extent.

The fact that gold supertags do not yield maximum accuracy is not so surprising. A supertag sequence does not encode the full dependency tree but merely indicates the direction of heads and dependents. However, it is puzzling that stacking with gold trees does not lead to perfect parsing results. In the case of the transition-based parser, the reason might be that the parser does not carry out an exhaustive search but uses a beam search to explore only a fraction of the search space. That is, the gold solution can get pruned early enough that the parser never considers it. For the graph-based parser, this result is more unexpected since this parser does exact search. We hypothesize that the lack of regularization during training might assign enough weight to the regular features such that they can override the few stacking features that convey the correct solution.

4.2.4 Self-Application

Two last columns in Tables 4.5 and 4.6 report the results of experiments in which we use the same parser at Level 0 and Level 1. We know from Martins et al. (2008) that self-application, i.e., stacking a parser on its own output, leads to at most tiny improvements, especially compared to settings in which different parsers are stacked. Our results corroborate these findings. More interestingly, we find a similar effect for supertagging. This effect demonstrates that it is crucial that Level 0 and Level 1 use different ways of modeling the data to benefit from the combination (cf., Surdeanu and Manning (2010)). Whether the combination is done via supertagging or stacking is of less importance, since both methods provide similar improvements.

4.3 Supertagging without Parsers

One potential advantage of supertagging over stacking is the fact that one can predict supertags without a parser. Most previous work predicts supertags using classifiers or sequence models, which is the standard approach for tagging problems. As tagging is commonly considered an “easier” task than parsing, one could assume that supertags can be predicted very efficiently using standard sequence labeling algorithms. But sequence labelers would not be able to predict the dependency tree in a stacking setup.

\(^{9}\)Note that most of the improvements in \( \text{STAG}_B \) are actually statistically significant. However, the difference to \( \text{BL} \) is considerably smaller than in the setting \( \text{STAG}_B \) with different parsers (avg. difference is 0.28 LAS vs. 0.65 LAS points absolute).
Supertagging vs. Stacking for Dependency Parsing

<table>
<thead>
<tr>
<th>Language</th>
<th>GB</th>
<th>TB</th>
<th>SL</th>
<th>GTB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>90.44</td>
<td>90.81</td>
<td>87.90</td>
<td>89.08</td>
</tr>
<tr>
<td>Basque</td>
<td>83.71</td>
<td>82.80</td>
<td>79.50</td>
<td>80.91</td>
</tr>
<tr>
<td>English</td>
<td>91.03</td>
<td>91.46</td>
<td>86.38</td>
<td>89.47</td>
</tr>
<tr>
<td>French</td>
<td>87.37</td>
<td>86.95</td>
<td>82.75</td>
<td>85.00</td>
</tr>
<tr>
<td>German</td>
<td>90.97</td>
<td>90.92</td>
<td>85.39</td>
<td>88.27</td>
</tr>
<tr>
<td>Hebrew</td>
<td>80.81</td>
<td>81.52</td>
<td>76.59</td>
<td>79.61</td>
</tr>
<tr>
<td>Hungarian</td>
<td>83.65</td>
<td>84.71</td>
<td>79.55</td>
<td>81.91</td>
</tr>
<tr>
<td>Korean</td>
<td>90.37</td>
<td>90.06</td>
<td>90.77</td>
<td>89.66</td>
</tr>
<tr>
<td>Polish</td>
<td>85.00</td>
<td>84.93</td>
<td>81.46</td>
<td>81.78</td>
</tr>
<tr>
<td>Swedish</td>
<td>75.16</td>
<td>76.53</td>
<td>72.15</td>
<td>74.53</td>
</tr>
<tr>
<td>average</td>
<td>85.85</td>
<td>86.07</td>
<td>82.24</td>
<td>84.02</td>
</tr>
</tbody>
</table>

Table 4.7: Supertag tagging accuracy on development sets.

The two parsers that we use in the experiments are indeed unlikely to outperform standard sequence labelers in terms of speed. However, greedy ARCSTANDARD parsers are very fast. Therefore, in the next experiment, we compare a greedy ARCSTANDARD parser, i.e., the IMSTRANS parser without beam search, with MARMOT. We follow Ouchi et al. (2014) in adding POS tags and morphological information to the feature model of the sequence labeler.

This experiment’s purpose is two-fold: So far, we predicted supertags by predicting a tree first and then deriving the supertags from that tree. Now, we test how our previous results compare to supertags predicted by a sequence labeler, which is the conventional way of predicting supertags. Furthermore, we want to see how supertagging with a sequence labeler compares to supertagging and stacking with a parser that is equally efficient.

4.3.1 Comparison with Level 0 Parsers

We start by looking at tagging accuracy of the four tools used as supertag predictors, i.e., two regular parsers, sequence labeler (denoted SL), and greedy transition-based parser (denoted GTB). Results provided in Table 4.7 show that the graph- and transition-based parsers are roughly equal on average, whereas the sequence labeler is clearly behind by 3.6% points absolute. The greedy parser falls in-between with an accuracy of 84.02. Next, we analyze how these big differences in tagging accuracy impact the parsing accuracy of Level 1 parsers.
### 4.3 Supertagging without Parsers

#### Table 4.8: Results (LAS) on development sets with a sequence labeler and a greedy transition-based parser as Level 0 tools.

<table>
<thead>
<tr>
<th></th>
<th>BL&lt;sub&gt;GB&lt;/sub&gt;</th>
<th>Labeler</th>
<th>Greedy parser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>85.64</td>
<td>86.24†</td>
<td>86.16†</td>
</tr>
<tr>
<td>Basque</td>
<td>83.37</td>
<td>84.33†</td>
<td>83.56</td>
</tr>
<tr>
<td>English</td>
<td>88.59</td>
<td>89.06†</td>
<td>89.12†</td>
</tr>
<tr>
<td>French</td>
<td>84.78</td>
<td>84.89</td>
<td>85.02†</td>
</tr>
<tr>
<td>German</td>
<td>91.46</td>
<td>91.89†</td>
<td>91.97†</td>
</tr>
<tr>
<td>Hebrew</td>
<td>78.71</td>
<td>79.82†</td>
<td>79.41†</td>
</tr>
<tr>
<td>Hungarian</td>
<td>82.60</td>
<td>83.54†</td>
<td>83.36†</td>
</tr>
<tr>
<td>Korean</td>
<td>86.08</td>
<td>86.85†</td>
<td>86.07</td>
</tr>
<tr>
<td>Polish</td>
<td>85.17</td>
<td>85.89†</td>
<td>85.29</td>
</tr>
<tr>
<td>Swedish</td>
<td>75.24</td>
<td>76.62†</td>
<td>76.56†</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td>84.16</td>
<td>84.91</td>
<td>84.65</td>
</tr>
</tbody>
</table>

(a) Graph-based parser

<table>
<thead>
<tr>
<th></th>
<th>BL&lt;sub&gt;TB&lt;/sub&gt;</th>
<th>Labeler</th>
<th>Greedy parser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>85.69</td>
<td>85.81</td>
<td>85.70</td>
</tr>
<tr>
<td>Basque</td>
<td>82.22</td>
<td>83.58†</td>
<td>82.44</td>
</tr>
<tr>
<td>English</td>
<td>89.06</td>
<td>88.91</td>
<td>88.81</td>
</tr>
<tr>
<td>French</td>
<td>84.07</td>
<td>84.07</td>
<td>84.16</td>
</tr>
<tr>
<td>German</td>
<td>91.15</td>
<td>91.37†</td>
<td>91.31</td>
</tr>
<tr>
<td>Hebrew</td>
<td>78.80</td>
<td>79.86†</td>
<td>79.38</td>
</tr>
<tr>
<td>Hungarian</td>
<td>83.27</td>
<td>83.91†</td>
<td>83.16</td>
</tr>
<tr>
<td>Korean</td>
<td>85.97</td>
<td>86.98†</td>
<td>85.91</td>
</tr>
<tr>
<td>Polish</td>
<td>84.51</td>
<td>84.93</td>
<td>84.59</td>
</tr>
<tr>
<td>Swedish</td>
<td>75.65</td>
<td>76.87†</td>
<td>76.12</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td>84.04</td>
<td>84.63</td>
<td>84.16</td>
</tr>
</tbody>
</table>

(b) Transition-based parser
Sequence labeler. Columns STAGSL in Table 4.8 show that, on average, parsing performance is not harmed by predicting supertags with the sequence labeler instead of one of the parsers (compare to columns STAGGB and STAGTB in Tables 4.5 and 4.6). It depends on the individual dataset, whether the sequence labeler is more useful than one of the parsers. However, in general, the supertags predicted by the sequence labeler improve parsing performance to a similar extent.

Greedy parser. The experiments with the greedy parser yield different results for the graph-based and the transition-based parser on Level 1: When the graph-based parser acts as Level 1, the greedy parser is slightly behind the sequence labeler in terms of performance. This holds both for supertagging and stacking experiments (compare the column STAGSL to columns STAGGB and STACKGB), which again suggests that supertagging and stacking are interchangeable. However, when Level 1 is the transition-based parser, we find a self-application effect for the greedy parser, both in supertagging and stacking (columns BLTB vs. STAGGB and STACKGB). This is not surprising since the decoding algorithms in the beam-search and greedy transition-based parser are identical; it simply underlines the importance of having different algorithms in the setup.

4.3.2 Out-of-Domain Application

The previous experiment shows that the greedy parser at Level 0 gives competitive results compared to a sequence labeler. Having fast predictors available for stacking or supertagging suggests an application where speed matters, e.g., Ambati et al. (2014) propose supertags to improve the performance of fast parsers in a web-scale scenario.

As web data contain very heterogeneous types of text, the question is whether the positive effects of supertagging and stacking are actually preserved in such an out-of-domain setting. To test this, we conduct experiments on the English Web Treebank (Bies et al., 2012) converted to Stanford Dependency format. All the models are trained on sections 2-21 from the English Penn Treebank.

The results in Tables 4.9a and 4.9b show consistent improvements in the five genres of the dataset both for supertagging and stacking. Both are thus suitable methods to improve parsing accuracy when parsing out-of-domain data. Since parsing speed also depends on the Level 1 parser, a greedy transition-based parser would be preferable in such an application. Using supertagging with a sequence labeler to provide syntactic information to the greedy parser is then the right choice because it avoids a self-application effect.
### 4.3 Supertagging without Parsers

<table>
<thead>
<tr>
<th></th>
<th>Labeler</th>
<th>Parser</th>
<th>Greedy parser</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BL&lt;sub&gt;GB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;GB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;GB&lt;/sub&gt;</td>
</tr>
<tr>
<td>question-answers</td>
<td>74.09</td>
<td>74.52&lt;sup&gt;†&lt;/sup&gt;</td>
<td>74.88&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>email</td>
<td>75.06</td>
<td>75.75&lt;sup&gt;†&lt;/sup&gt;</td>
<td>75.72&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>newsgroups</td>
<td>76.16</td>
<td>76.88&lt;sup&gt;†&lt;/sup&gt;</td>
<td>76.49</td>
</tr>
<tr>
<td>reviews</td>
<td>76.32</td>
<td>76.99&lt;sup&gt;†&lt;/sup&gt;</td>
<td>77.10&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>weblogs</td>
<td>79.78</td>
<td>79.98</td>
<td>80.44&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>average</td>
<td>76.28</td>
<td>76.82</td>
<td>76.93</td>
</tr>
</tbody>
</table>

(a) Graph-based parser

<table>
<thead>
<tr>
<th></th>
<th>Labeler</th>
<th>Parser</th>
<th>Greedy parser</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BL&lt;sub&gt;TB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;TB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;TB&lt;/sub&gt;</td>
</tr>
<tr>
<td>question-answers</td>
<td>74.41</td>
<td>74.37</td>
<td>74.64</td>
</tr>
<tr>
<td>email</td>
<td>75.16</td>
<td>75.85&lt;sup&gt;†&lt;/sup&gt;</td>
<td>75.68&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>newsgroups</td>
<td>76.09</td>
<td>76.61&lt;sup&gt;‡&lt;/sup&gt;</td>
<td>76.96&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>reviews</td>
<td>76.76</td>
<td>77.06</td>
<td>77.14&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>weblogs</td>
<td>80.13</td>
<td>80.28</td>
<td>81.05&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>average</td>
<td>76.51</td>
<td>76.83</td>
<td>76.83</td>
</tr>
</tbody>
</table>

(b) Transition-based parser

<table>
<thead>
<tr>
<th></th>
<th>Labeler</th>
<th>Parser</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BL&lt;sub&gt;GTB&lt;/sub&gt;</td>
<td>STACK&lt;sub&gt;GTB&lt;/sub&gt;</td>
</tr>
<tr>
<td>question-answers</td>
<td>72.32</td>
<td>72.75</td>
</tr>
<tr>
<td>email</td>
<td>73.25</td>
<td>73.86&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>newsgroups</td>
<td>74.00</td>
<td>74.88&lt;sup&gt;‡&lt;/sup&gt;</td>
</tr>
<tr>
<td>reviews</td>
<td>74.73</td>
<td>75.33&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>weblogs</td>
<td>77.79</td>
<td>78.24&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>average</td>
<td>74.42</td>
<td>75.01</td>
</tr>
</tbody>
</table>

(c) Greedy transition-based parser

Table 4.9: Stacking and supertagging results (LAS) on the English Web Treebank for three different Level 1 parsers.
Table 4.10: Results (LAS) on development sets for combining supertags and stacking. MAX\textsubscript{GB} corresponds to max(STAG\textsubscript{SL}, STACK\textsubscript{TB}), MAX\textsubscript{TB} to max(STAG\textsubscript{SL}, STACK\textsubscript{GB}), COMBINE\textsubscript{GB} to (STAG\textsubscript{SL}+STACK\textsubscript{TB})\textsuperscript{GR}, and COMBINE\textsubscript{TB} to (STAG\textsubscript{SL}+STACK\textsubscript{GB})\textsuperscript{TB}.

Table 4.9c shows the performance when the greedy parser is acting as Level 1. Supertagging improves over the baseline significantly on 4 out of 5 datasets. However, the baseline for the greedy parser is, on average, about 2 LAS behind the other two parsers. This loss in accuracy buys a significant speed-up, though. The greedy parser is about 29 times faster\textsuperscript{10} than the graph-based parser on the English dataset and even 80 times faster on the Arabic dataset. As the Arabic dataset has very long sentences, the higher complexity of the graph-based parser has a notable effect on its performance. Compared to the beam-search transition-based parser, the greedy parser is about ten times faster on English and five times faster on Arabic.

4.4 Combining Supertagging and Stacking

Previous work and our experiments show that supertagging and stacking both improve the accuracy of a parser. It is therefore a natural question whether the combination of these two methods would yield even better parsers is a natural question.

The columns COMBINE in Table 4.10 show results of experiments in which supertag-

\textsuperscript{10}We report parsing time. Exact runtime depend on implementation and hardware. We, therefore, give relative numbers so that the reader gets an impression of the magnitude.
ging and stacking features come from different sources, i.e., they were predicted by different tools.\textsuperscript{11} For both parsers, the sequence labeler predicts the supertags, and the respective other parser provides the tree for the stacking features, i.e., \textsc{combine}_{\textsc{gb}} corresponds to \((\text{stag}_{\text{sl}} + \text{stack}_{\text{tb}})_{\text{gb}}\) and \textsc{combine}_{\textsc{tb}} is in fact \((\text{stag}_{\text{sl}} + \text{stack}_{\text{gb}})_{\text{tb}}\). We additionally provide \textsc{max} results from the best single source, i.e., \textsc{max}\textsuperscript{y} is either \text{stag}\textsuperscript{y}_{\text{sl}} or \text{stack}\textsuperscript{y}_{\text{gb}}.

The results indicate that the combinations are better than the baseline. For most languages, the difference between the combination and the best single component is statistically insignificant, except Arabic, German, Hungarian, and English for \((\text{stag}_{\text{sl}} + \text{stack}_{\text{tb}})_{\text{gb}}\), and Arabic for \((\text{stag}_{\text{sl}} + \text{stack}_{\text{gb}})_{\text{tb}}\). The increment goes up to 0.51 in the case of Hungarian. On average however, the gains are marginal – graph-based parser’s accuracy increases by 0.2 LAS, and the transition-based parser improves by 0.18 LAS Although these differences denote improvements, they are not nearly as high as the improvements over the baseline for the single components. Therefore, it depends on the actual dataset whether the architecture’s complexity is worth the effort.

In Section 4.2, we argued that supertagging and stacking are similar, and the diversity of tools is the more important factor. The improvements achieved through their combination can also be interpreted along these lines: they are caused by using different tools rather than the fact that we are combining the two methods. In other words, it is like stacking onto two parsers instead of one.

## 4.5 Conclusion

This chapter started with the question of whether we can design a stacking architecture with a Level 0 model that does not predict well-formed trees. For this reason, we took a closer look at a different method for providing syntactic features for statistical dependency parsing – supertagging. Especially, we adopted the particular definition of supertagging from Ambati et al. (2014) and Ouchi et al. (2014).

We showed that supertagging is, in fact, a form of stacking. Although supertags carry less information than full trees, they improve dependency parsers to an equal amount. Moreover, using supertags in a parser that predicted them itself does not lead to improvements. This is in line with the findings of Surdeanu and Manning (2010) on stacking, of which supertagging is a variant. Therefore, while it is not so important which method is used, it is important to use different algorithms in these setups.

\textsuperscript{11}We did experiments with combining supertags and stacking from the same Level 0 tool. However, since the features were derived from the same tree, the differences compared to only stacking were, as expected, negligible.
Our main conclusion is that stacking and supertagging are, in principle, interchangeable, and it depends on the application which of them is preferable. When speed is of the essence, supertagging allows for designing an ensemble architecture with two fast predictors: a Level 0 sequence labeler and a Level 1 greedy transition-based parser. The diversity between these two models is strong enough for the ensemble to benefit from it and improve the performance of the Level 1 parser. We applied this architecture in a cross-domain parsing scenario and demonstrated that it brings accuracy gains also in this setting.

When the accuracy is the priority, ensemble architectures with strong Level 1 models, i.e., graph-based or beam search transition-based parsers, achieve the highest accuracy. This accuracy can be further improved by combining stacking and supertagging, but only if different tools are used. These improvements come from the involvement of different tools rather than the combination of the two methods.

Finally, in the literature, stacking has also been proposed as a method to take advantage of parsers for other syntax frameworks. For example, Øvrelid et al. (2009b) showed an architecture in which a dependency parser was stacked on a slow grammar-driven LFG parser. In such a setting, supertagging might be preferable over stacking: rather than running the slow parser on every sentence in a stacking setup, it can be run once on some training data. A supertagger can then be trained on this data to provide syntactic information at a fraction of the cost.
Chapter 5

Cross-lingual vs. Monolingual Parsing in Low-Resource Scenarios

In the previous two chapters, we looked at ensemble dependency parsers within the context of practical applications and architectures’ runtime. So far we left out the question of how the size of the training data influences the performance of such ensemble methods. Therefore, this chapter switches the focus from the topic of parsing runtime to the second methodological perspective addressed in this dissertation: availability of training resources.¹

Statistical dependency parsers require manually annotated data, i.e., gold-standard treebanks, to learn from. Their performance strongly depends on the size of such treebanks. To illustrate this relationship, let us go back to Chapter 3, where we looked at combining diverse architectures to achieve robust parsing performance. There, Figure 3.4 provided performance analysis of three different parsers on a wide selection of treebanks. Among the treebanks for which the parsers performed poorly (with LAS less than the average) were the two smallest ones – Czech_CLTT and Hungarian – for which there is only 465 and 910 training sentences, respectively.² In both cases, ensemble methods brought significant improvements over single models, but those improvements were not enough to surpass the average 77 LAS threshold. In such a situation, the effort could be invested in building cross-lingual rather than monolingual architectures: against the background of Universal Dependency treebanks, one might hope that data available for other languages could be useful when the training treebank is small.

The central question we examine in this chapter is whether we can find cases where

¹The content of this chapter is based on (Falenska and Çetinoğlu, 2017).
²We refer to Appendix A.2 for the treebank statistics.
cross-lingual parsers achieve better accuracy than monolingual parsers. As a related problem, we investigate the following case: when there is a new language to parse, with no treebank but with the chance to predict POS tags, should one pursue a cross-lingual parsing or invest in gold-standard annotation of at least a small corpus in the language itself? Before we develop and motivate these two questions further, we clarify the two concepts that have not been addressed in this dissertation yet – cross-lingual techniques and low-resource scenarios.

Cross-lingual techniques. Cross-lingual methods enable syntactic analysis for languages for which gold-standard treebanks do not exist. These methods involve transferring structural information from source, typically well-resourced languages, to low-resource targets. To enable such transfer, cross-lingual methods require consistent representations between source and target languages. This is why the development of the Universal Dependencies project (Nivre et al., 2016) facilitated and reinforced research into cross-lingual parsing techniques. Recall from Section 2.1.2 that the project aims at creating a framework for dependency treebank annotation that is consistent across languages: at the time of writing, it consists of 163 treebanks for 92 languages, and constantly grows.

The two predominant cross-lingual strategies are annotation projection (Hwa et al., 2005) and direct model transfer (Zeman and Resnik, 2008). Annotation projection involves transferring structures from the source language to the target through parallel sentences, i.e., sentences with translational equivalents in the target and source languages. Direct model transfer builds on a cross-linguistically shared categorization into POS tags and involves training a model on source sentences and applying it directly to the target data. Although both of the strategies rely on different principles, they share the same underlying initial question: which source language should be used for a particular target to parse? Answering this question and selecting a good source language is crucial for the performance of transfer methods (Bender, 2011). Usually, the decision is based on typological similarities between languages and can be performed manually or automatically. For example, the first approach to transferring dependency parsers was made by Zeman and Resnik (2008). The authors determined the relatedness of the involved languages manually. More recent approaches (Zhang and Barzilay, 2015; Aufrant et al., 2016, among others) use typological databases, such as the World Atlas of Language Structures (WALS) (Dryer and Haspelmath, 2013).

Both manual and automatic selection of source languages comes with challenges. Manual selection involves humans, who might overlook some of the less prominent language similarities. On the other hand, calculating language similarities automatically
is difficult because typological databases are sparse and usually come with poorly described languages (O’Horan et al., 2016). Moreover, typologically distant sources can turn out to be useful for parsing some targets (Lynn et al., 2014). Therefore, selecting only one best source language might not be the optimal approach for many target languages.

Multi-source transfer allows to bypass the problem of selecting only one best source language. It involves training separate models on several source languages and combining their predictions on the target side through ensemble methods. This method has been widely applied both to annotation projection (McDonald et al., 2011; Agić et al., 2016) and to direct model transfer (Zeman and Resnik, 2008; Rosa and Žabokrtský, 2015). In both cases, using few source languages has been shown to achieve higher parsing performance than using only one. Such popularity makes cross-lingual applications presumably the second most common use case of ensemble parsers after improving the performance of single monolingual models.

Low-resource scenarios. As we mentioned earlier, the performance of monolingual statistical dependency parsers, i.e., models that are trained and applied to the sentences in the same language, strongly depends on the size of the training treebank. When it comes to cross-lingual methods, their effectiveness depends on other resources. Annotation projection requires parallel sentences in source and target languages, while model transfer requires no gold-standard trees on the target side. However, target POS tags have to be predicted prior to parsing. Therefore, corpora annotated with POS tags have to exist to train the POS tagger.

There is a wide range of possible scenarios with respect to these three types of resources. For example, Universal Dependencies ver. 2.0 (Nivre et al., 2017) contains treebanks for high-resource languages, such as English or Italian. UD treebanks for these languages come with more than 10,000 sentences annotated with trees and POS tags, and the parallel collection OPUS (Tiedemann, 2012) has plenty of entries for them. Universal Dependencies ver. 2.0 covers also low-resource languages, such as North Sámi, Upper Sorbian, Buryat, or Kurmanji. These languages come with very small training sets (less than 20 sentences) and no development data. When it comes to parallel corpora: three of these languages have only Linux distro translations in the parallel collection OPUS (Tiedemann, 2012), none are part of the 135-language Watchtower Corpus (Agić et al. (2016), but two have a few documents on the Watchtower website), and none are part of the 100-language Edinburgh Bible Corpus (Christodouloupoulos and Steedman, 2015).

3These four treebanks were designed as low-resource testing scenarios in the CoNLL 2017 UD shared task (Zeman et al., 2017).
Finally, no external POS-tagged corpora exist for them. The latter low-resource languages are the focus of this chapter. Specifically, we put our attention at scenarios in which few manually annotated trees exist, but no parallel data is available. We find these scenarios particularly interesting for two reasons. First, they are relatively new because before the introduction of Universal Dependencies, treebanks with only a few manually-annotated trees were not common. Secondly, obtaining even low-quality automatic annotations for such low-resource languages might facilitate research for them, for example, by supporting the semi-automatic annotation process. Especially if we consider that the new and small UD treebanks are commonly created for languages for which no training data was available before.

Cross-lingual vs. monolingual low-resource parsing. Parsing low-resource languages is challenging. Especially when no parallel data is available, many standard cross-lingual parsing techniques are impossible to apply. Such techniques involve annotation projection, as well as treebank translation (Tiedemann and Agić, 2016), cross-lingual word clusters (Täckström et al., 2012), or word embeddings (Duong et al., 2015; Guo et al., 2015). The most commonly applied technique in this setting is called multi-source delexicalized parsing (Zeman and Resnik, 2008; Rosa and Žabokrtský, 2015). Figure 5.1 presents the central idea of the method. It involves training multiple source-side parsers without any lexical features, typically using only common POS tags. These single parsers are then applied to target delexicalized sentences, i.e., sentences with lexical features removed. Finally, the predicted trees are combined through blending.

Delexicalized parsing is a model transfer method, which means that it requires no gold-standard trees on the target side, but it needs POS tags to be predicted prior to parsing. This might be an issue, because, as we have noted above, low-resource languages commonly lack not only parallel data but also external POS-tagged corpora. In such cases, the small UD treebanks are the only sources of gold-standard POS tags. When the data for training POS taggers is small – as for many upcoming UD treebanks⁴ – delexicalized methods might be affected by poor POS tagging accuracy. On the other hand, if there are some gold-standard trees, it is possible to train monolingual target parsers on them. Could there be cases in which such a low-resource monolingual parser is preferred over a delexicalized cross-lingual one?

Our goal is to investigate these questions systematically in low-resource settings and to find the conditions under which one strategy leads to better results than the other. Our

⁴For instance, at the time of writing, there are 21 upcoming treebank projects within Universal Dependencies http://universaldependencies.org/#upcoming-ud-treebanks.
conclusions can prove helpful in developing early parsing models for a new treebank. They can also help decide how to proceed when there is a large gold-standard POS tagged corpus but no trees exist (e.g., Echelmeyer et al. (2017) present a Middle High German corpus with 20,000 tokens of gold-standard POS, no trees, and no apparent parallel data). Moreover, our results can guide the planning of resource creation. While POS annotation can be relatively fast (Garrette and Baldridge, 2013), creating treebanks is costly (Zeman and Resnik, 2008; Souček et al., 2013). The decision to build a large POS annotated corpus vs. a small treebank in a limited time could depend on whether ensemble cross-lingual methods would work well for a particular target language.

5.1 Experimental Setup

This section specifies the experimental setup used for evaluation. We start by generalizing the low-resource scenarios that we have described above. Then, we explain the cross-lingual method that fits these settings the best. Finally, we give details of the datasets and tools used in our experiments.

5.1.1 Low-Resource Scenarios

Table 5.1. summarizes the two low-resource scenarios investigated in this chapter. In the first scenario (denoted **EXTPOS**), two different resources exist: a small training treebank and an external POS-annotated corpus. The corpus is larger than the treebank and allows for training a POS tagger with a good POS tagging accuracy. In the second scenario
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<table>
<thead>
<tr>
<th></th>
<th>EXTPOS</th>
<th>TBPOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training treebank</td>
<td>very small to small</td>
<td>very small to small</td>
</tr>
<tr>
<td>Parallel data</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>POS gold-standard data</td>
<td>external</td>
<td>treebank</td>
</tr>
<tr>
<td>POS accuracy</td>
<td>good</td>
<td>varies</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of the two low-resource scenarios addressed in our experiments.

(TBPOS), only the small training treebank exists. Thus, the gold-standard POS tags necessary to train a POS tagger must be extracted from the treebank. Therefore, while the POS accuracy is not affected by the treebank size in EXTPOS, it varies depending on the size of the treebank in TBPOS. Finally, in both of the scenarios we assume that no development data exists.

5.1.2 Cross-lingual Methods

The cross-lingual method that we apply in our experiments is multi-source delexicalized parser transfer (Zeman and Resnik, 2008; McDonald et al., 2011). As mentioned earlier, this method fits both of the experimental scenarios since it does not require any additional data, mainly parallel sentences. The idea is to train parsers on source treebanks using only non-lexical features, such as universal POS tags, and to apply them directly to sentences from the target language. We follow Rosa and Žabokrtský (2015) and Agić (2017) in combining predictions from different source parsers by weighted blending (we refer to Section 3.1.2 in Chapter 3 for a detailed description of the method). The weights of source languages employed in blending are based on language/treebank similarity measures. Since we assume that few annotated target trees exist, our testing scenarios differ from those addressed in the mentioned literature. Therefore, it is not clear what type of information, such as typological features, gold-standard POS tags, or gold-standard trees, should be considered when calculating the similarity between source and target languages. In order to ensure a fair comparison between cross-lingual and monolingual methods, we experiment with two different similarity measures and three different weighting techniques.

5.1.2.1 Similarity Measures

We employ two measures of similarity between languages known from the literature. The measures are then converted into weights (see the next section) and used for weighting
source languages during blending.

**KL-POS.** We use an adaptation of the KLCPOS-3 metric proposed by Rosa and Žabokrtský (2015). The metric is based on distributions of coarse POS tags in source and target corpora and is defined as the Kullback-Leibler divergence (Kullback and Leibler, 1951) between POS trigrams:

$$KLCPOS-3(tgt, src) = \sum_{t \in tgt} freq(t, tgt) \log \frac{freq(t, tgt)}{freq(t, src)},$$  \hspace{1cm} (5.1)

where $tgt$ and $src$ are target and source corpora, respectively; $t$ is a trigram of POS tags; and the relative frequencies $freq$ of trigrams are estimated as:

$$freq(t, corpora) = \frac{count(t, corpora)}{\sum_{t' \in corpora} count(t', corpora)}.$$  \hspace{1cm} (5.2)

For the KL divergence to be well-defined, the authors set the source count of each unseen trigram to 1.

In our experiments, we apply Rosa and Žabokrtský’s (2015) metric to Universal Part-of-Speech (UPOS) tags and replace the original smoothing with Laplace smoothing with a learning rate of 0.01. We refer to this metric as **KL-POS**.

**WALS.** The previous metric uses corpora statistics but does not take into consideration the linguistic properties of sources and targets. Instead, Agić (2017) proposed to calculate language similarities by using the World Atlas of Language Structures (Dryer and Haspelmath, 2013). The dataset includes entries for 2,679 languages. The entries contain structural features divided into categories such as phonology, morphology, and syntax. We follow Agić (2017) and calculate the similarity of two languages as the Hamming distance between each language’s WALS feature vectors, i.e., the number of positions at which the two vectors differ. For languages with no WALS entry, or for two languages with less than ten features in common, we do not define the **WALS** metric.

### 5.1.2.2 Source Weights

The conversion from similarities into weights is done in three ways using different types of information available in the training data. The first two methods come from Rosa and Žabokrtský (2015) and Agić (2017) and they use POS tags and WALS linguistic information. The third method makes use of small samples of target gold-standard trees.
R&Z15. Rosa and Žabokrtský (2015) calculated KL-POS between the gold POS tags of the source and target training data. Then, they convert the KL-POS negative measures of language similarity to positive weights by taking the fourth power of its inverted value \( KL-POS^{-4} \). We use this method without any change and refer to it as R&Z15.

AGIC17. KL-POS and WALS have their strengths and drawbacks, namely the first metric needs more data for estimations, and the second one does not consider the treebank data at all. Therefore, Agić (2017) proposed to merge the two measures. They first calculated KL-POS between the gold POS tags of the source training data and the predicted POS tags of the target development data. Then, they normalized KL-POS and WALS into probability distributions by applying a softmax function (see Equation (2.10)). Finally, they combined the two distributions through linear combination. The constants used in the combination were tuned on the development data. We follow all the described steps except for the last one. Instead, for simplicity, we keep the contribution of the two methods equal and combine them by simply summing their values.

TGTLAS. We introduce a third method for weighting source languages, which uses target gold-standard trees. We parse these target trees with the source delexicalized parsers. Then, we evaluate their quality with Labeled Attachment Score (LAS). The resulting LAS is used as weights in blending. The intuition is that with an extremely small number of trees, such weights might generalize better and catch more information about the syntactic similarity of languages than measures based on POS tags.

Since in preliminary experiments TGTLAS was achieving the best performance out of the three methods, we boost its behavior even further and introduce an additional tuning step. We use the LAS weights to rank all the source languages and take the \( n \)-best languages giving the best blended accuracy. This \( n \) is tuned for every treebank and every training size separately on the training data. We calculate LAS and tune on the same data because we assume that no development data exists for our test scenario.

5.1.3 Datasets

We perform experiments on the treebanks from the CoNLL 2017 UD shared task (Ze- man et al., 2017), later released as Universal Dependencies ver. 2.0 (Nivre et al., 2017).

\[5\] Specifically, the authors worked with a setting where the language of text is unknown and combined three measures: KL-POS, WALS, and an output of a sentence-level language identifier.
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<table>
<thead>
<tr>
<th>Language</th>
<th>#tokens</th>
<th>#sentences</th>
<th>Language</th>
<th>#tokens</th>
<th>#sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Sorbian (hsb)</td>
<td>460</td>
<td>23</td>
<td>Latin (la)</td>
<td>18184</td>
<td>1334</td>
</tr>
<tr>
<td>Kurmanji (kmr)</td>
<td>242</td>
<td>20</td>
<td>Irish (ga)</td>
<td>13826</td>
<td>566</td>
</tr>
<tr>
<td>Buryat (bxr)</td>
<td>153</td>
<td>19</td>
<td>Ukrainian (uk)</td>
<td>1284</td>
<td>863</td>
</tr>
<tr>
<td>North Sámi (sme)</td>
<td>147</td>
<td>20</td>
<td>Uyghur (ug)</td>
<td>1662</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Kazakh (kk)</td>
<td>529</td>
<td>31</td>
</tr>
</tbody>
</table>

(a) Surprise languages, test-cases for ExtPOS.

<table>
<thead>
<tr>
<th>Language</th>
<th>#tokens</th>
<th>#sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latin (la)</td>
<td>18184</td>
<td>1334</td>
</tr>
<tr>
<td>Irish (ga)</td>
<td>13826</td>
<td>566</td>
</tr>
<tr>
<td>Ukrainian (uk)</td>
<td>1284</td>
<td>863</td>
</tr>
<tr>
<td>Uyghur (ug)</td>
<td>1662</td>
<td>100</td>
</tr>
<tr>
<td>Kazakh (kk)</td>
<td>529</td>
<td>31</td>
</tr>
</tbody>
</table>

(b) Small languages, test-cases for TbPOS.

Table 5.2: Number of tokens and sentences in low-resource test-case treebanks

As source languages, we take the 47 treebanks that are not domain-specific, i.e., for languages for which multiple UD treebanks exist, we take the canonical ones. We refer to Appendix A.2 for treebank statistics and ISO codes of these languages.

One of the objectives of the CoNLL 2017 UD shared task was to encourage participants to pursue cross-lingual approaches to dependency parsing. For this reason, the shared task introduced additional two testing scenarios with a goal of mimicking the challenges of parsing low-resource languages: surprise and small languages. We take these two groups of languages as our test-cases for ExtPOS and TbPOS settings.

**Surprise languages.** This scenario was called surprise in the CoNLL 2017 UD shared task because it consisted of four testing languages for which names were announced only one week before the test phase of the competition. Although at this point the names of these languages are known (i.e., Buryat, Kurmanji Kurdish, North Sámi, and Upper Sorbian), we keep calling them surprise for the sake of consistency.

Surprise languages mimicked the ExtPOS setting in which large POS training data exist and only a few gold-standard trees are available. Each of the treebanks came with roughly 20 gold-standard sentences for training and tuning parsing models (see Table 5.2a for statistics). The test sets were provided with POS tags predicted by a system trained on a dataset much larger than the training treebank.

**Small languages.** This group consisted of five languages for which no development data was available: Latin, Irish, Ukrainian, Kazakh, Uyghur. These languages came with small training treebanks (especially Kazakh and Uyghur, see Table 5.2b) and no additional POS-tagged data. They mimicked the TbPOS scenario where a few gold-standard trees exist, but POS tagging accuracy is poor.
Simulated low-resource languages. The nine target treebanks listed in Table 5.2 do not contain development sets. In order to not compromise our test sets, we set these languages aside as test cases and perform analysis on simulated low-resource languages instead. For this purpose, we use the subset of source treebanks that have a development set (41 languages). For each of them, we sample small training datasets, starting with only 100 tokens. Figure 5.2 illustrates how such sampling is performed for the two testing scenarios. For ExtPOS, POS taggers are trained on the whole dataset, and only training trees are sampled (bottom of the figure). For TBPOS, both sources of information come from the sampled part.

5.1.4 Tools and Evaluation

We use Labeled Attachment Score (LAS) as the evaluation metric and evaluate using the script provided by the CoNLL 2017 UD shared task organizers. Evaluation is always performed on the entire development sets.

Preprocessing. UPOS tags are used in all the experiments. We predict them with the CRF tagger MARMOT (Mueller et al., 2013). In the ExtPOS setting, POS taggers are trained on the whole treebanks, while in TBPOS, training is done only on small samples of trees. We notice that for some of the languages, morphological features would be useful in parsing. However, in the cross-lingual scenario, some of the source languages would lack the morphological features that the target language would be expecting. Therefore, for a fair comparison, we exclude morphological information from both monolingual and cross-lingual parsing features.
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Parsing. We perform parsing with the beam search transition-based parser IMSTRANS that was described in the previous chapter (Section 4.1.4). The parser uses the ARCSTANDARD system extended with a SWAP transition (Nivre, 2009), the lazy SWAP oracle (Nivre et al., 2009), and is trained with passive-aggressive update (Crammer et al., 2006).

We also experimented with the graph-based parser from mate-tools (Bohnet, 2010; Bohnet and Nivre, 2012) to test our hypotheses on a different parsing architecture. The parser uses Carreras’s (2007) extension of Eisner’s (1996) decoding algorithm to build projective parse trees. Then, it applies the non-projective approximation algorithm of McDonald and Pereira (2006) to recover non-projective dependencies. However, since in preliminary experiments the parsers achieved parallel results, we present only the results for the most efficient of them, i.e., the transition-based parser.

Finally, cross-lingual parsers and monolingual parsers for the TBPOS scenario are trained on gold-standard POS tags. For EXTPOS, monolingual parsers are trained on 5-fold jackknifed POS tags (we sample the small treebanks after performing jackknifing).

Blending. We combine outputs of delexicalized parsers through weighted blending. The weights are calculated according to the methods described in Section 5.1.2.2. To achieve labeled trees, we select the most frequent label across all of the single predictions. In presenting the experimental results, we refer to these ensemble cross-lingual models with their weighting scheme, namely R&Z15, AGIC17, and TGTLAS. Monolingual models trained on the target treebanks are referred to as MONO.

5.2 Cross-lingual Techniques vs. Monolingual Parsers

In this section, we compare cross-lingual methods with monolingual target parsers on the artificially created low-resource languages. The goal of the experiments is to find under what circumstances one method is better than the other.

5.2.1 The ExtPOS Scenario

We start by analyzing the results for the ExtPOS scenario. In this setting, POS tagging accuracy does not depend on the size of the parsing training data.

Average results. Figure 5.3 shows the average results for the ExtPOS scenario. We observe that cross-lingual methods using POS tags as their weight sources (AGIC17 and R&Z15) achieve, on average, 55% LAS. R&Z15 is slightly better than AGIC17, as big
gold-standard POS-tagged sets are available for this setting, and R&Z15 extracts gold-standard trigrams from the training data to calculate language similarities. However, both methods are surpassed by the monolingual model when gold-standard target trees are available for as little as 750 tokens (which corresponds to 40 sentences for the used treebanks). Creating weights from gold-standard trees (TgtLAS) instead of POS tags improves the blender (compared to Agic17 and R&Z15). However, the improvement is modest, and the monolingual model trained on only 1,100 tokens (avg. 55 sentences) outperforms it. We find this number surprisingly small and we investigate it further.

Language-specific results. Instead of looking at averages, we analyze all target languages separately. We call the point (size, LAS) in which MONO surpasses TgtLAS (the red circle in Figure 5.3) a cutting point, and plot the cutting points for all of the target languages separately (Figure 5.4). The picture is more comprehensive than the average one. We note that most of the languages do not fall around the average cutting point of 1,100 tokens. Instead, they can be grouped into three clusters: 10 languages on the far left, for which a parser trained on even less than 500 tokens (avg. 25 sentences) is better than TgtLAS; 9 languages on the far right, for which even 3,400 tokens (avg. 176 sentences) are not enough to surpass the cross-lingual method; and those positioned in the middle section. In order to explain this distribution, we take a look at the characteristics of target languages.
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Figure 5.4: Cutting points for all of the artificial low-resource languages in the ExtPOS scenario. Points which fall far right are moved left and their corresponding training size is given in brackets. Cross (X) denotes no WALS entry. The circle size is proportional to the number of sources with WALS < 0.2

We use WALS to measure the distance between languages (we normalize WALS by the number of common features). For every target language, we represent by color its distance to the best source language according to WALS (the darker the circle, the more similar the best source is). The number of good sources (WALS < 0.2) is represented by size (the bigger the circle, the higher the number of good sources). For example, Korean’s (ko) best source, according to WALS, is Urdu with a distance of 0.27, and its circle is light and small. In contrast, Slovenian (sl), for which five good sources exist (among which Ukrainian has the smallest distance of 0.03), is represented by a dark and big circle.

The tendency for the two border groups in Figure 5.4 is visible. The left group tends to have small and light circles, which means that there is no good source for them. When we look at the languages which fall into this group (like Arabic (ar) and Vietnamese (vi)), we see that they come from language families less represented among the source languages. For all of these languages, even an extremely small amount of annotated data is better than applying any of the transfer methods. The far-right circles in comparison are bigger and darker, which means that they fit well into the set of existing source languages. Indeed, many Slavic languages fall here. For such languages, transfer methods work very well and small amounts of gold trees can be used as source of weights, as in TGT+LAS, rather than as training data for monolingual models.
5.2.2 The TBPOS Scenario

Before we summarize what we have learned about the relationship between cross- and monolingual methods, we move to the second TBPOS scenario in which both POS tagging and parsing accuracy depend on the treebank sizes.

**Average results.** Figure 5.5 shows the average results for TBPOS. As expected, the performance of parsers drops due to the lower POS accuracy. For example, in Figure 5.3, LAS is around 55 for 1000 tokens, whereas in Figure 5.5, it drops to around 36 for the same data size.

Other than the lower LAS scores, there are two major differences between these two plots. Recall that in this setting, POS taggers are trained on tags coming from the treebanks, and POS accuracy changes with the data size. That is why the AGIC17 and R&Z15 lines are not flat anymore. It is worth noting that the change in the size of POS-tagged training data influences the two methods in different ways. In R&Z15, with increased size, there are more gold-standard training data to calculate KL-POS. Hence, the method becomes more reliable. AGIC17, on the other hand, uses the same amount of POS tagged data all the time (i.e., the target development set), but its POS tagging accuracy increases with data size. Hence, it positively affects the KL-POS calculations. R&Z15 is slightly better than AGIC17, showing that the direct influence of the increasing number of gold-standard POS tags is higher than the influence of POS tagging accuracy. However, the difference between these two methods is once again very slight, and TGTLAS outperforms both of them for all data sizes.

As the second major difference to the EXTPOS scenario, we notice that MONO quickly outperforms all cross-lingual methods, i.e., the cutting point falls already at around 250 tokens (red circle on the Figure).

**Language-specific results.** Next, we look at language-specific results and show the breakdown of the cutting points by target language in Figure 5.6. The shades of the circles denote the POS accuracy (the darker the more accurate). In this case, the circles are placed in a smaller area with an upper limit of 3,100 tokens. This means that even less gold-standard target trees are needed in this scenario for the monolingual models to surpass cross-lingual approaches. Note that the source language similarity is not shown in this plot; yet, it still affects the underlying distribution of targets. Interestingly, in comparison to Figure 5.4, the relative placement of the languages is almost the same. The languages from less represented families, such as Korean (ko) or Arabic (ar), are on the
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**Figure 5.5:** Average parsing accuracy in TbPOS scenario. The average *cutting point* is marked by the red dot.

![Graph showing cutting points for all artificial target languages in TbPOS scenario.](image)

**Figure 5.6:** Cutting points for all artificial target languages in TbPOS scenario. The shades of the circles denote the POS accuracy (the darker, the more accurate).

left. And most of the Slavic languages are on the right. However, the dense distribution causes a more homogeneous scatter, making the groupings less visible.

### 5.2.3 Overall Picture

The results from both ExtPOS and TbPOS scenarios show that the choice between cross-lingual and monolingual approaches depends strongly on the existing resources. These resources include not only gold-standard target treebanks but also POS-tagged training sentences and treebanks for typologically similar source languages.

When training data for POS taggers is available (as in the ExtPOS scenario), good
sources are a precondition for the cross-lingual methods to work better than models trained on the target treebank. If the target belongs to an underrepresented language family, even a very small sample of gold-standard trees is enough for MONO to achieve better results. In contrast, if the low-resource target language is similar to many sources, cross-lingual techniques can help even if the target gold-standard data exists. In that case, gold-standard trees can be exploited similarly to TGLAS as a source for blending weights. However, for all of our targets and regardless of existing sources, having a treebank bigger than 18,000 tokens is enough for a monolingual model to give higher accuracy than any of the cross-lingual methods.

When no other POS training data than the treebanks themselves exist (TBPOS), on average, monolingual models outperform cross-lingual methods even when trained on only a few gold-standard sentences. The only situation in which using other sources might help is visible when there are many similar sources and gold-standard trees for more than 1,000 tokens (avg. 50 sentences). In that case, the POS tagging accuracy can reach a reasonable 70%, and TGLAS achieves comparable performance to MONO. However, having a treebank bigger than only 3,100 tokens (avg. 160 sentences) is already enough for MONO to work better for all the languages.

### 5.3 Application to Test Languages

The results from Section 5.2 can be interpreted as guidelines for deciding between cross-lingual and monolingual techniques. We first apply the guidelines to our test languages from Table 5.2 and hypothesize for which of these languages cross-lingual methods should be the choice. Then, the hypotheses are evaluated by comparing cross-lingual and monolingual techniques on the languages.

**Application of guidelines.** In the ExtPOS scenario, all the test case treebanks have less than 500 tokens (see Table 5.2a), and according to Figure 5.3, cross-lingual methods might be the right choice. Therefore, we look at the test languages closer and compare them with the breakdown in Figure 5.4. Buryat is a Mongolic language and does not have any close relatives among the source languages. For Kurmanji, there is only one similar language – Persian. Therefore, for both languages, the cutting point would likely occur quickly, and transfer methods would give little improvement over the monolingual model. In contrast, North Sámi is Finno-Ugric, and Finnish and Estonian should be good sources for it. Upper Sorbian is Slavic, and its family is well represented (e.g., by Czech or Polish). Therefore, cross-lingual methods should work very well for these two languages.
In this chapter, we looked at ensemble dependency parsers from the perspective of the availability of training resources. We investigated low-resource parsing scenarios in which only a few gold-standard trees are available, POS tagging accuracy varies, and no reasonable amount of parallel data is available. To systematically compare cross-lingual and monolingual approaches and to observe under what circumstances one is more advantageous than the other, we created a simulation scenario with 41 low-resource languages and applied our findings to a set of 9 real low-resource targets.

---

5.4 Conclusion

In the TBPOS scenario, most of the languages are much bigger than 3,100 tokens (see Table 5.2b), and for none of them cross-lingual techniques should help. Kazakh is smaller than the threshold of 1,000 tokens. Most probably, POS tagging accuracy for it would be poor, and MONO should be a better choice to overcome that. The only language for which cross-lingual methods might help is Uyghur, but it is a language for which not many good sources exist, the closest being Turkish. Most probably, MONO is a better choice also in this case.

Testing hypotheses. To test our hypotheses, we apply all the methods to the test languages and report results in Table 5.3. For languages not present in WALS (Kazakh, Uyghur), AGIC17 uses only KL-POS. We do not apply R&Z15 to the surprise languages since their POS tagging training data is not available. We see that our intuition was right in 8 out of 9 cases. For all of the small languages, MONO performs better - even for Kazakh, where only 529 tokens (31 sentences) are available. As expected, in the case of surprise languages, Upper Sorbian and North Sámi gain from cross-lingual techniques the most – 9.22 and 6 points LAS, respectively, when compared to TGTLAS. For Kurnanji, MONO trained on only 242 tokens (20 sentences) gives 2.12 points LAS more than the best transfer method. Surprisingly, for Buryat, both cross-lingual methods outperform MONO, especially TGTLAS. We scrutinized this result and found out that the source parser that performs the best for this language is Basque. This is in-line with the results of Lynn et al. (2014), who showed that sometimes even typologically distant sources are useful for parsing particular languages. In these cases, methods which take advantage of the gold-standard trees, like TGTLAS, can help in finding such good sources.

---

6Their test sets were annotated via jackknifing by the CoNLL-17ST organizers to mimic the EXTPOS scenario.
Table 5.3: Results on the test languages. The best result for every language is marked in bold.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Cross-lingual</th>
</tr>
</thead>
<tbody>
<tr>
<td>#tokens</td>
<td>POS</td>
</tr>
<tr>
<td>Latin (la)</td>
<td>18184</td>
</tr>
<tr>
<td>Irish (ga)</td>
<td>13826</td>
</tr>
<tr>
<td>Ukrainian (uk)</td>
<td>12846</td>
</tr>
<tr>
<td>Uyghur (ug)</td>
<td>1662</td>
</tr>
<tr>
<td>Kazakh (kk)</td>
<td>529</td>
</tr>
</tbody>
</table>

(a) Small languages

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Cross-lingual</th>
</tr>
</thead>
<tbody>
<tr>
<td>#tokens</td>
<td>POS</td>
</tr>
<tr>
<td>Upper Sorbian (hsb)</td>
<td>460</td>
</tr>
<tr>
<td>Kurmanji (kmr)</td>
<td>242</td>
</tr>
<tr>
<td>Buryat (bxr)</td>
<td>153</td>
</tr>
<tr>
<td>North Sámi (sme)</td>
<td>147</td>
</tr>
</tbody>
</table>

(b) Surprise languages

We found out that the small size of a target treebank should not be deceiving, as monolingual parsing can surpass cross-lingual methods even when trained on very few sentences. By analyzing the typological relations between source and target languages and the accuracy of POS tagging, it is possible to develop intuitions about what methods to apply to a new language. In general, our experiments show that if there are source languages close to the target, and if they are close enough, the target language benefits from cross-lingual parsing. Otherwise, monolingual parsers outperform cross-lingual ones even for small sizes of training data. For 8 out of 9 test languages, our findings hold.

In our experiments, we assumed specific constraints on existing resources, e.g., no parallel data between source and target languages. If some parallel data is available, other transfer parsing approaches can be applied. For instance, Agić et al. (2016) analyzed a related scenario where parallel data is available but there are no gold-standard trees. They showed that projecting POS and dependency annotations from multiple source languages outperforms single-best delexicalized parsing as well as blending. Whether such method would be a preferable choice when a small amount of gold-standard trees is
available is a question to explore. Finally, a scenario where both parallel data and few
gold-standard trees are available was addressed by Guo et al. (2015). The authors showed
that in such setting, the parallel data can be used to create word embeddings, and com-
bining source and target language parsing models via cascading or multi-task learning
can outperform single monolingual models. While both scenarios are beyond this chap-
ter’s scope, they should be taken into account in decision-making if some parallel data is
available.
Chapter 6

Integrating Dependency Parsers in the Deep Contextualized Era

Up until now, we examined ensemble dependency parsers within the contexts of practical applications, parsing time, and availability of training resources. In this chapter, we turn to the third and final methodological perspective addressed in this dissertation: the **final accuracy of the ensemble**. This perspective applies to the practical settings in which the main priority of the end user is to simply achieve as high final parsing accuracy as possible.

**The deep contextualized era.** Recall from Chapter 2 (Section 2.2.4) that to achieve accuracy on the level of today’s state-of-the-art, we need to switch from the traditional dependency parsers, which employ discrete feature models, to neural models, which depend on continuous word representations. Since the first neural dependency parsers of Attardi (2006) and Chen and Manning (2014), such parsers have gradually replaced traditional models, they are being constantly developed, and are pushing the state-of-the-art in the dependency parsing field. One of the recent deep learning developments is based on encoding rich sentential context into word representations through techniques such as Bi-Directional Long Short-Term Memory (BiLSTM) (Hochreiter and Schmidhuber, 1997; Graves and Schmidhuber, 2005) or deep contextualized word embeddings (Peters et al., 2018; Devlin et al., 2019). Dependency parsers that use such techniques have set a new state-of-the-art for both graph-based and transition-based parsers (Kiperwasser and Goldberg, 2016b; Che et al., 2018). Moreover, they proved very effective in parsing.

---

1 The content of this chapter is based on (Falenska et al., 2020a).
competitions, for example, in the consecutive CoNLL shared tasks 2017 and 2018 on Universal Dependency parsing (Zeman et al., 2017, 2018). The two winning systems of these shared tasks, namely the submissions of Dozat et al. (2017) and Che et al. (2018), were based on BiLSTMs, and in the case of the latter, deep contextualized models.

Neural techniques vs. ensembles. The central question we examine in this chapter is whether the high accuracy of graph-based and transition-based neural parsers can be further improved through ensemble methods. On the one hand, in Chapter 3, we argued that ensemble methods are robust tools for improving parsing accuracy. Moreover, they bring improvements across diverse languages, in- and out-of-domain applications, and downstream tasks. On the other hand, there is one aspect that has to be considered, i.e., the accuracy of ensembles strongly depends on the diversity among the combined architectures. Including sentential context into representations of dependency parsers not only set a new state-of-the-art for both graph-based and transition-based parsers but also brought the two architectures closer. Kulmizev et al. (2019) showed that after including such representations, the average error profiles of graph-based and transition-based parsers converge, which might potentially reduce gains from combining them. However, the authors also noticed that the underlying trade-off between the parsing paradigms is still visible in their results. Thus, it is an open question to what extent the differences between graph-based and transition-based parsers could still be leveraged when the deep representations underpin parsers of both paradigms.

We start from the architecture of Kiperwasser and Goldberg (2016b), that the above-mentioned systems of Dozat et al. (2017) and Che et al. (2018) were based on, and extend it with deep contextualized word embeddings. Through two well-established combination techniques – blending and stacking – we demonstrate that, on average, the differences between BiLSTM-based graph-based and transition-based models are reduced below the effect of different random seeds (Section 6.2). For example, blending still provides significant improvements. However, they do not come from the actual combination of different parsing paradigms but are a general artifact of neural training, where random seeds play a significant role. Interestingly, the diversity needed for a successful integration vanishes already with BiLSTM feature representations and does not change when deep contextualized embeddings are added (Section 6.3).

We further consider treebank-specific differences between graph-based and transition-based models (Section 6.4). Through a set of carefully designed experiments, we show that the graph-based parser has an advantage when parsing treebanks with a high ratio of right-headed dependencies. This advantage comes from globally trained Bi-
LSTM representations and can be exploited by the locally-trained transition-based parser through multi-task learning (Caruana, 1993). This combination improves the performance of the two parsing architectures and narrows the gap between them without requiring additional computational effort at parsing time.

6.1 Experimental Setup

This section specifies the experimental setup used for evaluation. We start by describing the parsing architectures and ensemble methods used in this chapter. Then, we give details of the treebanks and preprocessing steps. Finally, we explain how we evaluate the results and analyze the obtained models.

6.1.1 Parsing Model Architecture

Our graph- and transition-based parsers are based on Kiperwasser and Goldberg’s (2016b) architectures (referred to as K&G). A detailed description and graphical illustration of the architectures are provided in Chapter 2 (Section 2.2.4.3). Here, we briefly recap them and describe the introduced changes.

We follow Kulmizev et al. (2019) and intentionally abstain from extensions such as Dozat and Manning’s (2017) attention layer to keep our experimental setup simple. This enables us to carefully control for all relevant methodological aspects of the architectures. Our hypothesis is that adding more advanced mechanisms would resemble adding contextualized word embeddings, i.e., the overall performance improves but the picture regarding parser combination does not change. However, a thorough evaluation of this hypothesis is orthogonal to this work.

The described parsers are implemented with the DyNet library (Neubig et al., 2017). Table B.1 in Appendix B lists all of the used hyperparameters.

Deep contextualized word representations. The two most popular models of deep contextualized representations are ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019). Both models have been used with dependency parsers, either for multi-lingual applications (Kondratyuk and Straka, 2019; Schuster et al., 2019) or to improve parsing accuracy (Che et al., 2018; Jawahar et al., 2018; Lim et al., 2018). Recently, Kulmizev et al. (2019) analyzed the influence of deep contextualized word representations on parsing architectures. They showed that for the K&G architecture, both ELMo and BERT give similar results, BERT being slightly ahead. Since the scope of our experiments is to
analyze the influence of contextualized embeddings and not to analyze the differences between different embedding models, we use ELMo, which at the time of writing is a more accessible model.

ELMo representations encode words within the context of an entire sentence. The representations are built from a linear combination of several layers of BiLSTMs pre-trained on a task of language modeling:

\[
\text{ELMo}(x_{1:n}, i) = \gamma \sum_{j=1}^{L} s_j \text{BiLSTM}_{LM}^j(x_{1:n}, i)
\]  

(6.1)

We use pre-trained ELMo models provided by Che et al. (2018) and train task-specific parameters \(s_j\) and \(\gamma\) together with the parser. The final representations are combinations of \(L = 3\) layers and have dimensionality equal to 1024.

**Word representations.** In both transition- and graph-based architectures, input tokens are represented in the same way. For a given sentence with words \([w_1, \ldots, w_n]\) and POS tags \([t_1, \ldots, t_n]\) each word representation \(x_i\) is built from concatenating: the embedding of the word, its POS tag, the BiLSTM character-based embedding, and the word’s ELMo representation:

\[
x_i = e(w_i) \circ e(t_i) \circ \text{BiLSTM}_{ch}(w_i) \circ \text{ELMo}(x_{1:n}, i)
\]  

(6.2)

Word embeddings are initialized with the pre-trained fastText vectors (Grave et al., 2018) and trained together with the model. The representations \(x_i\) are passed to the BiLSTM feature extractors and represented by a vector \(\bar{x}_i = \text{BiLSTM}(x_{1:n}, i)\).

**Transition-based parser.** Transition-based parsers operate on configurations. For every configuration consisting of a stack, a buffer, and the current set of arcs, the K&G parser builds a feature set from few crucial configuration items, concatenates their BiLSTM vectors, and passes them on to a Multi-layer Perceptron (MLP). The MLP scores all possible transitions, and the highest-scoring one is applied to proceed to the next configuration.

Our implementation (denoted TB) uses the ARCSTANDARD with SWAP transition system (Nivre, 2009) and can thus handle non-projective trees.\(^2\) We use Nivre et al.’s (2009)

\(^2\)We performed multiple experiments within the K&G architecture by differentiating transition-systems (e.g., removing SWAP, using the arc-hybrid system (Kuhlmann et al., 2011), and adding the dynamic oracle (Goldberg and Nivre, 2012, 2013)), graph-decoders (testing Eisner’s (1996) algorithm), and word representations. In all the tested scenarios, the general picture was essentially the same. Therefore, we present results only for the best-performing configurations.
lazy SWAP oracle for training. We follow Shi et al. (2017a) and build the feature set from three vectors: the two top-most items of the stack and the first item on the buffer (denoted $s_0$, $s_1$, and $b_0$). Labels are predicted together with the transitions.

For analysis, we also use variants of the transition-based parser trained without Bi-LSTMs. In these cases, vectors $x_i$ are passed directly to the MLP layer (similarly to Chen and Manning (2014)), and the implicit context encoded by the BiLSTMs is lost. We compensate for it by using Kiperwasser and Goldberg’s (2016b) extended feature set $\{s_0, s_1, s_2, b_0, s_{0L}, s_{0R}, s_{1L}, s_{1R}, s_{2L}, s_{2R}, b_{0L}\}$, where $L$ and $R$ denote the left- and rightmost child. The feature set adds the embedding information of additional tokens in the structural context of the parser state.

**Graph-based parser.** The graph-based K&G architecture used a first-order factorization. At parsing time, every pair of tokens $\langle x_i, x_j \rangle$ yields a feature set $\{\overline{x_i}, \overline{x_j}\}$. The BiLSTM representations of these features are concatenated and passed to an MLP to compute the score for an arc $x_i \xrightarrow{lbl} x_j$ for every possible dependency label $lbl$ (unlike the original K&G implementation, we predict labels together with the arcs). To find the highest-scoring tree, we apply the Chu-Liu-Edmonds algorithm (Chu and Liu, 1965; Edmonds, 1967). We denote this architecture GB.

In the experiments where GB is trained without BiLSTMs, we extend the feature set with surface features known from classic graph-based parsers, such as distance between heads and dependents, and words at a distance of 1 and 2 from heads and dependents (McDonald et al., 2005a).

### 6.1.2 Integration Methods

Parser combination approaches can be divided into two categories: methods that integrate base parsers during prediction and those which do the same during training. We use one well-established representative from each of the categories, i.e., blending and feature-based stacking. Additionally, as a tool for analysis, we combine the two parsers through multi-task learning. Blending and feature-based stacking are explained in detail in Chapter 3 (Section 3.1). Therefore, in this section, we recall the most important information about these methods and establish the notation used in the remainder of this chapter.

**Blending.** The method presented in Figure 6.1a involves running basic models in separation, combining their outputs into one graph, and employing a graph-based decoder to
find the maximum spanning tree in the combined graph. In our implementation, we use
the Chu-Liu-Edmonds algorithm to find the final tree. For every resulting arc, we select
the most frequent label across all the labels previously assigned to it. Blending needs at
least three basic models to apply the voting scheme. Therefore, we follow Kuncoro et al.
(2016) and train multiple instances of models with random seeds, denoting $\text{BLEND}_n$ a
combination of $m \times \text{GB}$ and $n \times \text{TB}$ parsers. For analysis, we vary the ratio of $\text{TB}$ and $\text{GB}$
models, while leaving the total number of models constant at 6 for a fair comparison.

**Feature-based stacking.** The method presented in Figure 6.1b involves running two
parsers in sequence, such that the second (Level 1) parser can use the output of the first
(Level 0) parser as features (denoted $\text{STACK}^{\text{LEVEL} 1}_{\text{LEVEL} 0}$). To generate training data for the
Level 1 parser, we apply 10-fold cross-validation on the training sets with the Level 0
parser. Then, we follow Ouchi et al. (2014) and extract stacking features from the
predictions of the Level 0 parser in the form of supertags. More precisely, for every
word $w_i$ we build its supertag by filling the template $\text{label}/hdir+\text{hasLdep}_\text{hasRdep}$, where
label is the dependency relation, $hdir$ denotes relative head direction, and
$\text{hasLdep}/\text{hasRdep}$ mark the presence of left/right dependents. Such supertags are
then, similarly to POS tags, represented as embeddings and concatenated with other rep-
resentations to build $x_i$. We made exploratory experiments to determine the choices of
dimensionality and type of information encoded in the stacking representations on the
English development data, and we left them unchanged for other languages.

**Multi-task Learning (MTL).** When analyzing BiLSTM representations, we combine the
transition- and graph-based K&G parsers by sharing their BiLSTM representations (see

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{integration_methods.png}
\caption{Schematic illustration of the integration methods used in this chapter.}
\end{figure}
6.1 Experimental Setup

Figure 6.1c).³ We keep feature extraction and MLP layers separate, and we do not enforce any agreement between the two decoders. In practice this means that training yields two parsers that can be applied independently: one transition-based (denoted $MTL_{TB}$) and one graph-based ($MTL_{GB}$).

We use a straightforward MTL training protocol: for every sentence, we calculate the BiLSTM representations $\tilde{x}_i$ and collect all local losses from both tasks ($TB$ and $GB$). Then the losses are summed, and the model parameters are updated through backpropagation. We note in passing that this training protocol leaves many options for improvements, such as adding weights to losses from different tasks (Shi et al., 2017b), sharing representations on different levels of BiLSTMs (Søgaard and Goldberg, 2016), or employing stack-propagation (Zhang and Weiss, 2016). We abstain from such extensions as they are orthogonal to the central points of our analysis.

6.1.3 Datasets and Preprocessing

We conduct experiments on a selection of thirteen treebanks from Universal Dependencies v2.4 (Nivre et al., 2019): Arabic (PADT), Basque (BDT), Chinese (GSD), English (EWT), Finnish (TDT), Hebrew (HTB), Hindi (HDTB), Italian (ISDT), Japanese (GSD), Korean (GSD), Russian (SynTagRus), Swedish (Talbanken), and Turkish (IMST). This selection was proposed by Kulmizev et al. (2019) and varies in terms of language family, domain, and amount of non-projective arcs. We refer to Appendix A.3 for treebank statistics.

We use automatically predicted universal POS tags in all of the experiments. The tags are assigned using a CRF tagger MARMOT (Mueller et al., 2013). We annotate the training sets via 5-fold jackknifing.

6.1.4 Evaluation and Analysis

We evaluate the experiments using Labeled Attachment Score (LAS).⁴ We train our models for 30 epochs and select the best model based on development LAS. For the test sets results, we follow Reimers and Gurevych’s (2018) recommendation and report averages and standard deviations from six models trained with different random seeds. We test for significance using the Wilcoxon rank-sum test with a p-value < 0.05.

³Shi et al. (2017b) used MTL in a similar way. They shared BiLSTM feature extractors between three parsers to speed up training time. However, they did not evaluate if the combination improved the performance of single models.

⁴The percentage of tokens that received the correct head and label.
Table 6.1: Average (from six runs) parsing results (LAS) on test sets for stacking. Corresponding standard deviations are provided in Table B.2 in Appendix B. ‡ marks statistical significance compared to single model baselines (p-value < 0.05).

<table>
<thead>
<tr>
<th>Language</th>
<th>TB</th>
<th>STACK\textsuperscript{TB}</th>
<th>GB</th>
<th>STACK\textsuperscript{GB}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>82.59</td>
<td>82.59</td>
<td>82.95</td>
<td>83.02</td>
</tr>
<tr>
<td>Basque</td>
<td>79.96</td>
<td>80.35</td>
<td>82.21</td>
<td>81.71</td>
</tr>
<tr>
<td>Chinese</td>
<td>80.27</td>
<td>80.71</td>
<td>81.11</td>
<td>80.80</td>
</tr>
<tr>
<td>English</td>
<td>86.61</td>
<td>86.72</td>
<td>86.97</td>
<td>87.15</td>
</tr>
<tr>
<td>Finnish</td>
<td>86.75</td>
<td>86.38‡</td>
<td>87.16</td>
<td>87.47</td>
</tr>
<tr>
<td>Hebrew</td>
<td>85.57</td>
<td>85.94‡</td>
<td>86.55</td>
<td>86.62</td>
</tr>
<tr>
<td>Hindi</td>
<td>91.00</td>
<td>91.19</td>
<td>91.58</td>
<td>91.32‡</td>
</tr>
<tr>
<td>Italian</td>
<td>90.61</td>
<td>90.83</td>
<td>91.18</td>
<td>91.22</td>
</tr>
<tr>
<td>Japanese</td>
<td>93.47</td>
<td>93.32</td>
<td>93.34</td>
<td>93.39</td>
</tr>
<tr>
<td>Korean</td>
<td>82.17</td>
<td>81.95</td>
<td>82.99</td>
<td>82.62</td>
</tr>
<tr>
<td>Russian</td>
<td>90.30</td>
<td>90.60</td>
<td>90.90</td>
<td>90.83</td>
</tr>
<tr>
<td>Swedish</td>
<td>86.52</td>
<td>86.65</td>
<td>87.09</td>
<td>86.97</td>
</tr>
<tr>
<td>Turkish</td>
<td>63.94</td>
<td>64.18</td>
<td>66.19</td>
<td>66.03</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td>84.60</td>
<td>84.72</td>
<td>85.40</td>
<td>85.32</td>
</tr>
</tbody>
</table>

An analysis is carried out on the development sets in order not to compromise the test sets. We follow Kulmizev et al. (2019) and sample the same number of sentences from every development set (484 sentences since this is the size of the smallest one). We then aggregate results from three models trained with different random seeds and present the combined results.

6.2 Diversity-Based Integration

We start by evaluating the two integration methods (STACK and BLEND) and by applying them to our transition- and graph-based parsers (TB and GB). Results are presented in Tables 6.1 and 6.2.

**Average results.** We first compare the average results of the two baseline models and the integration methods. In the case of stacking, we can notice in Table 6.1 that the average performance of the combined models is almost the same as that of the single ones. Small improvements are noticeable for STACK\textsuperscript{TB} vs. TB, but they are statistically significant only for one treebank, i.e., Hebrew. Comparing STACK\textsuperscript{GB} vs. GB, we even notice a
Table 6.2: Parsing results (LAS) on test sets for blending. Since blending already involves multiple models, we run it only once and do not test the results for significance.

small average drop of 0.08 LAS.

In the case of blending (see Table 6.2), the method provides strong improvements over single baselines (BLEND$^6$ vs. TB and BLEND$^3$ vs. GB). However, these improvements are not coming from integrating different paradigms, since BLEND$^3$ achieves the same average performance as BLEND$^6$, which uses only GB.

There are two possible explanations for the lack of average gains from integrating different parsing paradigms: either (1) in general, the neural models are simply not capable of benefiting from such combination, or (2) feature representations based on the BiLSTMs and the deep contextualized representations bring the architectures too close to each other for the integration to be beneficial. Section 6.3 investigates which of the architectural aspects are responsible for no benefits from the traditional combination methods.

Treebank-specific differences. We continue analyzing results presented in Tables 6.1 and 6.2 and take a closer look at differences on the treebank level. Comparing single baselines (TB vs. GB), we note that GB has a clear advantage over TB. It surpasses TB on twelve out of thirteen treebanks (all improvements are significant). We reproduce the analysis from Kulmizev et al. (2019) and confirm that this advantage is consistent across
arcs of different lengths, distances to root, and sentences with different sizes (we provide corresponding plots in Appendix B.2). Interestingly, the dominance of GB over TB significantly differs across treebanks and is especially prominent for more challenging ones, e.g., with small amounts of training data or a high level of non-projectivity. For instance, the largest difference of 2.25 LAS is visible for Basque, which is the treebank with the largest number of non-projective arcs, and Turkish, which has the smallest training dataset. Moreover, these are the treebanks where $\text{STACK}_{TB}^{GB}$ offers small improvements (0.39 LAS and 0.24 LAS, respectively), but both $\text{STACK}_{TB}^{CB}$ and $\text{BLEND}_{3}^{3}$ cannot make use of the diversity in predictions of the two models and cause the accuracy to drop (observable by comparing $\text{STACK}_{TB}^{GB}$ vs. GB and $\text{BLEND}_{3}^{3}$ vs. $\text{BLEND}_{6}^{6}$). As we saw in Chapter 4 (Table 4.8), in the case of non-neural parsers, a big gap between the performance of a strong graph-based model and a greedy transition-based model does not prevent the former from learning from the latter. Therefore, the questions arise where these treebank-specific differences come from and why integration methods cannot benefit from them. We address these questions in Section 6.4.

### 6.3 Parsing Architectures and Diversity

To investigate for what reasons there are no gains from the integration, we run ablation experiments and apply both blending and stacking on models trained with and without BiLSTMs and with and without ELMo representations.

#### 6.3.1 Feature-based Stacking

We perform stacking with different types of Level 0 information. Apart from the standard way, in which TB is stacked on top of GB or vice versa (denoted O; for other) we carry out two types of control experiments: S (for self), where we stack a model on itself, and G (for gold), where gold-standard trees are used as Level 0 predictions.

**Oracle experiments.** Figure 6.2 displays results for stacking with different Level 0 information. We immediately see that scenario G, in which models are stacked on gold-standard trees, exhibits almost perfect performance. Regardless of the Level 1 parser and employment of BiLSTMs and ELMo, all models achieve accuracy higher than 95 LAS, proving that they are capable of learning from the stacking representations.
Figure 6.2: Average parsing accuracy (LAS over thirteen treebanks on development sets) for stacking with different types of Level 0 information: s – self, o – other, g – gold. Separate results for models trained with or without BiLSTMs and with or without ELMo. Red lines mark the average LAS of the single baseline models.

Influence of representations. Next, we consider the models which were trained without BiLSTMs and ELMo (left, lightest bars). Surprisingly, for both TB (green) and GB (blue), small improvements can be noticed in the self-application scenario s. Looking back at the equivalent experiments for non-neural models (see Chapter 4, Section 4.2.4), we notice that this was not the case and self-application used to lead to at most tiny improvements. One explanation for this might be the diversity of the neural models coming with random seeds – it used to be less prominent in their non-neural versions (Reimers and Gurevych, 2017) and thus less beneficial in stacking.

In scenario o, which combines models of different types, improvements are clearer. Both STACK\(^{TB}\) and STACK\(^{GB}\) surpass both of the single baselines, proving that integration is beneficial when BiLSTMs and ELMo are not used.

Considering the case where BiLSTMs are included (middle) changes the picture. Self-application behaves almost on par with stacking the parsers on each other. The only modest improvement (amounting to 0.18 LAS on average) occurs for STACK\(^{TB}\), but it is not enough to surpass a single GB baseline.

As expected, adding ELMo (right, darkest bars) results in significant improvements comparing to the models without the representations. However, these improvements do not impact stacking results, and the picture regarding the integration of the architectures stays the same.
6.3.2 Blending

Figure 6.3 presents results for blending with different ratios of TB and GB models. We start by analyzing models trained without BiLSTMs and ELMo representations (left). We can observe a pattern we would expect from diverse models: (1) blending always improves over the baselines (signified by red lines); (2) combining models only of one sort (BLEND\textsubscript{06} or BLEND\textsubscript{60}) yields lower scores than when we introduce more diversity into the combination; (3) the best result is obtained by BLEND\textsubscript{33}, where the same number of TB and GB models is used.

For the models that use BiLSTMs (middle), the gains coming from blending are smaller. For example, BLEND\textsubscript{06} improves TB by 1.84 LAS, whereas the corresponding improvement when no BiLSTMs are used is 3.67 LAS. Interestingly, the models show a different pattern when it comes to diversity within the combination. The accuracy of the blend increases with the number of GB models. Although BLEND\textsubscript{3} achieves the highest accuracy, it surpasses BLEND\textsubscript{2} by only 0.05 LAS. This suggests that TB models do not bring enough diversity into the combination, and the accuracy of BLEND is mostly influenced by the performance of GB.

Finally, for models that use ELMo (right), improvements over single baselines are slightly smaller – BLEND\textsubscript{06} improves GB by 1.34 LAS comparing to 1.59 LAS when no ELMo is used. However, the picture regarding diversity is the same, and overall performance depends on the number of GB models and not on the diversity among combined paradigms.
To conclude, we showed that the performance of TB and GB models can be improved through the traditional diversity-based approaches as long as no BiLSTMs are used. Otherwise, the gains from combination methods decrease considerably. Adding ELMo representations improves the performance of both of the models but has almost no impact on the outcome of the integration.

6.4 Representations and Treebank-Specific Diversity

In the previous section, we found out that BiLSTMs mitigate average benefits from integration methods. One explanation might be that when both TB and GB use the same feature representations, the diversity between them is much smaller, thus reducing the gains that the models could draw from each other. However, when comparing treebank-specific results in Section 6.2, we noticed that the two baselines differ considerably in specific cases. We now investigate where these differences come from and if they can be beneficial.

6.4.1 Representation Analysis

We first take a closer look at information encoded in representations learned by the transition- and graph-based models.

**IMPACT metric.** We follow Gaddy et al. (2018) and use derivatives to estimate how sensitive a particular part of the architecture is with respect to changes in input. Precisely, for every vector $\mathbf{x}$, we measure how it is influenced by every word representation $x_i$ from the sentence. If the derivative of $\mathbf{x}$ with respect to $x_i$ is high, then the word $x_i$ has a strong influence on the vector. We compute the $l_2$-norm of the gradient of $\mathbf{x}$ with respect to $x_i$ and normalize it by the sum of norms of all the words from the sentence calling this measure $\text{IMPACT}$:

$$
\text{IMPACT}(\mathbf{x}, i) = 100 \times \frac{||\frac{\partial \mathbf{x}}{\partial x_i}||}{\sum_j ||\frac{\partial \mathbf{x}}{\partial x_j}||}
$$

(6.3)

For every sentence from the development set and every vector $\mathbf{x}_i$, we calculate the impact of every representation $x_j$ from the sentence on the vector $\mathbf{x}_i$. We bucket these impact values according to the distance between $j$ and $i$.

Figure 6.4 shows the average impact of tokens at particular positions. We see the
same two general patterns as Gaddy et al. (2018): (1) closer words have larger effects on the representations, and (2) even words that are 15 or more positions away influence the vectors.

We continue our analysis and differentiate between the impact of correct heads (as looked up in the gold standard of the development set, red lines on the plot) from words that are not heads (blue). We see that the impact of heads is greater than the impact of other tokens. For example, in Figure 6.4a, tokens at a distance of \(-1\) from \(x_i\) are responsible for around 15 percent of the change of \(x_i\) on average (among all words from the sentence), whereas this percentage drops to 13 percent for non-heads.

**Transition-based parser.** For representations trained with TB (Figure 6.4a), the difference in signals coming from heads and other tokens is bigger on the left side than on the right side (see, e.g., positions \(-15\) and 15). De Lhoneux et al. (2019) provided an explanation for this. They showed that for greedy *locally-trained* models, the forward LSTM could be interpreted as rich history-based features while the backward LSTM could be thought of as look-ahead features. Since the information to the right mostly (i.e., except for the buffer front) comes from the backward LSTM, it contains, as in the case of standard look-ahead features, less structural relations.

**Graph-based parser.** Representations trained together with GB (Figure 6.4b) show a slightly different pattern. Compared to TB, the impact of heads is smaller for tokens closeby, but it also deteriorates slower. Since this model is *globally* trained, the influence of heads does not depend on the side – the plot is almost symmetrical (compare positions \(-20\) and 20 in Figure 6.4b and Figure 6.4a), suggesting that representations encode as
much information about syntactic relations on the left as on the right.

Figure 6.5: Dependency recall (top) and precision (bottom) relative to the head position on development sets.

6.4.2 BiLSTMs Integration

Next, we investigate whether the observed differences in the information encoded in BiLSTM representations can explain the advantage of \( GB \) over \( TB \). We train new models where we share these intermediate representations between the two parsers through
MTL. Our hypothesis is that if the advantage of GB stems from global training and its influence on the representations, then MTL will re-balance the representations and, as a result, it will narrow the gap between the two models. We note in passing that although MTL is typically carried out on different tasks, often with different training sets, it is perfectly possible to consider graph-based and transition-based dependency parsing as two separate tasks trained on the same training set.

**IMPACT analysis.** Figure 6.4c displays the IMPACT statistics for MTL models. The plot shows that the BiLSTM representations draw on the advantages from both locally trained TB and globally trained GB – the distribution has a slightly stronger peak for closer words, as in TB, but flattens out more slowly, as in GB. This effect is particularly pronounced when comparing the far right (look-ahead) of TB with the MTL distribution, especially as heads become more influential.

**Error analysis.** To understand how the changes in representations influence the parsing performance, we break down the LAS by dependency length and head direction. Figure 6.5 shows the recall and precision of models with respect to the positions of the heads.

First, we compare TB (blue) with GB (green) and observe that GB has a consistent advantage. However, when comparing recall and precision, we note an interesting difference. In terms of recall (top plot in Figure 6.5), the plot is symmetrical, and the advantage of GB is roughly the same for heads on the left and on the right side of the token. In terms of precision (bottom plot in Figure 6.5), both TB and GB behave identically for heads on the left, but the performance of TB drops faster for heads on positions 3 and more to the right.

Second, we analyze MTL\textsubscript{TB,GB} (red line). We notice that sharing representations with GB does not influence TB’s recall or precision on heads on the left. However, for right-headed dependencies precision improves. The model catches up with GB’s performance and starts deteriorating much later, for heads on positions 6 and more to the right.

**Treebank specific improvements.** Finally, we look at the treebank-specific accuracy of the MTL models. We start from the effects of MTL on GB (two right columns in Table 6.3). Sharing representations between the two architectures has a small influence on GB and,

\textsuperscript{5}Dependency recall is defined as the percentage of correct predictions among gold standard arcs with head position \(p\) and precision is the percentage of correct predictions among all predicted arcs; the definition slightly differs from McDonald and Nivre (2007), who looked at absolute arc lengths.
on average, improves its performance by 0.18 LAS. Although for few treebanks bigger improvements can be seen, e.g., Chinese (0.39 LAS) or Swedish (0.35 LAS), none of them is statistically significant. Therefore, it is not clear if these improvements come from the actual combination of different parsing paradigms, or if MTL, in this case, acts as additional regularization, ultimately reducing overfitting during training.

In the case of TB, the average performance is improved through MTL by 0.42 LAS, with statistically significant differences for four treebanks. The biggest gains are visible for the treebanks, where the difference between TB and GB is the greatest, such as Basque (0.94 LAS). Interestingly, among the treebanks with the biggest improvements, we can notice Turkish (1.28 LAS) and Chinese (0.52 LAS), which are the two treebanks with the highest ratio of right-headed arcs (62.58% and 71.86%, respectively). This result is in line with the results of de Lhoneux et al. (2019), who demonstrated that backward LSTMs are especially important for head-final languages.

To conclude, we saw that the strong advantage of GB over TB stems from global training. The training increases the impact of tokens (far) to the right as compared to a locally trained TB model, which translates into an improved prediction of right-headed

<table>
<thead>
<tr>
<th>Language</th>
<th>TB</th>
<th>MTL&lt;sub&gt;TB&lt;/sub&gt;</th>
<th>GB</th>
<th>MTL&lt;sub&gt;GB&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>82.59</td>
<td>82.55</td>
<td>82.95</td>
<td>82.99</td>
</tr>
<tr>
<td>Basque</td>
<td>79.96</td>
<td>80.90†</td>
<td>82.21</td>
<td>82.55</td>
</tr>
<tr>
<td>Chinese</td>
<td>80.27</td>
<td>80.79</td>
<td>81.11</td>
<td>81.50</td>
</tr>
<tr>
<td>English</td>
<td>86.61</td>
<td>86.97</td>
<td>86.97</td>
<td>87.24†</td>
</tr>
<tr>
<td>Finnish</td>
<td>86.75</td>
<td>87.09</td>
<td>87.16</td>
<td>87.52</td>
</tr>
<tr>
<td>Hebrew</td>
<td>85.57</td>
<td>85.90</td>
<td>86.55</td>
<td>86.68</td>
</tr>
<tr>
<td>Hindi</td>
<td>91.00</td>
<td>91.29†</td>
<td>91.58</td>
<td>91.71</td>
</tr>
<tr>
<td>Italian</td>
<td>90.61</td>
<td>90.97</td>
<td>91.18</td>
<td>91.31</td>
</tr>
<tr>
<td>Japanese</td>
<td>93.47</td>
<td>93.45</td>
<td>93.34</td>
<td>93.47</td>
</tr>
<tr>
<td>Korean</td>
<td>82.17</td>
<td>82.36</td>
<td>82.99</td>
<td>83.12</td>
</tr>
<tr>
<td>Russian</td>
<td>90.30</td>
<td>90.58</td>
<td>90.90</td>
<td>91.11</td>
</tr>
<tr>
<td>Swedish</td>
<td>86.52</td>
<td>87.16†</td>
<td>87.09</td>
<td>87.44</td>
</tr>
<tr>
<td>Turkish</td>
<td>63.94</td>
<td>65.22†</td>
<td>66.19</td>
<td>65.88</td>
</tr>
</tbody>
</table>

| average | 84.60 | 85.02 | 85.40 | 85.58 |

Table 6.3: Average (from six runs) parsing results (LAS) on test sets. † marks statistical significance compared to single model baselines (p-value < 0.05). Corresponding standard deviations are provided in Table B.3 in Appendix B.2.
dependencies. Thus the distance between the two models is treebank-related and can be reduced through integration methods such as MTL, especially when parsing more challenging treebanks.

6.5 Conclusion

In this chapter, we investigated ensemble dependency parsers with the focus on the final parsing accuracy. We started by explaining that to achieve accuracy on the level of today’s state-of-the-art neural parsers have to be used. Especially parsers that employ techniques for incorporating sentential context into representations, such as BiLSTMs and deep contextualized embeddings, are successful at achieving robust parsing accuracy. Therefore, we asked under what circumstances such parsers could be further improved through ensemble methods.

We applied the two well-established ensemble techniques – feature-based stacking and blending – to integrate neural transition- and graph-based parsers based on Kiperwasser and Goldberg’s (2016b) architectures. We found that when models use BiLSTMs, the diversity between them is on the level of different random seeds. Moreover, adding deep contextualized representations on top of BiLSTMs improves the performance of both parsers but does not change the picture regarding the integration.

In our setting, graph-based parsers have an advantage over transition-based parsers stemming from global training. In the case of pre-neural models, such an advantage was not limiting the strong models to learn from the weaker (cf., Section 4.3 in Chapter 4). We found that this is not the case for the neural models. Therefore, improving dependency parsers through combination methods is not as straightforward as it used to be. Such a combination has to take into consideration the specificity of the treebank and depends on whether accuracy or parsing time is the priority. The greatest gains in accuracy can be obtained by blending multiple graph-based models. However, this method comes with the cumbersome overhead of running multiple predictors at application time. When speed is essential, and the accuracy can be sacrificed (Gómez-Rodríguez et al., 2017), greedy transition-based parsers or even sequence labelers could be the preferable choices (Strzyz et al., 2019). In such cases, alternative integration approaches such as multi-task learning could boost the performance of locally-trained models without requiring additional computational effort at parsing time.
Chapter 7

The Utility of Structural Features in BiLSTM-based Dependency Parsers

In the previous chapter, we turned our attention to the final methodological perspective addressed in this dissertation: the final accuracy of the system.\(^1\) We acknowledged that in order to move closer to the level of today’s state-of-the-art, neural dependency parsers have to be used. Interestingly, we found out that this new neural era brings new challenges for integration methods. The methods are less straightforward to apply and offer less significant improvements than for their classical non-neural predecessors.

One of the conclusions of the previous chapter was that the predictions of neural transition-based and graph-based parsers lack diversity. Recall from Chapter 2 (Section 2.4), that such diversity between classical models used to be related to the trade-off between richness of feature representations on the one hand and exact or approximate search methods on the other. For example, graph-based parsers used to have an advantage on longer arcs, because they perform exhaustive search. And transition-based parsers used to be stronger on shorter arcs, where features drawn from structural context allowed them to make well-informed decisions.\(^2\)

What changes when neural techniques, such as BiLSTMs, are added? Our BiLSTM-based graph-based parsers still perform global inference. However, our transition-based parsers do not use any conventional structural features. When Kiperwasser and Goldberg (2016b) proposed the architecture that our models are based on (referred to as K&G architecture), they achieved state-of-the-art performance without explicit information

---

\(^1\)The content of this chapter is based on (Falenska and Kuhn, 2019).

\(^2\)See Figure 7.1 for the concept of structural context. Details of the architectures will be described in Section 7.1.1.
about the structural context. The authors suggested that it is because the BiLSTM encoding is able to estimate the missing information from the given features and did not explore this issue further. Since the introduction of the K&G architecture BiLSTM-based parsers have become standard in the field. Yet, it is an open question how much conventional structural context the BiLSTMs representations are actually able to capture implicitly. And whether employing structural features in the BiLSTM-based transition-based parsers would restore their advantage over the graph-based architectures and bring back the diversity among the methods.

Inspired by the work of Gaddy et al. (2018) on constituency parsing, we aim at understanding what type of information is captured by the internal representations of BiLSTM-based dependency parsers and how it translates into their impressive accuracy. As our starting point, we take the K&G architecture and extend it with a second-order decoder. We perform systematic analyses on nine languages using two different architectures (transition-based and graph-based) across two dimensions: with and without BiLSTM representations, and with and without features drawn from structural context. We demonstrate that structural features are useful for neural dependency parsers, but they become redundant when BiLSTMs are used (Section 7.2). It is because the BiLSTM representations trained together with dependency parsers capture a significant amount of complex syntactic relations (Section 7.3.1). We then carry out an extensive investigation of information flow in the parsing architectures and find that not only is the implicit structural context present in the BiLSTM-based parsing models but it is also more diverse than when encoded in explicit structural features (Section 7.3.2). Finally, we present results on ablated models to demonstrate the influence of structural information implicitly encoded in BiLSTM representations on the final parsing accuracy (Section 7.3.3).

### 7.1 Experimental Setup

This section describes the experimental setup used in this chapter. We start by recalling Kiperwasser and Goldberg’s (2016b) architectures that we use for experimentation. Then, we give details of the datasets and preprocessing steps. Finally, we explain how we evaluate the results and analyze the obtained models.

---

3See results from the recent CoNLL 2018 shared task on dependency parsing (Zeman et al., 2018) for a comparison of various high-performing dependency parsers.
7.1 Experimental Setup

7.1.1 Parsing Model Architecture

We continue the experimental setup from the previous chapter and use graph- and transition-based parsers based on Kiperwasser and Goldberg’s (2016b) architectures. We refer the reader to Chapter 2 (Section 2.2.4.3) for detailed description of these architectures. Here, we briefly summarize them and describe the introduced changes.

Since our goal in this chapter is to examine the information flow in the architecture, we simplify the architectures as much as possible. Therefore, we do not use the extensions added to the models in the previous chapter. More specifically, on the word representation level, we build token vectors only from the embeddings of words and their POS tags, and not character-based embeddings or deep contextualized representations. It means that for a given sentence with words $[w_1, \ldots, w_n]$ and part-of-speech tags $[t_1, \ldots, t_n]$ each word representation $x_i$ is represented as:

$$x_i = e(w_i) \circ e(t_i)$$

(7.1)

The embeddings are initialized randomly at training time and trained together with the model. This way, parsers do not depend on any pre-trained information, such as the fastText vectors (Grave et al., 2018).

In Figure 7.1, we re-draw the K&G architectures (cf., Figure 2.19 in Chapter 2). We add information about the structural context for both transition- and graph-based parsers. For better readability, we omit level [3] of feature representations and combine it with level [4] (MLP).

In our experiments, we use two versions of transition-based and graph-based architectures: simple, which use no information coming from the structural context, and extended, which depend on structural features. Below we describe the two parsing architectures and differences between them.

Transition-based parser. Figure 7.1a illustrates the architecture of the basic K&G transition-based parser. The implementation we use (denoted TB) employs the \textsc{arc-standard} decoding algorithm extended with a \textsc{swap} transition (Nivre, 2009) to handle non-projective trees. We use the lazy \textsc{swap} oracle by Nivre et al. (2009) for training. Labels are predicted together with the transitions.

To compare the behavior of models with and without structural features, we experiment with two different feature sets:
The Utility of Structural Features in BiLSTM-based Dependency Parsers

(a) Transition-based parser; scoring transitions for a configuration \( \langle t_0, t_1, t_3 \rangle, \langle t_5, t_6, t_7 \rangle, \langle t_3, t_2 \rangle, \langle t_3, t_4 \rangle \).

(b) Graph-based parser; scoring an arc \( t_2 \rightarrow t_5 \) or a second-order factor with two arcs \( t_2 \rightarrow t_5 \) and \( t_2 \rightarrow t_4 \).

**Figure 7.1:** Schematic illustration of the K&G architecture of BiLSTM-based neural dependency parsers (adaptation of Figure 2.19 from Chapter 2). Red arrows mark the basic feature sets, and green demonstrate how to extend them with features drawn from structural context.

**TBMin** is a simple architecture that does not use structural features. Shi et al. (2017a) showed that the feature set \( \{s_0, s_1, b_0\} \) (red arrows on the Figure 7.1a) is sufficient for the **ARCSTANDARD** system, i.e., it suffers almost no loss in performance in comparison to larger feature sets but significantly outperforms a feature set built from only two vectors. Since we use an extended version of the **ARCSTANDARD** system, we start from the same feature set. Later we analyze if the set could be further reduced.

**TBExt** is an extended architecture which employs additional structural features. We use the original extended feature set from Kiperwasser and Goldberg (2016b):
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\{ \hat{s}_0, \hat{s}_1, \hat{s}_2, \hat{b}_0, \hat{s}_{0L}, \hat{s}_{0R}, \hat{s}_{1L}, \hat{s}_{1R}, \hat{s}_{2L}, \hat{s}_{2R}, \hat{b}_{0L} \}, \text{ where } .L \text{ and } .R \text{ denote left- and rightmost child. The last seven vectors come from the structural context (green arrows on Figure 7.1a).}

**Graph-based parser.** Figure 7.1b shows the K&G graph-based architecture. We experiment with two versions of this architecture:

**GbMIN** is the simple version that uses a feature set of two vectors \{ \hat{h}, \hat{d} \}. At parsing time, every pair of words \( \langle x_i, x_j \rangle \) yields a BiLSTM representation \{ \hat{x}_i, \hat{x}_j \} (red arrows in the figure), which is passed to MLP to compute the score for an arc \( x_i \rightarrow x_j \). To find the highest scoring tree we apply Eisner’s (1996) algorithm. We note in passing that although this decoding algorithm is restricted to projective trees, it has the advantage that it can be extended to incorporate non-local features while still maintaining exact search in polynomial time.\(^4\)

**GbSIBL** is an extended architecture with additional information about the structural context. Specifically, we incorporate information about siblings \( \hat{s} \) (green arrows in Figure 7.1b). The model follows the second-order model from McDonald and Pereira (2006) and decomposes the score of the tree into the sum of adjacent edge pair scores. We use the implementation of the second-order decoder from Zhang and Zhao (2015).

7.1.2 Data Sets and Preprocessing

We perform experiments on a selection of nine treebanks from Universal Dependencies ver. 2.0 (Nivre et al., 2017): Ancient Greek PROIEL, Arabic, Chinese, English, Finnish, Hebrew, Korean, Russian, and Swedish. This selection was proposed by Smith et al. (2018) as a sample of languages varying in language family, morphological complexity, and frequencies of non-projectivity (we refer to Appendix A.2 for treebank statistics). To these nine, we add the English Penn Treebank (PTB) (Marcus et al., 1993) converted to Stanford Dependencies as a standard parsing benchmark.\(^5\) We use sections 2-21 for training, section 24 as a development set, and section 23 as a test set.

\(^4\)Replacing Eisner’s (1996) algorithm with the Chu-Liu-Edmonds’s decoder (Chu and Liu, 1965; Edmonds, 1967) which can predict non-projective arcs, causes significant improvements only for the Ancient Greek treebank (1.02 LAS on test set).

\(^5\)We use version 3.4.1 of the Stanford Parser from [http://nlp.stanford.edu/software/lex-parser.shtml](http://nlp.stanford.edu/software/lex-parser.shtml)
We use automatically predicted universal POS tags in all the experiments. The tags are assigned using a CRF tagger MARMOT (Mueller et al., 2013). We annotate the training sets via 5-fold jackknifing.

7.1.3 Evaluation and Implementation Details

Experiments are evaluated using Labeled Attachment Score (LAS). We train models for 30 epochs and select the best model based on development LAS. We follow recommendations from Reimers and Gurevych (2018) and report averages and standard deviations from six models trained with different random seeds. We test for significance using the Wilcoxon rank-sum test with a p-value < 0.05.

The analysis is carried out on the development sets in order not to compromise the test sets. We present the results on the concatenation of all the development sets (one model per language). While the absolute numbers vary across languages, the general trends are consistent with the concatenation.

All the described parsers were implemented with the DyNet library (Neubig et al., 2017). We use the same hyperparameters as Kiperwasser and Goldberg (2016b) and summarize them in Table B.4 in Appendix B.

7.2 Structural Features and BiLSTMs

7.2.1 Simple vs. Extended Architectures

We start by evaluating the performance of our four models: TBMIN, TBEXT, GBMIN, and GBSTBL. The purpose of these experiments is to verify that the simple architectures will exploit BiLSTMs to compensate for the lack of additional structural features and achieve comparable accuracy to the extended ones.

Table 7.1 shows the accuracy of all the parsers. Comparing the simple (left) and extended architectures (right), we see that dropping the structural features does not hurt the performance, neither for transition-based nor graph-based parsers. In the case of graph-based models (GBMIN vs. GBSTBL), adding the second-order features to a BiLSTM-based parser improves the average performance slightly. However, the difference between these two models is significant only for two out of ten treebanks.

For the transition-based parser (TBMIN vs. TBEXT), a different effect can be noticed – additional features cause a significant loss in accuracy for seven out of ten treebanks. One possible explanation might be that TBEXT suffers more from error propagation than TBMIN. The parser is greedy, and after making the first mistake, it starts drawing features
from configurations that were not observed during training. Since the extended architecture uses more features than the simple one, the impact of the error propagation might be stronger. To investigate this effect further, we look at the average accuracy across all ten treebanks. Figure 7.2 displays accuracy relative to the dependency length in terms of recall and precision.\footnote{Dependency recall is defined as the percentage of correct predictions among gold standard arcs of length \( l \) and precision as the percentage of correct predictions among all predicted arcs of length \( l \) (McDonald and Nivre, 2007).} It confirms that the differences between simple and extended models are not restricted to arcs of particular lengths. However, the curves for TbMIN and TbEXT are almost parallel for the short arcs, but the performance of TbEXT deteriorates for the longer ones, which are more prone to error propagation (McDonald and Nivre, 2007).

### 7.2.2 Influence of BiLSTMs

We now investigate whether BiLSTMs are the reason for the simple models being able to compensate for the lack of features drawn from partial subtrees.

**Transition-based parser.** We train the transition-based parser in two settings: with and without BiLSTMs and with different feature sets. When no BiLSTMs are used, we pass

<table>
<thead>
<tr>
<th></th>
<th>Transition-based</th>
<th></th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TbMIN</td>
<td>TbEXT</td>
<td>GbMIN</td>
</tr>
<tr>
<td>Arabic</td>
<td>76.22</td>
<td>75.77</td>
<td>77.25</td>
</tr>
<tr>
<td>Chinese</td>
<td>73.28*</td>
<td>72.17</td>
<td>74.47</td>
</tr>
<tr>
<td>English (UD)</td>
<td>81.85*</td>
<td>80.50</td>
<td>82.53</td>
</tr>
<tr>
<td>English (PTB)</td>
<td>90.25</td>
<td>90.25</td>
<td>91.40</td>
</tr>
<tr>
<td>Finnish</td>
<td>72.51*</td>
<td>71.47</td>
<td>74.37</td>
</tr>
<tr>
<td>Greek PROIEL</td>
<td>71.92*</td>
<td>70.32</td>
<td>73.48</td>
</tr>
<tr>
<td>Hebrew</td>
<td>79.41*</td>
<td>78.62</td>
<td>80.83</td>
</tr>
<tr>
<td>Korean</td>
<td>64.39</td>
<td>63.88</td>
<td>65.47</td>
</tr>
<tr>
<td>Russian</td>
<td>74.35*</td>
<td>73.82</td>
<td>76.43</td>
</tr>
<tr>
<td>Swedish</td>
<td>80.11*</td>
<td>78.80</td>
<td>81.22</td>
</tr>
<tr>
<td>average</td>
<td>76.43</td>
<td>75.56</td>
<td>77.74</td>
</tr>
</tbody>
</table>

Table 7.1: Average (from six runs) parsing results (LAS) on test sets. \* marks statistical significance (p-value < 0.05). Corresponding standard deviations are provided in Table B.5 in Appendix B.
vectors $x_i$ directly to the MLP layer following Chen and Manning (2014) (see Figure 2.16 in Chapter 2). We start with a feature set $\{s_0\}$ and consecutively add more vectors until we reach the full feature model of TBEXT.

Figure 7.3 displays the accuracy of all the trained models. First of all, we notice that the models without BiLSTMs (light bars) benefit from structural features. The biggest gains in the average performance are visible after adding vectors $s_{0L}$ (5.15 LAS) and $s_{1R}$ (1.12 LAS). After adding $s_{1R}$, the average improvements become modest.

Adding the BiLSTM representations changes the picture (dark bars). First of all, as in the case of the basic ARCSTANDARD system (Shi et al., 2017a), the feature set $\{s_0, s_1, b_0\}$ is sufficient also when the transition SWAP is used: (1) none of the other structural features are able to improve the performance of the parser, (2) but dropping $b_0$ causes a big drop of almost 6 LAS on average. Secondly, the parsers which use BiLSTMs always have a big advantage over the parsers which do not, regardless of the feature model used.
7.2 Structural Features and BiLSTMs

Figure 7.3: Parsing accuracy (average LAS over ten treebanks) with incremental extensions to the feature set of the transition-based parser.

Figure 7.4: Parsing accuracy (average LAS over ten treebanks) with incremental extensions to the feature set of the graph-based parser.

Graph-based parser. We repeat similar experiments for the graph-based parser and train two models: GbMIN and GbSIBL with and without BiLSTMs. To ensure a fairer comparison with the models without BiLSTMs we expand the basic feature sets \( \{h, d\} \) and \( \{h, d, s\} \) with additional surface features known from classic graph-based parsers, such as distance between head and dependent (\( \text{dist} \)), words at a distance of 1 from heads and dependents (\( h_{\pm1}, d_{\pm1} \)) and at a distance \( \pm2 \). We follow Wang and Chang (2016) and encode distance as randomly initialized embeddings.

Figure 7.4 displays the accuracy of all the trained models with incremental extensions to their feature sets. First of all, we see that surface features (\( \text{dist}, h_{\pm1}, d_{\pm1}, h_{\pm2}, d_{\pm2} \)) are beneficial for the models without BiLSTM representations (light bars). The improvements are visible for both parsers, with the smallest gains after adding \( h_{\pm2}, d_{\pm2} \) vectors: on average 0.35 LAS for GbSIBL and 0.83 LAS for GbMIN.
As expected, adding BiLSTMs changes the picture. Since the representations capture surface context, they already contain a lot of information about words around heads and dependents, and adding features $h_{\pm 1}, d_{\pm 1}$ and $h_{\pm 2}, d_{\pm 2}$ does not influence the performance. Interestingly, introducing $\text{dist}$ is also redundant, which suggests that either BiLSTMs are aware of the distance between tokens, or they are not able to use this information in a meaningful way. Finally, even after adding all the surface features, the models which do not employ BiLSTMs are considerably behind the ones which do.

Comparing GbMIN (blue) with GbSIBL (red), we see that adding information about structural context through second-order features is beneficial when the BiLSTM are not used (light bars): the second-order GbSIBL has an advantage over GbMIN of 0.81 LAS even when both of the models use all the additional surface information (last group of bars on the plot). But this advantage is reduced to insignificant 0.07 LAS when the BiLSTMs are incorporated.

We conclude that, for both transition- and graph-based parsers, BiLSTMs not only compensate for the absence of structural features, but they also encode more information than provided by the manually designed feature sets.

### 7.3 Implicit Structural Context

Now that we have established that structural features are indeed redundant for models that employ BiLSTMs, we examine the ways in which the simple parsing models (TbMIN and GbMIN) implicitly encode information about partial subtrees.

#### 7.3.1 Structure and BiLSTM Representations

We start by looking at the BiLSTM representations. We know that the representations are capable of capturing syntactic relations when they are trained on a syntactically related task, e.g., number prediction task (Linzen et al., 2016). We evaluate how complicated these relations can be when the representations are trained together with a dependency parser.

To do so, we use our metric IMPACT from the previous chapter (Equation (6.3) in Chapter 6). The metric measures how every BiLSTM representation $\vec{x}_i$ is influenced by every word representation $x_j$ from the sentence. Intuitively, IMPACT can be thought of as a percentage distributed over all words of the sentence – the higher the percentage of $x_j$ the more it influenced the representation of $\vec{x}_i$. 
Figure 7.5: The average impact of tokens on BiLSTM vectors trained with dependency parser with respect to the surface distance and the structural (gold-standard) relation between them.

For every sentence from the development set and every vector $x_i$, we calculate the impact of every representation $x_j$ from the sentence on the vector $x_i$. We bucket these impact values according to the distance between the representation and the word. We then use the gold-standard trees to divide every bucket into five groups: correct heads of $x_i$, children (i.e., dependents) of $x_i$, grandparents (i.e., heads of heads), siblings, and other.

Figure 7.5 shows the average impact of tokens at particular positions. Similarly as shown in the previous chapter, even words 15 and more positions away have a non-zero effect on the BiLSTM vector. Interestingly, the impact of words which we know to be structurally close to $x_i$ is higher. For example, for the transition-based parser (Figure 7.5a) at positions $\pm 5$ an average impact is lower than 2.5%, children and siblings of $x_i$ have a slightly higher impact, and the heads and grandparents around 5%. For the graph-based
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parser (Figure 7.5b) the picture is similar with two noticeable differences. The impact of heads is much stronger for words 10 and more positions apart. But it is smaller than in the case of transition-based parser when the heads are next to \( x_i \).

We conclude that the BiLSTMs are indeed influenced by the distance, but when trained with a dependency parser they also capture a significant amount of non-trivial syntactic relations.

7.3.2 Structure and Information Flow

Now that we know that the representations encode structural information we ask how this information influences the decisions of the parser.

First, we investigate how much structural information flows into the final layer of the network. When we look back at the architecture in Figure 7.1 we see that when the final MLP scores possible transitions or arcs it uses only feature vectors \{ \( s_0, s_1, b_0 \) \} or \{ \( h, d \) \}. But thanks to the BiLSTMs the vectors encode information about other words from the sentence. We examine from which words the signal is the strongest when the parser makes the final decision.

We extend the definition of IMPACT to capture how a specific word representation \( x_i \) influences the final MLP score \( sc \) (we calculate the derivative of \( sc \) with respect to \( x_i \)). We parse every development sentence. For every predicted transition/arc we calculate how much its score \( sc \) was affected by every word from the sentence. We group impacts of words depending on their positions in the sentence.

Transition-based parser. For the transition-based parser, we group tokens according to their positions in the configuration. For example, for the decision in Figure 7.1a IMPACT(\( sc, 1 \)) would be grouped as \( s_1 \) and IMPACT(\( sc, 4 \)) as \( s_0R \).

In Figure 7.6 we plot the 15 positions with the highest impact and the number of configurations they appear in (gray bars). As expected, \( s_0, s_1, \) and \( b_0 \) have the highest influence on the decision of the parser. The next two positions are \( s_1R \) and \( s_0L \). Interestingly, these are the same positions which used as features caused the biggest gains in performance for the models which did not use BiLSTMs (see Figure 7.3). They are much less frequent than \( b_1 \) but when they are present the model is strongly influenced by them. After \( b_1 \) we can notice positions which are not part of the manually designed extended feature set of TbEXT, such as \( s_{0L} \) (left children of \( s_0 \) that are not the leftmost).
7.3 Implicit Structural Context

Figure 7.6: Positions with the highest average impact on the MLP scores (blue crosses) and their frequency (gray bars) for the transition-based parser (TBMiN). Positions depend on the configuration: \( \tau \) marks left children that are not the leftmost, \( \pi \) marks right children that are not the rightmost.

Graph-based parser. For the graph-based parser, we group tokens according to their position in the full predicted tree. We then bucket the impacts into: heads (h), dependents (d), children (c), i.e., dependents of dependents, siblings (s), and grandparents (g), i.e., heads of heads. Words which do not fall into any of these categories are grouped according to their surface distance from heads and dependents. For example, \( h_{\pm2} \) are tokens two positions away from the head which do not act as dependent, child, sibling, or grandparent.

Figure 7.7 presents 10 positions with the highest impact and the number of arcs for which they are present (gray bars). As expected, heads and dependents have the highest impact on the scores of arcs, much higher than any of the other tokens. Interestingly, among the next three bins with the highest impact are children and siblings. Children are less frequent than structurally unrelated tokens at distance 1 (\( h_{\pm1}, d_{\pm1} \)), and much less frequent than \( h_{\pm2} \) or \( d_{\pm2} \) but they influence the final scores more. The interesting case is siblings – they not only have a strong average impact but they are also very frequent, suggesting that they are very important for the parsing accuracy.

The results above show that the implicit structural context is not only present in the models, but also more diverse than when incorporated through conventional explicit structural features.
7.3.3 Structure and Performance

Finally, we investigate if the implicit structural context is important for the performance of the parsers. To do so, we take tokens at structural positions with the highest impact and train new ablated models in which the information about these tokens is dropped from the BiLSTM layer. For example, while training an ablated model without $s_0$, for every configuration we re-calculate all the BiLSTM vectors as if $s_0$ was not in the sentence. When there is more than one token at a specific position, for example $s_0$ or $c$ (i.e., children of the dependent), we pick a random one to drop. That way every ablated model loses information about at most one word.

We note that several factors can be responsible for drops in performance of the ablated models. For example, the proposed augmentation distorts distance between tokens which might have an adverse impact on the trained representations. Therefore, in the following comparative analysis we interpret the obtained drops as an approximation of how much particular tokens influence the performance of the models.

Transition-based parser. Figure 7.8 presents the drops in the parsing performance for the ablated models. First of all, removing the vectors $\{s_0, s_1, b_0\}$ (marked in green on the plot) only from the BiLSTM layer (although they are still used as features) causes visible drops in performance. One explanation might be that when the vector $s_0$ is re-

\[\text{Figure 7.7: Positions with the highest impact on the MLP scores (blue crosses) and their frequency (gray bars) for the graph-based parser (GmIN). Positions are: heads (h), dependents (d), children of d (c), siblings (s), grandparents (g), h,d±i tokens at distance ±i from h or d which are none of h, d, c, s, or g.} \]
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Figure 7.8: The performance drops of the transition-based parser (TBMIN) when tokens at particular positions are removed from the BiLSTM encoding. The red line marks average LAS of uninterrupted model. Feature set of the model is highlighted in green.

calculated without knowledge of $s_1$ the model loses information about the distance between them. Secondly, we can notice that other drops depend on both the impact and frequency of positions. The biggest declines are visible after removing $s_{0L}$ and $s_{1R}$ – precisely the positions which we found to have the highest impact on the parsing decisions. Interestingly, the positions which were not a part of the TBEXT feature set, such as $s_{0L}$ or $s_{1R}$, although not frequent, are important for the performance.

**Graph-based parser.** Corresponding results for the graph-based parser are presented in Figure 7.9 (we use gold-standard trees as the source of information about structural relations between tokens). The biggest drop can be observed for ablated models without siblings. Clearly, information coming from these tokens implicitly into MLP is very important for the final parsing accuracy. The next two biggest drops are caused by lack of children and grandparents. As we showed in Figure 7.7, children, although less frequent, have a stronger impact on the decision of the parser. But dropping grandparents also significantly harms the models.

We conclude that information about partial subtrees is not only present when the parser makes final decisions but also strongly influences these decisions. Additionally, the deteriorated accuracy of the ablated models shows that the implicit structural context cannot be easily compensated for.
7.4 Conclusion

In this chapter, we examined the influence of BiLSTMs on the neural transition- and graph-based parsing architectures. We saw that the BiLSTM-based parsers can compensate for the lack of traditional structural features. Specifically, the features drawn from partial subtrees become redundant because the parsing models encode them implicitly.

The main advantage of BiLSTMs comes with their ability to capture not only surface but also syntactic relations. When the representations are trained together with a parser, they encode structurally-advanced relations such as heads, children, or even siblings and grandparents. This structural information is then passed directly (through feature vectors) and indirectly (through BiLSTMs encoding) to the multi-layer perceptron and is used for scoring transitions and arcs. Finally, the implicit structural information is important for the final parsing decisions: dropping it in ablated models causes their performance to deteriorate.

Using BiLSTMs in parsing architectures has strong repercussions not only on the parsers themselves but also on ensemble methods. The lack of diversity in predictions of transition- and graph-based models, that we saw in the previous chapter, is a result of blurring the differences between the two architectures. Both architectures use the same word representations. We showed that these representations trained together with the parsers, capture syntactic relations in a similar way. Moreover, the transition-based parser does not incorporate structural features through the feature set, as it used to before the introduction of the neural enhancements. And the graph-based parser makes use of far away surface tokens but also structurally related words. As a result, it has a strong
advantage that the locally-trained transition-based model cannot make up for.

The introduction of BiLSTMs into dependency parsers had another consequence, i.e., it enabled the use of exact search algorithms for transition-based parsers (Shi et al., 2017a; Gómez-Rodríguez et al., 2018). Therefore, it is a venue to explore if the error profiles of such parsers are even less distinguishable from the graph-based outputs. Or if the global-training, in this case, re-balances the errors of the two architectures and restores the benefits from combining the two approaches.
Chapter 8

Conclusion

This dissertation had its main focus on dependency parsing, the Natural Language Processing task of assigning a grammatical structure to a given sentence. We argued that in practical applications, parsing is rarely the end goal. It is more commonly one of the processing steps which supports downstream tasks, as it resolves some of the syntactic ambiguities naturally occurring in language.

Indeed, human language is highly ambiguous, and automatically deciding on the best syntactic structure for a given sentence can be extremely challenging. As a result, even state-of-the-art dependency parsers are far from being perfect and still make many mistakes. Ensemble methods reduce such parsing errors by performing the same task with a number of parsers and finding a consensus among their predictions.

This dissertation started from the assumption that ensemble methods, although powerful, are commonly overlooked in practical applications. We motivated this assumption in Chapter 3. We argued that, due to the long tradition of parsing shared tasks, ensembles are mostly associated with boosting parsing accuracy. Moreover, since ensembles come with higher complexity than single models, they are regarded as solutions mostly for experts. Countering this assumption, the goal of this dissertation was to provide a better understanding of ensemble dependency parsers and answer methodological questions that arise when applying them in real-world scenarios, such as processing web data or low-resource languages. In the following section, we summarize our main contributions.

8.1 Contributions

In Section 1.1, we defined the three core questions that have to be addressed when designing an ensemble parsing architecture. We now go back to these questions and summarize
what we have learned about ensemble methods from the methodological perspectives of parsing time, availability of training data, and the final accuracy of the system.

**How fast does my system have to be?** Ensembles provide robust results compared to single models. However, since they involve multiple predictors, they come with higher complexity and parsing time.

Chapter 3 provided an overview of practical applications of ensemble parsers. We discussed a number of use cases in which the size of the parsing architecture is not a bottleneck. For example, in semi-automatic treebank annotation, the automatic parsing step can take longer if, in return, it produces better results and decreases the necessary manual workload.

On the other hand, in large-scale applications such as processing web data, the speed of the parsers is essential. In such applications, lighter and faster ensemble parsers are preferred. We demonstrated that lighter ensembles can be built from individual components different from dependency parsers. Specifically, we looked into two independently introduced methods – feature-based stacking and supertagging. Feature-based stacking is a training-time integration technique that requires two parsers. Supertagging, as a method for providing syntactic features for a statistical dependency parser, typically involves a sequence labeler and a parser. We hypothesized and demonstrated that supertagging is a form of stacking. Although supertags do not carry as much information as full trees, the theoretical differences between the two methods have no impact in practice. Thus, the decision of which of the two methods to select depends on the specificity of the concrete application. Especially when speed is crucial, supertagging allows for the design of an ensemble architecture with two fast predictors: a sequence labeler and a greedy transition-based parser.

**How much training data do I have?** One of the first questions that must be addressed when designing a data-driven NLP architecture concerns the availability of training resources. The performance of dependency parsers strongly depends on the number of manually annotated dependency trees. When a gold-standard treebank is not available, two options have to be considered: creating a new treebank or pursuing ensemble cross-lingual techniques. The choice between these two options is dictated by the availability of other resources, such as parallel translations in the target and source languages. We demonstrated that the same options have to be taken into consideration even if few gold-standard trees exist. Moreover, in such a setting, a third option becomes available – training a monolingual target parser – which makes designing the parsing architecture
even more complex.

In this dissertation, we focused on truly low-resource scenarios, for which there is no parallel data and only a very small gold-standard treebank. Such scenarios have become more and more salient with the growing scope of the Universal Dependencies project. Moreover, they represent a challenge for processing tasks, given that many cross-lingual techniques depend on the existence of parallel data.

We compared two approaches that fit into the given low-resource constraints: (1) an ensemble cross-lingual technique called multi-source delexicalized parsing, and (2) monolingual parsers trained on small treebanks. We developed guidelines on how to select one method over the other depending on the typological features of the language and the availability of corpora annotated with POS tags. We showed that the ensemble cross-lingual techniques should only be pursued if treebanks for typologically similar source languages exist, and high-quality POS tags can be predicted. Otherwise, monilingual approaches are preferable, especially considering that monolingual ensembles can provide accuracy gains even when the training treebanks are small.

**How to achieve the best possible accuracy for my application?** Nowadays, to achieve state-of-the-art accuracy, the standard choice is to resort to deep learning techniques. In this dissertation, we investigated two of such neural enhancements: feature extractors based on BiLSTMs and deep contextualized embeddings. We found that the performance of dependency parsers that employ such techniques can be further improved through ensemble methods. However, different factors have to be considered when designing ensemble architectures for neural models than for traditional parsers.

In the pre-neural era, ensembles were the most efficient when they involved both transition- and graph-based parsers. These two types of architectures used to make complementary mistakes stemming from their inherent differences. Ensemble methods would benefit from these differences and achieve performance higher than that of the individual models.

For BiLSTM-based neural parsers, the diversity between transition- and graph-based models drops to the level of different random seeds. The explanation comes from the nature of the BiLSTM representations that underpin both parsing paradigms. These representations implicitly encode rich structural features when trained with transition-based as well as graph-based parsers. As a result, the error profiles of the two models converge. Since the graph-based parser still has an advantage originating from global training, ensemble architectures built from multiple graph-based models bring the most significant accuracy gains.
8.2 A Broader Perspective

Before we conclude this dissertation, we would like to look at the described contributions from a broader perspective. Specifically, two themes run throughout this thesis: understanding the behavior of statistical models and balancing between architectural complexity and accuracy. We discuss these two themes in more detail below.

8.2.1 Understanding the Behavior of Statistical Models

In Chapter 3, we provided examples of practical applications of ensemble parsers that can be found in the literature. We discussed such use cases as providing robust input for downstream tasks or supporting resource creation. However, one practical application of ensembles is commonly overlooked in the literature – their usability as analysis tools.

As a matter of fact, when Nivre and McDonald (2008) introduced feature-based stacking, they did not only demonstrate that this method had the potential of improving over the performance of individual models. They also confirmed that the theoretical strengths of transition- and graph-based models are indeed complementary in practice. In a similar matter, blending can be thought of as a method to examine diversity among the integrated models. For example, de Lhoneux et al. (2019) combined models that involved forward, backward, and bidirectional LSTMs to demonstrate that they learn different information.

In this context, this dissertation made contributions of two sorts: (1) we provided guidelines on practical applications of ensemble dependency parsers, but also (2) through the ensembles, we developed a deeper understanding of single parsing models. Since Section 8.1 already summarizes the contributions of this dissertation with respect to (1), we focus here on (2) on which we elaborate below.

Understanding dependency parsers. Ensemble methods commonly took up the function of analysis tools throughout this dissertation. Among others, oracle experiments demonstrated the upper bounds of transition- and graph-based paradigms. Ensemble methods provided several clues to understand the lack of diversity among BiLSTM-based parsers, which in turn triggered our investigations of the way these models encode structural information. Finally, through multi-task integration, we demonstrated the influence of local and global training on the representations trained with dependency parsers.

Clearly, although the goal of this thesis was to investigate ensemble architectures, through these ensembles, we have developed a deeper understanding of the behavior of
their individual building blocks.

**Understanding neural architectures.** Ensemble methods were not the only analysis tools that we employed. Throughout this dissertation, we also developed new ways of analyzing the behavior of parsers, for example, the cutting points discussed in Chapter 5 (Section 5.2). Especially important from this perspective was the IMPACT metric, which we used in Chapters 6 and 7 to analyze BiLSTM representations.

Recurrent Neural Network (RNN), which BiLSTMs are a variant of, has been repeatedly analyzed to understand whether it can learn syntactic relations. Such analyses differ in terms of (1) tasks on which the representations are trained on, and (2) the methodology they employ to probe what type of knowledge the representations have learned. Shi et al. (2016) demonstrated that sequence-to-sequence machine-translation systems capture source-language syntactic relations. Linzen et al. (2016) showed that when trained on the task of number agreement prediction, the representations capture a non-trivial amount of grammatical structure. Blevins et al. (2018) found that RNN representations trained on a variety of NLP tasks (including dependency parsing) can induce syntactic features (e.g., constituency labels of parent or grandparent) even without explicit supervision. Finally, Conneau et al. (2018) designed a set of tasks probing linguistic knowledge of sentence embedding methods.

From the perspective of the involved tasks, our work contributed to this line of research by demonstrating how BiLSTM-based dependency parsers take advantage of structural information encoded in the representations. However, it also contributed to the purely methodological perspective because, with the IMPACT metric, we showed how to employ derivatives to pinpoint what syntactic relations the representations are able to learn. Therefore, we believe that this method can contribute to a high-level NLP toolbox for investigating the behavior of neural models, not only dependency parsers.

### 8.2.2 Balancing between the Complexity and Accuracy of Architectures

The second theme that runs throughout this dissertation is the trade-off between the complexity of an architecture and its accuracy. Among others, we looked into ensembles that involved weaker but faster models. We searched for conditions under which monolingual models provide more robust results than large-scale cross-lingual techniques. Finally, we investigated sharing representations between transition- and graph-based models as a strategy to improve the performance of the former without additional processing cost at parsing time.
Methodological perspectives. A clear pattern emerges from our findings: in applications where the complexity of the architecture is not a bottleneck, a bulky architecture with strong single models is the most reliable approach. However, when the final accuracy of the system can be sacrificed, the decision on how to design the architecture becomes more challenging. Especially for such applications, guidelines that take into account diverse methodological perspectives are needed. In this dissertation, we focused on three such perspectives – parsing time, availability of training data, and parsing accuracy. However, there are other important questions that the end users have to face and that we leave open for future work. Answering questions such as “Which ensemble approach is the best for the particular downstream task?” or “How to take into consideration the specificity of the language to be parsed?” could extend the findings of this dissertation.

Ensemble dependency parsers. In Chapter 3 (Section 3.1.4), we noticed that ensemble methods have received less attention since the introduction of neural models, probably because neural parsers constantly improve the state of the art in the parsing field and, therefore, methods for improving their performance are currently less needed.

However, the question of how to balance the complexity and the accuracy of the architectures becomes even more important now than ever. The neural systems pay for their impressive performance with more complex architectures and the overhead of pre-training their representations. For example, deep contextualized BERT representations that we referred to in Chapter 6 take four days and 16 devices to be pre-trained and require 0.11 billion parameters (Devlin et al., 2019). In contrast, the most recent GPT-3 representations take weeks to train and use 175 billion parameters (Brown et al., 2020).

As a counterbalance, searching for greener and more efficient neural dependency parsers is recently gaining attention. Such approaches involve single light models, such as sequence labelers (Strzyz et al., 2019), but also ensemble methods. Interestingly, in the latter case, ensembles are used to obtain less complex solutions. For example, Anderson and Gómez-Rodríguez (2020) proposed an ensemble architecture with two dependency parsers, in which a larger model is compressed into a smaller one to increase its speed and decrease the number of parameters. Kuncoro et al. (2016) showed that multiple transition-based parsers could be distilled into a single graph-based parser, without significant sacrifice of the accuracy.

In this regard, we believe that the interest in ensemble architectures will grow and that they will serve as methods for combining light and weak models to produce robust results. Therefore, the work that has been presented in this dissertation can provide insights for designing new ensemble methods for neural dependency parsers. For exam-
ple, our preliminary experiments in this direction (Chapter 6, Section 6.4.2) showed the feasibility of multi-task learning within this context.
Appendix A

Treebank Statistics

A.1 SPMRL 2014 Shared Task Datasets

<table>
<thead>
<tr>
<th>Language</th>
<th>Treebank references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>Maamouri et al. (2004); Habash and Roth (2009)</td>
</tr>
<tr>
<td></td>
<td>Habash et al. (2009); Green and Manning (2010)</td>
</tr>
<tr>
<td>Basque</td>
<td>Aduriz et al. (2003)</td>
</tr>
<tr>
<td>French</td>
<td>Abeillé et al. (2003)</td>
</tr>
<tr>
<td>Hebrew</td>
<td>Sima’an et al. (2001); Tsarfaty (2010); Goldberg (2011)</td>
</tr>
<tr>
<td></td>
<td>Tsarfaty (2013)</td>
</tr>
<tr>
<td>German</td>
<td>Brants et al. (2002); Seeker and Kuhn (2012)</td>
</tr>
<tr>
<td>Hungarian</td>
<td>Csendes et al. (2005); Vincze et al. (2010)</td>
</tr>
<tr>
<td>Korean</td>
<td>Choi et al. (1994); Choi (2013)</td>
</tr>
<tr>
<td>Polish</td>
<td>Świdziński and Woliński (2010)</td>
</tr>
<tr>
<td>Swedish</td>
<td>Nivre et al. (2006b)</td>
</tr>
</tbody>
</table>

Table A.1: References for SPMRL 2014 shared task treebanks (Seddah et al., 2014).
<table>
<thead>
<tr>
<th>Language</th>
<th>Number of Sentences</th>
<th>Development Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>15762</td>
<td>1985</td>
</tr>
<tr>
<td>Basque</td>
<td>7577</td>
<td>948</td>
</tr>
<tr>
<td>French</td>
<td>14759</td>
<td>1235</td>
</tr>
<tr>
<td>Hebrew</td>
<td>5000</td>
<td>500</td>
</tr>
<tr>
<td>German</td>
<td>40472</td>
<td>5000</td>
</tr>
<tr>
<td>Hungarian</td>
<td>8146</td>
<td>1051</td>
</tr>
<tr>
<td>Korean</td>
<td>23010</td>
<td>2066</td>
</tr>
<tr>
<td>Polish</td>
<td>6578</td>
<td>821</td>
</tr>
<tr>
<td>Swedish</td>
<td>4999</td>
<td>493</td>
</tr>
</tbody>
</table>

Table A.2: Statistics for SPMRL 2014 shared task treebanks (Seddah et al., 2014).

A.2 Universal Dependencies ver. 2.0

<table>
<thead>
<tr>
<th>Language</th>
<th>ISO Code</th>
<th>Training Set Number of Sent.</th>
<th>Development Set Number of Sent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ancient_Greek</td>
<td>grc</td>
<td>11476</td>
<td>1137</td>
</tr>
<tr>
<td>Ancient_Greek-PROIEL</td>
<td>grc_proiel</td>
<td>14846</td>
<td>1019</td>
</tr>
<tr>
<td>Arabic</td>
<td>ar</td>
<td>6075</td>
<td>909</td>
</tr>
<tr>
<td>Basque</td>
<td>eu</td>
<td>5396</td>
<td>1798</td>
</tr>
<tr>
<td>Bulgarian</td>
<td>bg</td>
<td>8907</td>
<td>1115</td>
</tr>
<tr>
<td>Catalan</td>
<td>ca</td>
<td>13123</td>
<td>1709</td>
</tr>
<tr>
<td>Chinese</td>
<td>zh</td>
<td>3997</td>
<td>500</td>
</tr>
<tr>
<td>Croatian</td>
<td>hr</td>
<td>7689</td>
<td>600</td>
</tr>
<tr>
<td>Czech</td>
<td>cs</td>
<td>68495</td>
<td>9270</td>
</tr>
<tr>
<td>Czech-CAC</td>
<td>cs_cac</td>
<td>23478</td>
<td>603</td>
</tr>
<tr>
<td>Czech-CLTT</td>
<td>cs_cltt</td>
<td>465</td>
<td>349</td>
</tr>
<tr>
<td>Danish</td>
<td>da</td>
<td>4383</td>
<td>564</td>
</tr>
<tr>
<td>Dutch</td>
<td>nl</td>
<td>12330</td>
<td>720</td>
</tr>
<tr>
<td>Dutch-LassySmall</td>
<td>nl_lassysmall</td>
<td>6041</td>
<td>800</td>
</tr>
<tr>
<td>English</td>
<td>en</td>
<td>12543</td>
<td>2002</td>
</tr>
<tr>
<td>English-LinES</td>
<td>en_lines</td>
<td>2738</td>
<td>912</td>
</tr>
<tr>
<td>English-ParTUT</td>
<td>en_partut</td>
<td>1090</td>
<td>500</td>
</tr>
<tr>
<td>Language</td>
<td>ISO code</td>
<td>Training set number of sent.</td>
<td>Development set number of sent.</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------</td>
<td>-----------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Estonian</td>
<td>et</td>
<td>2263</td>
<td>909</td>
</tr>
<tr>
<td>Finnish</td>
<td>fi</td>
<td>12217</td>
<td>1364</td>
</tr>
<tr>
<td>Finnish-FTB</td>
<td>fi_ftb</td>
<td>14981</td>
<td>1875</td>
</tr>
<tr>
<td>French</td>
<td>fr</td>
<td>14553</td>
<td>1478</td>
</tr>
<tr>
<td>French-Sequoia</td>
<td>fr_sequoia</td>
<td>2231</td>
<td>412</td>
</tr>
<tr>
<td>Galician</td>
<td>gl</td>
<td>2276</td>
<td>863</td>
</tr>
<tr>
<td>German</td>
<td>de</td>
<td>14118</td>
<td>799</td>
</tr>
<tr>
<td>Gothic</td>
<td>got</td>
<td>3387</td>
<td>985</td>
</tr>
<tr>
<td>Greek</td>
<td>el</td>
<td>1662</td>
<td>403</td>
</tr>
<tr>
<td>Hebrew</td>
<td>he</td>
<td>5241</td>
<td>484</td>
</tr>
<tr>
<td>Hindi</td>
<td>hi</td>
<td>13304</td>
<td>1659</td>
</tr>
<tr>
<td>Hungarian</td>
<td>hu</td>
<td>910</td>
<td>441</td>
</tr>
<tr>
<td>Indonesian</td>
<td>id</td>
<td>4477</td>
<td>559</td>
</tr>
<tr>
<td>Italian</td>
<td>it</td>
<td>12838</td>
<td>564</td>
</tr>
<tr>
<td>Japanese</td>
<td>ja</td>
<td>7164</td>
<td>511</td>
</tr>
<tr>
<td>Korean</td>
<td>ko</td>
<td>4400</td>
<td>950</td>
</tr>
<tr>
<td>Latin-ITTB</td>
<td>la_ittb</td>
<td>15808</td>
<td>700</td>
</tr>
<tr>
<td>Latin-PROIEL</td>
<td>la_proiel</td>
<td>14192</td>
<td>1132</td>
</tr>
<tr>
<td>Latvian</td>
<td>lv</td>
<td>2313</td>
<td>741</td>
</tr>
<tr>
<td>Norwegian-Bokmaal</td>
<td>no_bokmaal</td>
<td>15696</td>
<td>2410</td>
</tr>
<tr>
<td>Norwegian-Nynorsk</td>
<td>no_nynorsk</td>
<td>14174</td>
<td>1890</td>
</tr>
<tr>
<td>Old_Church_Slavonic</td>
<td>cu</td>
<td>4123</td>
<td>1073</td>
</tr>
<tr>
<td>Persian</td>
<td>fa</td>
<td>4798</td>
<td>599</td>
</tr>
<tr>
<td>Polish</td>
<td>pl</td>
<td>6100</td>
<td>1027</td>
</tr>
<tr>
<td>Portuguese</td>
<td>pt</td>
<td>8331</td>
<td>560</td>
</tr>
<tr>
<td>Portuguese-BR</td>
<td>pt_br</td>
<td>9664</td>
<td>1210</td>
</tr>
<tr>
<td>Romanian</td>
<td>ro</td>
<td>8043</td>
<td>752</td>
</tr>
<tr>
<td>Russian</td>
<td>ru</td>
<td>3850</td>
<td>579</td>
</tr>
<tr>
<td>Russian-SynTagRus</td>
<td>ru_syntagrus</td>
<td>48814</td>
<td>6584</td>
</tr>
<tr>
<td>Slovak</td>
<td>sk</td>
<td>8483</td>
<td>1060</td>
</tr>
<tr>
<td>Slovenian</td>
<td>sl</td>
<td>6478</td>
<td>734</td>
</tr>
<tr>
<td>Spanish</td>
<td>es</td>
<td>14187</td>
<td>1400</td>
</tr>
<tr>
<td>Spanish-AnCora</td>
<td>es_ancona</td>
<td>14305</td>
<td>1654</td>
</tr>
</tbody>
</table>
### A.3 Universal Dependencies ver. 2.4

<table>
<thead>
<tr>
<th>Language</th>
<th>ISO code</th>
<th>Training set number of sentences</th>
<th>Development set number of sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>ar_padt</td>
<td>6075</td>
<td>909</td>
</tr>
<tr>
<td>Basque</td>
<td>eu_bdt</td>
<td>5396</td>
<td>1798</td>
</tr>
<tr>
<td>Chinese</td>
<td>zh_gsd</td>
<td>3997</td>
<td>500</td>
</tr>
<tr>
<td>English</td>
<td>en_ewt</td>
<td>12543</td>
<td>2002</td>
</tr>
<tr>
<td>Finnish</td>
<td>fi_tdt</td>
<td>12217</td>
<td>1364</td>
</tr>
<tr>
<td>Hebrew</td>
<td>he_htb</td>
<td>5241</td>
<td>484</td>
</tr>
<tr>
<td>Hindi</td>
<td>hi_hdtb</td>
<td>13304</td>
<td>1659</td>
</tr>
<tr>
<td>Italian</td>
<td>it_isdt</td>
<td>13121</td>
<td>564</td>
</tr>
<tr>
<td>Japanese</td>
<td>ja_gsd</td>
<td>7125</td>
<td>511</td>
</tr>
<tr>
<td>Korean</td>
<td>ko_gsd</td>
<td>4400</td>
<td>950</td>
</tr>
<tr>
<td>Russian</td>
<td>ru_syntagrus</td>
<td>48814</td>
<td>6584</td>
</tr>
<tr>
<td>Swedish</td>
<td>sv_talbanken</td>
<td>4303</td>
<td>504</td>
</tr>
<tr>
<td>Turkish</td>
<td>tr_imst</td>
<td>3664</td>
<td>988</td>
</tr>
</tbody>
</table>

*Table A.4:* A selection of treebanks from Universal Dependencies v. 2.4 (Nivre et al., 2019) used for experiments in Chapter 6.
Appendix B

Hyperparameters and Additional Analysis

B.1 Appendix for Chapter 2

Figure B.1: Example of backtracking in Eisner’s algorithm. First seven steps to get the tree from Figure 1.1. Back-pointers are marked with small x.
Figure B.1 shows an example of the first seven steps of the backtracking procedure applied to the sentence from Figure 1.1. It starts from the left-closed structure that spans the whole sentence. The structure also keeps information that it was built from an open structure spanning between 0 and 3 and a closed one starting at 3 (marked with x on the figure). This means that the final tree will contain an arc ROOT$_0$$\rightarrow$fell$_3$ (see step [2]). The procedure continues and, in the first seven steps, finds two more arcs: fell$_3$$\rightarrow$11 in step [3] and fell$_3$$\rightarrow$crash$_{10}$ in step [6].

### Table B.1: Hyperparameters for the parsers used in experimentation in Chapter 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word embedding dimension</td>
<td>300</td>
</tr>
<tr>
<td>POS tag embedding dimension</td>
<td>20</td>
</tr>
<tr>
<td>Character embedding dimension</td>
<td>24</td>
</tr>
<tr>
<td>Supertag embedding dimension</td>
<td>30</td>
</tr>
<tr>
<td>ELMo representation dimension</td>
<td>1024</td>
</tr>
<tr>
<td>Hidden units in MLP</td>
<td>100</td>
</tr>
<tr>
<td>LSTM layers</td>
<td>2</td>
</tr>
<tr>
<td>LSTM dimensions</td>
<td>125</td>
</tr>
<tr>
<td>LSTM dropout</td>
<td>0.33</td>
</tr>
<tr>
<td>Character-based LSTM dimensions</td>
<td>100</td>
</tr>
<tr>
<td>$\alpha$ for word dropout</td>
<td>0.25</td>
</tr>
<tr>
<td>Trainer</td>
<td>Adam</td>
</tr>
<tr>
<td>Non-lin function</td>
<td>tanh</td>
</tr>
</tbody>
</table>
B Hyperparameters and Additional Analysis

<table>
<thead>
<tr>
<th></th>
<th>TB</th>
<th>STACK\textsuperscript{TB}</th>
<th>GB</th>
<th>STACK\textsuperscript{GB}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>0.089</td>
<td>0.145</td>
<td>0.159</td>
<td>0.131</td>
</tr>
<tr>
<td>Basque</td>
<td>0.297</td>
<td>0.212</td>
<td>0.314</td>
<td>0.234</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.495</td>
<td>0.200</td>
<td>0.261</td>
<td>0.351</td>
</tr>
<tr>
<td>English</td>
<td>0.184</td>
<td>0.180</td>
<td>0.166</td>
<td>0.143</td>
</tr>
<tr>
<td>Finnish</td>
<td>0.162</td>
<td>0.176</td>
<td>0.216</td>
<td>0.105</td>
</tr>
<tr>
<td>Hebrew</td>
<td>0.250</td>
<td>0.136</td>
<td>0.226</td>
<td>0.339</td>
</tr>
<tr>
<td>Hindi</td>
<td>0.169</td>
<td>0.093</td>
<td>0.130</td>
<td>0.116</td>
</tr>
<tr>
<td>Italian</td>
<td>0.201</td>
<td>0.136</td>
<td>0.159</td>
<td>0.067</td>
</tr>
<tr>
<td>Japanese</td>
<td>0.213</td>
<td>0.158</td>
<td>0.108</td>
<td>0.105</td>
</tr>
<tr>
<td>Korean</td>
<td>0.432</td>
<td>0.288</td>
<td>0.414</td>
<td>0.234</td>
</tr>
<tr>
<td>Russian</td>
<td>0.116</td>
<td>0.042</td>
<td>0.064</td>
<td>0.056</td>
</tr>
<tr>
<td>Swedish</td>
<td>0.153</td>
<td>0.209</td>
<td>0.174</td>
<td>0.171</td>
</tr>
<tr>
<td>Turkish</td>
<td>0.571</td>
<td>0.406</td>
<td>0.280</td>
<td>0.459</td>
</tr>
</tbody>
</table>

Table B.2: Standard deviation for the results in Table 6.1.

<table>
<thead>
<tr>
<th></th>
<th>TB</th>
<th>MTL\textsuperscript{TB}</th>
<th>GB</th>
<th>MTL\textsuperscript{GB}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>0.089</td>
<td>0.249</td>
<td>0.159</td>
<td>0.225</td>
</tr>
<tr>
<td>Basque</td>
<td>0.297</td>
<td>0.325</td>
<td>0.314</td>
<td>0.170</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.495</td>
<td>0.604</td>
<td>0.261</td>
<td>0.425</td>
</tr>
<tr>
<td>English</td>
<td>0.184</td>
<td>0.144</td>
<td>0.166</td>
<td>0.058</td>
</tr>
<tr>
<td>Finnish</td>
<td>0.162</td>
<td>0.385</td>
<td>0.216</td>
<td>0.237</td>
</tr>
<tr>
<td>Hebrew</td>
<td>0.250</td>
<td>0.368</td>
<td>0.226</td>
<td>0.356</td>
</tr>
<tr>
<td>Hindi</td>
<td>0.169</td>
<td>0.134</td>
<td>0.130</td>
<td>0.081</td>
</tr>
<tr>
<td>Italian</td>
<td>0.201</td>
<td>0.409</td>
<td>0.159</td>
<td>0.298</td>
</tr>
<tr>
<td>Japanese</td>
<td>0.213</td>
<td>0.167</td>
<td>0.108</td>
<td>0.157</td>
</tr>
<tr>
<td>Korean</td>
<td>0.432</td>
<td>0.239</td>
<td>0.414</td>
<td>0.319</td>
</tr>
<tr>
<td>Russian</td>
<td>0.116</td>
<td>0.078</td>
<td>0.064</td>
<td>0.087</td>
</tr>
<tr>
<td>Swedish</td>
<td>0.153</td>
<td>0.167</td>
<td>0.174</td>
<td>0.152</td>
</tr>
<tr>
<td>Turkish</td>
<td>0.571</td>
<td>0.336</td>
<td>0.280</td>
<td>0.290</td>
</tr>
</tbody>
</table>

Table B.3: Standard deviation for the results in Table 6.3.
Figure B.2: Average LAS relative to sentence length on development sets (experimental setting described in Chapter 6).

Figure B.3: The dependency recall and precision relative to arc length on development sets (experimental setting described in Chapter 6).
Figure B.4: The dependency recall and precision relative to distance to root on development sets (experimental setting described in Chapter 6).

### B.3 Appendix for Chapter 7

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word embedding dimension</td>
<td>100</td>
</tr>
<tr>
<td>POS tag embedding dimension</td>
<td>20</td>
</tr>
<tr>
<td>Hidden units in MLP</td>
<td>100</td>
</tr>
<tr>
<td>LSTM layers</td>
<td>2</td>
</tr>
<tr>
<td>LSTM dimensions</td>
<td>125</td>
</tr>
<tr>
<td>α for word dropout</td>
<td>0.25</td>
</tr>
<tr>
<td>Trainer</td>
<td>Adam</td>
</tr>
<tr>
<td>Non-lin function</td>
<td>tanh</td>
</tr>
</tbody>
</table>

Table B.4: Hyperparameters for the parsers used in experiments in Chapter 7.
### Table B.5: Standard deviation for the results in Table 7.1.

<table>
<thead>
<tr>
<th>Language</th>
<th>TbMIN</th>
<th>TbEXT</th>
<th>GbMIN</th>
<th>GbSBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>0.323</td>
<td>0.191</td>
<td>0.179</td>
<td>0.186</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.398</td>
<td>0.267</td>
<td>0.408</td>
<td>0.441</td>
</tr>
<tr>
<td>English</td>
<td>0.207</td>
<td>0.176</td>
<td>0.212</td>
<td>0.149</td>
</tr>
<tr>
<td>English PTB</td>
<td>0.237</td>
<td>0.211</td>
<td>0.146</td>
<td>0.103</td>
</tr>
<tr>
<td>Finnish</td>
<td>0.163</td>
<td>0.323</td>
<td>0.157</td>
<td>0.219</td>
</tr>
<tr>
<td>Greek</td>
<td>0.382</td>
<td>0.472</td>
<td>0.340</td>
<td>0.372</td>
</tr>
<tr>
<td>Hebrew</td>
<td>0.391</td>
<td>0.454</td>
<td>0.269</td>
<td>0.229</td>
</tr>
<tr>
<td>Korean</td>
<td>0.740</td>
<td>0.456</td>
<td>0.300</td>
<td>0.163</td>
</tr>
<tr>
<td>Russian</td>
<td>0.282</td>
<td>0.408</td>
<td>0.228</td>
<td>0.169</td>
</tr>
<tr>
<td>Swedish</td>
<td>0.295</td>
<td>0.257</td>
<td>0.379</td>
<td>0.195</td>
</tr>
</tbody>
</table>
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