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Abstract

Effective data analytics development is an important capability for modern enterprises.
However, managing the data pipelines feeding these data analytics applications gives rise
to new challenges, which are especially felt in the automotive domain.

This thesis investigates challenges for data pipeline management and suitable data analysis
approaches for automotive event data in a case study with the Daimler Truck AG. A
literature review identifies challenges for data pipeline management in general and in the
automotive context. These challenges are compared to challenges identified through semi-
structured interviews with data pipeline stakeholders at Daimler Truck AG. Approaches
for handling the identified challenges are also discussed.

Furthermore, a prototype of a concrete data analysis on automotive event data is designed
and developed. The prototype’s performance is experimentally evaluated on an existing
data set of automotive event data. This evaluation indicates a need for improvement of the
approach. Based on the initial prototype, alternative analysis approaches are investigated
and scope for future work is outlined.
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1 Introduction

This chapter motivates the need for the conducted research. It also states the problem,
the research is trying to solve and describes the environment in which the case study was
conducted. Finally, it outlines the structure of this thesis.

1.1 Motivation

For modern enterprises, effective development of data analytics has become an important
capability [Kim20]. Usually, data collection and data integration [GHMT17] is handled
by data pipelines, before the data is fed to data analytics applications. In addition to
integrating data analytics into the data pipeline, practitioners face further challenges, such
as compliance with data protection regulation [YLCT19]. Furthermore, large pre-labeled
data sets are not always available for supervised data analytics, which may especially affect
the automotive domain [HMD17; LKM+15]. Daimler Truck AG is one concrete example
of this. It collects large amounts of event data from active driver assistance systems in its
vehicles. Suitable data analysis methods need to be explored to utilize the full value of
these event records.

1.2 Problem Statement

This thesis investigates the challenges that practitioners face when working with data
integration and data analysis pipelines. Special attention is payed to challenges arising in
data analysis efforts in automotive contexts.

Additionally, suitable data analysis approaches for automotive event data are studied. For
this purpose, a concrete data analysis will be developed and integrated into an established
data pipeline.

1.3 Case Study Environment

With around 100,000 employees and 378,500 vehicles sold in 2020, Daimler Truck AG is
one of the largest commercial vehicle manufacturers worldwide. Daimler Truck AG is
committed to improving road safety for all participants, a fact that is reflected in the wide
range of driver assistance systems available in its vehicles. These driver assistance systems
are developed by the driver assistance & brake systems department, TP/EMD. This thesis
was conducted as a case study with the active safety group that is part of TP/EMD.
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1 Introduction

1.4 Structure

Chapter 2 elaborates on the background of this thesis. Chapter 3 highlights related stud-
ies into challenges for data pipeline management and automotive event data analysis.
Chapter 4 describes the research process. In Chapter 5, the results obtained in this study
are described. The evaluation of the developed prototype is covered by Chapter 6. The
obtained results and the evaluation will be discussed in Chapter 7. Finally, Chapter 8 will
conclude this thesis and highlight possible areas for future work.
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2 Background

This chapter gives a short introduction to the technical background of event data recording
in the context of ADAS. It also introduces some concepts of data pipelines and machine
learning.

2.1 Driver Assistance Systems

Advanced Driver Assistance Systems (ADAS) are control systems embedded into vehicles
that can assist drivers in performing various tasks related to driving a vehicle. Typically,
these systems are able to influence vehicle speed and direction. For this purpose, ADAS
can control the engine, the brakes, and the steering of the vehicle.

One ADAS available in commercial vehicles designed by Daimler Truck AG is Active
Sideguard Assist (ASGA) [Dai20]. The system can assist drivers of those vehicles when
turning by detecting pedestrians or cyclists in blind spots on the passenger side of the
vehicle. Following a two stage warning concept, an optical indicator first informs the
driver of the situation. This indicator is active as soon as any obstacle is detected in the
monitored area. If the system further detects evidence of a driver’s intent to perform a
turn, the warning intensity is increased. The optical indicator changes color and flashes
and an acoustical warning is played. In addition to the second stage warning, ASGA can
engage the braking system to stop the vehicle. This brake can occur concurrently with the
second stage warning or follow it.

Active Drive Assist (ADA) is another assistance system in commercial vehicles designed
by Daimler Truck AG [Dai20]. The system supports partially autonomous driving. In
longitudinal direction, the system can maintain a preset speed. If maintaining the speed is
not possible, because there is another, slower vehicle in front ADA adapts vehicle speed
in order to follow this other vehicle. The distance to the leading vehicle is based on a
configured time gap. ADA can even stop the vehicle and start again. In lateral direction,
the system can keep the vehicle on a configured position inside its lane.

The third driver assistance system available in commercial vehicles designed by Daimler
Truck AG is Active Brake Assist (ABA) [Dai20]. This forward collision mitigation system
aims to prevent crashes between the vehicle equipped with ABA and other vehicles or
pedestrians in front of it. ABA also utilizes a multi-stage warning concept, similar to that
of ASGA. Figure 2.1 shows that warning concept. The first stage consists of visual and
acoustical signals which warn the driver about the danger of collision with a vehicle ahead.
In the second stage, ABA brakes with about 50% of the possible deceleration, called the
haptic brake. In the third and final stage, the emergency braking, ABA brakes the vehicle
using the full deceleration capability of the vehicle.
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2 Background

Figure 2.1: Multi-stage warning concept of ABA [adapted from Dai19]

As their name suggests, these assistance systems, however advanced they may be, can only
assist the driver in controlling the vehicle. The driver stays in full control of the vehicle
and may override the system at any time. However, that also means the responsibility for
the vehicle rests solely with the driver.

In an attempt to eliminate accidents in road transport, the European Parliament and the
Council of the European Union adopted EU regulation 2019/2144, the General Safety
Regulation (GSR), in 2019. This regulations mandates that new vehicles must be equipped
with multiple ADAS, such as Advanced Emergency Braking System (AEBS) and Blind
Spot Information System (BSIS). Additionally, commercial vehicles will require an Event
Data Recorders (EDRs) for type approval from January 7, 2026.

2.2 Event Data Recording

Event data recording devices in the broadest sense are devices that capture data about an
event as it occurs. Event data recording technology has already been used in a variety of
contexts, such as the black boxes used in aviation [CIM+01]. In this study, which deals
with event data recording for ADAS in commercial vehicles, events usually correspond to
an activation of an ADAS.

The recorded event data may be used for multiple purposes, such as reconstruction of an
accident, defense against legal claims, or ongoing development.
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2.2 Event Data Recording

2.2.1 Event Data Recording in Vehicles Designed by Daimler Truck AG

The driver assistance functions available on trucks produced by Daimler Truck AG are
implemented in an Electronic Control Unit (ECU) called the Video Radar Decision Unit
(VRDU). The VRDU receives data from sensors integrated into the vehicle and interacts
with other ECUs, which control the brakes and the power steering for example.

The VRDU contains an component which records information when its driver assistance
functions are triggered. This component is called the Situation Analysis Recorder (SAR).
The SAR reacts to predefined triggers, such as an imminent crash, and responds by record-
ing a number of parameters about the situation. These parameters are recorded at multiple
points in time following the activation of the trigger. By regularly recording data into a
ring buffer with fixed size, it is even possible to reconstruct a small amount of historic
data. Event records themselves are also stored in a ring buffer, so that new event records
overwrite records of older events.

2.2.2 Legal Considerations

This section outlines regulation which is relevant to event data recording in commercial
vehicles. Since regulations vary widely between countries, only regulations applying to
European markets, and German markets in particular, are considered.

Product Liability

ADAS can contribute greatly to safer road travel. Despite this, systematic failures in
those systems could render them useless or even increase the risk of accidents. If such a
systematic failure is discovered in a product, the manufacturer must recall the affected
product and provide a fix. Additionally, the manufacturer could be liable for damages
resulting from the failure.

To protect themselves from costly product liability claims, manufacturers include event
recording systems into their vehicles [ADA19]. Manufacturers can use recorded event data
to prove that an ADAS was operating normally before and during an accident, indicating
that the accident did not result from a systematic failure in the ADAS.

Additionally, recorded event data may be used to observe product behavior in the field. In
this case, a comparison of the observed product behavior to expected product behavior
can serve as an early warning signal.

Data Protection

Data protection regulations are important to consider when implementing event data
recording. The relevant regulation for European markets is EU regulation 2016/679, the
General Data Protection Regulation (GDPR) [GDPR].
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The GDPR places requirements on the processing of personal data. Here, personal data
refers to “any information relating to an identified or identifiable natural person” [GDPR]
and processing refers to any activity that touches such personal data. In the context of
automotive event data, Vehicle Identification Numbers (VINs), which are commonly used
to identify vehicles, are considered personal data. Therefore, VINs, and any data collected
or stored with reference to a VIN, must be processed according to the GDPR.

Additionally, the GDPR defines the terms data subject and controller [GDPR]. The data
subject is the person whose personal data is processed. The controller is the entity that
defines the data processing.

The GDPR requires a legal basis for any processing of personal data [GDPR]. Possible
legal bases include consent of the data subject and legal obligations of the controller.

Further, the GDPR requires all processing of personal data to be for an explicit purpose,
which must be specified [GDPR]. Data collected for one purpose may not be used for
another, incompatible purpose [GDPR].

The GDPR also grants data subjects extensive rights with regards to their data processing.
For example, the controller must inform the data subject about any processing which will
occur with the subject’s personal data, the legal basis for that processing, and the purpose
of that processing when collecting that data [GDPR]. Additionally, the controller must
inform the data subject of any changes that occur during the processing of the subject’s
personal data [GDPR].

Controllers must also limit the personal data they process to theminimal amount necessary
to achieve the specified purpose and delete any personal data as soon as the processing of
the personal data is finished [GDPR].

Furthermore, controllers must ensure the integrity and confidentiality of personal data
they process [GDPR]. For example, access to personal data must only be granted where
necessary for fulfillment of the specified purpose.

Since the processing of the VRDU event records refers to the VINs of the affected vehicles,
the event records must be treated as personal data. Therefore, the requirements of the
GDPR must be fulfilled.

General Safety Regulation

As noted previously, the GSR requires EDRs in commercial vehicles from January 7, 2026.
The GSR requires these EDRs to record a variety of parameters about the vehicle and
its ADAS “shortly before, during and immediately after a collision” [GSR19]. The event
records have to survive the collision [GSR19]. Additionally, the event records have to be
protected against manipulation and must be anonymized [GSR19]. The GSR also forbids
recording any information that could identify a specific vehicle, making special mention
about the last four digits of the vehicle indicator section of the VIN [GSR19]. Further, all
processing of event records must occur in accordance with the GDPR [GSR19].
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2.3 Data Pipelines

It is important to note that the SAR component of the VRDU is not an EDR in the sense of
the GSR. The first difference lies in the scope of the data recording. The GSR specifies that
event records should contain data about all safety functions in a vehicle. In contrast, event
records in the VRDU only contain data about a single ADAS or a small number of ADAS.
The second difference is the definition of an event: While the GSR only considers actual
collisions, the VRDU records data whenever its ADAS activate.

Nevertheless, requirements from data protection regulation, such as the GDPR, apply
to the SAR component the same as to EDRs. Therefore, data protection requirements
which the GSR places on EDRs can serve as guidance for further development of the SAR
component.

Straßenverkehrsgesetz

The German Straßenverkehrsgesetz (StVG), which roughly translates to “road traffic
regulation”, requires a form of event data recording in vehicles equipped with high or
full driving automation [StVG, §63a]. This recorder must record all handovers of control
between the driver and the driving automation system. The event records must contain a
timestamp and the vehicle coordinates as reported by a satellite navigation system.

The StVG is not yet applicable to the VRDU, which only performs partial driving automa-
tion. Therefore, event data recording as mandated by the StVG will not be considered in
this thesis any further.

2.3 Data Pipelines

Data pipelines are chains of data-centric processes, where the output of a process can
serve as input to other processes [MBO20]. Each process in a data pipeline performs some
processing on the data which pass through that process. This processing can take different
forms, such as data generation, data integration, or data storage.

Data generation is the first activity in a data pipeline [RBOW20]. A process, the data
source, generates samples, which are fed into the data pipeline.

In reality, there are often multiple sources in any given data pipeline [RBOW20]. The data
sets collected from those multiple sources need to integrated with each other. According
to Golshan et al., data integration aims to provide a uniform query interface to multiple
input data sets [GHMT17]. To provide this uniform query interface, the schemas of the
constituent data sets must be harmonized into a global schema [GHMT17].

Data transformation also presents an important process in data pipelines [MBO20]. Ex-
amples of data transformations are converting unstructured data into semi-structured or
structured formats or deriving new features from existing features [RBOW20].

Another component of data pipelines is data storage [RBOW20]. Data storage can occur at
different stages and with different kinds of data [RBOW20].
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One type of data storage are data lakes. They store large amounts of raw data in its original
format, often an unstructured one [MT16].

Data warehouses present another type of data storage. In contrast to data lakes, data
warehouses store structured, integrated, and aggregated data [HLV00; MT16].

Derived from the data stored in data warehouses, data marts are a third type of data
storage [MK00]. Data marts enable data analytics by providing end users with tailored
subsets of the data stored in a data warehouse [MK00].

Data analysis is another component of data pipelines [MBO20]. Often, this means applying
machine learning models to the data set [MBO20].

Additionally, data pipelines may contain visualization components [MBO20]. These
components aim to present data and data analysis results in an understandable man-
ner [MBO20].

2.4 Data Analysis

As noted in Section 2.3, data analysis is an important part of a data pipeline. Numerous
approaches to data analysis exist. The problem that data analysis is trying to solve defines
which data analysis approaches are feasible [MRT18].

2.4.1 Supervised and Unsupervised Data Analysis

Data analysis problems are often distinguished between supervised problems and unsu-
pervised problems [MRT18]. With supervised data analysis problems, a labelled data set
is already available [MRT18]. This data set can be used to tune, select, and evaluate data
analysis approaches. Classification problems are a common example of supervised data
analysis problems [MRT18].

In unsupervised data analysis problems, no labelled data set is available [MRT18]. There-
fore, unsupervised data analysis often is of amore exploratory nature. The lack of a labelled
data set also complicates evaluating the performance of analysis approaches [MRT18].

2.4.2 Clustering

Clustering is a common class of problems in unsupervised data analysis [MRT18]. In
clustering, the goal is to create groups of similar samples from a data set [ABKS99]. The
similarity of samples can be judged using distance measures.

Ankerst et al. propose Ordering Points To Identify the Clustering Structure (OPTICS),
a density-based algorithm, which can be used to cluster data sets [ABKS99]. OPTICS
produces an ordering of the data set, which represents density-based clustering structure
of the data set [ABKS99]. From this ordering, clusters can be extracted with variable local
density parameters [ABKS99]. This improves on previous density-based methods, which
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only performed clustering using a global density parameter [ABKS99]. Additionally,
Ankerst et al. propose reachability plots, a visualization of the ordering produced by
OPTICS.

2.4.3 Few-shot Learning

Supervised data analysis approaches often require large amounts of labelled training
data [SS20]. Few-shot learning is an active research topic and aims to reduce the amount
of required training data [WYKN20]. With few-shot learning, supervised data analysis
approaches could be applied to problems where obtaining large amounts of training data
is difficult or even impossible [WYKN20]. Smaller training data sets also speed up the
training process [WZTE18].

Wang et al. propose dataset distillation as an approach to few-shot learning [WZTE18]. In
their work, they were able to compress a data set containing 60,000 images into 10 synthetic
training images, which achieve nearly the original performance when used as training
data.

A special subclass of few-shot learning is less-than-one-shot learning, as proposed by
Sucholutsky and Schonlau [SS20]. In less than one-shot learning, the learning task has
to learn # classes from " < # samples [SS20]. Sucholutsky and Schonlau were able to
achieve this using soft labels.

2.4.4 Dynamic Time Warping

As noted in Section 2.4.2 on the facing page, clustering aims to group samples based on
similarity, as judged by a distance measure. Dynamic Time Warping (DTW) can be used
as a distance measure for time series [WK20]. DTW is a dynamic programming algorithm,
which aims to eliminate nonlinear timing differences between two time series [SC78]. In
general, DTW can be applied to any two sequences of possibly multi-dimensional points.

DTW constructs a mapping sequence between two sequences, which maps indices of the
first sequence to indices of the second sequence [SC78]. This mapping sequence minimizes
the sum of distances between points that are mapped to each other [WK20]. The mapping
sequence also has to adhere to several conditions [SC78].

1. The first indices of both sequences are mapped to each other.

2. The last indices of both sequences are mapped to each other.

3. Indices are monotonically increasing.

4. Indices must not be skipped.

Additionally, an upper limit may be placed on the amount of warping between the two
sequences [WK20]. The upper limit may either be expressed as an absolute number
or as a percentage of the length of the time series [WK20]. Wu and Keogh point out

23



2 Background

that an upper limit on the amount of warping improves accuracy [WK20]. Since an
upper limit on the amount of warping restricts the search space, it may also speed up the
computation [WK20].
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3 Related Work

Several studies in the area of data pipeline management or in the context of automotive
event data have been conducted. This chapter outlines a selection of those studies and
their differences to this thesis.

Raj et al. conducted a study to identify which challenges practitioners face in data pipeline
management [RBOW20]. Additionally, they developed a meta-model for data pipelines.
They model processes as nodes and data flow as connectors between the processes. Nodes
have capabilities, which represent activities they perform. Examples of node capabilities
are data generation, data storage, and data labelling. Connectors also have capabilities.
All connectors share the ability to transmit data, but they can have additional capabilities,
such as authentication or validation. Finally, Raj et al. validated the developed meta-
model against multiple data pipelines in a validation study. In contrast to this thesis, the
challenges which Raj et al. identified were mostly of a technical nature.

Munappy et al. also studied the challenges in data pipeline management [MBO20]. They
conducted interviews with 16 participants from 4 companies to identify those challenges.
In these interviews, Munappy et al. identified infrastructure challenges, organizational
challenges, and data quality challenges, all of which affect data pipeline management.
They also identified opportunities stemming from the challenges. In contrast to their work,
this thesis has a smaller scope, only studying one company. Further, this thesis contains
a design component in developing an analysis approach for classification using small
pre-labeled data sets.

A similar data analysis was the focus of a study conducted by Jurczyńska [Jur19]. In their
work, they analyzed data from a system comparable to ABA. In contrast to the data set
considered in this study, their data set already contained a comparatively large amount of
labeled data. Furthermore, their data set consisted of multi-variate time series with fixed
length and sampling time, which contain 132 signals. In contrast, the data set in this thesis
contains significantly fewer signals and the time series are shorter and were sampled at a
dynamic rate.

In their work, Johanson et al. presented a framework for data pipelines working with
automotive telematics data [JBJ+14]. Their solution allows users to specify measurement
tasks and assign these tasks to connected test vehicles. The test vehicles collect the required
data and upload it back to the solution, either through a batch upload or through streaming.
Users can then specify analytics tasks on the collected data. Johanson et al. developed an
end-to-end data pipeline from data collection in vehicles to data analysis in Apache Spark
from scratch, while this study focuses on extending an existing data pipeline. Additionally,
they mainly worked with diagnostic readouts and passive bus monitoring data. This study,
in contrast, works with event records collected from ADAS activations.
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Jovanovic et al. proposed Quarry, a big data integration platform [JNR+20]. The platform
aims to support non-technical end users in data exploration and data integration, which
it tries to automate. Additionally, Jovanovic et al. validated their approach on a use case
with World Health Organization. In contrast to this thesis, their work focused on data
integration. Also, their use case was health related, while this study works with event data
from ADAS.

Pevec et al. also proposed a big data platform for the automotive industry [PVG+19]. Their
focus was on developing a robust, scalable and fault tolerant platform, which can cope with
the amount of data produced by big data applications. They also showcased the developed
platform in two real-world use cases. In contrast to this thesis, their approach focused on
developing a platform and did not study challenges for automotive data integration and
data analysis pipelines more deeply. Pevec et al. also did work with data from passive
bus monitoring in one of their use cases and with transaction data in their second use
case. This thesis, on the other hand, designs a data analysis approach for automotive event
data.

To summarize, no comprehensive study of challenges and requirements to data integration
and analysis in the context of automotive event data has so far been conducted. Previous
studies either focused on data analysis, not reporting on challenges for data integration
and data analysis, or did not target data pipelines for automotive event data in particular.
This thesis aims to fill this gap by combining research about challenges for data integration
and data analysis with designing a concrete data analysis procedure for automotive event
data from ADAS.
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4 Study Design

This chapter outlines the research question I was trying to answer with this study. In
addition, it describes the research process I followed to answer these research questions.

4.1 Research Questions

This section describes the research questions. Six research questions were defined for this
study. They were split into three groups.

The first group of research questions asks about challenges when working with a data
integration and analysis pipeline in different contexts.

RQ1.1 What challenges do companies face when implementing or extending a data inte-
gration and analysis pipeline?

RQ1.2 Which additional challenges do arise when analyzing event data in the context of
automotive events?

RQ1.3 Howdo challenges that Daimler TruckAG faces differ from challenges in the context
of automotive events?

The second group contains only one research question, which focuses on data analysis for
the ongoing improvement of driver assistance systems.

RQ2 Which data analysis questions are suitable for supporting the improvement of active
driver assistance systems?

The third group of research questions builds on RQ2 and is trying to answer one of the
data analysis questions derived in RQ2. Based on the results of RQ3.1, a concrete analysis
was developed. RQ3.2 evaluates this analysis.

RQ3.1 Which concrete algorithms exist to answer the identified data analysis question?

RQ3.2 How does a concrete implementation of one of the algorithms perform on the
available event records?
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4.2 Research Methods

This section describes the research process I used to answer the research questions defined
in Section 4.1. Figure 4.1 gives an overview of that research process. I started by conducting
a literature review (Section 4.2.1) and interviews (Section 4.2.2) to elicit challenges when
working with data analysis pipelines. Based on the results of these two steps, a prototype
of a concrete analysis was developed and evaluated on a subset of the available event data
(Section 4.2.3).

Literature Review Interviews

Prototype Development

Prototype Evaluation

Figure 4.1: Research process

4.2.1 Literature Review

I conducted a rapid review [CPS20] to answer RQ1.1 and RQ1.2. This section will outline
the process I followed during this review.

Process

I searched for papers using Google Scholar1. For RQ1.1, I used the query: "data analysis"

challenges "big data". For RQ1.2, I used the query: "data analysis" challenges "big data"

automotive.

Only English papers were considered for the review. Originally, I also allowed German
papers, however, this was not necessary since the most relevant results for each query were
available in English. I also limited the review to papers that underwent peer review prior
to publication. Further, I intended to exclude any paper that was considered for answering
RQ1.2 from consideration for answering RQ1.1. However, no papers had to be excluded
from RQ1.1 for this reason, since no overlap occurred.

1https://scholar.google.com
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During the search, papers were sorted by relevance, as ranked by Google Scholar. Each
paper was evaluated against the selection criteria outlined above. If a paper was excluded
by the selection criteria, it was replaced with the next most relevant paper from the Google
Scholar results.

Analysis

The resulting papers were analyzed through open coding in a constant comparative
method [AHK11]. Each paper was analyzed line by line to identify challenges when
working with a data pipeline. Identified challenges were highlighted using the “Comment”
feature in Adobe Reader2.

Whenever that analysis indicated a new challenges, this challenge was compared against
a list of previously defined challenges to identify similarities. If sufficient similarity was
found, the existing challenge was updated, otherwise the new challenge was added to the
list. The list of challenges contained the code, a description of the challenge, and a list of
papers supporting the challenge. A separate list of challenges was kept for each research
question.

4.2.2 Interviews

To answer RQ1.3 and RQ2, I conducted semi-structured interviews [HA05] with stakehold-
ers of the data analysis pipeline at Daimler Truck AG. This section describes the interview
and analysis process.

Process

Potential participants were informed about the general topic of the study in an initial
message. This initial message also informed the potential participants about the planned
interviewprocess. Finally, the initial asked potential participantswhether theywerewilling
to proceed with the interviews. When a potential participant agreed to the interview, a
meeting was scheduled with them.

All interviews were conducted remotely through Skype3 meetings. At the beginning of the
meeting, the participant was informed about the purpose of the study and the interview
process again. Afterwards, the interviewee had the chance to ask any questions. When
the interviewee had no more questions, they were asked for their permission to record
the interview. After the participant agreed to the recording, the recording was started
and the interviewee was asked to repeat their permission so that it was captured in the

2https://acrobat.adobe.com/de/de/acrobat/pdf-reader.html
3https://skype.com
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recording. Participant audio was captured using Audacity4. Audio for the interviewer
was not captured for the first few interviews. Later the iOS voice memo app5 was used to
record interviewer audio.

During the interview, interviewees were asked some general questions about their back-
ground. They were also asked about their experiences with the data pipeline and prior
analyses they performed on the data set considered in the study. A full interview guide is
available in Appendix B on page 69. However, the questions presented in the guide are
more of a general guidance and were adapted to the interviewee’s previous answers. Some
questions were skipped to better fit the background of the interviewee.

After the interview, the recording was transcribed using oTranscribe6. The transcript was
then sent to the interviewee for their approval. This also gave the interviewee the chance
to edit or remove statements from the transcript. After the interviewee’s approval of the
transcript the recording of the interview was deleted.

During the interviews with ADAS developers, possible analysis questions were also dis-
cussed. Based on this discussion, a data analysis question was defined.

Analysis

Interview transcripts were again analyzed through open coding using a constant compara-
tive method [AHK11]. Each transcript was analyzed line by line to identify challenges for
data pipeline management. Identified challenges were highlighted using the “Comment”
feature in Microsoft Word7.

The analysis of interviews followed the same process that was used for analyzing the
literature review, which was described in Section 4.2.1.

In addition to open coding, axial coding was performed to identify connections between
the discovered challenges [AHK11]. When a new challenge was discovered or a transcript
indicated a relationship between two challenges, the use of challenges involved in the
connection was checked against the interview transcripts. This ensured that the role of
the challenge in the connection matched its use in the interview transcripts. When the use
of the challenge in the interview transcripts did not match, the possible connection was
discarded. Otherwise, the possible connection was checked against a list of previously
defined relations to identify similarities. Only if no sufficient similarity was found, a new
connection was added to the list.

4https://www.audacityteam.org
5https://support.apple.com/en-us/HT206775
6https://otranscribe.com/
7https://www.microsoft.com/de-DE/microsoft-365/word
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4.2.3 Analysis Prototype

As noted previously, a part of this thesis is developing a concrete data analysis. This section
outlines the approach taken for this development. It also outlines how the developed
prototype was evaluated.

Data Sets

Two data sets were created for development and evaluation of the prototype. The first data
set is the testing data set, which was randomly sampled from all available event records.
The testing data set was used to evaluate the performance of the prototype.

A smaller validation data set was used for development and parameter tuning of the
prototype. This data set was randomly sampled from the testing data set.

Additionally, the validation data set contained three event records where the situation
surrounding the event is known. Two of those event records describe similar situations,
one record describes a significantly different situation. These event records were used
during development to tune the distance metric.

Another event record with known situation was included in the testing data set but not
in the validation data set. This event record was used to check whether the developed
prototype and distance metric generalize to new situations.

Development

Based on the data analysis question defined in the interviews, I researched possible data
analysis approaches that could be used to answer the analysis question. For these ap-
proaches, feasibility and possible consequences were estimated. Based on these estimates,
I decided to answer the analysis question through clustering of the event data.

The prototype was developed in an iterative manner with frequent feedback from ADAS
developers. During development, silhouette coefficients were used to estimate the perfor-
mance of the algorithm on the validation data set. Silhouette coefficients were also used to
optimize the hyper-parameter selection for the clustering approach.

Evaluation

The performance of the developed prototype was then evaluated on the testing data
set. As a baseline, the clustering was performed using Manhattan distance [Hor85] as a
distance measure. This baseline was compared against clustering using DTW as a distance
measure.

31



4 Study Design

For both distance measures, silhouette coefficients [Rou87] were used to evaluate the
performance of the clustering algorithm. The silhouette coefficient B for a single sample
can be computed as

B =
1 − 0

max(0, 1)

where 0 is the mean distance between the sample and all other samples in the same cluster
and 1 is the mean distance between the sample and all other samples in the next-nearest
cluster. Therefore, silhouette coefficients are only applicable, if at least two clusters are
identified. The values for the silhouette coefficient range from −1 to 1, with higher values
indicating a better cluster assignment. The mean silhouette coefficient over all samples was
calculated to provide a quick overview over the clustering performance. Mean silhouette
coefficient was chosen over other metrics, such as the Caliński-Harabasz [CJ74] index or
the Davies-Bouldin [DB79] index, since silhouette score does not require the computation
of cluster centroids. Additionally, ground truth labels were unknown, therefore, evaluation
metrics that rely on ground truth labels, such as the adjusted rand score [HA85] or the
V-Measure [RH07], were inapplicable.

Additionally, the number of clusters and the number of noisy samples were evaluated.
The cluster assignment of the four events discussed previously was also analyzed.

Furthermore, for each cluster, the five event records with the highest silhouette score were
analyzed individually in order to characterize the cluster. I performed an initial analysis of
these event records. The results of this analysis were then validated with domain experts.

The agreement between both clustering variants was also analyzed using Adjusted Mutual
Information (AMI) [VEB09] and a contingency matrix. AMI measures the agreement
between a ground truth cluster assignment and a cluster assignment produced by a
clustering algorithm. The agreement score ignores permutations in cluster assignments.
It produces values from 0 to 1, with higher values indicating higher agreement. As
noted previously, a ground truth cluster assignment is not known. However, AMI is
symmetric and can therefore also be used to measure the agreement between cluster
assignments produced by two different clustering algorithms, like in this use case. AMI
is also normalized against chance, producing values close to 0 for randomized cluster
assignments.

A contingency matrix can also be used to visualize the agreement between two clustering
algorithms. In this use case, rows corresponded to clusters under the baseline distance
measure and columns corresponded to clusters under the DTW distance measure. As such,
the element in row 8 and column 9 gave the number of event records that were assigned to
cluster 8 under the baseline distance measures and to cluster 9 under the DTW distance
measure. In case of significant disagreements in the contingency matrix, a sample of these
event records was also analyzed in an attempt to identify the reason for the disagreement.
This analysis was also performed by myself and the results were validated with domain
experts.
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In this chapter, I will report the results from the literature review (Section 5.1) and from
the interviews (Section 5.2). Additionally, the architecture and implementation of the
prototype of a concrete data analysis will be described (Section 5.3).

5.1 Literature Review

As noted previously, I conducted a rapid review to identify common challenges for data
analysis endeavors. The following sections discuss the results from this rapid review.
Results are split into two parts, the first part describing challenges for data pipeline man-
agement in general (RQ1.1), the second part describing additional challenges for data
pipeline management in automotive contexts (RQ1.2). Both research questions were
defined in Section 4.1 on page 27.

5.1.1 General Challenges for Data Pipeline Management

In total, the literature search identified five studies, four of which were judged as relevant.
These four studies were included in the literature review to collect challenges for data
pipeline management in general. The collected challenges were used to answer RQ1.1. A
list of these studies is available in Appendix A.1 on page 67.

Table 5.1 gives an overview over the identified challenges and the studies that support
them. In the following, these challenges will be described in more detail.

All relevant studies mentioned heterogeneity, also called variety, as a significant challenge
for big data analytics [FHL14; IS15; LJ12; TEK+16]. In many cases, big data sets are created
by combining data from multiple sources [FHL14]. Typically, these data sources do not
conform to a single schema, introducing small differences between raw data collected from
different data sources. These small differences introduce heterogeneity when data sets
from different data sources are combined. Heterogeneity can also result from evolution of
a single data source over time [FHL14]. Heterogeneous data sets present a challenge for
traditional data storage systems [IS15] and analysis approaches [FHL14]. Heterogeneity
is one of the inherent properties of big data [IS15].

The studies also agreed that data volume, another inherent property of big data, is a chal-
lenge for big data analysis [FHL14; IS15; LJ12; TEK+16]. Data volume refers to the number
of individual samples in a data set. Data sets with more samples require more efficient
algorithms [FHL14; TEK+16]. Even with optimal algorithms, large data volumes may
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Challenge Supporting studies

Heterogeneity Fan et al. [FHL14], Iqbal and Soomro [IS15], Labrinidis and
Jagadish [LJ12], and Tetko et al. [TEK+16]

Data volume Fan et al. [FHL14], Iqbal and Soomro [IS15], Labrinidis and
Jagadish [LJ12], and Tetko et al. [TEK+16]

Data quality Fan et al. [FHL14], Labrinidis and Jagadish [LJ12], and Tetko
et al. [TEK+16]

Understandability Labrinidis and Jagadish [LJ12] and Tetko et al. [TEK+16]
Data protection Labrinidis and Jagadish [LJ12]
Data sharing Tetko et al. [TEK+16]

Table 5.1: Overview of general challenges for data pipeline management

make single core processing infeasible, creating a need for efficient parallelization ap-
proaches [FHL14; TEK+16]. Large scale parallel processing poses new challenges for data
analysis and computing infrastructure [FHL14].

Three studies mentioned low data quality as a challenge for data pipelines [FHL14; LJ12;
TEK+16]. For example, any step of data processing in a data pipeline may introduce noise
into the data [FHL14; TEK+16]. Further problems with data quality are low information
density, erroneous data, and incomplete data [LJ12]. Handling low data quality requires
two things. First, low quality data must be identified. This needs approaches to identify
specific issues with data quality. Second, after the issues leading to low quality data have
been identified, remediation techniques are necessary to fix the identified issues. For
example, redundant samples can be filtered to increase information density [LJ12]. Any
attempt to improve data quality must be evaluated to prove its impact [LJ12]. Otherwise,
the attempt might actually decrease data quality, for example by discarding interesting
information [LJ12].

Two studies also reported understandability as a challenge of data analysis [LJ12; TEK+16].
In data driven organizations, decision makers use data analysis results to inform their
decisions [LJ12]. For this purpose, they must be able to understand the results presented
to them and the analysis which produced these results [LJ12]. Visualization techniques
present one approach which increases understandability [TEK+16].

Further, Labrinidis and Jagadish mentioned data protection as a challenge [LJ12]. As
mentioned previously, as soon as a data set contains personal information, data protection
regulations apply and special care must be taken when handling the data.

Closely related to data protection, is data sharing, which Tetko et al. identified as a chal-
lenge [TEK+16]. Big data analytics in organizations is limited by the amount of data these
organizations can collect [TEK+16]. To improve big data analyses, organizations grow
their data sets by sharing data with other organizations [TEK+16]. How to share and
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integrate these data sets efficiently and securely is a technical challenge [TEK+16]. If per-
sonal information is involved, data sharing can be further complicated by data protection
regulation, such as the GDPR.

5.1.2 Challenges for Data Pipeline Management in Automotive Contexts

In total, the literature search identified five studies, four of which were judged as relevant.
These four studies were included in the literature review to identify additional challenges
for data pipeline management in automotive contexts, answering RQ1.2. A list of these
studies is available in Appendix A.2 on page 67.

Since RQ1.2 asks about additional challenges in the context of automotive event data, I
will not repeat challenges that were already reported in Section 5.1.1. Table 5.2 gives an
overview over the identified challenges and the studies that support them. In the following,
these challenges will be described in more detail.

Challenge Supporting studies

Real-time
requirements

Ge and Jackson [GJ14], Johanson et al. [JBJ+14], and
Syafrudin et al. [SAFR18]

Mobility Johanson et al. [JBJ+14] and Pevec et al. [PVG+19]
Bandwidth Johanson et al. [JBJ+14] and Pevec et al. [PVG+19]
Communication
interfaces

Johanson et al. [JBJ+14] and Pevec et al. [PVG+19]

Security Ge and Jackson [GJ14] and Johanson et al. [JBJ+14]
Scalability Johanson et al. [JBJ+14] and Pevec et al. [PVG+19]
Functional safety Johanson et al. [JBJ+14]
Data format Johanson et al. [JBJ+14]
Time-series data Johanson et al. [JBJ+14]

Table 5.2: Overview of challenges for data pipeline management in automotive contexts

The main challenge, which was reported by three studies, are real-time requirements [GJ14;
JBJ+14; SAFR18]. In many big data applications in automotive contexts, data must be pro-
cessed in a limited time frame after it is produced [JBJ+14]. These real-time requirements
can apply to processing performed inside the vehicle, but also to processing occurring
outside the vehicle, for example in a cloud environment. Consequences for violating
real-time requirements can range from the data losing its value to possible safety haz-
ards [JBJ+14]. Therefore, automotive big data applications must fulfill their own real-time
requirements and also ensure that they do not cause other processes to miss their real-time
requirements.
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Another challenge in automotive big data applications is the mobility of vehicles [JBJ+14;
PVG+19]. This mobility complicates data collection. Different approaches exist to still
enable data collection, such as temporary storage or wireless communication [JBJ+14].
However, these approaches incur additional challenges themselves.

When performing data collection via wireless communication, bandwidth presents a chal-
lenge [JBJ+14; PVG+19]. In many cases, high bandwidth wireless communication is costly
or not available at all [JBJ+14]. Additionally, any available bandwidth must be shared
between multiple applications in a connected vehicle. Bandwidth restrictions can be
addressed by different means, such as data compression or aggregation [JBJ+14]. For auto-
motive big data applications without real-time requirements, reducing the communication
frequency might also be a viable solution.

Communication interfaces present another challenge for automotive big data applica-
tions [JBJ+14; PVG+19]. Any data flow between two components in a data pipeline
requires that both components have compatible communication interfaces [PVG+19].
Incompatibilities can occur on different levels, such as physical connectors, communication
protocols, or data formats.

Another challenge for automotive big data applications is security [GJ14; JBJ+14]. Auto-
motive big data applications must prevent unauthorized third parties from gaining access
to the vehicle [JBJ+14]. The data processed by these applications must also be protected,
for example to protect personal information [JBJ+14] or the competitive advantage of the
organization performing the processing [GJ14].

The large volume of big data makes scalability another challenge for automotive big data
applications [JBJ+14; PVG+19]. The infrastructure supporting a big data pipeline must
support scaling its storage and processing capabilities to meet the demands of a big data
application [JBJ+14]. However, scaling also introduces new challenges into the data
pipeline, for example in fault tolerance.

Closely related to real-time requirements, functional safety also presents a challenge for
automotive big data applications [JBJ+14]. Automotive big data applications must ensure
that they do not endanger vehicle occupants, either directly or indirectly.

Another challenge, related to the need for compatible communication interfaces, are data
formats [JBJ+14]. Automotive big data applications use a variety of data formats for
communication and storage [JBJ+14]. Many of these data formats are proprietary or
custom built. Therefore, these data formats are not natively supported by off-the-shelf big
data analysis tools, so custom parsers must be implemented before data can be used for
analysis [JBJ+14].

Automotive big data applications often produce time series data, which presents another
challenge for big data analysis, since it requires specialized analysis techniques [JBJ+14].
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5.2 Interviews

After the literature review, I conducted interviews with stakeholders at Daimler Trucks AG
to elicit challenges they face in their work with the data pipeline. As such, the interviews
aim to answer RQ1.3.

In total, six stakeholders agreed to the interview. With the exception of two interviews, all
interviews stayed within the expected time frame of 30 minutes. The two interviews that
ran long were with ADAS developers, who were asked additional questions to answer
RQ2.

Table 5.3 lists all interviewees, their role, and their experience in the role. As can be seen
from the table, there is a significant difference in the experience between ADAS roles
and big data roles. This highlights that many non-IT companies are still in the process of
leveraging the potential of their data.

Participant Role Experience (years)

P1 Data onboarding 2
P2 ADAS development 15
P3 ADAS development 10
P4 Data governance 2
P5 Data engineering & data science 1
P6 Data engineering & data science 3

Table 5.3: Overview of interview participants

5.2.1 Challenges

The interviewees identified multiple challenges for their work with the data analysis
pipeline in the interviews. These challenges can be broadly grouped into three categories:
technical challenges, organizational challenges, and legal challenges. The categories are
not mutually exclusive, some challenges fit two or even all three categories.

Table 5.4 gives an overview over the identified challenges and the participantswho reported
them. The rest of this section will describe these challenges in more detail.

All interviewees agreed that capacity constraints present a challenge for their work. These
constraints can apply to any resource whose supply is limited. In a technical context,
resources could be processing power, memory, or disk storage. From an organizational
perspective, resources could be developer time or money. In most cases, there are trade-
offs between the different resources. For example, money can be used to buy additional
processing power in a cloud environment.
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Challenge Reporting participants

Capacity constraints P1, P2, P3, P4, P5, and P6
Limited Storage P2 and P3
Data format P1, P2, P5, and P6
Dimensionality P2, P3, P5, and P6
Volume P2 and P3
Communication interfaces P1, P3
Expert knowledge P2, P3, P4, P5, and P6
Availability P1, P2, P3, P5, and P6
Perspectives P4
Role of ADAS developers P2, P3, P5 and P6
Data protection P1, P2, P3, P4, and P6

Table 5.4: Overview of challenges for data pipeline management identified in the inter-
views

All interviewees also agreed that their limited developer time forces them to prioritize
their efforts. However, this can delay tasks with a lower priority. Additional issues can
arise when stakeholders prioritize tasks differently.

According to P2 and P3, limited storage, another form of capacity constraints, is a special
challenge for the SAR. Since storage space is limited, only a small number of events can
be stored. Additionally, only a small number of signals is recorded per event. Without
frequent readouts, event records may be lost before they make it into the data analysis
pipeline.

Data formats are another challenge, which was mentioned by four interviewees (P1, P2,
P5, P6). Event records are not stored in a common data exchange or serialization format
but in a proprietary format. This causes additional effort to understand the data format
and implement a conversion utility. Since multiple programming languages are used to
implement data analyses in the data pipeline, a separate conversion utility needs to be
implemented for each language.

Four interviewees (P2, P3, P5, P6) mentioned high dimensionality as a challenge. In AI
terminology, the dimensionality of a data point describes the number of features in this
data point. In the context of the SAR, the dimensionality of an event record is the number
of data items recorded for this event. The number of data items is the product of the
number of recorded points times the number of signals recorded for each point. With
each additional data item, understanding the data becomes more difficult. This slows
down other processes, such as the implementation of format conversion utilities. High
dimensionality is also a problem for many AI algorithms.
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Two interviewees (P2, P3) also reported that the dimensionality of the recorded events is
too low in some cases. Since the situations in which events occur can be almost arbitrarily
complex, numerous signals are necessary to describe any single situation. However, due
to limited storage capacity on the VRDU, not all of these signals can be stored in an event
record. Therefore, a small subset of the available signals must be selected for recording.
This signal subset may not be able to distinguish as many situations as the full set of signals.
In this sense, low dimensionality limits the expressiveness of data.

Two participants (P2, P3) also identified the volume of events, that is the number of event
records, as a challenge. This number will increase drastically with the advent of new
connectivity solutions like the CTP. The volume of events complicates identification of
relevant events in a data analysis.

Furthermore, two participants (P1, P3) identified communication interfaces as a challenge in
data pipeline management. As noted previously, any two communicating processes in the
data pipeline need a compatible communication interface to do so. If such an interface
is not available, either one of the processes must be extended to include a compatible
interface or an intermediary must be placed between the processes to translate the data.

Another challenge, which was reported by five interviewees (P2, P3, P4, P5, P6), is the
expert knowledge required to work with the data pipeline. Working with data in a data
pipeline requires expertise from different fields. For example, this knowledge could be data
analytics methods, legal expertise, or domain knowledge about the data. No stakeholder
can be an expert in all of these fields. Usually, they are an expert in one of the fields and
have at least some knowledge in other fields. Still, they do not have all of the required
knowledge. Therefore, efficient processes for collaboration and knowledge transfer are
needed.

However, availability of the participants presents a challenge for knowledge transfer. Lim-
ited time and different priorities make it harder to transfer knowledge. For example,
learning about the data format might be a high priority for a data scientist, while a domain
expert who understands the data format already might see the task as a lower priority.
In this situation, the task will be delayed or can produce results of a lower quality. Five
participants (P1, P2, P3, P5, P6) reported that they already encountered similar situations
due to limited availability.

P4 also named different perspectives of the involved parties as another challenge for efficient
knowledge transfer and collaboration. Different subjects have different terminology and
processes. These differences complicate knowledge transfer and collaboration. Third
parties who are familiar with both subjects, such as P4, can help serve as translators and
facilitate collaboration. According to P4, assigning the same expert to multiple similar
collaboration efforts also improves the transfer of knowledge. In this way, experts can
build familiarity with the other field, which they can transfer to subsequent collaboration
efforts.

P4 also remarked that data scientists and domain experts might not see a reason to learn
the basics of data protection regulation. This places additional burden on data governance
experts and legal teams to ensure compliancewith regulations. In contrast to P4’s statement,
all participants of the interviews were willing to learn about data protection regulation
and ensure compliance.
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The interviews also indicated different opinions about the role of ADAS developers in data
analysis. P2 and P3, ADAS developers, regarded themselves as consumers of data and data
analysis. On the other hand, P5 and P6, data scientists, aimed for a collaborative approach,
where the ADAS developers are actively involved in data analysis and the evolution of the
data pipeline. This difference could also present a challenge during data analysis efforts.

Five participants (P1, P2, P3, P4, P6) agreed that data protection requirements present a
challenge for their work in the data pipeline. When the SAR event records are collected,
they are attached to a VIN, therefore the records must be considered personal information.
This means any data processing of these event records must honor the GDPR.

P4 explicitly mentioned another challenge in the context of data protection. As noted
previously, the GDPR expects the controller to inform the data subject of any processing
occurring with their data. In the context of commercial vehicles, the manufacturer, in this
case Daimler Truck AG, seldom has direct access to the data subject, in this case the driver.
This makes it harder for manufacturers to comply with the requirements of the GDPR.

On the other hand, P6 regarded strict data protection as a competitive advantage. They
said respecting and protecting users’ privacy will build trust. In the long term, this
trust will probably increase business and users might be more willing to share data with
organizations they trust.

5.2.2 Data Analysis Questions

With P2 and P3, I also discussed possible data analysis questions during the interviews.
This identified the following two possible data analysis questions.

The first question is identifying similarities in the situations which surround events. Fol-
lowing the definition of Ulbrich et al., “a situation is the entirety of circumstances, which
are to be considered for the selection of an appropriate behavior pattern” [UMR+15]. This
means a situation describes the system and its environment, including the behavior of any
other vehicles involved in the event, at the time when the event is recorded. Identifying
similarities in the situations can help focus developer attention on frequently occurring
situations. For example, frequent situations with a high rate of unnecessary emergency
brakes can be prioritized. Information about the frequency of certain situations can also
help with prioritization during testing.

The second possible data analysis question is, why emergency brakes are aborted. As
explained in Section 2.1, the driver can override decisions made by ADAS in vehicles
designed by Daimler Truck AG. This data analysis question aims at identifying patterns in
the data that indicate whether a driver will override the emergency brake. This can also
help development of ADAS by highlighting indicators for false positives.

5.3 Analysis Prototype

This section describes the design and implementation of the concrete analysis that was
developed as part of this thesis.
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5.3.1 Data Analysis Question

As noted previously in Section 4.2.2, I also discussed possible data analysis questions with
P2 and P3 during their respective interviews. We agreed on identifying situations in which
ABA events occur. For this purpose, similar situations should be grouped in some manner.
As outlined above, this can help focus developer attention.

The ABA event records were chosen as analysis data set for two reasons. First, ABA is a
mature system that has been in the market since 2006. Therefore, a large number of event
records has been collected already.

Second, ABA records are already integrated into the data analysis pipeline. Therefore,
there is no need to develop a parser for a custom format.

5.3.2 Data Analysis Approach

Since the data analysis question asked for grouping event records based on similarity, two
analysis approaches came to mind. The first is classification, a supervised approach. The
second approach is clustering, an unsupervised approach.

Because almost no labeled data was available for the ABA event records, unsupervised data
analysis through clustering was chosen. However, where label information is available, it
can be used to characterize the cluster if the clustering approach proves successful.

To answer RQ3.1, I compared different clustering algorithms and analyzed their suitability
for the data analysis task. Table 5.5 gives a short overview over the considered algorithms.
In the following, I will describe the algorithms in more detail. I will also decide on a single
clustering algorithm to use in the concrete analysis and will justify this decision.

Algorithm Parameters

K-means number of clusters
DBSCAN maximum neighborhood distance,

minimal number of samples per cluster
OPTICS minimal number of samples per cluster

Table 5.5: Comparison of clustering algorithms [PVG+11]

K-means clustering is a well known clustering algorithm, which splits samples into a
configurable number of clusters. Each cluster is described by a centroid. K-means expects
clusters to be convex and isotropic. This means clusters should be roughly spherical for
optimal performance.

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a density-based
clustering algorithm, which defines clusters as areas of high density separated by areas of
lower density. In DBSCAN, the maximum distance between two points in the same cluster
as well as the minimal number of samples per cluster can be configured. DBSCAN does
not place any assumptions on the shapes of clusters.
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OPTICS, which has already been described in Section 2.4.2, is another density-based
clustering algorithm. In contrast to DBSCAN, only the minimal number of samples per
cluster needs to be configured. The maximum distance between two points in the same
cluster is automatically adjusted based on the density.

I decided on using OPTICS as the clustering algorithm, because it does not place any
assumptions on the shape of the clusters. Additionally, the number of clusters does
not need to be configured. I decided against K-means clustering, since the scikit-learn
implementation does not support custom distance metrics. I chose OPTICS over DBSCAN,
since configuring the maximum distance between samples in a cluster is not necessary for
OPTICS. Additionally, the OPTICS implementation of scikit-learn provides a method to
extract a DBSCAN like clustering from the results of OPTICS clustering1.

Another part of the clustering approach is how to measure the similarity of the event
records. Usually, the similarity is measured using a distance measure. However, the ABA
event records can be regarded as a multivariate time series with a dynamic sampling rate.
Traditional distance measures, such as the Manhattan distance [Hor85], do not perform
well on this kind of data. Therefore, I decided to use DTW as a distance measure for the
clustering algorithm.

5.3.3 Architecture

As noted previously, there already is a large number of events available. However, there
also was a number of manual readouts, which contained event records that were not yet
integrated into the data pipeline.

Originally, the event records were collected through XENTRY. Figure 5.1 shows how these
event records were processed into the data pipeline. The data pipeline collects readouts
from the XENTRY system. Among other data, these readouts contain ABA function data
items. These items are processed by a parser component to produce readable ABA event
records.

Figure 5.1: Data flow of ABA events from XENTRY readouts into the data pipeline (Archi-
Mate notation [TOG19])

1https://scikit-learn.org/stable/modules/generated/sklearn.cluster.cluster_optics_dbscan.html
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There is also a small set of manual readouts, which also contain ABA event records. For
most of these manual readouts, the situation surrounding each ABA event is already
known. As such, the event records from the manual readouts could help identify the
situation represented by a cluster. Therefore, the data pipeline was extended to allow
reading of ABA event records from manual readouts. The architecture is similar to that
for XENTRY readouts. Manual readouts are uploaded into a staging directory. From
there, the parser component processes the contained ABA function data items into ABA
event records. The ABA event records produced from different readout sources are stored
separately. A later step integrates the event records from different sources and performs
deduplication.

5.3.4 Implementation

The analysis was implemented in Azure Databricks2, which is based on Apache Spark3.
Data processing was performed in pandas4. The tslearn library [TFV+20] was used for
computation of DTW and preprocessing. The clustering was implemented in Python using
the scikit-learn library [PVG+11].

The clustering is performed in the following four phases. Each phase will be explained in
more detail later.

1. Event records are loaded and transformed into time series

2. If configured, the data is preprocessed.

3. A distance matrix is computed.

4. Clustering is performed on the distance matrix.

Data Loading

In the first phase, data is loaded from the data warehouse. As noted in Section 2.2.1, each
event record contains a number of signals collected at multiple points during the event.
However, not all points are available for all events. For example, if the driver aborts a haptic
brake, no emergency brake will be triggered, therefore, no data will be collected at the
point of the emergency brake. Additionally, not all signals are collected at all points. The
first phase handles these situations by discarding points where no data has been collected
and adding placeholders for signal values to points where those signals were not collected.
In addition, the first phase transforms the data set from a tabular format into a time series
format.

2https://azure.microsoft.com/de-de/services/databricks/
3https://spark.apache.org/
4https://pandas.pydata.org/
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Preprocessing

The second phase performs three preprocessing steps, two of which are optional. The first
step is resampling the time series. As mentioned before, the event records collected by the
SAR have a dynamic sampling rate. During resampling, this sampling rate is converted to
a fixed sampling rate and signal values are linearly interpolated. To evaluate the impact of
different sampling rates on the clustering performance, resampling is optional.

The second preprocessing step is computation of derived signal values, such as relative
acceleration or relative velocity. Additionally, at this point, a subset of signals on which
to perform the clustering is selected and any points for which any signal values are still
missing are discarded. In the clustering, relative signals were used to identify similar
situations across different contexts. For example, situations where the leading vehicle is
rapidly decelerating, such as during an emergency braking, should be clustered together,
regardless of whether they occur on a highway or a country road. For the first approach,
four signals were used in the clustering: the lateral deviation between the predicted vehicle
course and the object 334E , the time to collision CC2, the time to stop for the own vehicle
CCB4, and the time to stop for the object CCB>.

The third step is rescaling. In rescaling, the time series are transformed so that each time
series has mean 0 and standard deviation 1. With these transformations, the absolute
value of the time series becomes less important, while trends can be more clearly identi-
fied. Rescaling is also optional, so that its impact on the clustering performance can be
evaluated.

Distance Matrix Computation

In the third phase, a distance matrix is computed for the event records. This phase is
necessary, as the scikit-learn clustering algorithms are not able to handle missing values
in the feature matrix. Unfortunately, the size of the distance matrix limits the amount of
events that can be processed to about 10,000.

As outlined in Section 4.2.3, clustering is performed using two different distance measures.
Therefore, the distance measure used for constructing the distance matrix is selectable.
Either the baseline distance measure, Manhattan distance, or the DTW distance measure
are available. Computation of the Manhattan distance was adapted to time series by
discarding any points beyond the shorter of the two time series. For DTW, the amount of
warping as a percentage of time series length is configurable.

Clustering

In the fourth phase, OPTICS clustering is performed on the distance matrix. All results
are saved for further analysis and a preliminary analysis is conducted. This preliminary
analysis reports the number of identified clusters, the number of event records discarded
as noise and the silhouette score of the clustering.
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This chapter describes the evaluation of the prototype of a concrete analysis developed
in the previous section. It also describes the data sets used for the evaluation and the
parameter tuning approach that was conducted prior to the evaluation.

6.1 Data Sets

As mentioned in Section 4.2.3, two data sets were created for development and evaluation
of the prototype. The testing data set of 1,000 event records is a subset of the integrated
data set described in Section 5.3.3. The validation data set of 100 event records is a subset
of the testing data set. As noted previously, the validation data set contained three selected
event records, the testing data set contained four selected events. The remaining event
records for each data set were randomly sampled.

6.2 Parameter Tuning

Before the evaluation, the hyper-parameters of the prototype were optimized. For this pur-
pose, the analysis was performed on the validation data set with different hyper-parameter
combinations. The performance of the analysis for each hyper-parameter combination
was judged using the mean silhouette coefficient. Since the DTW distance measure re-
quires more hyper-parameters, all parameter tuning was performed for the DTW distance
measure and the selected parameters were reused for the baseline distance measure.

As described in Section 5.3.4, the analysis has multiple configurable hyper-parameters,
which are listed in Table 6.1 along with the values used for parameter tuning. warping

is given as a percentage of the maximum time series length. min_samples is given as a
percentage of the total number of samples.

Parameter Description Values

sampling the sampling rate to use for resampling None, 50ms, 100ms, …, 1 s
scaling whether the time series should be rescaled True, False
warping the maximal amount of warping for DTW 1%, 5%, 10%, …, 100%
min_samples theminimal number of samples per cluster 1%, 5%, 10%, 15%, 20%

Table 6.1: Hyper-parameters and values used for parameter tuning
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Parameter tuning was performed through an exhaustive grid search. Clustering was
performed for all possible parameter combinations and the achieved mean silhouette
coefficient recorded. Then, the parameter combination achieving optimal performance
was used for the evaluation run. Table 6.2 lists the hyper-parameter values which were
chosen for the evaluation run.

Parameter Value

sampling 650ms
scaling False
warping 5%
min_samples 5%

Table 6.2: Hyper-parameter values used for evaluation

6.3 Results

After parameter tuning, the analysis was run on the testing data set. The analysis was
run twice: first with the baseline distance measure and second with the DTW distance
measure. This section describes the results of these evaluation runs.

In Section 4.2.3, three measures were defined, which give a quick overview over the
performance of the clustering algorithm. Table 6.3 lists the values of these metrics for both
the baseline and DTW distance measure. The silhouette score was calculated per event.
The value in the table shows the mean over all events. For computing the silhouette score
without noise, events classified as noise were discarded before calculating the mean over
the events. The number of clusters includes the noise “cluster”. In summary, the metrics
show that clustering produced good results under either distance measure, with clustering
performing slightly better under the DTW distance measure.

Metric Baseline DTW

silhouette score (all events) 0.65 0.94
silhouette score (without noise) 0.95 0.96
number of clusters 7 7
number of noisy samples 150 39

Table 6.3: Overview metrics for evaluation

To visualize the performance of the clustering algorithm, a reachability plot was created
for each distance measure, which can be seen in Figures 6.1 and 6.2. In each plot, every
cluster has been assigned a different color. Events classified as noise are shown in black.
As can be seen from the plots, both approaches produce well separated clusters.
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The reachability plots visualize the reachability distance for each event record in the data
set. Intuitively, the reachability distance of an event record is the distance at which the event
record becomes part of a cluster. In the plots, clusters form valleys, which are separated
from each other by steep inclines. Additionally, there is a noticeable gap in the range from
104 to 108 in both plots.
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Figure 6.1: Reachability plot for the baseline distance measure

With knowledge of the contingency matrix, which will be discussed later, Figure 6.2 also
shows that a number event records that were classified as noise under the baseline distance
measure were assigned to cluster 0 under the DTW distance measure. One can also see
that the order of clusters 2 and 3 has been swapped between the clusterings.
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Figure 6.2: Reachability plot for the DTW distance measure

Additionally, Section 4.2.3 defined four events where the surrounding situation is known.
Table 6.4 shows the expected and actual cluster assignment under both metrics. The table
shows that the events were not clustered as expected. This indicates that the clustering
approach did not perform as well as the overview metrics suggest.

Figures 6.3 and 6.4 show traces for signals CCB4 and CCB> respectively for the five samples
with the highest silhouette coefficients from clusters 0 and 5. Considering all signals and
clusters produces similar pictures. The plots indicate that the clustering is not based on

47



6 Evaluation

Event expected Baseline DTW

A x 3 1
B x 2 3
C not x 2 3
D not x 4 4

Table 6.4: Cluster assignment for events in known situations

the signal values, but rather on the presence or absence of the signals. This is an artifact
of how these signals were processed: Since scikit-learn cannot handle missing signal
values directly, these missing signal values were replaced with a large placeholder. This
placeholders, in turn, introduced large distances between event records if one of them is
missing a signal. The distances stemming from missing signals are large enough to drown
out smaller distances stemming from actual differences between the signal traces.

This can be clearly seen in Figure 6.3b. In addition to the wide distribution of absolute
values for CCB4, there is one trace with a decreasing CCB4, corresponding to a braking ego
vehicle. The other four traces show a constant CCB4. With a clustering based on similarity
between situations, one would expect the first trace to be in a different cluster from the
other four. That this is not the case, shows that the clustering is not based on the similarity
of event records but on the presence of the signals.
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Figure 6.3: Comparison of traces for signal CCB4 between clusters 0 and 5

Finally, I also analyzed the agreement between the clusterings produced by both metrics
using the AMI score and a contingency matrix. The AMI score was 0.85, indicating a high
agreement between both clusterings. This is confirmed by the contingency matrix, which
shows clear matches between the clusterings produced by the baseline and DTW metrics.
The only large disagreement between both clusterings affects samples classified as noise
under the baseline distance measure. The majority of these samples has been assigned to
the first cluster under the DTW distance measure.
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Figure 6.4: Comparison of traces for signal CCB> between clusters 0 and 5
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7 Discussion

This chapter discusses the results described in Chapters 5 and 6 on page 33 and on page 45.
Section 7.1 discusses challenges for data integration and data analysis pipelines, while
Section 7.2 discusses the evaluation of the analysis prototype. Finally, it also lists threats to
validity and what measures have been taken to mitigate these threats (Section 7.3).

7.1 Challenges for Data Integration and Data Analysis

This section compares the issues identified in the literature review (see Section 5.1 on
page 33) with those identified in the interviews (see Section 5.2 on page 37). It also de-
scribes approaches that could help to alleviate the challenges identified in the interviews.

7.1.1 Comparison

Table 7.1 lists the challenges for data pipeline management that were identified in the
literature review or the interviews. It also shows whether a challenge was identified in
the literature review, the interviews, or both. In the following, select challenges will be
explained in more detail.

Several challenges were reported in the literature review as well as in the interviews. These
are volume, data protection, communication interfaces, and data formats. Additionally,
bandwidth restrictions, identified as a challenge in the literature review, can be regarded
as a form of capacity constraints. Of these challenges, it is not surprising to see volume
identified as a challenge in both the literature review and the interviews, since it is one of
the defining characteristics of big data.

That data protection was identified as a challenge in the literature review and the in-
terviews shows that it is a topic of interest for both research and industry applications.
With organizations increasingly transforming into data-driven organizations, collection
of personal data is also increasing. Therefore, these organizations have to comply with
data protection regulation. When more organizations are collecting personal data, strong
data protection also builds user trust and becomes a competitive advantage, as noted in
the interviews.

The literature review identified communication interfaces and data formats as challenges
for automotive big data applications. The interviews also identified these challenges. This
indicates that those challenges are limited to the automotive industry in scope. Many
big data analysis tools are cloud-based and as such use relatively young formats like
JavaScript Object Notation (JSON), while many automotive systems have been in use
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Challenge Literature Review Interview

Data volume yes yes
Data protection yes yes
Communication interfaces yes yes
Capacity constraints (yes) yes
Bandwidth yes (yes)
Data format yes yes
Heterogeneity yes no
Mobility yes no
Real-time requirements yes no
Functional safety yes no
Data sharing yes no
Data quality yes no
Understandability yes no
Security yes no
Scalability yes no
Time-series data yes no
Limited Storage no yes
Dimensionality no yes
Expert knowledge no yes
Availability no yes
Perspectives no yes
Role of ADAS developers no yes

Table 7.1: Comparison of challenges identified in literature review and interviews

for quite some time and rely on data formats available at the time of their inception.
Additionally, embedded applications, which automotive applications are a special case of,
have unique requirements, such as limited storage on ECUs, which reflect in the used data
formats. This caused the development of specialized communication interfaces and data
formats, which are difficult to integrate into modern data analysis tools.

Interestingly, heterogeneity was not reported as a challenge in the interviews. This could
indicate that big data analysis tasks at Daimler Truck AG use less diverse data sources,
thereby sidestepping heterogeneity as a challenge. However, it could also indicate that
data engineers at Daimler Truck AG are sufficiently experienced in data integration, so
that they no longer consider data integration a challenge.
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Mobility and real-time requirements were also not reported as challenges in the interviews.
A possible explanation is that the current use cases for big data analysis at Daimler Truck
AG do not possess these requirements. Therefore, developers have not encountered the
associated challenges yet.

Functional safety was also not reported as a challenge for automotive big data applica-
tions in the interviews. In the current big data analytics use cases at Daimler Truck AG,
only data collection is performed on the vehicle. All other processing is performed in a
cloud environment. Additionally, big data analysis cannot cause ADAS interventions into
the driving of vehicles. Therefore, functional safety concerns do not apply to the data
processing and functional safety is not perceived as a challenge for big data analytics.

The major challenge that was only identified in the interviews is the expert knowledge
centralized in different departments. This challenge is probably not limited to a single
company, such as Daimler Truck AG, but rather a part of the transformation process
towards a data-driven organization. Efficient collaboration processes must be established
to tear down knowledge silos and equip all stakeholders with necessary knowledge for
their work. When companies gain more experience with big data analytics, they will
probably also establish processes and guidelines that ensure this efficient collaboration.

7.1.2 Solution Approaches

Different approaches could help to alleviate the challenges identified in the interviews.
This section presents some of those approaches.

One approach that could help decrease knowledge silos is a data catalog. A data catalog
describes data sources available in a company. As such, a data catalog can aid data scientists
in discovering data sources for data analysis. Additionally, a data catalog can contain
detailed descriptions about the format of the data. That way, a data catalog could be used
to understand data formats and data sources without requiring domain experts to be
available for knowledge transfer. On the other hand, domain experts would be required to
keep the information in the data catalog up to date, which places additional burden on
them. However, with a large enough number of people attempting to learn about a data
source, the time saved in knowledge transfers can offset the work required to maintain the
data catalog. Currently, there is an effort to establish a data catalog at Daimler Truck AG.

The growing connectivity of vehicles can help automotive big data applications deal with
limited storage available on ECUs. With connected vehicles, data can be collected from
the vehicles more frequently, perhaps even in real time. This way, event records need
to be kept on the ECU for a shorter time span, which means less event records must be
kept at the same time. Therefore, more storage is available per event record, which can
be used to record additional information about the event. This additional information,
in turn, can improve data analysis and lead to new insights. At Daimler Truck AG, the
Common Telematics Platform (CTP) provides a connectivity solution that could be used
for continuous readout of connected vehicles. However, new connectivity solutions must
comply with privacy regulations such as the GDPR.
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Common data formats, like JSON, could be employed to ease the integration of new or
evolving automotive data sources into the data pipeline. On the other hand, such data
formats are often quite verbose, increasing the amount of memory required for data storage.
With the limited amount of storage available on ECUs, this increase in data size could be
unacceptable. However, other standardized formats, such as Measurement Data Format
(MDF) [ASA19], could present an alternative.

Another alternative is the definition of the data formats in an Interface Description Lan-
guage (IDL), such as Protocol Buffers1, Cap’n Proto2, or Apache Thrift3. AUTOSAR XML
(ARXML) [AUT20] files, specified by the Automotive Open System Architecture (AU-
TOSAR) standard and widely used in the automotive domain, can also be used as an
IDL. Using an IDL, the type and layout of data items can be described. Often, attaching
additional metadata, like a range of valid values, to a data item is also possible. From a
description in an IDL, code for serialization and deserialization in different languages can
be generated. This would reduce the effort necessary to integrate a new data source or
adapt the existing integration to changes in the data format, since the bulk of the parser
code could be generated instead of needing to be implemented manually.

An IDL needs to fulfill some requirements to be applicable to the SAR use case. For
example, it must support the data types used in the SAR, such as fixed point. Furthermore,
the IDL should also be able to generate documentation for the data types.

The IDL description and generated documentation could also be integrated into a data
catalog. From there, consumers of the data could retrieve the IDL description and use it to
generate deserialization code for their use case. For this to work, the IDL must support
code generation for the selected language.

7.2 Analysis Prototype

As noted in Section 6.3, the prototype of a concrete analysis did not produce the expected
results. Instead of clustering event records based on their similarity to each other, the
clustering was based on the presence of optional signals in the event record. This is not a
suitable proxy for identifying the situation in which the event occurred.

In this section, I present alternative approaches which were investigated after the described
approach failed to produce useful results.

7.2.1 Alternative Signal Combinations

First, I tried using different signal combinations to describe the event records for the
clustering. Each signal combination was checked against the parameter combinations used
for parameter tuning. The overview measures used in Section 6.3 were used to assess the

1https://developers.google.com/protocol-buffers
2https://capnproto.org/
3https://thrift.apache.org/
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quality of the clustering results. Unfortunately, no signal combination resulted in a good
clustering. Most signal combinations only identified a single cluster and classified 30% to
60% of the event records as noise. Consequently, the silhouette score was also low, with
best signal combinations only reaching −0.08.

7.2.2 Feature Extraction

As a second approach, feature extraction was performed on the time series. In feature
extraction, characteristics of the time series, such as extreme values, mean, or median, are
computed. These characteristics, the features, were then used as the basis for clustering.
In this approach, feature extraction was performed using the tsfresh library4.

Since the clustering did no longer use time series data, the prototype was adapted accord-
ingly. For example, the computation of a distance matrix became unnecessary and was
removed. Also, clustering only usedManhattan distance as a distancemeasure, making the
warping parameter obsolete. rescaling was also removed, since it was expected to interfere
with extraction of the mean and variance features.

For the other parameters, the values listed in Table 6.1 were reused for parameter tuning.
Parameter tuning was again performed using an exhaustive grid search. This determined
that values of 100ms for sampling and 1% for min_samples performed best on the validation
data set.

The tsfresh library provides three configurations for feature extraction, which differ in the
features that are extracted. Feature extraction and clustering was performed and evaluated
with all three configurations.

Additionally, feature selection was performed in an attempt to improve the clustering
performance. In feature selection, the correlation of each feature with a target variable,
here the assigned cluster, is evaluated and features with a low correlation are discarded.
Three iterations of feature selection were performed, with each iteration performed on
the clustering results of the previous iteration and the first iteration performed on the
clustering results after feature extraction. Feature selection was again performed for all
three feature extraction configurations.

However, clustering did not produce good results under any configuration for feature
extraction. Feature selection did not improve this situation significantly. Table 7.2 shows the
mean silhouette coefficient under all three feature extraction configurations. As can be seen
from the table, best results were achieved by usingminimal feature extraction configuration
and without any feature selection. Nevertheless, the mean silhouette coefficient of −0.52
indicates significant overlap between the clusters. Additionally, 80% to 90% of event
records were classified as noise.

Since feature extraction and feature selection did not produce promising results on the
validation data set, I did not attempt a full evaluation of the approach on the testing data
set.

4https://tsfresh.readthedocs.io/en/latest/index.html

55

https://tsfresh.readthedocs.io/en/latest/index.html


7 Discussion

Feature extraction Feature Selection
Configuration Iteration 1 Iteration 2 Iteration 3

comprehensive -0.80 -0.71 -0.65 -0.64
efficient -0.80 -0.70 -0.65 -0.62
minimal -0.52 -0.52 -0.52 -0.52

Table 7.2: Mean silhouette coefficient for feature extraction and three iterations of feature
selection

7.2.3 Synthetic Data Set

Finally, the clustering was attempted on a synthetic data set, which contained artificial
events that were known to be similar. The events were generated through simulations
runs with minor variations in starting parameters and noise application. With this data
set I attempted to prove that DTW is able to identify similarities between events. If DTW
is indeed able to capture the similarities, these similar event records would have to be
clustered together.

Additionally, the synthetic data set contained a very small number of event records that
were not similar to the other event records. These dissimilar event records were expected
to be labelled as noise.

Clustering was performed using a variation of the prototype described in Section 5.3.4 on
page 43. In contrast to the latter, this new prototype used different signals for the distance
computation. These signals were the relative velocity EA4;, the relative acceleration 0A4;,
longitudinal distance between the own vehicle and the object 3G , and lateral deviation
between the predicted vehicle course and the object 334E . It was expected that these signals
would be able to describe the situation surrounding an event.

In a first step, only the synthetic data set was used for the clustering. In this step, the
prototype produced a single cluster containing the similar events and correctly identified
the dissimilar events as noise.

In a second step, the synthetic data set was combined with the validation data set. With
this combined data set, parameter tuning was performed following the approach described
in Section 6.2 on page 45. The cluster assignment for the artificial event records in the
clustering produced by the optimal hyper-parameter combination was also checked. Again,
all similar events were assigned to the same cluster as expected. Table 7.3 shows the hyper-
parameters that were chosen for the evaluation on the synthetic data set.

In a third step, an evaluation was performed for the clustering under baseline and DTW
distancemeasures. For the data set, the synthetic data set was combinedwith the validation
data set. Unfortunately, the clustering did not produce good results under either distance
measure.
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Parameter Value

sampling 50ms
scaling False
warping 5%
min_samples 5%

Table 7.3: Hyper-parameter values used for evaluation on the synthetic data set

Under the baseline distance measure, two clusters were produced, while over 50% of
event records were discarded as noise. The mean silhouette coefficient was also rather low
with 0.15. Figure 7.1 shows the reachability plot for the baseline distance measure on the
synthetic data set. The plot highlights the large number of event records labeled as noise,
denoted by black dots.
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Figure 7.1: Reachability plot for the baseline distance measure on the synthetic data set

Under the DTW distance measure, only a single cluster was produced, but no samples
were identified as noise. Perhaps, with the larger data set, some of the additional events
are sufficiently similar to events from two different clusters that they cause these two
clusters to merge. If that is the case, adding additional event records when moving to the
testing data set could have caused the clustering algorithm to produce only a single cluster.
Figure 7.2 shows the reachability plot for the DTW distance measure on the synthetic data
set. In contrast to Figure 6.2, there is no empty horizontal band separating the clusters.
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Figure 7.2: Reachability plot for the DTW distance measure on the synthetic data set

7.2.4 Next Steps

As noted in previous sections, none of the attempted approaches produced usable results.
Due to time constraints, further analysis using new signal combinations or different ap-
proaches was not possible. Perhaps further investigations into this area could produce new
insights and result in a working approach for identifying situations based on the event
records. This section presents some starting points for further investigations.

Initially, the cluster assignment produced by the prototype was based on the presence of
signals instead of the similarity between event records. This was due to placeholders with
a large values, which introduced large distances between events that drowned out smaller
differences from different signal traces.

Different clustering algorithms may produce better results. For example, Hierarchical
Agglomerative Clustering (HAC) has been used previously for clustering in a similar data
analysis task with good results.

Different data sets could also be used to improve data analysis. For example, resampling
currently uses linear interpolation. By analyzing the relationship between signal traces and
stored event records in simulation data, resampling and interpolation could be improved.

Analysis using the synthetic data set pointed at another problem. With more event records
included in a data set, differences between an event record and the next most similar might
become smaller. When this happens, clustering approaches might start merging clusters,
until only a single cluster remains. A hybrid approach could help with this. An initial
cluster assignment could be computed on a small data set. This cluster assignment could
then be used as a training data set for a classifier, such as a nearest neighbor classifier.
A similar pseudo-labelling approach has been employed by Jurczyńska [Jur19] with
promising results. Additionally, human verification of a cluster assignment becomes more
feasible with a smaller data set.
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7.3 Threats to Validity

For most ABA event records, signal traces follow a common trend, which could complicate
data analysis. If these common trends can be identified in a data analysis, a preprocessing
step can remove trends from event records prior to clustering. Without common trends,
differences between individual event records would become more pronounced. This, in
turn, could improve the clustering performance.

7.3 Threats to Validity

This section discusses possible threats to validity of my study. It also lists measures that
were taken to mitigate these threats.

The first concern is that the research process was performed by a single researcher, in-
troducing the risk of biasing the results. To prevent potential bias stemming from this,
the research process was developed in collaboration with my supervisor. In the literature
review, selection criteria were kept broad to limit selection bias further. In the interviews,
approval of the transcripts served the same purpose.

In the literature review, search was performed using a single search engine. This could
have caused important research to be missed. On the other hand, Google Scholar indexes a
large amount of research literature, so the chances of missing relevant literature are rather
slim.

The number of papers in the literature review was also limited, which could also cause
important research to be missed. To compensate for this, a more thorough analysis of the
selected papers was performed. Additionally, the results from the literature review were
compared against the results from the interviews, which helps reduce bias resulting from
the limited number of selected papers.

Additionally, a thorough quality appraisal of the research papers considered in the litera-
ture review was skipped. To ensure the quality of the considered research papers, only
studies that underwent peer review prior to publication were considered.

In the interviews, participants’ responses might have been collected inaccurately or incom-
pletely. The interview audio was recorded to ensure complete collection of participants’
responses. In addition, the interview transcripts were approved by the participants to give
them a chance to correct statements.

During analysis of the interview transcripts, statements of the participants might have
been misinterpreted. To mitigate this issue, the context of statements was carefully consid-
ered in the interpretation. Additionally, amending the interpretation of a code, the new
interpretation was checked against all uses of the code in the interview transcripts.

Furthermore, an interviewee might have misrepresented information in the interview, for
example to avoid constructing a negative image of themselves. In order to ease potential
doubts, intervieweeswere assured that the purpose of the studywas not to judge individual
employees. The interviews were also conducted anonymously and it was ensured that
individual statements cannot be traced back to participants.
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8 Conclusion and Outlook

This chapter gives a summary of the thesis and outlines possible directions for further
research based on this thesis.

8.1 Conclusion

In this thesis, challenges that practitioners face when working with data pipelines were
investigated, with special attention to challenges arising in the context of automotive big
data applications. A literature reviewwas conducted to identify challenges for data pipeline
management in general and in the automotive context. The identified challenges were
compared to challenges identified through semi-structured interviews with data pipeline
stakeholders at Daimler Truck AG. One of the most pressing challenges is compliance
with data protection regulations. The literature review showed that this challenge is not
limited to the automotive context, but applies to data pipeline management in general.
Further challenges, such as expert knowledge isolated in knowledge silos and specialized
data formats, were identified as unique to automotive contexts. Additionally, this thesis
discussed approaches that could alleviate the most pressing challenges identified in the
interviews.

Furthermore, this thesis investigated suitable data analysis approaches for automotive
event data. A clustering approach for identifying similar situations from event records
of an emergency braking system was proposed. An evaluation of the approach was
conducted, which unfortunately showed that the approach was unable to adequately
identify situations. Instead, the clustering seemed to be based on the presence of signals
in the event records. Based on the initial prototype, alternative analysis approaches were
investigated and further analysis approaches, which have not been investigated due to
time constraints, were outlined.

8.2 Outlook

Further research into the challenges associated with data pipeline management in other
contexts could help identify causes for the challenges faced by practitioners. Additionally,
studying the history of successful transformations towards data-driven organizations, for
example in companies such as Google or Netflix, could reveal learnings that are trans-
ferrable to other organizations currently in the process of this transformation.
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8 Conclusion and Outlook

Future research could also target approaches to simplify the integration of new automotive
data sources into data analysis pipelines. In Section 7.1.2, IDLs and reliance on common
data formats were named as two approaches, whose feasibility for this purpose could be
studied.

This thesis failed in developing a data analysis for identifying situations from event records
of an emergency braking system. Nevertheless, this identification of situations is an
important step towards further improvement of ADAS. As such, I believe that further
studies into new approaches for identifying situations from these event records should be
conducted. Section 7.2.4 may serve as an inspiration for such endeavors.
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B Interview Guide

B.1 Preamble

B.1.1 Purpose of this Study

This study focuses on data integration and analysis pipelines in the automotive context. In
order to better understand the challenges that accompany the integration and maintenance
of such pipelines, we will be conducting interviews.

The goal of this study is NOT to evaluate or rate individual employees. Likewise, we have
NO intention to destroy a company’s competitive advantage by disclosing vital information
about technical excellence or weaknesses in their development organization.

B.1.2 Confidentiality and Anonymity

Everything said in the interviews will be treated as strictly confidential and will not be
disclosed to anyone outside our research team without the participant’s permission, not
even to his/her manager. Results are aggregated and anonymized before publication. In
no way can individual statements be traced back to a company or an employee. After the
interview, participants also have the possibility to exclude or redact statements before the
analysis. The complete interview transcripts will NOT be published.

B.1.3 Interview Process and Analysis

Interviewees will be notified about the general topic of the study so that they are familiar
with it and can gather information beforehand should they decide to do so. Interview time
is estimated around 30 minutes. We kindly ask your permission to record the interview for
transcription. The written transcript will be sent back to the participant for his/her final
approval. This is the last chance to remove or redact statements from the interview. After
that, the audio will be destroyed and the potentially redacted and approved transcript will
be the sole base for our qualitative content analysis.
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B Interview Guide

B.2 Interview Guide

B.2.1 Background

• Role/Tasks

• Years in role

• Team size

B.2.2 Current Situation

• Do you already perform analyses on the VRDU event data?

– If no, what is stopping you from doing so?

– If so, what analyses do you perform?

– How do you “compute” the result of an analysis?

• Are you working in the data pipeline already?

– If yes, where are you located in the data pipeline?

– How long did the initial implementation/onboarding take?

• Do you know which tools exist to perform data analysis?

– Do you have experience in using these tools?

• Do you know what data is available/exists?

– Do you know where to find such information?

B.2.3 Challenges

• Are you working in the data pipeline already?

– If no, what is stopping you from doing so?

– If yes, which challenges do you face when doing so?

• Do you collaborate with other teams (e.g. to share results)?

– With how many teams do you interact?

– How does the collaboration work?

– What challenges do you face when interacting with other teams?

• How do you handle legal restrictions on the data (e.g. from privacy regulation)?
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B.2 Interview Guide

B.2.4 Requirements

• What questions could an analysis answer to be useful to you?
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