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Abstract

We consider the functor from the stable module category to the homotopy category constructed by Kato in [18]. This functor gives an equivalence between the stable module category and a full subcategory $\mathcal{L}$ of the unbounded homotopy category of projective modules. Moreover, the functor induces a correspondence between distinguished triangles in the homotopy category and perfect exact sequences in the module category.

In general, the stable module category and the category $\mathcal{L}$ are not triangulated. We provide a description of a triangulated hull of $\mathcal{L}$ inside the homotopy category and discuss its Grothendieck group. We also construct a larger subcategory which is shown to be characteristic inside the homotopy category under suitable assumptions. Both subcategories coincide with $\mathcal{L}$ if and only if the algebra is self-injective. Furthermore, stable equivalence of Morita type are shown to preserve both subcategories.

Another focus is put on the relationship between stable equivalences and perfect exact sequences. On the one hand, we give sufficient conditions for a stable equivalence to preserve perfect exact sequences up to projective direct summands. A stable equivalence which preserves perfect exact sequences in this way is shown to induce a triangulated equivalence between the categories of stable Gorenstein-projective modules. On the other hand, given a stable equivalence that is induced by an exact functor, we provide various sufficient conditions under which the equivalence is a stable equivalence of Morita type. In particular, stable equivalences of Morita type arise from equivalences that are given by tensoring with an arbitrary bimodule on the level of the category $\mathcal{L}$.

Finally, we give a description of all algebras that can be obtained by deleting or inserting nodes via stable equivalences constructed by Koenig and Liu in [22].
Zusammenfassung


Schließlich konstruieren wir alle Algebren, die durch das Streichen oder Einsetzen von Knoten entstehen können. Dies benutzt die Beschreibung solcher stabiler Äquivalenzen von Koenig und Liu in [22].
Introduction

To study the representation theory of finite dimensional algebras $A$ and $B$, one often considers equivalences between three associated categories. The strongest of these is given by Morita equivalences between the categories of finitely generated modules $\text{mod} \ A$ and $\text{mod} \ B$. A weaker link is provided by equivalences between the derived categories $\mathcal{D}(\text{mod} \ A)$ and $\mathcal{D}(\text{mod} \ B)$. Finally, we have stable equivalences between the stable module categories $\text{mod} \ A$ and $\text{mod} \ B$. Thereby, the stable module category is defined by quotienting out morphisms factoring through projective modules. While there is a theory for derived equivalences developed by Keller([20]) and Rickard([37]) generalizing the Morita theory for module categories, so far no such theory is known for stable equivalences. Unlike the others, the stable module category in general is neither abelian nor triangulated. In contrast, Morita equivalences preserve the abelian structure of the module category and derived equivalences preserve the triangulated structure of $\mathcal{D}(\text{mod} \ A)$.

As such, a stable equivalence often preserves relatively few properties. In particular, a stable equivalence does not need to be induced by a functor on the level of the module category. Therefore, several smaller, more specific classes of stable equivalences have been studied. Motivated by results for self-injective algebras and group algebras, Broué introduced the class of stable equivalences of Morita type; cf. [7]. These are induced by exact functors between the module categories which, under mild assumptions, form an adjoint pair. Stable equivalences of Morita type have been shown to preserve many properties of the algebra; see for example [24,26,35,42]. If $A$ is a self-injective algebra, the stable module category has a triangulated structure with triangles induced by short exact sequences. Rickard ([38]) and Keller-Vossieck ([21]) have shown independently that derived equivalent self-injective algebras are stably equivalent of Morita type. In this way, stable equivalences arise naturally for self-injective algebras. Conversely, results by Asashiba in [2] and Dugas in [12] show that for self-injective algebras of finite representation type, every stable equivalence induces a derived equivalence and thus a stable equivalence of Morita type. Furthermore, a different result by Rickard in [39] states that for self-injective algebras every stable equivalence that is induced by an exact functor between the module categories is isomorphic to a stable equivalence of Morita type.
For arbitrary finite dimensional algebras it remains an open problem whether stable equivalences induced by exact functors are of Morita type. Progress has been made by Dugas and Martínez-Villa in [13], who have shown that a stable equivalence induced by tensoring with a bimodule $A_M B$ which is projective on both sides is of Morita type if $\text{Hom}_A(M, A)$ is projective over $B$. In a different direction, Liu and Xi provide several methods to construct stable equivalences of Morita type from given ones; cf. [28–30]. In practice, it remains difficult to determine whether two algebras are stably equivalent of Morita type.

For general stable equivalences the obstruction to nice properties is often given by the existence of a node. Nodes are non-projective, non-injective simple modules $S$ where the middle term of the almost split sequence starting in $S$ is projective. This has been studied by Auslander and Reiten in [4] and later Martínez-Villa in [32,33]. By excluding algebras with nodes, stable equivalences preserve most short exact sequences and almost split sequences up to projective direct summands; cf. [4] and [33]. Furthermore, Martínez-Villa has shown in [33] that stable equivalences in this setting preserve the global and dominant dimension of algebras as well as the stable Grothendieck group. Note that stable equivalences which are induced by two exact functors preserve nodes; cf. [27].

Finally, a complementary class of stable equivalences is given by deleting nodes from the algebra. In [31], Martínez-Villa has shown that every algebra is stably equivalent to an algebra without nodes in this way. He and Montaño-Bermúdez study and extend stable equivalences which are induced by node deletion or node insertion in [34]. Using a different approach, Koenig and Liu show in [22] that such stable equivalences can be described by bimodules which are projective on one side.

In this thesis, we consider other concepts and categories associated to the stable module category and examine when they are preserved by a stable equivalence. This is based on the following work by Kiriko Kato who gives a description of the stable module category inside the homotopy category.

As seen above, there seems to be a close connection between the stable module category and the derived category in case that $A$ is self-injective. A similar approach for rings which are not necessarily self-injective has been to study the relationship of the stable module category with the homotopy category of projective modules $\mathcal{K}(\text{proj } A)$. In the context of commutative rings, Yoshino introduces in [43] an equivalence between the stable category of modules with finite projective dimension and a full subcategory of the homotopy category. A similar technique was used by Amasaki in [1]. In [18], Kato extends this equivalence to a functor from the stable module category to the unbounded homotopy category of projective modules. This results in a full subcategory $\mathcal{L}_A$ of the homotopy category which is equivalent to the stable module category. Furthermore this equivalence $\text{mod } A \cong \mathcal{L}_A$ provides a correspondence between the distinguished triangles in $\mathcal{K}(\text{proj } A)$ and so called perfect exact sequences in $\text{mod } A$. 
Here, a short exact sequence is called perfect exact if the induced sequence under the functor \( \text{Hom}_A(-, A) \) is exact as well. Using these concepts, Kato constructs a weak kernel and a weak cokernel for the stable module category and contrasts this with the abelian structure of \( \text{mod} A \). Later, in [19], the same methods are utilized by her to characterize morphisms which are stably equivalent to a monomorphism.

Although these results were introduced for modules over commutative rings, the main techniques still work for modules over general finite dimensional algebras. This provides the basis for most of the results in this thesis, in particular we will make use of the equivalence \( \text{mod} A \rightarrow \mathcal{L}_A \). However, we focus more on stable equivalences, perfect exact sequences and the triangulated structure of the homotopy category.

For the latter, we discuss the category \( \mathcal{L}_A \subset \mathcal{K}(\text{proj} A) \) in situations where the stable module category is not triangulated. In this setting, \( \mathcal{L}_A \) still contains or is contained in triangulated subcategories of \( \mathcal{K}(\text{proj} A) \). An example of this is the homotopy category of totally acyclic complexes \( \mathcal{K}_{\text{tac}}(\text{proj} A) \). The corresponding objects in \( \text{mod} A \) are the Gorenstein-projective modules. The framework of perfect exact sequences provides an intrinsic description of totally acyclic complexes inside \( \mathcal{L}_A \); cf. Lemma 4.38. Furthermore, the equivalence \( \text{mod} A \rightarrow \mathcal{L}_A \) by Kato restricts to the known triangulated equivalence between the category \( \text{Gproj} A \) of stable Gorenstein-projective modules and \( \mathcal{K}_{\text{tac}}(\text{proj} A) \); cf. Lemma 4.40. On the other hand, \( \mathcal{L}_A \) can be enlarged to a triangulated category inside \( \mathcal{K}(\text{proj} A) \). We define two triangulated subcategories of \( \mathcal{K}(\text{proj} A) \) as perpendicular categories such that they have \( \mathcal{L}_A \) as a subcategory; cf. Definition 4.1. The category \( \mathcal{H}_P(\text{proj} A) \) has objects which do not have non-zero morphisms to bounded complexes of projective-injective modules. The category \( \mathcal{H}_{\text{stp}}(\text{proj} A) \) has objects which do not have non-zero morphisms to bounded complexes of strongly projective-injective modules. In summary, we will obtain the following chain of subcategories. With the exception of \( \text{mod} A \simeq \mathcal{L}_A \), all of these are triangulated categories.

\[
\begin{array}{cccccc}
\mathcal{K}_{\text{tac}}(\text{proj} A) & \longrightarrow & \mathcal{L}_A & \longrightarrow & \mathcal{H}_P(\text{proj} A) & \longrightarrow & \mathcal{H}_{\text{stp}}(\text{proj} A) & \longrightarrow & \mathcal{K}(\text{proj} A) \\
\uparrow & & & & & & & & \\
\text{Gproj} A & \longrightarrow & \text{mod} A
\end{array}
\]

While \( \mathcal{H}_{\text{stp}}(\text{proj} A) \) is a larger category than \( \mathcal{H}_P(\text{proj} A) \), it is closed under a functor \( \nu_{\mathcal{K}} \) which is induced by the Nakayama functor \( \nu_A \); cf. Definition 4.22. If \( A \) has finite global dimension \( \nu_{\mathcal{K}} \) is equivalent to the derived Nakayama functor between the bounded homotopy categories \( \mathcal{K}^b(\text{proj} A) \rightarrow \mathcal{K}^b(\text{proj} A) \). Our result is as follows.
**Theorem A** (Theorem 4.11, Theorem 4.26). Let $A$ be a finite dimensional $k$-algebra.

1. The category $\mathcal{H}_P(\text{proj } A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms.

2. The category $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms.

As an application of the first result, we discuss the Grothendieck group of the triangulated category $\mathcal{H}_P(\text{proj } A)$. Via the equivalence $\text{mod } A \to \mathcal{L}_A$, we obtain an alternative Grothendieck group $G^P_0(A)$ of $\text{mod } A$; cf. Definition 4.15. In contrast to the known stable Grothendieck group, $G^P_0(A)$ is defined via perfect exact sequences instead of short exact sequences. As such, it can be non-zero even for algebras of finite global dimension. Regarding the second result, a theorem by Fang, Hu and Koenig ([14, Theorem 4.3]) implies that $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is a characteristic subcategory of $\mathcal{K}^b(\text{proj } A)$ if $A$ has finite global dimension and $\nu$-dominant dimension at least 1; cf. Corollary 4.32. We also provide an extension of this consequence for algebras of arbitrary global dimension; cf. Theorem 4.35.

In case that $A$ is a self-injective algebra, $\text{mod } A$ is already a triangulated category. Therefore, $\mathcal{L}_A$ is a triangulated subcategory of $\mathcal{K}(\text{proj } A)$ and all previously mentioned subcategories coincide. In this sense, the above constructions are compatible with the existing structure of $\text{mod } A$ and $\mathcal{K}(\text{proj } A)$. We show, that this characterizes the property of $A$ to be self-injective.

**Theorem B** (Theorem 4.45). The following are equivalent for a finite dimensional algebra $A$.

1. $A$ is self-injective.

2. $\mathcal{L}_A$ is a triangulated subcategory of $\mathcal{K}(\text{proj } A)$.

3. $\mathcal{L}_A = \mathcal{H}_P(\text{proj } A)$.

4. $\mathcal{L}_A$ is closed under taking shifts in $\mathcal{K}(\text{proj } A)$.

5. $\mathcal{L}_A = \mathcal{K}_{\text{tac}}(\text{proj } A)$.

If one of the above conditions holds, the functor $\text{mod } A \to \mathcal{L}_A$ is an equivalence of triangulated categories. Furthermore, we have $\mathcal{K}_{\text{tac}}(\text{proj } A) = \mathcal{L}_A = \mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$.

The remaining part of this work studies different classes of stable equivalences. Our main focus is on stable equivalences that preserve the property of short exact sequences to be perfect exact. Necessarily, such a stable equivalence cannot be induced by deleting or inserting a node. The following result provides sufficient conditions in which this property is preserved. We say that a morphism $f : X \to Y$ in $\text{mod } A$ has finite depth, if $f \not\in \text{rad}^n(X, Y)$ for some $n \in \mathbb{Z}_{>1}$. See Definition 3.13 for more details.
Theorem C (Theorem 3.19). Let $\alpha : \text{mod } A \to \text{mod } B$ be a stable equivalence.

Suppose given a perfect exact sequence $0 \to X \xrightarrow{f} Y \oplus P \xrightarrow{g} Z \to 0$ without split summands where $X$ has no node as a direct summand, $P \in \text{proj } A$ and $Y$ has no projective direct summand.

Suppose that $f p$ and $g \pi$ have finite depth for every projection $p$ onto an indecomposable direct summand of $Y$ and every projection $\pi$ onto an indecomposable direct summand of $Z$. Then there exists a perfect exact sequence

$$0 \to \alpha(X) \xrightarrow{\hat{f}} \alpha(Y) \oplus \hat{P} \xrightarrow{\hat{g}} \alpha(Z) \to 0$$

in $\text{mod } B$ with $\hat{P} \in \text{proj } B$ such that $\hat{f} \simeq \alpha(f)$ and $\hat{g} \simeq \alpha(g)$.

In particular, this provides conditions on the algebras $A$ and $B$ under which every stable equivalence preserves perfect exact sequences in this way. While the assumption on the depth of $f$ and $g$ is necessary for our proof, it seems unclear whether a similar result holds in a more general setting. However, if a stable equivalence preserves perfect exact sequences it also preserves the stable category of Gorenstein-projective modules and the Grothendieck group $G_{0}^{P}(A)$ introduced above.

Theorem D (Corollary 3.20, Theorem 4.42, Theorem 4.17). Let $\alpha : \text{mod } A \to \text{mod } B$ be a stable equivalence between finite dimensional algebras without nodes. Consider the following conditions.

1. Let $0 \to X \xrightarrow{f} Y \oplus P \xrightarrow{g} Z \to 0$ be a perfect exact sequence in $\text{mod } A$ without split summands where $P \in \text{proj } A$ and $Y$ has no projective direct summand. Then there exists a perfect exact sequence

$$0 \to \alpha(X) \xrightarrow{\hat{f}} \alpha(Y) \oplus \hat{P} \xrightarrow{\hat{g}} \alpha(Z) \to 0$$

in $\text{mod } B$ with $\hat{P} \in \text{proj } B$ such that $\hat{f} \simeq \alpha(f)$ and $\hat{g} \simeq \alpha(g)$.

2. The equivalence $\alpha$ induces a triangulated equivalence $K_{\text{tac}}(\text{proj } A) \to K_{\text{tac}}(\text{proj } B)$. This induces a triangulated equivalence $G_{\text{proj }} A \to G_{\text{proj }} B$.

3. The equivalence $\alpha$ induces an isomorphism $G_{0}^{P}(A) \to G_{0}^{P}(B)$.

If condition (1) holds for $\alpha$ and its quasi-inverse, conditions (2) and (3) hold. If $A$ and $B$ have finite representation type, all three conditions hold.

For the stronger class of stable equivalences of Morita type the above results hold without any assumptions on the finite dimensional algebras $A$ and $B$. In particular, such stable equivalences map perfect exact sequences to perfect exact sequences. We show the following further results for the subcategories of $K(\text{proj } A)$ introduced above.
Theorem E (Theorem 5.8). Suppose $A_M B$ and $B_N A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

1. Applying $- \otimes_A M$ componentwise induces an equivalence of categories $\mathcal{L}_A \to \mathcal{L}_B$. If $A$ and $B$ are self-injective, this is an equivalence of triangulated categories.

2. Applying $- \otimes_A M$ componentwise induces an equivalence of triangulated categories

$$\mathcal{H}_P(\text{proj } A) \to \mathcal{H}_P(\text{proj } B).$$

3. Applying $- \otimes_A M$ componentwise induces an equivalence of triangulated categories

$$\mathcal{H}_{\text{stp}}(\text{proj } A) \to \mathcal{H}_{\text{stp}}(\text{proj } B).$$

Note that any stable equivalence induces an equivalence between $\mathcal{L}_A$ and $\mathcal{L}_B$. Yet, in general, there is no explicit description of this induced functor inside $\mathcal{K}(\text{proj } A)$. On the other hand, if we know that a bimodule $M$ induces an equivalence $- \otimes_A M : \mathcal{L}_A \to \mathcal{L}_B$, we can show that $M$ and $\text{Hom}_B(M, B)$ induce a stable equivalence of Morita type; cf. Theorem 5.13. This builds upon the result of Dugas and Martínez-Villa in [13] mentioned above. As an application, we find new conditions under which a stable equivalence that is induced by an exact functor is of Morita type. The last three conditions will be shown using perfect exact sequences.

Theorem F (Theorem 5.19). Let $A$ and $B$ be finite dimensional algebras whose semisimple quotients are separable. Suppose given a bimodule $M$ which is projective as left $A$- and as right $B$-module such that $- \otimes_A M$ induces a stable equivalence $\text{mod } A \to \text{mod } B$. If one of the following conditions holds, $M$ and $\text{Hom}_B(M, B)$ induce a stable equivalence of Morita type between $A$ and $B$.

(i) The functor $- \otimes_A M$ induces an equivalence $\mathcal{L}_A \to \mathcal{L}_B$.

(ii) The homology $H_k((F^* \otimes_A M)^*)$ vanishes for $F^* \in \mathcal{L}_A$ and $k \geq 0$.

(iii) There exist natural isomorphisms $\nu_B(P \otimes_A M) \simeq \nu_A(P) \otimes_A M$ for all $P \in \text{proj } A$.

(iv) There exists a natural isomorphism $M \otimes_B DB \simeq DA \otimes_A M$ of right $B$-modules.

(v) The algebras $A$ and $B$ have no nodes. At least one of $A$ or $B$ has dominant dimension at least 1 and finite representation type. Moreover, for all simple $A$-modules $S$ whose injective hull is not projective, the image $S \otimes_A M$ is an indecomposable $B$-module.
The algebras $A$ and $B$ have no nodes. At least one of $A$ or $B$ is a Nakayama algebra. Moreover, for all simple $A$-modules $S$ whose injective hull is not projective, the image $S \otimes_A M$ is an indecomposable $B$-module.

The algebras $A$ and $B$ have dominant dimension at least $1$. There is a bimodule $B L_A$ which is projective as left $B$- and right $A$-module and which induces the inverse stable equivalence. Moreover, for all simple $A$-modules $S$ whose injective hull is not projective, the image $S \otimes_A M$ is an indecomposable $B$-module.

Finally, we consider stable equivalences that are induced by either deleting or inserting a node. For all stable equivalences discussed so far, nodes were either excluded by assumption or preserved by the equivalence. Koenig and Liu provide an explicit description of stable equivalences that are induced by gluing idempotents corresponding to a simple projective and a simple injective module; cf. [22]. We provide a construction that describes all algebras that can be obtained from a given algebra in this way; cf. Theorem 6.11.

This thesis is structured as follows. The first chapter, Chapter 1, provides a summary of definitions and results important for the later chapters. At the beginning, a list of often used notations and conventions is included. Afterwards, we focus on the stable module category and on the homotopy category of projective modules. The chapter concludes with a short section about projective-injective modules. Note that a list of symbols with short explanations is attached at the end of this thesis.

Chapter 2 focuses on the equivalence $\text{mod } A \rightarrow \mathcal{L}_A$ and on perfect exact sequences. This collects and adapts Kato’s results in [18] and [19]. We include modified versions of the proofs given by Kato and often fill in several details. Moreover, we provide further technical properties of perfect exact sequences. The next chapter, Chapter 3, is dedicated to show that certain perfect exact sequences are preserved by stable equivalences as stated in Theorem C. The following Chapter 4 covers the triangulated categories $\mathcal{K}_{\text{proj}}(\text{proj } A)$, $\mathcal{H}_{P}(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$. In particular, Theorem A and Theorem B are proven. Furthermore, the result of the previous chapter is used to verify parts (2) and (3) of Theorem D. Chapter 5 discusses stable equivalences of Morita type in more detail. In the first section, we apply this to the categories of the previous chapter and give the proof of Theorem E. The rest of the chapter provides conditions under which a stable equivalence is of Morita type; cf. Theorem F. Finally, the case of stable equivalences induced by gluing a simple injective and a simple projective vertex of a quiver algebra is treated in Chapter 6. This part is mostly independent of the previous chapters.

The last chapter, Chapter 7, is dedicated to some extended examples. Each section of this chapter focuses on one or two algebras in greater detail. At the beginning of every section, several facts about the algebras are collected. Furthermore, examples during a section may
reference results stated in earlier parts of the same section. However, every section of Chapter 7 can be read independently. Throughout this thesis, we often point to specific parts of this chapter intended to be read as an example for the current topic. On the other hand, this chapter can also be read as a self-contained part at the end of the thesis.
Chapter 1

Preliminaries

In this chapter, we introduce the main definitions and notations used throughout this thesis. We focus on the stable module category (Section 1.2) and on the homotopy category (Section 1.3). At the end of this chapter is a short section about projective-injective modules. We begin with a list of general notations and conventions which are used later without further comment.

The general setup for every chapter is the following. Let \( k \) be a field. Let \( A \) and \( B \) be finite dimensional \( k \)-algebras. We assume that \( A \) and \( B \) have no semisimple summands. For some chapters, we impose additional assumptions.

1.1 Notation

We use the following notation and conventions.

- By an \( A \)-module we understand a right \( A \)-module, if not specified otherwise. We denote the category of right \( A \)-modules by \( \text{Mod}_A \). The full subcategory of projective modules is denoted by \( \text{Proj}_A \). The full subcategory of injective modules is denoted by \( \text{Inj}_A \).

- We denote the category of finitely generated right \( A \)-modules by \( \text{mod}_A \). Similarly for \( \text{proj}_A \) and \( \text{inj}_A \). The corresponding categories of finitely generated left \( A \)-modules are denoted by \( A\text{-mod} \), \( A\text{-proj} \) and \( A\text{-inj} \) respectively. If not specified otherwise, all modules are assumed to be finitely generated.

- Let \( X, Y \) and \( Z \) be sets. We write morphisms on the right. That is, given morphisms \( X \xrightarrow{f} Y \xrightarrow{g} Z \) and \( x \in X \) we denote the image of \( x \) under \( f \) by \( xf \) and the composite of \( f \) and \( g \) by \( X \xrightarrow{fg} Z \).

- Let \( \mathcal{C}, \mathcal{D} \) and \( \mathcal{E} \) be categories. We write functors on the left. That is, given functors \( \mathcal{F} : \mathcal{C} \to \mathcal{D} \) and \( \mathcal{G} : \mathcal{D} \to \mathcal{E} \) we denote the image of an object \( C \) under \( \mathcal{F} \) by \( \mathcal{F}(C) \) and the composite of \( \mathcal{F} \) and \( \mathcal{G} \) by \( \mathcal{C} \xrightarrow{\mathcal{G} \circ \mathcal{F}} \mathcal{E} \).
• For an $A$-module $X$ and $n \in \mathbb{Z}_{\geq 0}$, we write $X^{\oplus n}$ for the direct sum of $n$ copies of $X$.

• We often write morphisms between direct sums of modules as matrices. That is, given morphisms $f_{i,j} : X_i \to Y_j$ between $A$-modules $X_1, X_2, Y_1, Y_2$, we write

$$f := \begin{pmatrix} f_{1,1} & f_{1,2} \\ f_{2,1} & f_{2,2} \end{pmatrix} : X_1 \oplus X_2 \to Y_1 \oplus Y_2$$

for the morphism $f$ with $(x_1, x_2)f = (x_1f_{1,1} + x_2f_{2,1}, x_1f_{1,2} + x_2f_{2,2})$ for $x_1 \in X_1$ and $x_2 \in X_2$.

• Let $u$ and $v$ be two idempotent elements of $A$. We identify along

$$\text{Hom}_A(uA, vA) \sim \to vAu$$

$$f \mapsto uf$$

$$(uy \mapsto vxuy) \leftrightarrow vxu$$

• For morphisms $X \xrightarrow{f} Y$ and $X' \xrightarrow{f'} Y'$ we write $f \simeq f'$ if there exist isomorphisms $\alpha, \beta$ such that the following diagram commutes.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow{\alpha} & & \downarrow{\beta} \\
X' & \xrightarrow{f'} & Y'
\end{array}
\]

• Let $X$ be an $A$-module. We often write $1 = 1_X$ for the identity map $\text{id}_X$ on $X$.

• We denote the composition length of an $A$-module $X$ by $l(X)$.

• We say that a short exact sequence $\eta : 0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ has a split summand if $\eta \neq 0$ and there exists a decomposition $\eta \simeq \eta_1 \oplus \eta_2$ into the direct sum of two short exact sequences $\eta_i : 0 \to X_i \xrightarrow{f_i} Y_i \xrightarrow{g_i} Z_i \to 0$ for $i = 1, 2$ such that $\eta_1$ is a split exact sequence. That is, if there exist isomorphisms $\varphi_1$, $\varphi_2$ and $\varphi_3$ such that the following diagram commutes with $\eta_1$ a split exact sequence.

\[
\begin{array}{ccc}
\eta : & 0 & \xrightarrow{} & X & \xrightarrow{f} & Y & \xrightarrow{g} & Z & \xrightarrow{} & 0 \\
\downarrow{\varphi_1} & \uparrow{f_1} & \downarrow{g_1} & \uparrow{f_2} & \downarrow{g_2} & \uparrow{f_3} & \downarrow{g_3} & \uparrow{f_4} & \downarrow{g_4} & \uparrow{f_5} & \downarrow{g_5} & \uparrow{f_6} & \downarrow{g_6} & \uparrow{f_7} & \downarrow{g_7} & \uparrow{f_8} & \downarrow{g_8} & 0 \\
\eta_1 \oplus \eta_2 : & 0 & \xrightarrow{} & X_1 \oplus X_2 & \xrightarrow{} & Y_1 \oplus Y_2 & \xrightarrow{} & Z_1 \oplus Z_2 & \xrightarrow{} & 0
\end{array}
\]

• Let $\mathcal{A}$ be an additive category and $\mathcal{S}$ be a full subcategory of $\mathcal{A}$. We write $\perp \mathcal{S}$ for the full subcategory of $\mathcal{A}$ consisting of all objects $X$ in $\mathcal{A}$ such that $\text{Hom}_\mathcal{A}(X, Z) = 0$ for all $Z \in \mathcal{S}$. Analogously, we define $\mathcal{S}^\perp$. 
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We recall the definition of several important functors and introduce relevant notation.

(1) The $k$-duality $\text{Hom}_k(-, k) : \text{mod} A \to A\text{-mod}$ will be denoted by $D(-) := \text{Hom}_k(-, k)$. Note that $D(-)$ is exact and takes projective modules to injective modules and vice versa.

(2) The functor $\text{Hom}_A(-, A) : \text{mod} A \to A\text{-mod}$ will be denoted by $(-)^* := \text{Hom}_A(-, A)$. Note that $(-)^*$ restricts to an equivalence $(-)^* : \text{proj} A \to A\text{-proj}$.

(3) We define the Nakayama functor $\nu_A : \text{mod} A \to \text{mod} A$ as the composite $\nu(-) := D((-)^*)$. We sometimes write $\nu$ instead of $\nu_A$ if there is no ambiguity. Note that $\nu$ restricts to an equivalence $\text{proj} A \to \text{inj} A$. The quasi-inverse is given by $\nu_A^{-1} = (D(-))^*$.

For $P \in \text{proj} A$ and $X \in \text{mod} A$, we have a natural isomorphism

$$\text{Hom}_A(X, \nu P) \simeq D \text{Hom}_A(P, X).$$

(4) Let $X \in \text{mod} A$ with projective presentation $P^{-1} \to P^0 \to X$. Then the syzygy $\Omega(X) = \text{Ker}(P^0 \to X)$ defines a functor $\Omega : \text{mod} A \to \text{mod} A$. The transpose of $X$ given by $\text{Tr}(X) := \text{Cok}((P^0)^* \to (P^{-1})^*)$ defines a duality $\text{mod} A \to A\text{-mod}$.

1.2 Stable module category

We recall the definition of the stable module category and collect some basic properties. Additionally, some elementary proofs are included.

**Definition 1.1.** The stable module category $\text{mod} A$ is the category with the same objects as $\text{mod} A$ and with morphisms $\text{Hom}_A(X, Y) := \text{Hom}_A(X, Y) / \text{PHom}_A(X, Y)$ for $X, Y \in \text{mod} A$. A morphism $f : X \to Y$ is an element of $\text{PHom}_A(X, Y)$ if there exists a $P \in \text{proj} A$ such that $f$ factors through $P$.

**Remark 1.2.** Let $X, Y \in \text{mod} A$ and $f, g \in \text{Hom}_A(X, Y)$.

(1) We sometimes write $\overline{f}$ for the image of $f$ in $\text{Hom}_A(X, Y)$. However, we often denote morphisms in $\text{mod} A$ by $f$ as well, if there is no ambiguity.

We sometimes write $X \overset{\text{st}}{\simeq} Y$ or $f \overset{\text{st}}{\simeq} g$ if $X \simeq Y$ or $f \simeq g$ in $\text{mod} A$ respectively.

(2) Let $P \in \text{proj} A$. We have $P \simeq 0$ in $\text{mod} A$ via stable and mutually inverse isomorphisms $P \to 0$ and $0 \to P$. 
Note that $f = 0$ in $\text{mod} A$ if and only if $f$ factors through the projective cover $p : P \rightarrow Y$ of $Y$.

In fact, if $f$ factors through a projective module $Q$ via $\alpha : X \rightarrow Q$ and $\beta : Q \rightarrow Y$, then we obtain a morphism $\beta' : P \rightarrow Q$ with $f = \alpha \beta = \alpha \beta' p$.

$$
\begin{array}{ccc}
P & \xleftarrow{p} & Y \\
\downarrow{\beta} & & \downarrow{\beta'} \\
Q & \xleftarrow{\beta} & Y \\
\end{array}
$$

We have the following basic characterization of isomorphic modules and morphisms in the stable module category. We follow the proof given in [19, Lemma 2.3 and 2.6] and fill in some details.

**Lemma 1.3.** Suppose given $X, Y, X', Y' \in \text{mod} A$ and morphisms $f : X \rightarrow X'$ and $g : Y \rightarrow Y'$.

1. We have $X \simeq Y$ if and only if there exist $P, Q \in \text{proj} A$ such that $X \oplus Q \simeq Y \oplus P$.

2. We have $f \simeq g$ if and only if there exist $P, P', Q, Q' \in \text{proj} A$, morphisms $\tilde{f}$ and $\tilde{g}$ which restrict to $f$ and $g$ respectively and isomorphisms $\varphi, \varphi'$ such that the following diagram commutes.

$$
\begin{array}{ccc}
X \oplus Q & \xrightarrow{\tilde{f}} & X' \oplus Q' \\
\downarrow{\varphi} & & \downarrow{\varphi'} \\
Y \oplus P & \xrightarrow{\tilde{g}} & Y' \oplus P' \\
\end{array}
$$

**Proof.** Ad (1). Suppose that $\alpha : X \rightarrow Y$ is a stable isomorphism with inverse $\beta$ in $\text{mod} A$. Then $\alpha \beta - \text{id}_X$ factors through the projective cover $P$ of $X$ and $\beta \alpha - \text{id}_Y$ factors through the projective cover $Q$ of $Y$. Hence there exist morphisms

$$
s_X : X \rightarrow P \quad t_X : P \rightarrow X \\
s_Y : Y \rightarrow Q \quad t_Y : Q \rightarrow Y
$$

such that $\alpha \beta + s_X t_X = \text{id}_X$ and $\beta \alpha + s_Y t_Y = \text{id}_Y$. Moreover, there exist morphisms $a : P \rightarrow Q$ and $b : Q \rightarrow P$ such that the following diagrams commute.

$$
\begin{array}{ccc}
P & \xrightarrow{a} & Q \\
\downarrow{t_X} & & \downarrow{t_Y} \\
X & \xleftarrow{t_X} & Y \\
\end{array} \quad \begin{array}{ccc}
Q & \xrightarrow{b} & P \\
\downarrow{t_X} & & \downarrow{t_X} \\
X & \xleftarrow{a} & Y \\
\end{array}
$$

We show that $\left( \begin{array}{c} \alpha s_X \\ t_Y - b \end{array} \right) : X \oplus Q \rightarrow Y \oplus P$ and $\left( \begin{array}{c} \beta s_Y \\ t_X - a \end{array} \right) : Y \oplus P \rightarrow X \oplus Q$ are mutually inverse.
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isomorphisms. We have the following.

\[
\begin{pmatrix} \alpha & s_X \\ t_Y & -b \end{pmatrix} \begin{pmatrix} \beta & s_Y \\ t_X & -a \end{pmatrix} = \begin{pmatrix} \alpha \beta + s_X t_Y & \alpha s_Y - s_X a \\ t_Y \beta - b t_X & t_Y s_Y + b a \end{pmatrix} = \begin{pmatrix} \text{id}_X & \alpha s_Y - s_X a \\ 0 & t_Y s_Y + b a \end{pmatrix}
\]

\[
\begin{pmatrix} \beta & s_Y \\ t_X & -a \end{pmatrix} \begin{pmatrix} \alpha & s_X \\ t_Y & -b \end{pmatrix} = \begin{pmatrix} \beta \alpha + s_Y t_Y & \beta s_X - s_Y b \\ t_X \alpha - a t_Y & t_X s_X + a b \end{pmatrix} = \begin{pmatrix} \text{id}_Y & \beta s_X - s_Y b \\ 0 & t_X s_X + a b \end{pmatrix}
\]

Using that \( P \) and \( Q \) are the projective covers of \( X \) and \( Y \) respectively, the equations

\[
(t_Y s_Y + b a) t_Y = t_Y (\text{id}_Y - \beta \alpha) + t_Y \beta \alpha = t_Y
\]

\[
(t_X s_X + a b) t_X = t_X (\text{id}_X - \alpha \beta) + t_X \alpha \beta = t_X
\]

imply that \( t_Y s_Y + b a = \text{id}_Q \) and \( t_X s_X + a b = \text{id}_P \). With this, we obtain

\[
t_X (\alpha s_Y - s_X a) = a t_Y s_Y - t_X s_X a = a - a b a - a + a b a = 0
\]

\[
t_Y (\beta s_X - s_Y b) = b t_X s_X - t_Y s_Y b = b - b a b - b + b a b = 0
\]

so that \( \alpha s_Y - s_X a = 0 \) and \( \beta s_X - s_Y b = 0 \) since \( t_X \) and \( t_Y \) are surjective.

Ad (2). We only have to show that \( f \overset{\text{st}}{\simeq} g \) implies the existence of the diagram above.

By assumption, we have stable isomorphisms \( \alpha \) and \( \alpha' \) such that the following diagram commutes in \( \text{mod} A \).

\[
\begin{array}{ccc}
X & \xrightarrow{f} & X' \\
\downarrow{\alpha} & & \downarrow{\alpha'} \\
Y & \xrightarrow{g} & Y'
\end{array}
\]

Part (1) now provides isomorphisms \( \varphi : X \oplus Q \to Y \oplus P \) and \( \varphi' : X' \oplus Q' \to Y' \oplus P' \) with \( P, P', Q, Q' \in \text{proj} A \). We use the notation of part (1). Since \( \alpha g = f \alpha' \) in \( \text{mod} A \), we also have a morphism \( u : X \to Q' \) such that \( \alpha g - f \alpha' = u t_{Y'} \). Finally, using that \( Q \) is projective, we obtain a morphism \( v : Q \to Q' \) such that the following diagram commutes.

\[
\begin{array}{ccc}
Q & \xrightarrow{v} & Q' \\
\downarrow{t_Y g} & & \downarrow{t_{Y'}} \\
Y' & \xrightarrow{t_{Y g}} & Y'
\end{array}
\]

Together, we can define a morphism \( \left( \begin{pmatrix} f \\ 0 \end{pmatrix} \right) : X \oplus Q \to X' \oplus Q' \) which restricts to \( f \). Now,

\[
\tilde{g} := \varphi^{-1} \left( \begin{pmatrix} f \\ u \\ 0 \\ v \end{pmatrix} \right) \varphi' = \left( \begin{pmatrix} \beta & s_Y \\ t_X & -a \end{pmatrix} \right) \left( \begin{pmatrix} f \\ u \\ 0 \\ v \end{pmatrix} \right) \left( \begin{pmatrix} \alpha' & s_{X'} \\ t_{Y'} & -b' \end{pmatrix} \right) : Y \oplus P \to Y' \oplus P'
\]
restricts to the following morphism $Y \to Y'$.

$$\beta f \alpha' + \beta u t_Y' + s_Y v t_Y' = \beta f \alpha' + \beta(\alpha g - f \alpha') + s_Y t_Y g = \beta \alpha g + (\text{id}_Y - \beta \alpha) g = g$$

This gives the claimed commutative diagram.

We also note the following characterization of a stable isomorphism.

**Lemma 1.4.** Suppose given a surjective morphism $Y \xrightarrow{f} Z$ in mod $A$.

Then $f$ is a stable isomorphism if and only if $f$ is a split epimorphism with projective kernel.

**Proof.** Suppose that $f$ is a stable isomorphism. By Lemma 1.3.(1), there exist projective modules $P$ and $Q$ such that $Y \oplus Q \simeq Z \oplus P$. Let $K := \text{Ker}(f)$. We obtain the following morphism of short exact sequences.

$$
\begin{array}{c}
0 \to P \to Y \oplus Q \to Z \to 0 \\
\downarrow \quad \downarrow \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \quad \downarrow \phi \\
0 \to K \to Y \to Z \to 0
\end{array}
$$

Since $Y \oplus Q \simeq Z \oplus P$, the upper sequence splits and we obtain that the lower sequence is also split. Furthermore, $K \oplus Z \simeq Y$ is a direct summand of $Y \oplus Q \simeq Z \oplus P$. Hence, $K$ is a direct summand of $P$ and therefore projective.

On the other hand, suppose that $f$ is a split epimorphism with projective kernel $P$. The split exact sequence

$$
0 \to P \to Y \xrightarrow{f} Z \to 0
$$

yields $Y \simeq Z \oplus P$. By Lemma 1.3.(1), we obtain that $f$ is a stable isomorphism. 

In specific circumstances we can use short exact sequences to induce stable isomorphisms.

**Lemma 1.5.** ([19, Lemma 2.14]) Suppose given a morphism between two short exact sequence in mod $A$.

$$
\begin{array}{c}
0 \to X_1 \xrightarrow{f_1} Y_1 \xrightarrow{g_1} Z_1 \to 0 \\
\downarrow \alpha \quad \downarrow \beta \quad \downarrow \gamma \\
0 \to X_2 \xrightarrow{f_2} Y_2 \xrightarrow{g_2} Z_2 \to 0
\end{array}
$$
Assume that $\gamma$ is an isomorphism and that $\beta$ is a stable isomorphism. Then $\alpha$ is a stable isomorphism.

If additionally $X_1$ and $X_2$ have no projective direct summand, then $\alpha$ and $\beta$ are isomorphisms.

Proof. We follow the proof in [19, Lemma 2.14, part (1)].

Let $\rho : P \to X_2$ be the projective cover of $X_2$ and $Q = \text{Ker}(X_1 \oplus P \to X_2)$. Consider the following commutative diagram with exact rows and columns. Note that the exactness of the middle column follows from the assumption that $\gamma$ is an isomorphism.

\[
\begin{array}{ccc}
0 & \to & Q \\
\downarrow & & \downarrow \\
0 & \to & X_1 \oplus P \to Y_1 \oplus P \\
\downarrow & & \downarrow \\
0 & \to & X_2 \to Y_2 \to Z_2 \\
\downarrow & & \downarrow \\
0 & \to & 0 \\
\end{array}
\]

By Lemma 1.4, we have that $\begin{pmatrix} \beta \\ \rho f_2 \end{pmatrix}$ is a split epimorphism with $Q$ projective, since $\beta$ is a stable isomorphism. Hence $v$ is a split monomorphism which implies that $u$ is a split monomorphism as well. By Lemma 1.4, we obtain that $\alpha$ is a stable isomorphism.

If $X_1$ and $X_2$ have no projective direct summand, then $\alpha$ is an isomorphism in $\text{mod} \ A$. Using that $\beta$ is part of a morphism of short exact sequences, this implies that $\beta$ is an isomorphism as well.

The following results can be found in [45, Propositions 5.1.8 and 5.1.10].

**Proposition 1.6.** We have the following for a self-injective algebra $A$.

1. The syzygy functor $\Omega : \text{mod} \ A \to \text{mod} \ A$ is a self-equivalence of categories.

2. The category $\text{mod} \ A$ is triangulated with suspension functor $\Omega^{-1}$ and distinguished triangles isomorphic to those induced by short exact sequences.
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We start with some notation and conventions for the category of complexes $\mathcal{C}(\text{mod } A)$. An element $F^\bullet = (F^k)_{k \in \mathbb{Z}} \in \mathcal{C}(\text{mod } A)$ will be written as a cochain complex with differential $(d^k)_{k \in \mathbb{Z}} := (d^k_F)_{k \in \mathbb{Z}}$ as follows.

\[ \ldots \rightarrow F^{-2} \xrightarrow{d^{-2}} F^{-1} \xrightarrow{d^{-1}} F^0 \xrightarrow{d^0} F^1 \xrightarrow{d^1} F^2 \rightarrow \ldots \]

We denote the cohomology of $F^\bullet$ in degree $k \in \mathbb{Z}$ by $H^k(F^\bullet) := \text{Ker}(d^k) / \text{Im}(d^{k-1})$. We say that $F^\bullet$ is exact in degree $k \in \mathbb{Z}$, if $H^k(F^\bullet) = 0$.

The shift $[1]$ of a complex $F^\bullet \in \mathcal{C}(\text{mod } A)$ is given as $F^\bullet[1] := (F^k + 1)_{k \in \mathbb{Z}}$ with differentials given by $(-d^k_F)_{k \in \mathbb{Z}}$. This yields an autoequivalence $[n] : \mathcal{C}(\text{mod } A) \rightarrow \mathcal{C}(\text{mod } A)$ for all $n \in \mathbb{Z}$.

For $n \in \mathbb{Z}$, truncation $\tau_{\leq n} F^\bullet$ of $F^\bullet$ is defined as follows.

\[ \ldots \rightarrow F^n-2 \xrightarrow{d^{n-2}} F^{n-1} \xrightarrow{d^{n-1}} F^n \rightarrow 0 \rightarrow 0 \rightarrow \ldots \]

We often abbreviate $F^\leq n := \tau_{\leq n} F^\bullet$ and similarly for $F^\geq n := \tau_{\geq n} F^\bullet$. We also use the notation $F^\leq n$ to indicate that $F^k = 0$ for $k > n$. An $A$-module $X$ will be identified with the complex $X \in \mathcal{C}(\text{mod } A)$ consisting of $X$ concentrated in degree zero.

By componentwise application, the equivalence $(-)^* = \text{Hom}_A(-, A) : \text{proj } A \rightarrow A\text{-proj}$ can be extended to the following equivalence.

\[ (-)^* : \mathcal{C}(\text{proj } A) \rightarrow \mathcal{C}(A\text{-proj}) : F^\bullet \rightarrow F^* = F^{**} \]

Here, we write $(F^*_k)_{k \in \mathbb{Z}} := (F^{k,*})_{k \in \mathbb{Z}} := ((F^k)^*)_{k \in \mathbb{Z}}$ as the chain complex with differentials $d^*_k := (d^*_F)^* := (d^k_F)^*$ for $k \in \mathbb{Z}$.

\[ \ldots \rightarrow F^*_2 \xrightarrow{d^*_2} F^*_1 \xrightarrow{d^*_1} F^*_0 \xrightarrow{d^*_0} F^*_{-1} \xrightarrow{d^*_{-1}} F^*_{-2} \rightarrow \ldots \]

We denote the homology of $F^*_\bullet$ in degree $k \in \mathbb{Z}$ by $H_k(F^*_\bullet) = \text{Ker}(d^*_{k-1}) / \text{Im}(d^*_k)$. In this sense, we use both chain complexes and cochain complexes in our notation. However, we reserve the notation of chain complexes for dualized cochain complexes.

Similarly to $(-)^*$, the functors $D$ and $\nu$ also induce equivalences $D : \mathcal{C}(\text{mod } A) \rightarrow \mathcal{C}(A\text{-mod})$ and $\nu : \mathcal{C}(\text{proj } A) \rightarrow \mathcal{C}(\text{inj } A)$ respectively.

Now, we introduce notation for the homotopy category and the derived category of complexes. We are mainly interested in the homotopy category of unbounded complexes of projective modules $\mathcal{K}(\text{proj } A)$. Let $\mathcal{A}$ be an additive subcategory of $\text{mod } A$. 
The **homotopy category** \( \mathcal{K}(\mathcal{A}) \) is the category with complexes in \( \mathcal{C}(\mathcal{A}) \) as objects and homotopy equivalence classes of morphisms of complexes as morphisms. Recall that a morphism \( f^* : F^* \rightarrow G^* \) in \( \mathcal{K}(\mathcal{A}) \) is said to be homotopic to zero, if there exist morphisms \( h^k : F^k \rightarrow G^{k-1} \) for \( k \in \mathbb{Z} \) such that \( h^k d_G^{k-1} + d_F^k h^{k+1} = f^k \). The morphism \( h^* = (h^k)_{k \in \mathbb{Z}} \) will be called a **homotopy** with homotopy maps \( h^k \). Two morphisms \( f^* \) and \( g^* \) in \( \text{Hom}_A(F^*, G^*) \) are called homotopy equivalent if \( f^* - g^* \) is homotopic to zero.

If \( \mathcal{A} \) is an abelian category, the **derived category** \( \mathcal{D}(\mathcal{A}) \) is the localization of the homotopy category at the class of quasi-isomorphisms. Recall that a morphism of complexes \( f^* : F^* \rightarrow G^* \) is called a **quasi-isomorphism** if the induced morphisms \( H^k(f^*) : H^k(F^*) \rightarrow H^k(G^*) \) is an isomorphism for all \( k \in \mathbb{Z} \).

We write \( \mathcal{C}^+(\mathcal{A}), \mathcal{K}^+(\mathcal{A}) \) and \( \mathcal{D}^+(\mathcal{A}) \) for the subcategory consisting of left bounded complexes in \( \mathcal{C}(\mathcal{A}), \mathcal{K}(\mathcal{A}) \) and \( \mathcal{D}(\mathcal{A}) \) respectively. Similarly, we write \( \mathcal{C}^-(\mathcal{A}), \mathcal{K}^-(\mathcal{A}) \) and \( \mathcal{D}^-(\mathcal{A}) \) for right bounded complexes. The subcategory of left and right bounded complexes is denoted by \( \mathcal{C}^b(\mathcal{A}), \mathcal{K}^b(\mathcal{A}) \) or \( \mathcal{D}^b(\mathcal{A}) \). By \( \mathcal{C}^{+,b}(\mathcal{A}), \mathcal{K}^{+,b}(\mathcal{A}) \) and \( \mathcal{D}^{+,b}(\mathcal{A}) \) we denote the subcategory of left bounded complexes that are bounded in cohomology. Finally, the subcategories \( \mathcal{C}^{+,b}(\text{proj} \mathcal{A}), \mathcal{K}^{+,b}(\text{proj} \mathcal{A}) \) and \( \mathcal{D}^{+,b}(\text{proj} \mathcal{A}) \) consist of the left bounded complexes \( F^* \) with bounded homology \( H_*(F^*_n) \). The analogue categories for right bounded complexes are defined similarly.

**Definition 1.7.** A complex \( F^* \in \mathcal{K}(\text{proj} \mathcal{A}) \) is said to be **totally acyclic**, if \( H^k(F^*) = 0 \) and \( H_k(F^*_n) = 0 \) for all \( k \in \mathbb{Z} \). The full subcategory of totally acyclic complexes in \( \mathcal{K}(\text{proj} \mathcal{A}) \) is denoted by \( \mathcal{K}_{\text{tac}}(\text{proj} \mathcal{A}) \).

**Definition 1.8.** Let \( f^* : F^* \rightarrow G^* \) be a morphism in \( \mathcal{C}(\text{mod} \mathcal{A}) \). The **mapping cone** \( C(f)^* \) of \( f^* \) is given by the complex \( (F^{k+1} \oplus G^k)_{k \in \mathbb{Z}} \) with differential \( d^*_C \) defined as follows for \( k \in \mathbb{Z} \).

\[
d^k_{C} := \begin{pmatrix} -d^{k+1}_F & f^{k+1} \\ 0 & d^k_G \end{pmatrix}
\]

Let \( f^* : F^* \rightarrow G^* \) in \( \mathcal{C}(\text{mod} \mathcal{A}) \) with mapping cone \( C(f)^* \in \mathcal{C}(\text{mod} \mathcal{A}) \). We have the following short exact sequence in \( \mathcal{C}(\text{mod} \mathcal{A}) \).

\[
0 \rightarrow G^* \xrightarrow{(0 \ 1)} C(f)^* \xrightarrow{(-1 \ 0)} F^*[1] \rightarrow 0
\]

We will often need information about the vanishing of cohomology or homology of \( C(f)^* \).

**Lemma 1.9.** Suppose given \( f^* : F^*_1 \rightarrow F^*_2 \) in \( \mathcal{K}(\text{proj} \mathcal{A}) \).

1. Assume that there exist \( l_1, l_2 \in \mathbb{Z} \) with \( H^{l_1}(F^*_i) = 0 \) for \( i = 1, 2 \). Let \( l := \min(l_1 - 1, l_2) \).

We have \( H^{\leq l}(C(f)^*) = 0 \).
(2) Assume that there exist $r_1, r_2 \in \mathbb{Z}$ with $H_{\geq 2r_i}((F_i)^*) = 0$ for $i = 1, 2$.
Let $r := \max(r_1 - 1, r_2)$. We have $H_{\geq r}(C(f)^*) = 0$.

Proof. We have the following componentwise split exact sequence in $C(\text{proj} \ A)$.

$$0 \to F_2^* \to C(f)^* \to F_1^*[1] \to 0$$

This induces a long exact sequence of cohomology.

$$\cdots \to H^k(F_1^*) \to H^k(F_2^*) \to H^k(C(f)^*) \to H^{k+1}(F_1^*) \to H^{k+1}(F_2^*) \to \cdots$$

Since the short exact sequence is componentwise split exact, we also obtain a long exact sequence of homology.

$$\cdots \to H_{k+1}((F_2)^*) \to H_{k+1}((F_1)^*) \to H_k(C(f)^*) \to H_k((F_2)^*) \to H_k((F_1)^*) \to \cdots$$

We have that $H^{k+1}(F_1^*) = 0$ for $k \leq l_1 - 1$ and $H^k(F_2^*) = 0$ for $k \leq l_2$. Hence, the first long exact sequence implies that $H^k(C(f)^*) = 0$ for $k \leq \min(l_1 - 1, l_2)$.

We have that $H_{k+1}((F_1)^*) = 0$ for $k \geq r_1 - 1$ and $H_k((F_2)^*) = 0$ for $k \geq r_2$. Hence, the second long exact sequence implies that $H_k(C(f)^*) = 0$ for $k \geq \max(r_1 - 1, r_2)$.

The following results can be found in [45, Proposition 3.5.25 and 3.5.40].

**Proposition 1.10.** Let $\mathcal{A}$ be an additive category. Let $\mathcal{A}'$ be an abelian category.

The homotopy category $\mathcal{K}(\mathcal{A})$ and the derived category $\mathcal{D}(\mathcal{A}')$ are triangulated categories with suspension functor $[1]$ and distinguished triangles isomorphic to triangles of the following form.

$$F^* \xrightarrow{f^*} G^* \to C(f)^* \to$$

Note that all subcategories of $\mathcal{K}(\mathcal{A})$ discussed above are triangulated subcategories. In particular, $\mathcal{K}_{\text{tac}}(\text{proj} \ A)$ is a triangulated category.

We recall the following equivalences of triangulated categories; cf. [45, Proposition 3.5.43].

**Theorem 1.11.** There exist triangulated equivalences between the following categories.

1. $\mathcal{D}^-(\text{mod} \ A) \simeq \mathcal{K}^-(\text{proj} \ A)$ and $\mathcal{D}^+(\text{mod} \ A) \simeq \mathcal{K}^+(\text{inj} \ A)$.
2. $\mathcal{D}^b(\text{mod} \ A) \simeq \mathcal{K}^{-b}(\text{proj} \ A)$ and $\mathcal{D}^b(\text{mod} \ A) \simeq \mathcal{K}^{+b}(\text{inj} \ A)$.
3. $\mathcal{D}^b(\text{mod} \ A) \simeq \mathcal{K}^b(\text{proj} \ A)$ and $\mathcal{D}^b(\text{mod} \ A) \simeq \mathcal{K}^b(\text{inj} \ A)$ if $\text{gldim} \ A < \infty$. 

We will need in the future that the perpendicular category of a triangulated category is triangulated.

**Lemma 1.12.** Suppose given a triangulated category $\mathcal{T}$ and a full triangulated subcategory $S$ of $\mathcal{T}$. Then $\perp S$ is a triangulated subcategory of $\mathcal{T}$.

**Proof.** Suppose given $X \in \perp S$. For $k \in \mathbb{Z}$ and $S \in S$ we have

$$\text{Hom}_{\mathcal{T}}(X[k], S) \simeq \text{Hom}_{\mathcal{T}}(X, S[-k]) = 0$$

since $S[-k] \in \perp S$. Thus, $X[k] \in \perp S$.

Suppose given a distinguished triangle $X \xrightarrow{f} Y \xrightarrow{g} Z \xrightarrow{h} \text{ in } \mathcal{T}$ with $X, Y \in \perp S$. We show that $Z \in \perp S$. Let $v : Z \to S$ be a morphism in $\mathcal{T}$ with $S \in S$. This induces a morphism of triangles via a morphism $u : Y \to S$.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow 0 & & \downarrow \text{id}_S \\
0 & \xrightarrow{} & S
\end{array}
\quad
\begin{array}{ccc}
Y & \xrightarrow{g} & Z \\
\downarrow u & & \downarrow v \\
S & \xrightarrow{\text{id}_S} & S
\end{array}
\quad
\begin{array}{ccc}
Z & \xrightarrow{h} & X[1] \\
\downarrow 0 & & \downarrow 0 \\
S & \xrightarrow{} & 0
\end{array}
\]

Since $Y \in \perp S$, we obtain that $g v = u = 0$. This induces another morphism of triangles via a morphism $w : X[1] \to S$.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow 0 & & \downarrow \text{id}_S \\
S[-1] & \xrightarrow{} & S
\end{array}
\quad
\begin{array}{ccc}
Y & \xrightarrow{g} & Z \\
\downarrow v & & \downarrow \text{id}_S \\
S & \xrightarrow{} & S
\end{array}
\quad
\begin{array}{ccc}
Z & \xrightarrow{h} & X[1] \\
\downarrow w & & \downarrow 0 \\
S & \xrightarrow{} & 0
\end{array}
\]

Since $X[1] \in \perp S$, we obtain that $v = h w = 0$. This shows that $Z \in \perp S$. \qed

Finally, we recall the definition of the Grothendieck group of a triangulated category.

**Definition 1.13.** Let $\mathcal{T}$ be a triangulated category.

Let $L$ be the free abelian group generated by the isomorphism classes of objects of $\mathcal{T}$. Let $R$ be the subgroup of $L$ generated by the classes

$$[X] - [Y] + [Z]$$

where $X \to Y \to Z \to$ is a distinguished triangle.

The *Grothendieck group* $G_0(\mathcal{T})$ of $\mathcal{T}$ is defined as the quotient $L/R$.

**Remark 1.14.** Let $X \in \mathcal{K}($mod$A)$. Note that $[X] = -[X[1]]$ in $G_0(\mathcal{K}($mod$A))$. In fact, we have a distinguished triangle $X \to 0 \to X[1] \to$ so that $[X] + [X[1]] = 0$. 

1.4 Projective-injective modules

In this section we discuss concepts related to \( A \)-modules which are both projective and injective. The full subcategory of projective-injective \( A \)-modules will be denoted by \( \mathcal{P}_A \). Furthermore, we will need the following special class of projective-injective modules.

**Definition 1.15.** A module \( Z \in \text{mod } A \) is called *strongly projective-injective* if \( \nu^k Z \) is projective for all \( k \in \mathbb{Z}_{\geq 0} \). The full subcategory of strongly projective-injective \( A \)-modules will be denoted by \( \text{stp } A \).

Note that strongly projective-injective modules are projective-injective. In fact, for an indecomposable module \( P \in \text{proj } A \), the module \( \nu(P) \) is indecomposable injective. Thus, \( \nu^k(P) \) is projective-injective for \( k \geq 1 \) if \( P \in \text{stp } A \). Since \( A \) is finite dimensional, there are only finitely many indecomposable projective modules. Thus, there exist \( m, n \in \mathbb{Z}_{\geq 0} \) with \( m < n \) such that \( \nu^m(P) \simeq \nu^n(P) \). Applying \( \nu^{-m} \), we obtain \( P \simeq \nu^{n-m}(P) \in \mathcal{P}_A \). If \( P \in \text{stp } A \) is not indecomposable, we have seen that all indecomposable direct summands of \( P \) are strongly projective-injective. Hence, \( P \) is strongly projective-injective as well.

We state the definitions of two homological dimensions. The first, dominant dimension, was introduced by Nakayama. The latter has been introduced in [14] by Fang, Hu and Koenig.

**Definition 1.16.** Let \( 0 \to A \to I^0 \to I^1 \to I^2 \to \cdots \) be a minimal injective resolution of \( A \).

(1) The *dominant dimension* of \( A \) is defined as the largest \( d \in \mathbb{Z}_{\geq 0} \) such that \( I^k \) is projective-injective for all \( k < d \). We set \( d = \infty \) if \( I^k \) is projective-injective for all \( k \geq 0 \). We denote the dominant dimension of \( A \) by \( \text{domdim } A \).

(2) The *\( \nu \)-dominant dimension* of \( A \) is defined as the largest \( d \in \mathbb{Z}_{\geq 0} \) such that \( I^k \) is strongly projective-injective for all \( k < d \). We set \( d = \infty \) if \( I^k \) is strongly projective-injective for all \( k \geq 0 \). We denote the \( \nu \)-dominant dimension of \( A \) by \( \nu \text{-domdim } A \).

We will use these two dimensions mainly for the following properties.

**Remark 1.17.**

(1) Let \( \text{domdim } A \geq 1 \). In this case, every projective module can be embedded into a projective-injective module. Thus, we have \( \perp (\text{proj } A) = \perp \mathcal{P}_A \).

(2) Let \( \nu \text{-domdim } A \geq 1 \). In this case, every projective-injective module is strongly projective-injective. In fact, consider the embedding \( I \hookrightarrow Z \) for a projective-injective module \( I \) and \( Z \in \text{stp } A \). Since \( I \) is injective, this morphisms splits and \( I \) is strongly projective-injective as a direct summand of \( Z \).

As a direct consequence, we have \( \text{domdim } A = \nu \text{-domdim } A \) and \( \perp (\text{proj } A) = \perp (\text{stp } A) \).
Stable module category and homotopy category

Let $k$ be a field. Let $A$ be a finite dimensional $k$-algebra without semisimple summands.

In this chapter, we discuss some of the concepts which were introduced by Kiriko Kato in [18] and [19] in the context of commutative rings. However, many of her results still hold for non-commutative finite dimensional $k$-algebras.

In the first section, we look at the construction of a functor from the stable module category to the homotopy category. This functor will restrict to an equivalence $\mathcal{F} : \text{mod} A \to \mathcal{L}_A$ with some full subcategory $\mathcal{L}_A$ of $\mathcal{K}(\text{proj} A)$. In [18], Kato uses this equivalence to define a weak kernel and weak cokernel in the stable module category.

In the second section, we consider a special class of short exact sequences, called perfect exact sequences. These are short exact sequences that remain exact under the functor $\text{Hom}_A(\cdot, A)$. Importantly, a perfect exact sequence corresponds to a distinguished triangle in $\mathcal{K}(\text{proj} A)$ via the equivalence $\mathcal{F}$. In [19], Kato characterizes morphisms which are stably equivalent to a monomorphism via the cohomology of the mapping cone in the image of $\mathcal{F}$. Such a morphism is always part of a unique perfect exact sequence.

Finally, the last section is dedicated to perfect exact sequences with projective middle term and their connection to the shift in $\mathcal{K}(\text{proj} A)$.

2.1 A functor to the homotopy category

This section is dedicated to the construction of a functor $\mathcal{F} : \text{mod} A \to \mathcal{K}(\text{proj} A)$. This functor restricts to an equivalence $\mathcal{F} : \text{mod} A \to \mathcal{L}_A$ with quasi-inverse $H^0(\tau_{\leq 0}(\cdot))$, where $\mathcal{L}_A$ is a subcategory of $\mathcal{K}(\text{proj} A)$ which we introduce below. Throughout this section, we follow [19].
Definition 2.1 (Kato). Let $\mathcal{L}_A$ be the full subcategory of $\mathcal{K}(\text{proj } A)$ defined as follows.

$$
\mathcal{L}_A = \{ F^* \in \mathcal{K}(\text{proj } A) \mid H^{<0}(F^*) = 0, H_{\geq 0}(F^*) = 0 \}
$$

We often write $\mathcal{L} := \mathcal{L}_A$.

Note that a complex $F^*$ in $\mathcal{L}_A$ can be truncated via $\tau_{<0}(-)$ to a projective resolution of some $A$-module. Similarly, the truncation $\tau_{\geq -1}(F^*)$ is a projective resolution of some left $A$-module. The latter will be used to verify that $H^0(\tau_{<0}(-))$ is an equivalence as is illustrated in the next example.

Example 2.2. Let $A$ be the quiver algebra over $k$ given by

$$
1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3 \xrightarrow{\gamma} 4
$$

with relation $\alpha \beta \gamma = 0$. The algebra has the following indecomposable projective modules. We also note their images under $(-)^*$.

$$
P_1 := \frac{1}{3}, \quad P_2 := \frac{2}{4}, \quad P_3 := \frac{3}{4}, \quad P_4 := 4, \quad P_1^* = 1, \quad P_2^* = \frac{2}{1}, \quad P_3^* = \frac{3}{1}, \quad P_4^* = \frac{4}{2}
$$

The following two complexes are an element of $\mathcal{L}_A$. We note the degree above the complexes.

$$
F^* : \\
\begin{array}{c}
-3 \\
-2 \\
-1 \\
0 \\
1 \\
2 \\
\end{array}
\begin{array}{c}
0 \\
\xrightarrow{\beta \gamma(-)} \\
\xrightarrow{\alpha(-)} \\
\xrightarrow{\gamma(-)} \\
\xrightarrow{\alpha \beta(-)} \\
\xrightarrow{\gamma(-)} \\
\xrightarrow{\alpha(-)} \\
0
\end{array}

G^* : \\
\begin{array}{c}
0 \\
\xrightarrow{\gamma(-)} \\
\xrightarrow{\alpha \beta(-)} \\
\xrightarrow{\gamma(-)} \\
\xrightarrow{\alpha(-)} \\
\xrightarrow{\gamma(-)} \\
\xrightarrow{\alpha(-)} \\
0
\end{array}
$$

On the other hand, the minimal projective resolution $0 \rightarrow P_4 \rightarrow P_2 \rightarrow 0$ of $H^0(\tau_{<0}F^*) = \frac{2}{3}$ is not an element of $\mathcal{L}_A$. Consider the lift of the morphism $\frac{2}{3} \rightarrow \frac{1}{2}$ to a morphism between the minimal projective resolutions of $H^0(\tau_{<0}F^*) = \frac{2}{3}$ and $H^0(\tau_{<0}G^*) = \frac{1}{2}$.

$$
\begin{array}{cccc}
0 & \rightarrow & P_4 & \xrightarrow{\beta \gamma(-)} & P_2 & \xrightarrow{\alpha(-)} & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & P_4 & \xrightarrow{\gamma(-)} & P_3 & \xrightarrow{\alpha \beta(-)} & P_1 & \xrightarrow{\gamma(-)} & 0
\end{array}
$$

This morphism is non-zero in $\mathcal{K}(\text{proj } A)$. In contrast, there is no non-zero morphism between $F^*$ and $G^*$ in $\mathcal{K}(\text{proj } A)$. This corresponds to the fact that the morphism $\frac{2}{3} \rightarrow \frac{1}{2}$ factors through the projective module $P_1$. 
The following is the key result needed for the main theorem of this section. We give an expanded version of the proof found in [19, Lemma 2.8], filling in several details.

**Lemma 2.3.** ([18, Lemma 2.1])

Let $f^\bullet$ be a morphism in $\mathcal{K}(\text{proj} \ A)$. Then $H^0(\tau_{\leq 0} f^\bullet) = 0$ in $\text{mod} \ A$ if $f^\bullet = 0$ in $\mathcal{K}(\text{proj} \ A)$.

Let $f^\bullet$ be a morphism in $\mathcal{L}_A$. Then $H^0(\tau_{\leq 0} f^\bullet) = 0$ in $\text{mod} \ A$ if and only if $f^\bullet = 0$ in $\mathcal{K}(\text{proj} \ A)$.

**Proof.** Suppose given $f^\bullet : F^\bullet \to G^\bullet$ in $\mathcal{K}(\text{proj} \ A)$ such that $f^\bullet = 0$ in $\mathcal{K}(\text{proj} \ A)$. We show that $H^0(\tau_{\leq 0} f^\bullet)$ factors through the projective module $F^1$.

By assumption, there exists a homotopy $h^\bullet : F^\bullet \to G\bullet[-1]$ with $f^k = d_F^k h^{k+1} + h^k d_G^{k-1}$ for $k \in \mathbb{Z}$. We define the following two morphisms in $\mathcal{C}(\text{mod} \ A)$.

We verify that $\tau_{\leq 0} f^\bullet = \eta^* \varphi^*$ in $\mathcal{K}(\text{proj} \ A)$ via the homotopy $\tau_{\leq 0} h^\bullet$.

For $k \leq -1$ we have by definition of $h^\bullet$ that

$$f^k - \eta^k \varphi^k = f^k = d_F^k h^{k+1} + h^k d_G^{k-1}$$

For $k = 0$ we have by definition of $\eta^*$ and $\varphi^*$ that

$$f^0 - \eta^0 \varphi^0 = d_F^0 h^1 + h^0 d_G^{-1} - d_F^0 h^1 = h^0 d_G^{-1}.$$

Therefore, we have

$$H^0(\tau_{\leq 0} f^\bullet) = H^0(\eta^* \varphi^*) = H^0(\eta^*) H^0(\varphi^*)$$

so that $H^0(\tau_{\leq 0} f^\bullet)$ factors through the projective module $F^1$. 
Conversely, suppose given \( f^* : F^* \rightarrow G^* \) in \( \mathcal{L} \) such that \( H^0(\tau_{\leq 0} f^*) = 0 \). First, we construct homotopy maps \( s^{k+1} : F^{k+1} \rightarrow G^k \) for \( k \leq -1 \) and \( t^{k+1} : F^{k+1} \rightarrow G^k \) for \( k \geq 1 \). In a second step, we will use these maps to show that \( f^* = 0 \).

By assumption, \( H^0(\tau_{\leq 0} f^*) \) factors through the projective cover \( p : P \rightarrow H^0(\tau_{\leq 0} G^*) \). Suppose given a morphism \( \alpha : H^0(\tau_{\leq 0} F^*) \rightarrow P \) in \( \text{mod} A \) with \( \alpha \rho = H^0(\tau_{\leq 0} f^*) \). Write \( G^0 \overset{\rho}{\rightarrow} H^0(\tau_{\leq 0} G^*) \) for the canonical surjection. Since \( P \) is projective, \( p \) factors through \( G^0 \).

\[
\begin{array}{ccc}
H^0(\tau_{\leq 0} F^*) & \xrightarrow{\alpha} & P \\
\downarrow & & \downarrow p \\
G^0 & \xrightarrow{\rho} & H^0(\tau_{\leq 0} G^*)
\end{array}
\]

Write \( g := \alpha \beta : H^0(\tau_{\leq 0} F^*) \rightarrow G^0 \), so that \( H^0(\tau_{\leq 0} f^*) = g \rho \) factors through \( G^0 \). Note that \( \tau_{\leq 0} F^* \) and \( \tau_{\leq 0} G^* \) are projective resolutions of \( H^0(\tau_{\leq 0} F^*) \) and \( H^0(\tau_{\leq 0} G^*) \) respectively. Therefore, the morphism \( g \) and \( \rho \) lift to morphisms of complexes \( g^* \) and \( \rho^* \) such that we have \( H^0(\tau_{\leq 0} g^*) = g \) and \( H^0(\tau_{\leq 0} \rho^*) = \rho \) respectively.

\[
\begin{array}{cccccccccccc}
\tau_{\leq 0} F^* & \rightarrow & F^{-2} & \xrightarrow{d^{-2}} & F^{-1} & \xrightarrow{d^{-1}} & F^0 & \xrightarrow{d^0} & 0 & \rightarrow & \cdots \\
\downarrow g^* & & \downarrow s^{-1} & & \downarrow s^0 & & \downarrow g & & \downarrow 1 & & \downarrow \\
G^0 & \rightarrow & 0 & \xrightarrow{0} & 0 & \xrightarrow{0} & G^0 & \xrightarrow{0} & 0 & \rightarrow & \cdots \\
\downarrow \rho^* & & \downarrow 0 & & \downarrow 0 & & \downarrow \rho & & \downarrow \\
\tau_{\leq 0} G^* & \rightarrow & G^{-2} & \xrightarrow{d^{-2}} & G^{-1} & \xrightarrow{d^{-1}} & G^0 & \xrightarrow{d^0} & 0 & \rightarrow & \cdots 
\end{array}
\]

By construction, we have \( \tau_{\leq 0} f^* = g^* \rho^* \) in \( K(\text{proj} A) \). Hence, there exist homotopy maps \( s^{k+1} : F^{k+1} \rightarrow G^k \) for \( k \leq -1 \) such that

\[
f^k = f^k - g^k \rho^* = s^k d_G^k + d_F^k s^{k+1}, \quad \text{for } k \leq -1.
\]

Now we construct homotopy maps \( t^{k+1} : F^{k+1} \rightarrow G^k \) for \( k \geq 1 \). Note that \( H^0(\tau_{\leq 0} f^*)^* = 0 \). Since \( H_{\leq 0}(F^*) = 0 \), we have natural isomorphisms

\[
H^0(\tau_{\leq 0} F^*)^* \simeq \text{Ker}(F_0^* \rightarrow F_{-1}^*) \simeq \text{Cok}(F_0^* \rightarrow F_1^*) = H_1(\tau_{\geq 1} F^*)
\]

so that \( H^0(\tau_{\leq 0} f^*)^* \simeq H_1(\tau_{\geq 1} f^*) \). As above, we obtain that \( H_1(\tau_{\geq 1} f^*) \) factors through \( F_1^* \) via morphisms \( \tilde{g} : H_1(\tau_{\geq 1} G^*) \rightarrow F_1^* \) and \( \tilde{\rho} : F_1^* \rightarrow H_1(\tau_{\geq 1} F^*) \). These maps lift to morphisms of complexes \( \tilde{g}_* \) and \( \tilde{\rho}_* \) such that \( H_1(\tau_{\geq 1} \tilde{g}_*) = \tilde{g} \) and \( H_1(\tau_{\geq 1} \tilde{\rho}_*) = \tilde{\rho} \) respectively.
Consider the following commutative diagram.

\[
\begin{array}{cccccccc}
\tau_{\geq 1}G^* & \rightarrow & G_3 & \rightarrow & G_2 & \rightarrow & G_1 & \rightarrow & 0 & \rightarrow & \cdots \\
\downarrow\tilde{g} & & \downarrow t_{G} & & \downarrow t_{G} & & \downarrow \tilde{g} & & \downarrow \tilde{g} & & \\
F_3^* & \rightarrow & 0 & \rightarrow & 0 & \rightarrow & F_1^* & \rightarrow & 0 & \rightarrow & \cdots \\
\downarrow \tilde{\rho} & & \downarrow d_{F}^* & & \downarrow d_{F}^* & & \downarrow \tilde{\rho} & & \downarrow \tilde{\rho} & & \\
\tau_{\geq 1}F^* & \rightarrow & F_3^* & \rightarrow & F_2^* & \rightarrow & F_1^* & \rightarrow & 0 & \rightarrow & \cdots \\
\end{array}
\]

By construction, we have \(\tau_{\geq 1}f^* = \tilde{g} \cdot \tilde{\rho}\) in \(K(\text{proj} A)\). Hence, there exist homotopy maps \(t_{k+1}^* : G^*_k \rightarrow F^*_k\) for \(k \geq 1\) such that

\[
f_k^* = f_k^* - \tilde{g}_k \tilde{\rho}_k = d_{G}^{k-1} t_k^* + t_{k+1}^* d_{F}^k, 
\]

for \(k \geq 2\).

Applying \((-)^*\), we obtain homotopy maps \(t^{k+1} : F^{k+1} \rightarrow G^k\) for \(k \geq 1\) such that

\[
f_k = t_k^k d_{G}^{k-1} + d_{F}^k t_{k+1}^k, 
\]

for \(k \geq 2\).

For the final step, let \(h^k := s^k\) for \(k \leq 0\) and \(h^k := t^k\) for \(k \geq 2\). We already have that \(f^k = h^k d_{G}^{k-1} + d_{F}^k h_{k+1}^k\) for \(k \in \mathbb{Z} \setminus \{0, 1\}\). The situation can be visualized as follows.

\[
\begin{array}{cccccccc}
F^* & \rightarrow & F^{-2} & \rightarrow & F^{-1} & \rightarrow & F^0 & \rightarrow & F^1 & \rightarrow & F^2 & \rightarrow & F^3 & \rightarrow & \cdots \\
\downarrow f^* & & \downarrow f^{-2} & & \downarrow f^{-1} & & \downarrow f^0 & & \downarrow f^1 & & \downarrow f^2 & & \downarrow f^3 & & \\
G^* & \rightarrow & G^{-2} & \rightarrow & G^{-1} & \rightarrow & G^0 & \rightarrow & G^1 & \rightarrow & G^2 & \rightarrow & G^3 & \rightarrow & \cdots \\
\end{array}
\]

We define a morphism \(\tilde{f}^* : F^* \rightarrow G^*\) as follows.

\[
\begin{align*}
\tilde{f}^k &= 0, & \text{for } k \leq -1 \\
\tilde{f}^0 &= f^0 - h^0 d_{G}^{-1} \\
\tilde{f}^1 &= f^1 - d_{F}^1 h^2 \\
\tilde{f}^k &= 0, & \text{for } k \geq 2
\end{align*}
\]

We verify that \(\tilde{f}^*\) is a morphism of complexes.

\[
\begin{align*}
d_{F}^1 \tilde{f}^0 &= d_{F}^1 f^0 - d_{F}^1 h^0 d_{G}^{-1} = f^{-1} d_{G}^{-1} - (f^{-1} - h^{-1} d_{G}^{-2}) d_{G}^{-1} = 0 \\
d_{F}^0 \tilde{f}^1 &= d_{F}^0 (f^1 - d_{F}^1 h^2) = d_{F}^0 f^1 = f^0 d_{G}^0 = (f^0 - h^0 d_{G}^{-1}) d_{G}^0 = f^0 d_{G}^0 \\
\tilde{f}^1 d_{G}^1 &= f^1 d_{G}^1 - d_{F}^1 h^2 d_{G}^1 = d_{F}^1 f^2 - d_{F}^1 (f^2 - d_{F}^2 h^3) = 0
\end{align*}
\]
By construction, the morphisms $\tilde{f}^\ast$ and $f^\ast$ are equal in $\mathcal{K}(\text{proj } A)$.

\[
\begin{array}{cccccccc}
F^\ast & \rightarrow & F^{-1} & \rightarrow & F^0 & \rightarrow & F^1 & \rightarrow & F^2 & \rightarrow & \cdots \\
\| & & \| & & \| & & \| & & \| & & \\
\tilde{f}^\ast & \rightarrow & 0 & \rightarrow & f^0 & \rightarrow & f^1 & \rightarrow & f^2 & \rightarrow & \cdots \\
G^\ast & \rightarrow & G^{-1} & \rightarrow & G^0 & \rightarrow & G^1 & \rightarrow & G^2 & \rightarrow & \cdots \\
\end{array}
\]

We have $\tilde{f}^{0,*} d_{F}^{-1,*} = d_{G}^{-1,*} \tilde{f}^{-1,*} = 0$, so that $\tilde{f}^{0,*}$ factors through $\text{Ker}(d_{F}^{-1,*}) = \text{Im}(d_{F}^{0,*})$. Using that $G^{0,*}$ is projective, we obtain a morphism $u^{1,*} : G^{0,*} \rightarrow F^{1,*}$ such that $\tilde{f}^{0,*} = u^{1,*} d_{F}^{0,*}$. Applying $(-)^*$, we get that $\tilde{f}^0 = d_F^1 u^1$.

We define a morphism $\tilde{f}^\ast : F^\ast \rightarrow G^\ast$ as follows.

\[
\begin{align*}
\tilde{f}^0 &= 0, & \text{for } k \leq 0 \\
\tilde{f}^1 &= \tilde{f}^1 - u^1 d_G^0 \\
\tilde{f}^k &= 0, & \text{for } k \geq 2
\end{align*}
\]

We verify that $\tilde{f}^\ast$ is a morphism of complexes.

\[
\begin{align*}
d_F^0 \tilde{f}^1 &= d_F^0 \tilde{f}^1 - d_F^1 u^1 d_G^0 = \tilde{f}^0 d_G^0 - \tilde{f}^0 d_G^1 = 0 \\
\tilde{f}^1 d_G^1 &= \tilde{f}^1 d_G^1 - u^1 d_G^0 d_G^1 = 0
\end{align*}
\]

By construction, the morphisms $\tilde{f}^\ast$ and $\tilde{f}^\ast$ are equal in $\mathcal{K}(\text{proj } A)$.

\[
\begin{array}{cccccccc}
F^\ast & \rightarrow & F^{-1} & \rightarrow & F^0 & \rightarrow & F^1 & \rightarrow & F^2 & \rightarrow & \cdots \\
\| & & \| & & \| & & \| & & \| & & \\
\tilde{f}^\ast & \rightarrow & 0 & \rightarrow & f^0 & \rightarrow & f^1 & \rightarrow & f^2 & \rightarrow & \cdots \\
G^\ast & \rightarrow & G^{-1} & \rightarrow & G^0 & \rightarrow & G^1 & \rightarrow & G^2 & \rightarrow & \cdots \\
\end{array}
\]

We have that $\tilde{f}^{1,*} d_F^{0,*} = d_G^{0,*} \tilde{f}^{0,*} = 0$. As above, we obtain a morphism $v^{2,*} : G^{1,*} \rightarrow F^{2,*}$ such that $\tilde{f}^{1,*} = v^{2,*} d_F^{1,*}$. Applying $(-)^*$, this results in $\tilde{f}^1 = d_F^1 v^2$. Moreover, we have that $d_G^{1,*} v^{2,*} d_F^{1,*} = d_G^{1,*} \tilde{f}^{1,*} = 0$. Again, we obtain a morphism $v^{3,*} : G^{2,*} \rightarrow F^{3,*}$ such that $d_G^{1,*} v^{2,*} = v^{3,*} d_F^{2,*}$. Applying $(-)^*$, this results in $v^2 d_G^1 = d_F^2 v^3$.

Letting $v^k := 0$ for $k \neq 2, 3$, we constructed a homotopy $v^\ast : F^\ast \rightarrow G^\ast[-1]$ such that the following holds for all $k \in \mathbb{Z}$.

\[
\tilde{f}^k = v^k d_G^{k-1} + d_F^k v^{k+1}
\]

In conclusion, $f^\ast = \tilde{f}^\ast = \tilde{f}^\ast = 0$ in $\mathcal{K}(\text{proj } A)$. \qed
The next lemma provides the construction of the functor $\mathcal{F} : \text{mod } A \to \mathcal{K}(\text{proj } A)$. We follow the proof given in [19, Lemma 2.9] with some added details.

**Lemma 2.4.** ([18, Proposition 2.3 and 2.4])

Suppose given $X, Y \in \text{mod } A$ and a morphism $f \in \text{Hom}_A(X, Y)$.

1. There exists a complex $F_X^* \in \mathcal{L}_A$ such that
   \[ H^0(\tau_{\leq 0} F_X^*) \cong X. \]
   Furthermore, $F_X^*$ is uniquely determined in $\mathcal{K}(\text{proj } A)$ by $X \in \text{mod } A$ up to isomorphism.
2. There exists a morphism $f^* \in \text{Hom}_{\mathcal{K}(\text{proj } A)}(F_X^*, F_Y^*)$ such that
   \[ H^0(\tau_{\leq 0} f^*) \cong f. \]
   Furthermore, $f^*$ is uniquely determined in $\mathcal{K}(\text{proj } A)$ by $f$ up to isomorphism.

**Proof.** Ad (1). Let $P^* \in \mathcal{K}(\text{proj } A)$ be a projective resolution of $X$.

\[
P^* : \ldots \to P^{-2} \xrightarrow{d_p^{-2}} P^{-1} \xrightarrow{d_p^{-1}} P^0
\]

Let $Q^* \in \mathcal{K}(A\text{-proj})$ be a projective resolution of $\text{Tr}(X) = \text{Cok}(d_p^{-n})$ such that we have the following exact sequence.

\[
\ldots \to Q^{-2} \xrightarrow{d_q^{-2}} Q^{-1} = P_0^* \xrightarrow{d_q^{-1} = d_p^{-*}} Q^0 = P_{-1}^* \to \text{Tr}(X) \to 0
\]

Applying $(-)^*$, we obtain the following complex in $\mathcal{K}(\text{proj } A)$.

\[
Q_0^* \xrightarrow{d_q^0} Q_{-1}^* \xrightarrow{d_q^1} Q_{-2}^* \xrightarrow{d_q^2} Q_{-3}^* \to \ldots
\]

We define a complex $F_X^* \in \mathcal{K}(\text{proj } A)$ via

\[
F_X^* := \begin{cases} P^k, & k \leq -1 \\ Q_{-1-k}^*, & k \geq 0 \end{cases}
\quad
\quad
d^*_F := \begin{cases} d_p^k, & k \leq -1 \\ d_q^k, & k \geq 0 \end{cases}
\]

Since we have $d_p^{-1} = d_q^0$, this is in fact a complex. Note that $F_X^*$ can be visualized as follows.

\[
\ldots \to F_{X}^{-2} \xrightarrow{d_p^{-2}} F_{X}^{-1} \xrightarrow{d_p^{-1}} F_{X}^0 \xrightarrow{d_p^0} F_{X}^1 \xrightarrow{d_p^1} F_{X}^2 \to \ldots
\]

\[
\ldots \to P^{-2} \xrightarrow{d_p^{-2}} P^{-1} \xrightarrow{d_p^{-1}} P^0 = Q_{-1}^* \xrightarrow{d_q^0} Q_{-2}^* \xrightarrow{d_q^1} Q_{-3}^* \to \ldots
\]
By construction, we have $\tau_{\leq 0} F_{\chi}^* = \tau_{\leq 0} P^*$ so that $H^0(\tau_{\leq 0} F_{\chi}^*) \simeq X$ and $H^k(F_{\chi}^*) = 0$ for $k < 0$. Moreover, we have $\tau_{> -1} F_{\chi}^{\ast \ast} = \tau_{\leq 0} Q^*$ so that $H_k(F_{\chi}^{\ast \ast}) = H^{-1-k}(Q^*) = 0$ for $k \geq 0$.

It remains to show that $F_{\chi}$ is uniquely determined in $\mathcal{K}(\text{proj} \ A)$ by $X$ up to isomorphism. However, we first show the existence of $f^*$ in part (2).

Ad (2). Let $f$ in $\text{mod} \ A$ be a lift of $f$. Let $F^* := F_{\chi}^*$ and $G^* := F_Y^*$ be elements of $\mathcal{L}$ as constructed above.

Since $\tau_{\leq 0} F^*$ and $\tau_{\leq 0} G^*$ are projective resolutions, we can lift $f$ to a morphism of complexes $\varphi^*$.

\[
\begin{array}{cccccc}
\tau_{\leq 0} F^* & \longrightarrow & F^{-2} & \longrightarrow & F^{-1} & \longrightarrow & F^0 & \longrightarrow & 0 & \longrightarrow & \cdots \\
\varphi^* & \downarrow & \varphi^{-2} & \downarrow & \varphi^{-1} & \downarrow & \varphi^0 & \downarrow & \cdots \\
\tau_{\leq 0} G^* & \longrightarrow & G^{-2} & \longrightarrow & G^{-1} & \longrightarrow & G^0 & \longrightarrow & 0 & \longrightarrow & \cdots
\end{array}
\]

Similarly, we can lift $\text{Tr}(f) : \text{Tr}(Y) \to \text{Tr}(X)$ to a morphism of complexes $\tau_{> -1} G^* \xrightarrow{\rho^*} \tau_{> -1} F^*$.

Applying $(-)^*$ yields a morphism of complexes $\rho^* : \tau_{> -1} F^* \to \tau_{> -1} G^*$.

\[
\begin{array}{cccccc}
\tau_{> -1} G^* & \longrightarrow & G_1^* & \longrightarrow & G_0^* & \longrightarrow & G_{-1}^* & \longrightarrow & 0 & \longrightarrow & \cdots \\
\rho^* & \downarrow & \rho_1^* & \downarrow & \rho_0^* & \downarrow & \rho_{-1}^* & \downarrow & \cdots \\
\tau_{> -1} F^* & \longrightarrow & F_1^* & \longrightarrow & F_0^* & \longrightarrow & F_{-1}^* & \longrightarrow & 0 & \longrightarrow & \cdots
\end{array}
\]

By construction of $\text{Tr}(f)$, we may choose $\rho^{-1} = \varphi^{-1}$ and $\rho^0 = \varphi^0$. Combining both, we obtain a morphism of cochain complexes $f^* : F^* \to G^*$ via $\tau_{\leq 0} f^* := \tau_{\leq 0} \varphi^*$ and $\tau_{> 1} f^* := \tau_{> 1} \rho^*$. We have $H^0(\tau_{\leq 0} f^*) = H^0(\tau_{\leq 0} \varphi^*) \simeq f$ by construction.

We conclude the proof by showing that $f^*$ and $F_{\chi}^*$ are unique up to isomorphism in $\mathcal{K}(\text{proj} \ A)$.

Suppose given $F^*$ and $G^*$ in $\mathcal{L}_A$ with $H^0(\tau_{\leq 0} F^*) \xrightarrow{\text{st}} X$ and $H^0(\tau_{\leq 0} G^*) \xrightarrow{\text{st}} X$ respectively. By adding a trivial complex $\cdots \to 0 \to P^0 \xrightarrow{1} P^1 \to 0 \to \cdots$ as a direct summand in $\mathcal{K}(\text{proj} \ A)$ if necessary, we may assume that $H^0(\tau_{\leq 0} F^*) \simeq H^0(\tau_{\leq 0} G^*)$ in $\text{mod} \ A$.

Let $\varphi : H^0(\tau_{\leq 0} F^*) \to H^0(\tau_{\leq 0} G^*)$ be an isomorphism with inverse $\rho$. Since projective resolutions are unique up to isomorphism in $\mathcal{K}(\text{proj} \ A)$, the construction of part (2) yields morphisms $\varphi^*$ and $\rho^*$ in $\mathcal{K}(\text{proj} \ A)$ such that $H^0(\tau_{\leq 0}(\varphi^* \rho^*)) = \text{id}_X$ and $H^0(\tau_{\leq 0}(\rho^* \varphi^*)) = \text{id}_X$. By Lemma 2.3, we can conclude that $\varphi^* \rho^* = \text{id}_{F^*}$ and $\rho^* \varphi^* = \text{id}_{G^*}$ in $\mathcal{K}(\text{proj} \ A)$. Hence, $F^* \simeq G^*$ in $\mathcal{K}(\text{proj} \ A)$.

Now, suppose given $f_1^*$ and $f_2^*$ in $\mathcal{L}_A$ with $H^0(\tau_{\leq 0} f_1^*) \simeq f$ and $H^0(\tau_{\leq 0} f_2^*) \simeq f$ in $\text{mod} \ A$ respectively. We have isomorphisms $\varphi$ and $\psi$ in $\text{mod} \ A$ such that $\varphi H^0(\tau_{\leq 0} f_1^*)\psi = H^0(\tau_{\leq 0} f_2^*)$.

As above, $\varphi$ and $\psi$ lift to isomorphisms $\varphi^*$ and $\psi^*$ in $\mathcal{K}(\text{proj} \ A)$. We obtain

\[
H^0(\tau_{\leq 0} f_2^*) = H^0(\tau_{\leq 0} \varphi^*) H^0(\tau_{\leq 0} f_1^*) H^0(\tau_{\leq 0} \psi^*) = H^0(\tau_{\leq 0} (\varphi^* f_1^* \psi^*))
\]

in $\text{mod} \ A$ so that $\varphi^* f_1^* \psi^* = f_2^*$ by Lemma 2.3. Thus, $f_1^* \simeq f_2^*$ in $\mathcal{K}(\text{proj} \ A)$. \qed
2.1 A functor to the homotopy category

Remark 2.5. For $X \in \text{mod} \ A$ we fix $F_X^* \in \mathcal{L}_A$ such that $\tau_{\leq 0} F_X^*$ is the minimal projective resolution of $X$ and $\tau_{\geq -1} F_X^{*, *}$ is the minimal projective resolution of $\text{Tr}(X)$. In this case, $\tau_{\geq 1} F_X^{*, *}$ is the minimal projective resolution of $X^*$. Note that the minimal projective resolution of $P \in \text{proj} \ A$ is the complex with $P$ concentrated in degree 0. Thus, $F^k_P = 0$ for $k \neq 0, 1$ and $F^k_P = (\cdots \to 0 \to P \to P \to 0 \to \cdots)$.

For $X \xrightarrow{f} Y$ in $\text{mod} \ A$ we fix $F_X^* \xrightarrow{f^*} F_Y^*$ as a lift of $f$ in $K(\text{proj} \ A)$ with $F_X^*$ and $F_Y^*$ as above. In particular,

$$\begin{align*}
H^0(\tau_{\leq 0} F_X^*) &\simeq X \\
H^0(\tau_{\leq 0} F_Y^*) &\simeq Y \\
H^0(\tau_{\leq 0} f^*) &\simeq f
\end{align*}$$

even if $X$ or $Y$ have projective direct summands. Moreover, $F_X^0$ is the projective cover of $X$ and $F_X^{*, *}$ the projective cover of $X^*$. If $X$ is simple, $\nu(F_X^0)$ is the injective hull of $X$.

The results so far are summarized in the following theorem given in [18, Theorem 2.6]. In the future, we will often use this equivalence without further comment.

Theorem 2.6 (Kato). The mapping $X \mapsto F_X^*$ defines a functor $F : \text{mod} \ A \to K(\text{proj} \ A)$. The functor $F$ restricts to an equivalence

$$F : \text{mod} \ A \xrightarrow{\sim} \mathcal{L}_A$$

with quasi-inverse $H^0(\tau_{\leq 0} (-)) : \mathcal{L}_A \to \text{mod} \ A$.

Proof. Note that $F$ and $H^0(\tau_{\leq 0} (-))$ are well-defined by Lemma 2.3. Let $f$ and $g$ in $\text{mod} \ A$. We verify that $F(f)F(g) = F(fg)$. We have

$$H^0(\tau_{\leq 0} F(fg)) = fg = fg = H^0(\tau_{\leq 0} F(f)) H^0(\tau_{\leq 0} F(g)) = H^0(\tau_{\leq 0} (F(f)F(g))).$$

By Lemma 2.3, we obtain $F(f)F(g) = F(fg)$. In conclusion, this shows that $F$ defines a functor $F : \text{mod} \ A \to K(\text{proj} \ A)$ via the construction of Lemma 2.4.

As chosen in Remark 2.5, we have a natural transformation $H^0(\tau_{\leq 0} (-)) \circ F \simeq \text{id}_{\text{mod} \ A}$. On the other hand, we also have a transformation $\eta : F \circ H^0(\tau_{\leq 0} (-)) \simeq \text{id}_{\mathcal{L}_A}$ by Lemma 2.4.(1). It remains to show that $\eta$ is natural. Let $f^* : F^* \to G^*$ in $\mathcal{L}_A$.
By Remark 2.5, $\mathcal{F}(H^{0}(\tau \leq F^{*}))$ is a complex which is taken to $H^{0}(\tau \leq F^{*})$ under the functor $H^{0}(\tau \leq -)$. Similarly for $G^{*}$. Thus, applying $H^{0}(\tau \leq -)$ to the diagram yields
\[
\begin{align*}
H^{0}(\tau \leq (\eta_{F^{*}}f^{*})) &= H^{0}(\tau \leq \eta_{F^{*}})H^{0}(\tau \leq f^{*}) = H^{0}(\tau \leq f^{*}) \\
H^{0}(\tau \leq (\mathcal{F}(H^{0}(\tau \leq f^{*}))\eta_{G^{*}})) &= H^{0}(\tau \leq (\mathcal{F}(H^{0}(\tau \leq f^{*}))))H^{0}(\tau \leq \eta_{G^{*}}) = H^{0}(\tau \leq f^{*}).
\end{align*}
\]

Now, we obtain $\eta_{F^{*}}f^{*} = \mathcal{F}(H^{0}(\tau \leq f^{*}))\eta_{G^{*}}$ by Lemma 2.4.(2). Note that the identity on a module $X$ is lifted to the identity on $F_{X}^{*}$. 

**Example** in Chapter 7. A calculation of the functor $\mathcal{F}$ and the category $\mathcal{L}_{B}$ can be found in Example 7.1 for the algebra $B$ of Section 7.1.

By Lemma 1.9 we have the following properties of $C(f)^{*}$ for a morphism $f^{*}$ in $\mathcal{L}$.

**Remark 2.7.** Suppose given $F^{*}, G^{*} \in \mathcal{L}_{A}$.

1. Let $f^{*} : F^{*} \to G^{*}$ in $\mathcal{L} \subseteq \mathcal{K}(\text{proj} A)$. Then $H^{k}(C(f)^{*}) = 0$ for $k < -1$ and $H_{k}(C(f)^{*}) = 0$ for $k \geq 0$. In particular, $C(f)^{*} \in \mathcal{L}$ if and only if $H^{-1}(C(f)^{*}) = 0$.

2. Let $f^{*} : G^{*} \to F^{*}[1]$ in $\mathcal{K}(\text{proj} A)$. Then $C(f)^{*}[-1] \in \mathcal{L}$.

The mapping cone $C(f)^{*}$ can be used to characterize properties of a morphism $f$ in $\text{mod} A$. In [19, Theorem 3.9], Kato shows that a morphism is stably equivalent to a monomorphism if and only if $H^{-1}(C(f)^{*}) = 0$. In [18, Definition and Lemma 3.1], the mapping cone is used to define a weak kernel and a weak cokernel in $\text{mod} A$.

**Definition 2.8** (Kato). Suppose given a morphisms $f \in \text{mod} A$.

We define the *pseudo-kernel* $\text{Ker}(f)$ and the *pseudo-cokernel* $\text{Cok}(f)$ of $f$ as
\[
\text{Ker}(f) := H^{0}(\tau \leq (C(f)^{*}[-1])) \\
\text{Cok}(f) := H^{0}(\tau \leq C(f)^{*})
\]
respectively. Both are uniquely determined in $\text{mod} A$ by $f$ up to isomorphism.

For a morphism $f$ in $\text{mod} A$, we have the following distinguished triangle in $\mathcal{K}(\text{proj} A)$.
\[
C(f)^{*}[-1] \overset{u}{\rightarrow} F_{X}^{*} \overset{f^{*}}{\rightarrow} F_{Y}^{*} \overset{v^{*}}{\rightarrow} C(f)^{*}
\]

This induces morphisms $u := H^{0}(\tau \leq u^{*}) : \text{Ker}(f) \to X$ and $v := H^{0}(\tau \leq v^{*}) : Y \to \text{Cok}(f)$. The following lemma shows that $\text{Ker}(f)$ and $\text{Cok}(f)$ have the properties of a weak kernel and weak cokernel respectively.
Lemma 2.9. ([18, Lemma 3.3 and 3.5])

Let $f : X \to Y$ be a morphism in $\text{mod } A$.

1. We have $u f = 0$ and $f v = 0$ in $\text{mod } A$.

2. Suppose given $t : T \to X$ with $t f = 0$ in $\text{mod } A$. There exists a morphism $h \in \text{Hom}_A(T, \text{Ker}(f))$ such that $h u = t$ in $\text{mod } A$.

3. Suppose given $t : Y \to T$ with $f t = 0$ in $\text{mod } A$. There exists a morphism $h \in \text{Hom}_A(\text{Cok}(f), T)$ such that $v h = t$ in $\text{mod } A$.

Proof. Ad (1). We have $u^* f^* = 0$ and $f^* v^* = 0$. By Lemma 2.3, we obtain that $u f = 0$ and $f v = 0$ in $\text{mod } A$.

Ad (2). We have a morphism $t^* : F^*_T \to F^*_X$ with $t^* f^* = 0$ by Theorem 2.6. This induces a morphism of distinguished triangles.

Let $h := H^0(\tau_{\leq 0} h^*)$. By Lemma 2.3 we obtain $h u = t$ in $\text{mod } A$. Part (3) is shown similarly. □

We will return to the pseudo-kernel and pseudo-cokernel at the end of the next section.

2.2 Perfect exact sequences

In this section, we introduce a special class of short exact sequences. We will see that a perfect exact sequence corresponds to a distinguished triangle in $K(\proj A)$ via the equivalence $\mathcal{F}$. In later chapters, we will use perfect exact sequences mainly in the context of stable equivalences.

Definition 2.10. A short exact sequence $0 \to X \to Y \to Z \to 0$ in $\text{mod } A$ is called perfect exact if the induced sequence $0 \to X^* \to Y^* \to Z^* \to 0$ is exact in $A$-mod.

Example 2.11. (1) Let $A$ be self-injective. Since $\text{Hom}_A(-, A)$ is an exact functor, every short exact sequence is perfect exact.

(2) A short exact sequence $0 \to X \to Y \to Z \to 0$ is perfect exact if the induced morphism $\text{Hom}_A(Y, A) \to \text{Hom}(X, A)$ is surjective. In particular, this holds if $X^* = 0$. 
(3) Let $A$ be hereditary. Then $\text{Hom}_A(X, A) = 0$ for all $X \in \text{mod } A$ not projective. Thus, every short exact sequence starting in a non-projective module is perfect exact by (2).

(4) A short exact sequence $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ is perfect exact, if $f \neq 0$ and $g$ is irreducible.

In fact, using that $g$ is irreducible, a morphism $p : X \to A$ induces either a morphism $\alpha : A \to Y$ with $p \alpha = f$ or a morphism $\beta : Y \to A$ with $f \beta = p$. However, in the first case we obtain $f = 0$.

(5) An almost split sequence $0 \to X \xrightarrow{f} E_X \xrightarrow{g} \tau^{-1}(X) \to 0$ is perfect exact if and only if $X$ is not projective.

In fact, a morphism $p : X \to A$ induces a morphism $\beta : E_X \to A$ with $f \beta = p$ if and only if $p$ is not split. However, this holds if and only if $X$ is not projective, since the starting term of an almost split sequence is indecomposable.

Recall that $\mathcal{P}_A$ denotes the category of projective-injective $A$-modules. In case that the dominant dimension of $A$ is at least 1, a module $X \in \mathcal{P}_A$ satisfies $X^* = 0$. In particular, short exact sequences with middle term in $\mathcal{P}_A$ are perfect exact.

**Lemma 2.12.** Suppose that $\text{domdim } A \geq 1$. Let $Y \in \mathcal{P}_A$. Let $Y'$ be a submodule of $Y$.

We have $(Y')^* = 0$ and every short exact sequence $0 \to X \to Y' \to Z \to 0$ in $\text{mod } A$ is a perfect exact sequence.

**Proof.** Let $Y'$ be a submodule of $Y$. Since the embedding $Y' \hookrightarrow Y$ is injective, the condition $Y \in \mathcal{P}$ implies that $Y'$ is contained in $\mathcal{P}$ as well. Using that $\text{domdim } A \geq 1$, we obtain that $\text{Hom}(Y', A) = 0$.

Suppose given a short exact sequence $0 \to X \to Y' \to Z \to 0$ in $\text{mod } A$. Since $X$ is isomorphic to a submodule of $Y$, we have seen above that $X^* = 0$. Thus, the result follows from Example 2.11.(2).

The following lemma can be useful to check if a short exact sequence can be perfect exact. If the starting morphism of a perfect exact sequence factors through an indecomposable projective module $P$, then $P$ must be a direct summand of the middle term.

**Lemma 2.13.** Suppose given a perfect exact sequence $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$. Let $P \in \text{proj } A$ be indecomposable. Suppose that $\iota : X' \hookrightarrow X$ is the embedding of a direct summand of $X$.

If $\iota f = uv$ with $u : X' \to P$ and $v : P \to Y$ then $v$ is a split monomorphism.
2.2 Perfect exact sequences

Proof. Let \( \pi : X \to X' \) with \( \iota \pi = \text{id}_X \).

Since \( Y^* \to X^* \) is surjective, we obtain a morphism \( \sigma : Y \to P \) with \( f \sigma = \pi u \). Thus, we have \( u = \iota \pi u = \iota f \sigma = u v \sigma \). Inductively, we obtain \( u = u(v \sigma)^n \) for all \( n \in \mathbb{Z}_{\geq 0} \). Since \( P \) is indecomposable, \( v \sigma \) is either an automorphism or nilpotent. However, if \( u = u(v \sigma)^n = 0 \) for some \( n \), we obtain \( f = \pi u v = 0 \). A contradiction. Thus, \( v \sigma \) is an automorphism and \( v \) is a split monomorphism.

Example in Chapter 7. For the algebra \( A \) in Section 7.4 we discuss two short exact sequences that are not perfect exact in Example 7.13. The first does not satisfy the condition of the previous lemma. In the second perfect exact sequence, the starting morphism does not factor through a projective module. In particular, we see that not every short exact sequence satisfying the conditions of the previous lemma is perfect exact.

The situation is better for Nakayama algebras.

Lemma 2.14. Let \( A \) be a Nakayama algebra. Suppose given a short exact sequence \( \eta : 0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0 \) without split summands.

The sequence \( \eta \) is perfect exact if the following holds for all embeddings \( \iota : X' \to X \) of indecomposable direct summands of \( X \) and for all projections \( \pi : Y \to Y' \) onto indecomposable direct summands of \( Y \). If \( \iota f \pi \) factors through an indecomposable projective \( A \)-module \( P \) via \( \iota : P \to Y' \), then \( \iota \) is a split monomorphism.

Proof. Suppose given a non-zero morphism \( u : X \to P \) with \( P \in \text{proj} A \). Since \( A \) is a Nakayama algebra, there exists a projective-injective module \( Q \) with an embedding \( i : P \to Q \).

Since \( Q \) is injective, we obtain a morphism \( v : Y \to Q \) such that \( f v = u i \). It remains to show that there exists a morphisms \( w : Y \to P \) with \( wi = v \). If \( i \) is a split monomorphism, \( P \) is
injective and we are done. It suffices to consider indecomposable projective modules $P$ and $Q$ with a non-split embedding $i : P \hookrightarrow Q$.

**Claim.** Suppose $P$ and $Q$ are indecomposable projective modules with $P = \text{rad}(Q)$. Then there exists a morphism $w : Y \to P$ with $w i = v$.

\[
\begin{array}{ccc}
0 & \longrightarrow & \text{rad}(Q) \\
\downarrow & & \downarrow \text{id} \\
Q & \longrightarrow & Q/\text{rad}(Q) \\
\end{array}
\]

Note that $Q/\text{rad}(Q)$ is simple. If $v$ is not surjective, $v p$ must be zero. Hence, there exists a $w : Y \to P$ as claimed. Suppose that $v$ is surjective and thus $Q$ a direct summand of $Y$. Then there exists an embedding $i : X' \to X$ of an indecomposable direct summand $X'$ of $X$ such that $i f v$ factors through $\text{rad}(Q)$. Since $\text{rad}(Q)$ is indecomposable projective, the assumption implies that $\text{rad}(Q)$ is a direct summand of $Y$. A contradiction. Thus, $v$ can not be surjective and the claim holds.

Now, assume that $P = \text{rad}^n(Q) \in \text{proj} A$ with $Q$ indecomposable projective. We finish the proof by induction on $n$. The case $n = 1$ holds by the claim above. Since $A$ is a Nakayama algebra, $\text{rad}^k(Q)$ must be projective for all $1 \leq k \leq n$. By induction hypothesis, $v : Y \to Q$ factors through $\text{rad}^{n-1}(Q)$. Using the claim for $\text{rad}^{n-1}(Q)$ instead of $Q$, we obtain that this morphism factors through $\text{rad}(\text{rad}^{n-1}(Q)) = \text{rad}^n(Q) = P$ and we are done. \hfill $\Box$

We note that the projective summand of the middle term in a perfect exact sequence is uniquely determined by the induced sequence in $\text{mod} A$.

**Lemma 2.15.** Suppose given two perfect exact sequences $0 \to X \xrightarrow{f_1} Y_1 \xrightarrow{g_1} Z \to 0$ and $0 \to X \xrightarrow{f_2} Y_2 \xrightarrow{g_2} Z \to 0$ in $\text{mod} A$.

If there exists a stable isomorphism $\beta : Y_1 \to Y_2$ such that $\beta g_2 = g_1$ in $\text{mod} A$, then the two sequences are isomorphic.

**Proof.** Using that both sequences are perfect exact, we may assume that $X$ and $Z$ have no projective direct summand. Otherwise, both sequences have an isomorphic split sequence as a direct summand.

Let $Y_i = M_i \oplus P_i$ with $P_i \in \text{proj} A$ and $M_i$ without projective direct summands for $i = 1, 2$. The stable isomorphism $\beta$ induces an isomorphism $\beta' : M_1 \cong M_2$ such that $\beta' g_2$ is equal to the restriction of $g_1$ to $M_1$. Since $P_1$ is projective, there exists a morphism $(\alpha \beta) : P_1 \to M_2 \oplus P_2$ such that the following diagram commutes with $\alpha$ induced by the universal property of the
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kernel.

\[0 \longrightarrow X \xrightarrow{f_1} M_1 \oplus P_1 \xrightarrow{g_1} Z \longrightarrow 0\]

\[0 \longrightarrow X \xrightarrow{f_2} M_2 \oplus P_2 \xrightarrow{g_2} Z \longrightarrow 0\]

By Lemma 1.5 we obtain that these two sequences are isomorphic.

\[\square\]

Remark 2.16. Let \(0 \to X \xrightarrow{(f \; u)} Y \oplus P \xrightarrow{(g \; v)} Z \to 0\) be a perfect exact sequence with \(P \in \text{proj} A\) and \(Y\) without projective direct summand. Then the previous lemma shows that \(P\) is uniquely determined up to isomorphism by the sequence \(X \xrightarrow{f} Y \xrightarrow{g} Z\).

We also need the following observation in the future. Let \(0 \to X \xrightarrow{(f \; u)} Y \oplus M \xrightarrow{(v \; w)} Z \to 0\) be a short exact sequence in mod \(A\). If \(0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0\) is another short exact sequence in mod \(A\), the two sequences are isomorphic since \(A\) is finite dimensional.

For our purposes, the next two results provide the key property of a perfect exact sequence. Under the equivalence \(\mathcal{F} : \text{mod} A \to \mathcal{L}_A\), perfect exact sequences in mod \(A\) correspond to distinguished triangles in \(\mathcal{K}(\text{proj} A)\).

Lemma 2.17. The following are equivalent for a sequence of complexes \(P^\bullet \xrightarrow{f^\bullet} Q^\bullet \xrightarrow{g^\bullet} R^\bullet\) in \(\mathcal{K}(\text{proj} A)\).

1. There exists a short exact sequence \(0 \to P^\bullet \xrightarrow{s^\bullet} Q^\bullet_1 \xrightarrow{t^\bullet} R^\bullet \to 0\) in \(\mathcal{C}(\text{proj} A)\) and an isomorphism \(\varphi^\bullet : Q^\bullet_1 \to Q^\bullet\) in \(\mathcal{K}(\text{proj} A)\) such that \(s^\bullet \varphi^\bullet = f^\bullet\) and \(\varphi^\bullet g^\bullet = t^\bullet\) in \(\mathcal{K}(\text{proj} A)\).

2. The sequence \(P^\bullet \xrightarrow{f^\bullet} Q^\bullet \xrightarrow{g^\bullet} R^\bullet\) is a distinguished triangle in \(\mathcal{K}(\text{proj} A)\).

Proof. Suppose that \(P^\bullet \xrightarrow{f^\bullet} Q^\bullet \xrightarrow{g^\bullet} R^\bullet \xrightarrow{h^\bullet} P^{\bullet +1}\) is a distinguished triangle in \(\mathcal{K}(\text{proj} A)\).

Write \(C^\bullet := C(h^\bullet)[-1] \in \mathcal{C}(\text{proj} A)\). By assumption, we have the following exact sequence.

\[0 \to P^\bullet \xrightarrow{(0 \; 1)^\bullet} C^\bullet \xrightarrow{(1 \; 0)^\bullet} R^\bullet \to 0\]

By construction of \(C^\bullet\) as the shifted mapping cone of \(h^\bullet\), there is an isomorphism \(C^\bullet \xrightarrow{\varphi^\bullet} Q^\bullet\) such that \(s^\bullet \varphi^\bullet = f^\bullet\) and \(\varphi^\bullet g^\bullet = t^\bullet\) in \(\mathcal{K}(\text{proj} A)\).

Conversely, suppose that there exists such an exact sequence \(0 \to P^\bullet \xrightarrow{f^\bullet} Q^\bullet_1 \xrightarrow{g^\bullet} R^\bullet \to 0\) in \(\mathcal{C}(\text{proj} A)\). Since \(R^k\) is projective for all \(k \in \mathbb{Z}\) the sequence splits in every degree via a morphism \(\sigma^k : R^k \to Q^k_1\), that is \(\sigma^k g^k = \text{id}^k_R\). Furthermore, there exists a morphism \(\chi^k : R^k \to P^{k+1}\) such
that the following diagram commutes.

\[
\begin{array}{ccc}
P^{k+1} & \xrightarrow{f^{k+1}} & \text{Im}(f^{k+1}) \\
\downarrow & & \downarrow \\
\chi^k \quad & & R^k \\
\end{array}
\]

\[d_R^k \sigma^{k+1} - \sigma^k d_Q^{k+1} \]

Note that \(\text{Im}(d_R^k \sigma^{k+1} - \sigma^k d_Q^{k+1}) \subseteq \text{Im}(f^{k+1})\) since \((d_R^k \sigma^{k+1} - \sigma^k d_Q^{k+1}) g^{k+1} = d_R^k - \sigma^k g^k d_R^k = 0\).

For \(k \in \mathbb{Z}\) we have

\[
(\chi^k d_P^{k+1} + d_R^k \chi^{k+1}) f^{k+2} = \chi^k f^{k+1} + d_R^k (d_Q^{k+1} \sigma^{k+2} - \sigma^{k+1} d_Q^{k+1})
\]

\[= d_R^k \sigma^{k+1} d_Q^{k+1} - \sigma^k d_Q^{k+1} d_Q^{k+1} = 0
\]

so that \(\chi^* d_{P[1]} = -\chi^* d_{P[1]} = d_R^k \chi^*[1]\) since \(f^*\) is injective. Thus, \(\chi^* : R^* \to P^*[1]\) is a morphism of complexes.

The differential of \(C^* := C(\chi^*)[-1] = R^* \oplus P^*\) is then given by

\[
d_C := \begin{pmatrix} d_R^k & -\chi^k \\ 0 & d_P^k \end{pmatrix}
\]

We show that the following is an isomorphism of short exact sequences with \(\sigma^* = (\sigma^k)_{k \in \mathbb{Z}}\).

\[
\begin{array}{ccccccccc}
0 & \rightarrow & P^* & \xrightarrow{(0\ 1)^*} & C^* & \xrightarrow{(1\ 0)} & R^* & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & P^* & \xrightarrow{f^*} & Q_1^* & \xrightarrow{g^*} & R^* & \rightarrow & 0
\end{array}
\]

By construction of \(\sigma^*\), this is a commutative diagram. It remains to show that \((\sigma^*)\) is a morphism of complexes. We calculate as follows for \(k \in \mathbb{Z}\).

\[
\begin{pmatrix} d_R^k & -\chi^k \\ 0 & d_P^k \end{pmatrix} \begin{pmatrix} \sigma^{k+1} \\ f^{k+1} \end{pmatrix} = \begin{pmatrix} d_R^k \sigma^{k+1} - \chi^k f^{k+1} \\ d_P^k f^{k+1} \end{pmatrix} = \begin{pmatrix} \sigma^k \\ f^k \end{pmatrix} d_Q^{k+1}
\]

In conclusion, \(R^* \xrightarrow{\chi^*} P^*[1] \to C^*[1] \to R^*[1] \) is a distinguished triangle which induces the following distinguished triangle.

\[P^* \to Q_1^* \to R^* \xrightarrow{\chi^*} P^*[1]\]

By assumption, this triangle is isomorphic to the sequence \(P^* \xrightarrow{f^*} Q^* \xrightarrow{g^*} R^* \xrightarrow{\chi^*} P^*[1]\) in \(\mathcal{K}(\text{proj } A)\).
The following proposition is based on [19, Proposition 3.6]. We will give a modified and expanded version of the proof found in [18, Lemma 2.7].

**Proposition 2.18 (Kato).** Suppose given a sequence \( X \xrightarrow{f} Y \xrightarrow{g} Z \) in \( \text{mod} \ A \) such that \( Y \) has no projective direct summand. The following are equivalent.

1. There exists a projective module \( P \) and morphisms \( p \) and \( q \) such that
   \[
   0 \to X \xrightarrow{(f \ p)} Y \oplus P \xrightarrow{(g \ q)} Z \to 0
   \]
is a perfect exact sequence in \( \text{mod} \ A \).

2. There exists a short exact sequence \( 0 \to F_X \xrightarrow{s} G^* \xrightarrow{q} F_Z \to 0 \) in \( \mathcal{C}(\text{proj} \ A) \) and an isomorphism \( \varphi^* : G^* \to F_Y \) in \( \mathcal{K}(\text{proj} \ A) \) such that \( s^* \varphi^* = f^* \) and \( \varphi^* g^* = t^* \) in \( \mathcal{K}(\text{proj} \ A) \).

3. The sequence \( F_X \xrightarrow{f} F_Y \xrightarrow{g} F_Z \to \) is a distinguished triangle in \( \mathcal{K}(\text{proj} \ A) \).

**Remark 2.19.** Suppose that \( 0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0 \) is a perfect exact sequence in \( \text{mod} \ A \). Let \( F_X \xrightarrow{f} F_Y \xrightarrow{g} F_Z \to \) be the induced sequence in \( \mathcal{L}_A \) obtained by applying the functor \( F \) of Theorem 2.6. The proposition above now states that this is a distinguished triangle in \( \mathcal{K}(\text{proj} \ A) \).

On the other hand, suppose that \( X^* \xrightarrow{f^*} Y^* \xrightarrow{g^*} Z^* \xrightarrow{h^*} \) \( X^*[1] \) is a distinguished triangle in \( \mathcal{K}(\text{proj} \ A) \) such that \( X^* \), \( Y^* \) and \( Z^* \) are elements of \( \mathcal{L}_A \). We have seen that this induces a short exact sequence \( 0 \to X^* \xrightarrow{s^*} C(h)^*[−1] \xrightarrow{l^*} Z^* \to 0 \) in \( \mathcal{C}(\text{proj} \ A) \). During the proof of the proposition we will show the following. Applying \( H^0(\tau_{\leq 0}(−)) \), the quasi-inverse of \( F \), induces a perfect exact sequence \( 0 \to H^0(\tau_{\leq 0} X^*) \to H^0(\tau_{\leq 0} C(h)^*) \to H^0(\tau_{\leq 0} Z^*) \to 0 \) in \( \text{mod} \ A \). Furthermore, we have \( H^0(\tau_{\leq 0} C(h)^*[−1]) \simeq H^0(\tau_{\leq 0} Y^*) \) in \( \text{mod} \ A \).

By Remark 2.5 and Remark 2.16, these constructions are mutually inverse up to isomorphism in \( \text{mod} \ A \) and \( \mathcal{K}(\text{proj} \ A) \) respectively. If the conditions in the proposition hold, the projective module \( P \) in (1) is uniquely determined up to isomorphism. Furthermore, we have that \( H^0(\tau_{\leq 0} G^*) \simeq Y \oplus P \) and \( G^* = C(h)^*[−1] \) where \( h^* : F_Z \to F_X^*[1] \).

**Proof of Proposition 2.18.** The equivalence of (2) and (3) is shown in Lemma 2.17.

Ad (1) \( \Rightarrow \) (2). We repeat the construction of Lemma 2.4 with a specific projective resolution of \( Y^* := Y \oplus P \). Suppose given minimal projective resolutions \( P^{\leq 0} \) of \( X \) and \( Q^{\leq 0} \) of \( Z \).

\[
\cdots \to P^{-2} \xrightarrow{d_x^2} P^{-1} \xrightarrow{d_x^1} P^0 \to 0
\]
\[
\cdots \to Q^{-2} \xrightarrow{d_x^2} Q^{-1} \xrightarrow{d_x^1} Q^0 \to 0
\]
The horseshoe lemma gives us the following projective resolution of $Y' = Y \oplus P$.

\[
\begin{array}{c}
\vdots \\
0 \rightarrow P^{-1} \rightarrow P^{-1} \oplus Q^{-1} \rightarrow Q^{-1} \rightarrow 0 \\
\downarrow d_{x}^{-1} \downarrow d_{y}^{-1} \downarrow d_{z}^{-1} \\
0 \rightarrow P^{0} \rightarrow P^{0} \oplus Q^{0} \rightarrow Q^{0} \rightarrow 0 \\
\downarrow \pi_{x} \downarrow \left( \begin{array}{c} a \\ b \end{array} \right) \downarrow \pi_{z} \\
0 \rightarrow X \rightarrow Y' \rightarrow Z \rightarrow 0
\end{array}
\]

with $d_{Y}^{k} = \begin{pmatrix} d_{X}^{k} & 0 \\ \sigma^{k} & d_{Z}^{k} \end{pmatrix}$ and a morphism $\sigma^{k} : Q^{k} \rightarrow P^{k+1}$ for $k \leq -1$ such that $d_{Y}^{k-1}d_{Y}^{k} = 0$.

Similarly, we construct projective resolutions of $X^*$, $(Y')^*$ and $Z^*$ in $A$-mod

\[
\begin{array}{c}
\vdots \\
0 \rightarrow Q^{2} \rightarrow Q^{2} \oplus Q^{2} \rightarrow P^{2} \rightarrow 0 \\
\downarrow d_{z}^{2} \downarrow d_{z}^{1} \downarrow d_{x}^{1} \downarrow d_{x}^{0} \\
0 \rightarrow Q^{1} \rightarrow Q^{1} \oplus Q^{1} \rightarrow P^{1} \rightarrow 0 \\
\downarrow \pi_{z} \downarrow \left( \begin{array}{c} a \\ b \end{array} \right) \downarrow \pi_{x} \\
0 \rightarrow Z^* \rightarrow (Y')^* \rightarrow X^* \rightarrow 0
\end{array}
\]

with $\tilde{d}_{Y}^{k} = \begin{pmatrix} \tilde{d}_{X}^{k} & \tilde{\sigma}^{k} \\ 0 & \tilde{d}_{Z}^{k} \end{pmatrix}$ and a morphism $\tilde{\sigma}^{k} : P^{k+1} \rightarrow Q^{k}$ for $k \geq 1$ such that $\tilde{d}_{Y}^{k+1}\tilde{d}_{Y}^{k} = 0$.

Applying $\text{Hom}_{A}(-, A)$ to the second diagram and combining it with the first yields

\[
\begin{array}{ccccccccccccc}
\vdots & \rightarrow & P^{-1} & \rightarrow & P^{0} & \rightarrow & P^{1,*} & \rightarrow & P^{2,*} & \rightarrow & \cdots \\
\downarrow (1 0) & & \downarrow (1 0) & & \downarrow (1 0) & & \downarrow (1 0) & & \downarrow (1 0) & & \cdots \\
\vdots & \rightarrow & P^{-1} \oplus Q^{-1} & \rightarrow & P^{0} \oplus Q^{0} & \rightarrow & P^{1,*} \oplus Q^{1,*} & \rightarrow & P^{2,*} \oplus Q^{2,*} & \rightarrow & \cdots \\
\downarrow (0 1) & & \downarrow (0 1) & & \downarrow (0 1) & & \downarrow (0 1) & & \downarrow (0 1) & & \cdots \\
\vdots & \rightarrow & Q^{-1} & \rightarrow & Q^{0} & \rightarrow & Q^{1,*} & \rightarrow & Q^{2,*} & \rightarrow & \cdots \\
\downarrow d_{x}^{-1} & & \downarrow d_{x}^{0} & & \downarrow d_{z}^{1} & & \downarrow d_{z}^{0} & & \downarrow d_{z}^{1} & & \cdots \\
\vdots & \rightarrow & X^* & \rightarrow & (Y')^* & \rightarrow & X^* & \rightarrow & \cdots \\
\end{array}
\]
with $d^0_X := \pi_X p^*_X$, $d^0_Z := \pi_Z p^*_Z$ and
\[
d^0_Y := \begin{pmatrix} \alpha a^* & \alpha b^* \\ \beta a^* & \beta b^* \end{pmatrix} = \begin{pmatrix} \pi_X f a^* & \pi_X f g p^*_Z \\ \beta a^* & \beta g p^*_Z \end{pmatrix} = \begin{pmatrix} d^0_X & 0 \\ \sigma^0 & d^0_Z \end{pmatrix}
\]
where $\sigma^0 := \beta a^*$. Write $d^k_X := \tilde{d}^k_X$, $d^k_Y := \tilde{d}^k_Y$, $d^k_Z := \tilde{d}^k_Z$ and $\sigma^k := \tilde{\sigma}^k$ for $k \geq 1$.

We obtain the complexes
\[
F^k_X = \begin{cases} P^k, & k \leq 0 \\ P^k = \oplus P^k, & k > 0 \end{cases} \quad G^k := \begin{cases} P^k \oplus Q^k, & k \leq 0 \\ P^k = \oplus Q^k, & k > 0 \end{cases} \quad F^k_Z = \begin{cases} Q^k, & k \leq 0 \\ Q^k = \oplus Q^k, & k > 0 \end{cases}
\]
with the differentials defined above. By construction, all three complexes are elements of $\mathcal{L}$. Additionally, we obtain two morphisms of complexes
\[
s^* := (1 \ 0)^* : F^*_X \to G^* \quad \text{and} \quad t^* := \begin{pmatrix} 0 \\ 1 \end{pmatrix} : G^* \to F^*_Z.
\]

We have the following.
\[
\begin{align*}
H^0(\tau_{\leq 0} F^*_X) & \simeq X \\
H^0(\tau_{\leq 0} G^*) & \simeq Y \oplus P^{st} \simeq Y \\
H^0(\tau_{\leq 0} F^*_Z) & \simeq Z
\end{align*}
\]
Moreover, $0 \to F^*_X \xrightarrow{s^*} G^* \xrightarrow{t^*} F^*_Z \to 0$ is an exact sequence of complexes. The stable isomorphism $Y \oplus P \to Y$ lifts to an isomorphism $\varphi^* : G^* \to F^*_X$ in $K(\text{proj} A)$ with $H^0(\tau_{\leq 0} \varphi^*) \simeq \text{id}_Y$. Lemma 2.3 now shows that $s^* \varphi^* = f^*$ and $\varphi^* g^* = t^*$ in $K(\text{proj} A)$.

Ad (2) $\Rightarrow$ (1). The short exact sequence $0 \to F^*_X \xrightarrow{s^*} G^* \xrightarrow{t^*} F^*_Z \to 0$ induces the following short exact sequence by applying $\tau_{\leq 0} (-)$.
\[
0 \to \tau_{\leq 0} F^*_X \xrightarrow{\tau_{\leq 0} s^*} \tau_{\leq 0} G^* \xrightarrow{\tau_{\leq 0} t^*} \tau_{\leq 0} F^*_Z \to 0
\]
This yields a short exact sequence of cohomology. Note that $H^{-1}(\tau_{\leq 0} F^*_Z) = 0$ since $F^*_Z \in \mathcal{L}$.
\[
0 \to X \xrightarrow{\delta} H^0(\tau_{\leq 0} G^*) \xrightarrow{t} Z \to 0
\]
Since $F^k_Z$ is projective for all $k \in \mathbb{Z}$, the sequence $0 \to F^*_X \xrightarrow{s^*} G^* \xrightarrow{t^*} F^*_Z \to 0$ splits in every degree. Therefore, $0 \to F^*_{Z^*} \xrightarrow{t^*} G^* \xrightarrow{t^*} F^*_X \to 0$ is also exact. As above, the sequence
\[
0 \to \tau_{\geq 1} F^*_{Z^*} \xrightarrow{\tau_{\geq 1} t^*} \tau_{\geq 1} G^* \xrightarrow{\tau_{\geq 1} t^*} \tau_{\geq 1} F^*_X \to 0
\]
induces a short exact sequence of homology using that \( H_2(F^*_X) = 0 \) since \( F^*_X \in L \).

\[
0 \to Z^* \to H_1(\tau_{\geq 1}G^*; \cdot) \to X^* \to 0
\]

Since \( G^* \in L \), we have \( H_1(\tau_{\geq 1}G^*; \cdot) = \text{Cok}(d'^*_G) = \text{Ker}(d'^*_G) \simeq \text{Cok}(d'^{-1}_G) = H^0(\tau_{\leq 0}G^*) \).

Therefore,

\[
0 \to X \xrightarrow{s} H^0(\tau_{\leq 0}G^*) \xrightarrow{\iota} Z \to 0
\]

is a perfect exact sequence.

We know that \( H^0(\tau_{\leq 0}G^*) \simeq Y \). Furthermore, via this isomorphism we have \( s \simeq f \) and \( t \simeq g \). Using that \( Y \) has no projective direct summand, Lemma 2.15 shows that the above sequence is isomorphic to

\[
0 \to X \xrightarrow{(f_P)} Y \oplus P \xrightarrow{(g_q)} Z \to 0
\]

for \( P \in \text{proj} A \) unique up to isomorphism. In particular, we have \( H^0(\tau_{\leq 0}G^*) \simeq Y \oplus P \). \( \square \)

**Example** in Chapter 7. For the algebra \( B \) in Section 7.1 we discuss a perfect exact sequences and its corresponding distinguished triangle in Example 7.2.

At the end of this section, we return to the pseudo-kernel and pseudo-cokernel of Definition 2.8 and discuss their relationship with perfect exact sequences. We start with two short exact sequences containing the pseudo-kernel given in [18]. For the proof of part (2), we follow [18, Lemma 3.6.(1)].

**Lemma 2.20.** Suppose given a morphism \( g : Y \to Z \) in \( \text{mod} A \). We have the following short exact sequences.

1. \( 0 \to \text{Ker}(g) \to Y \oplus F^0_Z \xrightarrow{\pi} Z \to 0 \) with \( \pi : F^0_Z \to Z \) the natural projection.

2. \( 0 \to \text{Ker}(g) \to \text{Ker}(g) \to L \to 0 \) with \( L = \text{Ker}(F^0_Z \to \text{Cok}(g)) \simeq \Omega(\text{Cok}(g)) \).

In particular, \( \text{Ker}(g) \simeq \text{Ker}(g) \oplus F^0_Z \) if \( g \) is surjective and \( \text{Ker}(g) \simeq \text{Ker}(F^0_Z \to \text{Cok}(g)) \) if \( g \) is injective.

**Proof.** The distinguished triangle \( F_Y^* \xrightarrow{g} F_Z^* \xrightarrow{h} C(g)^* \to \) induces a short exact sequence of complexes \( 0 \to C(g)^*[-1] \to C(h)^*[-1] \to F^*_Z \to 0 \). Applying \( H^0(\tau_{\leq 0}(-)) \) to this sequence, we obtain a short exact sequence \( 0 \to \text{Ker}(g) \to H^0(\tau_{\leq 0}(C(h)^*[-1])) \) \( \to Z \to 0 \) via the long exact cohomology sequence. We show that \( H^0(\tau_{\leq 0}(C(h)^*[-1])) \simeq Y \oplus F^0_Z \).
We have $H^0(\tau_{\leq 0}(C(h)^{[-1]})) = (F^0_Z \oplus F^0_Y \oplus F^{-1}_Z)/\text{Im}(d^{-2}_{C(h)})$ with

$$d^{-2}_{C(h)} = \begin{pmatrix} -d^{-1}_Z & 0 & 1 \\ 0 & -d^{-1}_Y & g^{-1} \\ 0 & 0 & d^{-2}_Z \end{pmatrix}.$$ 

We have mutually inverse isomorphism $\varphi : H^0(\tau_{\leq 0}(C(h)^{[-1]})) \to F^0_Z \oplus F^0_Y / \text{Im}(d^{-1}_Y)$ and $\psi : F^0_Z \oplus F^0_Y / \text{Im}(d^{-1}_Y) \to H^0(\tau_{\leq 0}(C(h)^{[-1]}))$ in mod $A$ defined as follows.

$$\varphi := \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ d^{-1}_Z & 0 \end{pmatrix}, \quad \psi := \begin{pmatrix} 1 & 0 & 0 \\ -g^0 & 1 & 0 \end{pmatrix}$$

Using that $F^0_Y / \text{Im}(d^{-1}_Y) \simeq Y$, part (1) follows.

We obtain the following commutative diagram with exact rows and columns. Let $L$ be the kernel of the morphism $F^0_Z \to \text{Cok}(g)$.

$$\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\downarrow & & & & & & & & \\
0 & \text{Ker}(g) & \longrightarrow & Y & \longrightarrow & \text{Im}(g) & \longrightarrow & 0 \\
\downarrow & & & & & & & & \\
0 & \text{Ker}(g) & \longrightarrow & Y \oplus F^0_Z & \longrightarrow & Z & \longrightarrow & 0 \\
\downarrow & & & & & & & & \\
0 & L & \longrightarrow & F^0_Z & \longrightarrow & \text{Cok}(g) & \longrightarrow & 0 \\
\downarrow & & & & & & & & \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}$$

We obtain a short exact sequence $0 \to \text{Ker}(g) \to \text{Ker}(g) \to L \to 0$. Recall that $F^0_Z$ is the projective cover of $Z$. If $g$ is surjective, we have $L \simeq F^0_Z$ and the sequence splits. \(\square\)

In general, the short exact sequence in (1) of Lemma 2.20 is not perfect exact. The situation is different for the pseudo-cokernel. The following is a special case of [19, Theorem 3.9] restricted to injective morphisms. We give a modified proof adapted to this situation.

**Proposition 2.21** (Kato). Suppose given an injective morphism $f : X \to Y$ in mod $A$.

We have $H^{-1}(C(f)^*) = 0$. Furthermore, there exists a perfect exact sequence

$$0 \to X \xrightarrow{(f \ d)} Y \oplus F^1_X \to \text{Cok}(f) \to 0.$$
Proof. Let $Z := \text{Cok}(f)$ and denote the induced short exact sequence as follows.

$$0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0.$$ \[\]

The morphisms $f$ and $g$ induce two distinguished triangles in $\mathcal{K}(\text{proj} \ A)$ and a morphism of complexes $\psi^* : C(f)^* \to F_Z^*$ making the following diagram commutative.

$$\begin{array}{ccc}
F_X^* & \xrightarrow{f^*} & F_Y^* \\
\downarrow \phi^* & & \downarrow \psi^* \\
C(g)^*[-1] & \xrightarrow{g^*} & F_Z^* \\
\end{array}$$

We obtain a morphism $\varphi^* : F_X^* \to C(g)^*[-1]$ with $H^0(\tau_{\leq 0} \varphi^*) : X \to \text{Ker}(g)$. Since $g$ is surjective, $H^0(\tau_{\leq 0} \varphi^*)$ is a stable isomorphism by Lemma 2.20. In particular, $F_X^* \simeq F_{\text{Ker}(g)}^*$ in $\mathcal{K}(\text{proj} \ A)$. Note that $\tau_{\leq 0} F_{\text{Ker}(g)}^*$ and $\tau_{\leq 0} (C(g)^*[-1])$ are projective resolutions of isomorphic modules and thus isomorphic themselves. As a result, we can assume that $\varphi^k = \text{id}$ for $k \leq 0$ up to isomorphism in $\mathcal{K}(\text{proj} \ A)$. In particular, we have $H^k(C(\varphi)^*) = 0$ for $k \leq 0$.

Consider the following commutative diagram of distinguished triangles.

$$\begin{array}{ccc}
F_X^* & \xrightarrow{f^*} & F_Y^* \\
\downarrow \phi^* & & \downarrow \psi^* \\
C(g)^*[1] & \xrightarrow{g^*} & F_Z^* \\
\end{array}$$

We obtain $C(\varphi)^*[1] \simeq C(\psi)^*$ so that $H^k(C(\psi)^*) = 0$ for $k < 0$. Now, the distinguished triangle

$$F_Z^* \to C(\psi)^* \to C(f)^*[1] \to$$

provides $H^{-1}(C(f)^*) = 0$ by Lemma 1.9. This implies $H^{-1}(C(f)^*) \in \mathcal{L}_A$; cf. Remark 2.7. In conclusion, we have a distinguished triangle

$$F_X^* \xrightarrow{f^*} F_Y^* \xrightarrow{h^*} F_X^*[1]$$

in $\mathcal{L}_A$ which induces a perfect exact sequence

$$0 \to X \to H^0(\tau_{\leq 0} (C(h)^*[1])) \to \text{Cok}(f) \to 0$$

in mod $A$ by Proposition 2.18. It remains to show that $H^0(\tau_{\leq 0} (C(h)^*[1])) \simeq Y \oplus F_X^1$. 


We have $H^0(\tau_{\leq 0} (C(h)^*[-1])) = (F_X^1 \oplus F_Y^0 \oplus F_X^0) / \text{Im}(d_{C(h)}^{-1})$ with
\[
d_{C(h)}^{-1} = \begin{pmatrix}
  d_X^0 & -f^0 & -1 \\
  0 & -d_Y^{-1} & 0 \\
  0 & 0 & d_X^{-1}
\end{pmatrix}.
\]

We have mutually inverse isomorphisms $\varphi : H^0(\tau_{\leq 0} (C(h)^*[-1])) \to F_X^1 \oplus F_Y^0 / \text{Im}(d_Y^{-1})$ and $\psi : F_X^1 \oplus F_Y^0 / \text{Im}(d_Y^{-1}) \to H^0(\tau_{\leq 0} (C(h)^*[-1]))$ in mod $A$ defined as follows.
\[
\varphi := \begin{pmatrix}
  1 & 0 \\
  0 & 1 \\
  d_X^0 & -f^0
\end{pmatrix}, \quad \psi := \begin{pmatrix}
  1 & 0 & 0 \\
  0 & 1 & 0
\end{pmatrix}
\]

Using that $F_Y^0 / \text{Im}(d_Y^{-1}) \simeq Y$, the result follows.

Let $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ be a short exact sequence in mod $A$. We have seen that every monomorphism can be completed to a perfect exact sequence.
\[
0 \to X \xymatrix{ \ar[r]^{(f \ d)} & } Y \oplus F_X^1 \xrightarrow{c} \text{Cok}(f) \to 0.
\]

This induces a morphism $c : \text{Cok}(f) \to Z$ such that the following diagram commutes.
\[
\begin{array}{c}
0 \longrightarrow X \xymatrix{ \ar[r]^{(f \ d)} & } Y \oplus F_X^1 \xrightarrow{c} \text{Cok}(f) \xrightarrow{} 0 \\
0 \ar@{=}[u] \xymatrix{ \ar[r]^f & } Y \xrightarrow{g} Z \ar[d]^c \xrightarrow{} 0 \\
\end{array}
\]

The morphism $c$ can be used to characterize perfect exact sequences. The short exact sequence in the following lemma and its proof can be found in [18, Lemma 3.6.(2)].

**Lemma 2.22.** Suppose given a short exact sequence $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ in mod $A$.

There exists a short exact sequence of the form
\[
0 \to F_X^1 \xrightarrow{c} \text{Cok}(f) \xrightarrow{} Z \to 0.
\]

Moreover, $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ is a perfect exact sequence if and only if $\text{Cok}(f)$ and $\text{Cok}(f)$ are stably isomorphic in mod $A$.

**Proof.** Let $L := \text{Ker}(c)$. The following commutative diagram with exact rows and columns...
shows that $L \cong F^1_X \in \text{proj} \, A$.

Let $\varphi : \text{Cok}(f) \to Z$ be a stable isomorphism. Recall that $\text{Cok}(f) = H^0(\tau_{\leq 0} C(f)^*)$. In the distinguished triangle $F^*_X \to F^*_Y \to C(f)^* \to$, we have $C(f)^* \in \mathcal{L}_A$ by Proposition 2.21. Now, $\varphi$ induces an isomorphism $\varphi^* : C(f)^* \to F^*_Z$ in $\mathcal{L}_A$ so that $F^*_X \to F^*_Y \to F^*_Z \to$ is also a distinguished triangle via a morphism $\tilde{g}^* : F^*_Y \to F^*_Z$.

\[
\begin{array}{ccccccccc}
F^*_X & \xrightarrow{f^*} & F^*_Y & \xrightarrow{\varphi^*} & C(f)^* & \xrightarrow{} & \\
\downarrow & & \downarrow & & \downarrow \varphi^* & & \\
F^*_X & \xrightarrow{f^*} & F^*_Y & \xrightarrow{\tilde{g}^*} & F^*_Z & \xrightarrow{} & \\
\end{array}
\]

By Proposition 2.18, we obtain a perfect exact sequence $0 \to X \xrightarrow{(f, p)} Y \oplus P \to Z \to 0$ in $\text{mod} \, A$. Using Remark 2.16 we see that this perfect exact sequence is isomorphic to the short exact sequence $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$.

On the other hand, if $0 \to X \to Y \to Z \to 0$ is perfect exact, then

\[
\begin{array}{ccccccccc}
F^*_X & \xrightarrow{f^*} & F^*_Y & \xrightarrow{} & F^*_Z & \xrightarrow{} & \\
\downarrow & & \downarrow & & \downarrow \varphi^* & & \\
F^*_X & \xrightarrow{f^*} & F^*_Y & \xrightarrow{\tilde{g}^*} & F^*_Z & \xrightarrow{} & \\
\end{array}
\]

is a distinguished triangle with $F^*_Z \cong C(f)^*$ in $\mathcal{L}_A$. Hence, $\text{Cok}(f) = H^0(\tau_{\leq 0} C(f)^*) \cong Z$ via $c$ by Lemma 2.3.

**Example** in Chapter 7. For the algebra $B$ in Section 7.1 we calculate the pseudo-cokernel of a morphism and the corresponding short exact sequences in Example 7.3. Furthermore, we illustrate that the perfect exact sequence in Proposition 2.21 can be quite different from the original short exact sequence in case that $\text{Cok}(f)$ and $\text{Cok}(f)$ are not stably isomorphic.

For more details on the pseudo-kernel and pseudo-cokernel see [18] and [19, Section 2]. Moreover, both are used in [19, Section 4] to further characterize morphisms which are stably equiv-
alent to a monomorphism. In the context of commutative Gorenstein rings, Kato shows that a morphism is stably equivalent to a monomorphism if and only if its kernel is a submodule of a free module. We will go in a different direction and focus on perfect exact sequences.

2.3 Perfect exact sequences with projective middle term

Perfect exact sequences with projective middle term are of special importance for us. The corresponding distinguished triangle is induced by the shift in $\mathcal{K}(\text{proj } A)$. The next lemma focuses on the ending term of such a perfect exact sequence.

**Lemma 2.23.** The following are equivalent for $Z \in \text{mod } A$.

1. $\text{Ext}_A^1(Z, A) = 0$
2. There exists a perfect exact sequence $0 \to X \to P \to Z \to 0$ with $P \in \text{proj } A$.
3. Every short exact sequence ending in $Z$ is perfect exact.
4. $F_Z[-1] \in \mathcal{L}_A$

**Proof.** Suppose given a short exact sequences $0 \to X \to Y \to Z \to 0$ in $\text{mod } A$. Applying $\text{Hom}_A(-, A)$, we obtain the following exact sequence.

$$0 \to \text{Hom}_A(Z, A) \to \text{Hom}_A(Y, A) \to \text{Hom}_A(X, A) \to \text{Ext}_A^1(Z, A) \to \text{Ext}_A^1(Y, A)$$

Thus, the short exact sequence is perfect exact if $\text{Ext}_A^1(Z, A) = 0$. If in addition $Y$ is projective, then the converse holds as well. Note that there always is a short exact sequence of the form $0 \to X \to P \to Z \to 0$ with $P$ the projective cover of $Z$.

We verify the equivalence of (2) and (4). Consider the following distinguished triangle in $\mathcal{K}(\text{proj } A)$.

$$F_Z[-1] \to 0 \to F_Z^* \to$$

By Proposition 2.18, $F_Z^*[-1] \in \mathcal{L}_A$ if and only if we have a perfect exact sequence

$$0 \to X \to P \to Z \to 0$$

in $\text{mod } A$ with $P \in \text{proj } A$ and $X := H^0(\tau_{<0} F_Z^*[-1])$. In this case, $F_Z^*[-1] \simeq F_X^* \in \mathcal{L}_A$. 

Now, we consider the starting term of a perfect exact sequence with projective middle term. We are mainly interested in the case of simple modules.
Recall that $F_X^0$ is the projective cover of $X \in \text{mod} \ A$. If $F_X^1 = 0$, the complex $F_X^\ast$ is the minimal projective resolution of $X$.

**Lemma 2.24.** The following are equivalent for $X \in \text{mod} \ A$.

1. $F_X^\ast[1] \in \mathcal{L}_A$.
2. $H^0(F^\ast) = 0$.
3. There exists an embedding $X \hookrightarrow A$.
4. There exists a perfect exact sequence $0 \to X \to P \to Z \to 0$ in $\text{mod} \ A$ with $P \in \text{proj} \ A$.

Furthermore, (1), (2), (3) and (4) imply the following equivalent conditions.

5. $X^\ast \neq 0$.
6. $\nu(X) \neq 0$.
7. $F_X^1 \neq 0$.

If $X$ is simple, all seven conditions are equivalent.

**Proof.** If $F_X^\ast[1] \in \mathcal{L}_A$, we have $H^0(F^\ast) = 0$. In this case, $X = \text{Cok}(d_X^{-1}) \simeq \text{Im}(d_X^0)$ which embeds into $F_X^1 \in \text{proj} \ A$.

Suppose that $f : X \hookrightarrow A$ is injective. By Proposition 2.21, we obtain a perfect exact sequence of the following form.

$$0 \to X \to A \oplus F_X^1 \to \text{Cok}(f) \to 0$$

Since $A \oplus F_X^1 \in \text{proj} \ A$, part (4) follows.

By Proposition 2.18, a perfect exact sequence

$$0 \to X \to P \to Z \to 0$$

induces the following distinguished triangle in $\mathcal{L}_A$.

$$F_X^\ast \to 0 \to F_Z^\ast \to$$

In this case, $F_X^\ast[1] \simeq F_Z^\ast \in \mathcal{L}_A$. This shows the equivalence of (1), (2), (3) and (4).

There is nothing to show for the implication (3) $\Rightarrow$ (5). Since $\nu(X) = \text{DHom}_A(X, A) = 0$ if and only if $\text{Hom}_A(X, A) = 0$, conditions (5) and (6) are equivalent. Using that $\tau_{\geq 1}F_X^{\ast \ast}$ is the minimal projective resolution of $X^\ast$, we obtain the equivalence of (5) and (7).

If $X$ is simple, condition (5) implies condition (3).
If it exists, there is only one perfect exact sequence without split summands starting in a module $X$ which has projective middle term. A more general result for morphisms stably equivalent to a monomorphism has been shown as part of [19, Theorem 3.9].

**Lemma 2.25.** Suppose given $X \in \text{mod } A$ such that there exists a perfect exact sequence starting in $X$ with projective middle term.

The short exact sequence $0 \rightarrow X \xrightarrow{d} F_X^1 \rightarrow \text{Cok}(d) \rightarrow 0$ is perfect exact in $\text{mod } A$. Every perfect exact sequence starting in $X$ with projective middle term is isomorphic to a direct sum of this sequence and a split exact sequence of projective modules.

**Proof.** By assumption, Lemma 2.24 shows that $F_X^*[1] \in \mathcal{L}_A$. As a consequence, we have that $X = \text{Cok}(d_X^{-1}) \cong \text{Im}(d_X^0)$ is a submodule of $F_X^1$. In particular, $0 \rightarrow X \xrightarrow{d} F_X^1 \rightarrow \text{Cok}(d) \rightarrow 0$ is a perfect exact sequence since $d^*: F_X^{1*} \rightarrow X^*$ is surjective.

Suppose given a perfect exact sequence $0 \rightarrow X \xrightarrow{f} P \xrightarrow{g} Z \rightarrow 0$ in $\text{mod } A$ with $P \in \text{proj } A$. Recall that $d^*: F_X^{1*} \rightarrow X^*$ is the projective cover of $X^*$. We obtain a morphism $s: F_X^1 \rightarrow P$ with $ds = f$. We also have that $f^*: P^* \rightarrow X^*$ is surjective. Therefore, $s^*: P^* \rightarrow F_X^{1*}$ is a split epimorphism which implies that $s: F_X^1 \rightarrow P$ is a split monomorphism. This induces a morphism of short exact sequences and the following commutative diagram with exact rows and columns.

\[
\begin{array}{c}
0 & \rightarrow & X & \xrightarrow{d} & F_X^1 & \xrightarrow{s} & \text{Cok}(d) & \rightarrow & 0 \\
\downarrow & & \downarrow{s} & & \downarrow{t} & & \downarrow & & \downarrow{t} \\
0 & \rightarrow & X & \xrightarrow{f} & P & \xrightarrow{g} & Z & \rightarrow & 0 \\
\end{array}
\]

We obtain an isomorphism $\text{Cok}(s) \cong \text{Cok}(t)$. Note that $\text{Cok}(s)$ is projective as a direct summand of $P$. Moreover, since $s$ is a split monomorphism, so is $t$.

Finally, we note the following characterization of an algebra with positive dominant dimension. Recall that $\nu(F_S^0)$ is the injective hull of $S$ if $S \in \text{mod } A$ is simple.

**Lemma 2.26.** Let $S \neq 0$ be a simple $A$-module. Then $\nu(F_S^0) \not\in \mathcal{P}_A$ if $\nu(S) = 0$. Moreover, $\text{domdim } A \geq 1$ if and only if $\nu(S) = 0$ for all simple $A$-modules $S \neq 0$ with $\nu(F_S^0) \not\in \mathcal{P}_A$.

**Proof.** Suppose $\nu(F_S^0) \in \mathcal{P}_A$. Then $\text{Hom}_A(S, \nu(F_S^0)) \neq 0$ with $\nu(F_S^0) \in \text{proj } A$. By Lemma 2.24 we obtain that $\nu(S) \neq 0$.

Now, suppose that $\text{domdim } A \geq 1$ and let $S$ be a simple $A$-module with $\nu(S) \neq 0$. Then there exists a $P \in \text{proj } A$ with $\text{Hom}_A(S, P) \neq 0$ by Lemma 2.24. By assumption, $P$ embeds into
a projective-injective module $Z$. However, this means that the injective hull $\nu(F_S^0)$ of $S$ is a
direct summand of $Z \in \mathcal{P}_A$.

Conversely, suppose that $\nu(S) = 0$ for all simple $A$-modules $S \neq 0$ with $\nu(F_S^0) \notin \mathcal{P}_A$.
Suppose given $Q \in \text{proj}
\ A$ not injective with injective hull $\nu P$ for some $P \in \text{proj}
\ A$. For every $S$
in $\text{soc}(Q) = \text{soc}(\nu P)$ we have that $\nu(S) \neq 0$ by Lemma 2.24 and therefore $\nu(F_S^0) \in \mathcal{P}_A$ by
assumption. Hence, $\nu(P) = \bigoplus_{S \mid \text{soc}(\nu(P))} \nu(F_S^0) \in \mathcal{P}_A$ which was the injective hull of $Q$. We
obtain $\text{domdim}
\ A \geq 1$.

\textbf{Example} in Chapter 7. We illustrate some of the previous results in Example 7.4 for the
algebra $B$ of Section 7.1.
Let $k$ be a field. Let $A$ and $B$ be finite dimensional $k$-algebras without semisimple summands. Throughout this chapter, we will denote the almost split sequence starting in an indecomposable non-injective $A$-module $X$ as follows.

$$0 \to X \to E_X \to \tau^{-1}(X) \to 0$$

This chapter is dedicated to examine what happens to perfect exact sequences under stable equivalences $\text{mod } A \to \text{mod } B$. Being perfect exact can be seen as a property of a given sequence in $\text{mod } A$. For later use, we introduce the following shortened notion for stable equivalences that preserve this property.

**Definition 3.1.** Let $\eta : 0 \to X \xrightarrow{f} Y \oplus P \xrightarrow{g} Z \to 0$ be a perfect exact sequence in $\text{mod } A$ without split summands such that $P$ is projective and $Y$ has no projective direct summand. We say that a functor $\alpha : \text{mod } A \to \text{mod } B$ preserves the perfect exact sequence $\eta$ if there exists a perfect exact sequence

$$0 \to \alpha(X) \xrightarrow{\tilde{f}} \alpha(Y) \oplus \tilde{P} \xrightarrow{\tilde{g}} \alpha(Z) \to 0$$

in $\text{mod } B$ with $\tilde{P} \in \text{proj } B$ such that $\tilde{f} \simeq \alpha(f)$ and $\tilde{g} \simeq \alpha(g)$ in $\text{mod } B$.

We will see later that stable equivalences of Morita type preserve perfect exact sequences; cf. Lemma 5.5. For now, we can show that a stable equivalence preserves perfect exact sequences with projective middle term if the stable equivalence and its quasi-inverse are induced by an exact functor. Furthermore, an exact functor preserves arbitrary perfect exact sequences if and only if it preserves the pseudo-cokernel discussed in the previous chapter; cf. Definition 2.8. In this case, the exact functor maps perfect exact sequences to perfect exact sequences; cf. Remark 2.16.
Proposition 3.2. Let $A M_B$ be a bimodule which is projective as left $A$- and right $B$-module such that $- \otimes_A M : \text{mod} \, A \to \text{mod} \, B$ is an exact functor which induces a stable equivalence $\text{mod} \, A \to \text{mod} \, B$.

(1) The following are equivalent.

(i) The functor $- \otimes_A M$ preserves perfect exact sequences with projective middle term.

(ii) For all $Z \in \text{mod} \, A$ we have $\text{Ext}_B^1(Z \otimes_A M, B) = 0$ if $\text{Ext}_A^1(Z, A) = 0$.

(2) If there is a bimodule $B L_A$ which is projective as left $B$- and right $A$-module and which induces the inverse stable equivalence, then the equivalent conditions of part (1) hold.

(3) The functor $- \otimes_A M$ preserves a perfect exact sequence $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ if and only if there exists a stable isomorphism $\text{Cok}(f \otimes M) \cong \text{Cok}(f) \otimes_A M$ in $\text{mod} \, B$.

Proof. Ad (1). Suppose given $Z \in \text{mod} \, A$ with $\text{Ext}_A^1(Z, A) = 0$. We have seen in Lemma 2.23 that in this case there exists a perfect exact sequence ending in $Z$ with projective middle term. Thus, (i) implies that there also is a perfect exact sequence in $\text{mod} \, B$ with ending term $Z \otimes_A M$ and projective middle term. Using Lemma 2.23 again, we obtain $\text{Ext}_B^1(Z \otimes_A M, B) = 0$. This shows the implication (i) $\Rightarrow$ (ii).

On the other hand, suppose that $0 \to X \to P \to Z \to 0$ is a perfect exact sequence in $\text{mod} \, A$ with $P \in \text{proj} \, A$. Then $\text{Ext}_A^1(Z, A) = 0$ so that (ii) implies $\text{Ext}_B^1(Z \otimes_A M, B) = 0$. Now, by Lemma 2.23, every short exact sequence ending in $Z \otimes_A M$ is perfect exact. In particular, this holds for the induced short exact sequence $0 \to X \otimes_A M \to P \otimes_A M \to Z \otimes_A M \to 0$. Therefore, the implication from (ii) to (i) holds as well.

Ad (2). We show condition (ii) of part (1). Suppose given $Z \in \text{mod} \, A$ with $\text{Ext}_A^1(Z, A) = 0$. We write $Z' := Z \otimes_A M \in \text{mod} \, B$. Let $0 \to B \to Y' \xrightarrow{g'} Z' \to 0$ be a short exact sequence in $\text{Ext}_B^1(Z \otimes_A M, B)$. Since $- \otimes_B L$ is exact, we obtain the following short exact sequence.

\[ 0 \to B \otimes_B L \to Y' \otimes_B L \xrightarrow{g' \otimes L} Z' \otimes_B L \to 0 \]

Note that $Z' \otimes_B L = Z \otimes_A M \otimes_B L \cong Z$ in $\text{mod} \, A$ and $B \otimes_B L_A \cong L_A \in \text{proj} \, A$. Using that $\text{Ext}_A^1(Z, A) = 0$, this implies that $g' \otimes_B L$ is a split epimorphism with projective kernel. By Lemma 1.4, we obtain that $g' \otimes_B L$ is a stable isomorphism. As a consequence, $g' \otimes_B L \otimes_A M$ is a stable isomorphism as well. Using that $g' \otimes_B L \otimes_A M \cong g'$ in $\text{mod} \, B$ and that $g'$ is surjective, we obtain that $g'$ is a split epimorphism by Lemma 1.4. In conclusion, $\text{Ext}_B^1(Z \otimes_A M, B) = 0$.

Ad (3). Suppose that $\eta : 0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ is a perfect exact sequence. Using Lemma 2.22, $- \otimes_A M$ preserves the perfect exact sequence if and only if there is a stable isomorphism $\text{Cok}(f \otimes M) \cong \text{Cok}(f \otimes M)$. The same lemma provides a stable isomorphism $\varphi : \text{Cok}(f) \to Z$.
in mod $A$ since $\eta$ is perfect exact. This induces a stable isomorphism $\text{Cok}(f) \otimes_A M \cong Z \otimes_A M$. Using that $- \otimes_A M$ is right exact, we have the following.

$$\text{Cok}(f) \otimes_A M \cong Z \otimes_A M \cong \text{Cok}(f) \otimes_{A} M \cong \text{Cok}(f \otimes M)$$

In conclusion, we have that $\text{Cok}(f \otimes M) \cong \text{Cok}(f \otimes M)$ if and only if $\text{Cok}(f \otimes M) \cong \text{Cok}(f \otimes M)$ in mod $B$.

For an arbitrary stable equivalence to preserve perfect exact sequences, we have to at least exclude short exact sequences that start with a node; see also Example 7.15. We recall the definition of a node. See [31] for more details.

**Definition 3.3.** A simple $A$-module $S$ is called a *node* if it is neither projective nor injective and the middle term $E_S$ of the almost split sequence starting in $S$ is projective.

We will use the following immediate characterization of a node; see also [4, Proposition 2.5].

**Lemma 3.4.** Suppose given an almost split sequence with $X$ not injective.

$$0 \to X \overset{f}{\to} E_X \overset{g}{\to} Z \to 0$$

(1) We have $f = 0$ in mod $A$ if and only if $X$ or $E_X$ is projective. We have $g = 0$ in mod $A$ if and only if $Z$ or $E_X$ is projective.

(2) Suppose that $X$ is simple and not projective. Then $X$ is a node if and only if $f = 0$.

**Proof.** Ad (1). It immediately follows that $f = 0$ if $X$ or $E_X$ is projective. Suppose that $f = 0$. Then there exists a projective module $P \in \text{proj} A$ and morphisms $u : X \to P$ and $v : P \to E_X$ such that $f = uv$. Since $f$ is irreducible, either $u$ is a split monomorphism or $v$ a split epimorphism. Thus, either $X$ or $E_X$ is projective.

Similarly we obtain that $g = 0$ if and only if $Z$ or $E_X$ is projective since $g$ is irreducible as well.

Ad (2). Since $X$ is neither projective nor injective, $X$ is a node if and only if $E_X$ is projective. The result now follows from part (1).

We also use that a node cannot be a direct summand of the middle term in an almost split sequence.

**Lemma 3.5.** Suppose given an almost split sequence $0 \to X \overset{f}{\to} E_X \overset{g}{\to} Z \to 0$ in mod $A$.

The middle term $E_X$ does not have a node as a direct summand.
Proof. Assume that \( \iota : N \hookrightarrow E_X \) is the embedding of a direct summand such that \( N \) is a node. We have an almost split sequence

\[
0 \rightarrow N \overset{s}{\rightarrow} E_N \overset{\iota}{\rightarrow} \tau^{-1}(N) \rightarrow 0
\]

starting in \( N \) with \( E_N \) projective. The morphism \( \iota \circ g : N \rightarrow Z \) factors through \( s \) via a morphism \( u : E_N \rightarrow Z \), that is \( \iota \circ g = s \circ u \). Since \( \iota \circ g \) and \( s \) are irreducible, we obtain that \( u \) is a split monomorphism. Thus, \( E_N \) is a projective direct summand of \( Z \). A contradiction. \( \Box \)

In [4, Proposition 3.5], Auslander and Reiten provide the following result for the case of short exact sequences using functor categories. This was later generalized to a larger class of short exact sequences in [33, Theorem 1.7] by Martínez-Villa.

**Theorem 3.6** (Auslander, Reiten). Let \( \alpha : \text{mod} \ A \rightarrow \text{mod} \ B \) be a stable equivalence.

Let \( 0 \rightarrow X \overset{f}{\rightarrow} Y \oplus P \overset{g}{\rightarrow} Z \rightarrow 0 \) be a short exact sequence in \( \text{mod} \ A \) without split summands such that \( X \) is indecomposable, \( P \in \text{proj} \ A \) and \( Y \) has no projective direct summand.

If \( X \) is not a node and not projective, there exists a short exact sequence

\[
0 \rightarrow \alpha(X) \overset{\tilde{f}}{\rightarrow} \alpha(Y) \oplus \tilde{P} \overset{\tilde{g}}{\rightarrow} \alpha(Z) \rightarrow 0
\]

in \( \text{mod} \ B \) with \( \tilde{P} \in \text{proj} \ B \) such that \( \alpha(f) \simeq \tilde{f} \) and \( \alpha(g) \simeq \tilde{g} \) in \( \text{mod} \ B \).

We aim to prove a similar result for perfect exact sequences. However, our method follows an algorithmic approach. A perfect exact sequence will be linked to an associated almost split sequence by a series of intermediate perfect exact sequences. For this series to end, we additionally have to assume a finiteness condition on the morphisms in the perfect exact sequence.

### 3.1 Construction of perfect exact sequences

In this section, we give two methods to construct perfect exact sequences from existing ones. We start with a construction via pushout and pullback which will be used to merge a perfect exact sequence with an almost split sequence.

**Lemma 3.7.** Suppose given a short exact sequence \( 0 \rightarrow X \overset{f}{\rightarrow} Y \overset{g}{\rightarrow} Z \rightarrow 0 \) in \( \text{mod} \ A \).

1. Let \( 0 \rightarrow X \overset{u}{\rightarrow} U \overset{v}{\rightarrow} V \rightarrow 0 \) be a short exact sequence in \( \text{mod} \ A \) such that \( f = u \circ \alpha \) via a morphism \( \alpha : U \rightarrow Y \). Then there exists a short exact sequence such that the following
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If $0 \to X \xrightarrow{u} U \xrightarrow{v} V \to 0$ and the upper row of this diagram are perfect exact, then so is the lower row.

(2) Let $0 \to U \xrightarrow{u} V \xrightarrow{v} Z \to 0$ be a short exact sequence in $\text{mod} A$ such that $g = \alpha v$ via a morphism $\alpha : Y \to V$. Then there exists a short exact sequence such that the following diagram commutes.

If $0 \to U \xrightarrow{u} V \xrightarrow{v} Z \to 0$ and the lower row of this diagram are perfect exact, then so is the upper row.

Proof. Ad (1). For now, we only show the existence of the short exact sequence. We verify that the following is a pushout-square.

By assumption, this diagram commutes. Suppose given $T \in \text{mod} A$ together with morphism $t_1 : Y \to T$ and $t_2 : U \to T$ such that $f t_1 = u t_2$. We construct $\varphi : Y \oplus V \to T$ such that the following diagram commutes.
We have \( u(t_2 - \alpha t_1) = u t_2 - f t_1 = 0 \). Hence, there exists a unique \( \beta : V \to T \) such that \( v \beta = t_2 - \alpha t_1 \).

\[
\begin{array}{c}
X \\ \downarrow^{t_2-\alpha t_1} \\
T \\
\end{array}
\begin{array}{c}
U \\ \downarrow^\beta \\
V \\
\end{array}
\]

This yields a unique \( \varphi = \begin{pmatrix} t_1 \\ \beta \end{pmatrix} \) such that the diagram above commutes. In conclusion, letting \( T := Z \), the pushout-square induces the following commutative diagram with exact rows.

\[
\begin{array}{c}
0 \\
\downarrow \\
U \\
\downarrow \\
0 \\
\end{array}
\begin{array}{c}
X \\ \downarrow^f \\
Y \\
\downarrow^g \\
Z \\
\end{array}
\begin{array}{c}
V \\
\downarrow^h \\
Z \\
\end{array}
\begin{array}{c}
0 \\
\end{array}
\]

\( Ad (2) \). For now, we only show the existence of the short exact sequence. We verify that the following is a pullback-square.

\[
\begin{array}{c}
U \oplus Y \\ \downarrow \begin{pmatrix} u \\ \alpha \end{pmatrix} \\
Y \\
\downarrow \begin{pmatrix} v \\ 0 \end{pmatrix} \\
V \\
\end{array}
\]

By assumption, this diagram commutes. Suppose given \( T \in \text{mod} \mathcal{A} \) together with morphism \( t_1 : T \to V \) and \( t_2 : T \to Y \) such that \( t_1 v = t_2 g \). We construct \( \varphi : T \to U \oplus Y \) such that the following diagram commutes.

\[
\begin{array}{c}
T \\ \downarrow \varphi \\
U \oplus Y \\
\downarrow \begin{pmatrix} 0 \\ 1 \end{pmatrix} \\
Y \\
\downarrow g \\
Z \\
\end{array}
\begin{array}{c}
V \\
\downarrow v \\
Z \\
\end{array}
\]

We have \((t_1 - t_2 \alpha)v = t_1 v - t_2 g = 0\). Hence, there exists a unique \( \beta : T \to U \) such that \( \beta u = t_1 - t_2 \alpha \).

\[
\begin{array}{c}
U \\ \downarrow^{t_1-\alpha t_1} \\
T \\
\end{array}
\begin{array}{c}
V \\ \downarrow^v \\
Z \\
\end{array}
\begin{array}{c}
V \\
\downarrow v \\
Z \\
\end{array}
\]

This yields a unique \( \varphi = \begin{pmatrix} \beta \\ t_2 \end{pmatrix} \) such that the diagram above commutes. In conclusion, letting
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$T := X$, the pullback-square induces the following commutative diagram with exact rows.

\[
\begin{array}{ccc}
0 & \rightarrow & X \xrightarrow{(\beta f)} U \oplus Y \xrightarrow{(u \alpha)} V \rightarrow 0 \\
& & \downarrow \quad \downarrow \quad \downarrow v \\
0 & \rightarrow & X \xrightarrow{f} Y \xrightarrow{g} Z \rightarrow 0
\end{array}
\]

**Perfect exact sequences.** Suppose that $0 \rightarrow X \xrightarrow{f} Y \xrightarrow{g} Z \rightarrow 0$ is a perfect exact sequence. That is, $0 \rightarrow Z^* \xrightarrow{g^*} Y \xrightarrow{f^*} X^* \rightarrow 0$ is exact in $A$-mod. If additionally, $0 \rightarrow V^* \xrightarrow{V^*} U^* \xrightarrow{u^*} X^* \rightarrow 0$ is exact, we can apply (2) for left $A$-modules to obtain the following exact sequence.

\[
0 \rightarrow Z^* \xrightarrow{(\beta^* g^*)} V^* \oplus Y^* \xrightarrow{(\alpha^*)} U^* \rightarrow 0
\]

Hence, $0 \rightarrow U \xrightarrow{(\alpha v)} Y \oplus V \xrightarrow{(g w)} Z \rightarrow 0$ is perfect exact. Similarly, if $0 \rightarrow U \xrightarrow{u} V \xrightarrow{v} Z \rightarrow 0$ is perfect exact, applying part (1) for left $A$-modules yields the following perfect exact sequence.

\[
0 \rightarrow X \xrightarrow{(\beta f)} U \oplus Y \xrightarrow{(u \alpha)} V \rightarrow 0
\]

This concludes the proof. $\square$

The next construction via the snake lemma will be used to reverse the process of the previous lemma.

**Lemma 3.8.** The following holds.

1. Suppose given two short exact sequences in $\text{mod } A$ of the following form.

\[
0 \rightarrow X \xrightarrow{(s t)} U \oplus P \xrightarrow{(t \pi)} V \rightarrow 0
\]

\[
0 \rightarrow U \xrightarrow{(v t)} Y \oplus V \xrightarrow{(g w)} Z \rightarrow 0
\]

Then $0 \rightarrow X \xrightarrow{(sv t)} Y \oplus P \xrightarrow{(g -\pi w)} Z \rightarrow 0$ is a short exact sequence. If the given two sequences are perfect exact, then so is this sequence.
(2) Suppose given two short exact sequences in $\text{mod} \ A$ of the following form.

\[
\begin{align*}
0 & \to U \xrightarrow{(s \ i)} V \oplus P \xrightarrow{(\pi \ j)} Z \to 0 \\
0 & \to X \xrightarrow{(f \ v)} Y \oplus U \xrightarrow{(\pi \ s)} V \to 0
\end{align*}
\]

Then $0 \to X \xrightarrow{(f - u)} Y \oplus P \xrightarrow{(w t \ \pi)} Z \to 0$ is a short exact sequence. If the given two sequences are perfect exact, then so is this sequence.

**Proof. Ad (1).** For now, we only show the existence of the short exact sequence. Note that there is an isomorphism of sequences

\[
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
0 & \pi & 1
\end{pmatrix}
\]

so that the lower sequence is exact as well. Consider the following commutative diagram.

\[
\begin{array}{ccc}
0 & \to & X \\
\downarrow & & \downarrow \ (s \ i) \\
0 & \to & U \oplus P \\
\downarrow & & \downarrow \\
0 & \to & Y \oplus P \\
\downarrow & & \downarrow \ (v \ t \ 0) \\
0 & \to & Y \oplus V \oplus P \\
\downarrow & & \downarrow \ (g \ w \ 0) \\
Y \oplus P & \to & Z \\
\downarrow & & \downarrow \ (g \ w \ -\pi \ w) \\
& & 0
\end{array}
\]

The snake lemma yields a short exact sequence

\[
0 \to X \xrightarrow{(s v \ i)} Y \oplus P \xrightarrow{(g \ w \ -\pi \ w)} Z \to 0.
\]

**Ad (2).** For now, we only show the existence of the short exact sequence. Note that there is
an isomorphism of sequences

\[
\begin{array}{ccccccc}
0 & \longrightarrow & X & \overset{(f \ v \ 0)}{\longrightarrow} & Y \oplus U \oplus P & \overset{(w \ 0)}{\longrightarrow} & V \oplus P & \longrightarrow & 0 \\
0 & \longrightarrow & X & \overset{(f \ v \ -v \iota)}{\longrightarrow} & Y \oplus U \oplus P & \overset{(w \ 0)}{\longrightarrow} & V \oplus P & \longrightarrow & 0 \\
& & & \iota \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & -\iota \\ 0 & 0 & 1 \end{array} \right) & & & & \\
\end{array}
\]

so that the lower sequence is exact as well. Consider the following commutative diagram.

\[
\begin{array}{ccccccc}
0 & \longrightarrow & X & \overset{(f \ -v \iota)}{\longrightarrow} & Y \oplus P & \overset{(w \ t \iota)}{\longrightarrow} & Z & \longrightarrow & 0 \\
0 & \longrightarrow & U & \overset{(0 \ 1 \ 0)}{\longrightarrow} & Y \oplus U \oplus P & \overset{(w \ 0)}{\longrightarrow} & V \oplus P & \longrightarrow & 0 \\
& & & \iota \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & 01 \end{array} \right) & & & & \\
0 & \longrightarrow & V \oplus P & \overset{(s \ i)}{\longrightarrow} & V \oplus P & \longrightarrow & 0 & \longrightarrow & 0 \\
& & & \iota \left( \begin{array}{c} 0 \\ 0 \end{array} \right) & & & & \\
& & & \iota \left( \begin{array}{c} 0 \\ 0 \end{array} \right) & & & & \\
& & & \iota \left( \begin{array}{c} 0 \\ 0 \end{array} \right) & & & & \\
& & Z & \longrightarrow & 0 & \longrightarrow & 0 & \longrightarrow & 0 \\
\end{array}
\]

The snake lemma yields a short exact sequence

\[
0 \rightarrow X \overset{(f \ -v \iota)}{\longrightarrow} Y \oplus P \overset{(w \ t \iota)}{\longrightarrow} Z \rightarrow 0.
\]

Perfect exact sequences. Suppose that in part (1) the sequences

\[
\begin{array}{ccccccc}
0 & \rightarrow & V^* & \overset{(t^* \ \pi^*)}{\rightarrow} & U^* \oplus P^* & \overset{(s^*)}{\rightarrow} & X^* & \rightarrow & 0 \\
0 & \rightarrow & Z^* & \overset{(g^* \ w^*)}{\rightarrow} & Y^* \oplus V^* & \overset{(v^*)}{\rightarrow} & U^* & \rightarrow & 0 \\
\end{array}
\]

are exact. We can apply part (2) for left \( A \)-modules to obtain the short exact sequence

\[
0 \rightarrow Z^* \overset{(g^* \ -w^* \pi^*)}{\rightarrow} Y^* \oplus P^* \overset{(v^* s^*)}{\rightarrow} X^* \rightarrow 0.
\]

Hence, the sequence \( 0 \rightarrow X \rightarrow Y \oplus P \rightarrow Z \rightarrow 0 \) of part (1) is perfect exact.
Now, suppose that in part (2) the sequences

\[ 0 \to Z^* \xrightarrow{(t^* \pi^*)} V^* \oplus P^* \xrightarrow{(s^*)} U^* \to 0 \]

\[ 0 \to V^* \xrightarrow{(w^* s^*)} Y^* \oplus U^* \xrightarrow{(f^*)} X^* \to 0 \]

are exact. We can apply part (1) for left \( A \)-modules to obtain the short exact sequence

\[ 0 \to Z^* \xrightarrow{(t^* w^* \pi^*)} Y^* \oplus P^* \xrightarrow{(f^*)} X^* \to 0. \]

Hence, the sequence \( 0 \to X \to Y \oplus P \to Z \to 0 \) of part (2) is perfect exact.

\[ \square \]

### 3.2 Perfect exact sequences and almost split sequences

We aim to show that certain perfect exact sequences are preserved by stable equivalences \( \text{mod} \ A \to \text{mod} \ B \). We proceed as follows.

First, we construct a chain of perfect exact sequences \( \eta_0 \to \eta_1 \to \cdots \to \eta_l \) in \( \text{mod} \ A \) such that \( \eta_l \) is a direct sum of almost split sequences. By remembering the steps taken during this construction, we can reconstruct a perfect exact sequence in \( \text{mod} \ B \) corresponding to the original perfect exact sequence \( \eta_0 \). This is done by using almost split sequences during each step of the construction, which are preserved by a stable equivalence between algebras without nodes. An example of the construction done in this section is given in Example 7.5.

In order for this chain to be finite, we need to assume some condition on the morphisms in the perfect exact sequence. This condition is satisfied for all morphisms if \( A \) is of finite representation type.

In case that the starting term of the perfect exact sequence is not indecomposable, we need the following remark.

**Remark 3.9.** Suppose given \( X \in \text{mod} \ A \) without injective direct summands. Let \( X = \bigoplus_i X_i \) be the decomposition of \( X \) into indecomposable direct summands.

We denote the direct sum of all almost split sequences starting in the \( X_i \) as follows.

\[ 0 \to X \xrightarrow{s} E_X \xrightarrow{t} T(X) \to 0 \]

In particular, \( E_X = \bigoplus_i E_{X_i} \) and \( T(X) = \bigoplus_i \tau^{-1}(X_i) \).
Recall that almost split sequences with $X$ not projective are perfect exact; cf. Example 2.11.(5). We use Lemma 3.7 to combine a perfect exact sequence with such almost split sequences.

**Lemma 3.10.** Suppose given a perfect exact sequence $\eta : 0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ in $\mod\ A$ without split summands.

Recall from Remark 3.9 the sequence $0 \to X \xrightarrow{s} E_X \xrightarrow{t} T(X) \to 0$. Then there exists a perfect exact sequence

$$\tilde{\eta} : 0 \to E_X \xrightarrow{(v \ t)} Y \oplus T(X) \xrightarrow{(g \ w)} Z \to 0$$

in $\mod\ A$ such that $f = s v$. We often denote this sequence by $\tilde{\eta}$.

**Proof.** By assumption, $X$ has neither injective nor projective direct summands, otherwise the given exact sequence would have a split direct summand. Hence, there exists a perfect exact sequence that is the direct sum of almost split sequences starting in direct summands of $X$; cf. Remark 3.9.

Moreover, $f$ is not a split morphism. Therefore, $f$ factors through $s$ via a morphism $E_X \xrightarrow{v} Y$, that is $f = s v$.

By Lemma 3.7.(1), we obtain that $0 \to E_X \xrightarrow{(v \ t)} Y \oplus T(X) \xrightarrow{(g \ w)} Z \to 0$ is a perfect exact sequence with some morphism $w : T(X) \to Z$.

**Construction 3.11.** Suppose given a perfect exact sequence $\eta_0 : 0 \to X_0 \xrightarrow{f_0} Y_0 \xrightarrow{g_0} Z_0 \to 0$ in $\mod\ A$ without split summands.

We construct perfect exact sequences $\eta_k$ recursively. Let $k \geq 0$ such that $\eta_k$ has no split summands. Recall the perfect exact sequence $\tilde{\eta}_k$ from Lemma 3.10 and the morphism of short exact sequences from Lemma 3.7. We define $\eta_{k+1}$ to be the sequence obtained from $\tilde{\eta}_k$ by removing all split summands. Then $\eta_{k+1}$ is a perfect exact sequence without split summands and a direct summand of $\tilde{\eta}_k$. In particular, we have the projection of the short exact sequence onto its direct summand. In general, the middle morphism is not the natural projection.

$$\begin{array}{cccccccc}
\eta_k & 0 & \to & X_k & \xrightarrow{f_k} & Y_k & \xrightarrow{g_k} & Z_k & \to & 0 \\
\downarrow & & \downarrow & \scriptstyle s_k & & \downarrow & \scriptstyle (1 \ 0) & \downarrow & \scriptstyle \pi_k \\
\tilde{\eta}_k & 0 & \to & E_{X_k} & \xrightarrow{(v_k \ t_k)} & Y_k \oplus T(X_k) & \xrightarrow{(g_k \ w_k)} & Z_k & \to & 0 \\
\downarrow & & \downarrow & \scriptstyle \pi_k & & \downarrow & & \downarrow & & \downarrow \\
\eta_{k+1} & 0 & \to & X_{k+1} & \xrightarrow{f_{k+1}} & Y_{k+1} & \xrightarrow{g_{k+1}} & Z_{k+1} & \to & 0
\end{array}$$

Note that for all $k$, the module $Z_{k+1}$ is a direct summand of $Z_k$ and consequently also of $Z_0$. 

Furthermore, if $\eta_k$ is an almost split sequence, $\tilde{\eta}_k$ will be a split sequence and therefore $\eta_{k+1} = 0$. In fact, in this case $v_k$ is an isomorphism.

In general, this construction will not terminate, as the following example shows.

**Example 3.12.** Let $k$ be an algebraically closed field. We consider the Kronecker algebra $A$ given by the following quiver.

$$
1 \longrightarrow 2
$$

Since $A$ is hereditary, every short exact sequence starting in a non-projective module is perfect exact; cf. Example 2.11. We denote the indecomposable $A$-modules by their dimension vector. Let $n \in \mathbb{Z}_{\geq 0}$. The preprojective component of the Auslander-Reiten quiver of $A$ consists of the modules with dimension vector $\left(\frac{n}{n+1}\right)$. The preinjective component consists of the modules with dimension vector $\left(\frac{n+1}{n}\right)$. Finally, a module with dimension vector $\left(\frac{n}{n}\right)$ is in the regular component. In particular, the indecomposable projective modules are given by $P_1 = \left(\frac{1}{2}\right)$ and $P_2 = \left(\frac{0}{1}\right)$. Recall that the almost split sequence starting in a module in the preprojective component is given by the following.

$$
0 \rightarrow \left(\frac{n}{n+1}\right) \xrightarrow{s_n} \left(\frac{n+1}{n+2}\right) \oplus \left(\frac{n+1}{n+2}\right) \xrightarrow{t_n} \left(\frac{n+2}{n+3}\right) \rightarrow 0
$$

We consider the following perfect exact sequence in mod $A$. Note that the starting and middle term of this sequence are in different components of the Auslander-Reiten sequence.

$$
\eta_0 : \quad 0 \rightarrow \left(\frac{2}{3}\right) \xrightarrow{f_0} \left(\frac{3}{3}\right) \xrightarrow{\eta_0} \left(\frac{1}{0}\right) \rightarrow 0
$$

We show by induction, that the perfect exact sequence $\eta_n$ of Construction 3.11 is given as follows.

$$
\eta_n : \quad 0 \rightarrow \left(\frac{n+2}{n+3}\right)^{\oplus n+1} \rightarrow \left(\frac{3}{3}\right) \oplus \left(\frac{n+3}{n+4}\right)^{\oplus n} \rightarrow \left(\frac{1}{0}\right) \rightarrow 0
$$

In fact, we have the following construction step from $n$ to $n+1$ with notation as in Construction 3.11.

$$
\eta_n : \quad 0 \rightarrow \left(\frac{n+2}{n+3}\right)^{\oplus n+1} \xrightarrow{f_n} \left(\frac{3}{3}\right) \oplus \left(\frac{n+3}{n+4}\right)^{\oplus n} \xrightarrow{\eta_n} \left(\frac{1}{0}\right) \rightarrow 0
$$

$$
\tilde{\eta}_n : \quad 0 \rightarrow \left(\frac{n+3}{n+4}\right)^{\oplus 2n+2} \xrightarrow{\left(\frac{v_n}{v_n}\right)} \left(\frac{3}{3}\right) \oplus \left(\frac{n+3}{n+4}\right)^{\oplus n} \oplus \left(\frac{n+4}{n+5}\right)^{\oplus n+1} \xrightarrow{\left(1\ 0\right)} \left(\frac{1}{0}\right) \rightarrow 0
$$

$$
\eta_{n+1} : \quad 0 \rightarrow \left(\frac{n+3}{n+4}\right)^{\oplus n+2} \xrightarrow{f_{n+1}} \left(\frac{3}{3}\right) \oplus \left(\frac{n+4}{n+5}\right)^{\oplus n+1} \xrightarrow{\eta_{n+1}} \left(\frac{1}{0}\right) \rightarrow 0
$$
For all $n \geq 0$, we have that $f_{n+1}$ is not irreducible. Thus, the perfect exact sequence $\eta_n$ cannot be almost split for any $n \geq 0$.

Now, consider the following perfect exact sequence.

$$
\eta_0 : \quad 0 \rightarrow \left( \begin{array}{c}
2 \\
3
\end{array} \right) \xrightarrow{f_0} \left( \begin{array}{c}
3 \\
4
\end{array} \right) \xrightarrow{g_0} \left( \begin{array}{c}
1 \\
1
\end{array} \right) \rightarrow 0
$$

This time, $f_0$ is an irreducible morphism in the preprojective component. However, the ending term is still in a different component of the Auslander-Reiten quiver. Similarly to the induction above, we can show that $\eta_n$ of Construction 3.11 is given as follows.

$$
\eta_n : \quad 0 \rightarrow \left( \begin{array}{c}
n + 2 \\
n + 3
\end{array} \right) \rightarrow \left( \begin{array}{c}
n + 3 \\
n + 4
\end{array} \right) \rightarrow \left( \begin{array}{c}
1 \\
1
\end{array} \right) \rightarrow 0
$$

Again, $\eta_n$ is not an almost split sequence for any $n \geq 0$.

As seen above, we need a condition on both $f_0$ and $g_0$ for Construction 3.11 to terminate with an almost split sequence. This condition will be given via the radical of $\text{mod } A$.

**Definition 3.13.** The radical $\text{rad}(\text{mod } A)$ of $\text{mod } A$ has the same objects as $\text{mod } A$ with morphisms $f \in \text{rad}_A(X, Y)$ if $\text{gfh}$ is not an isomorphism for all $g \in \text{Hom}_A(Z, X)$, $h \in \text{Hom}_A(Y, Z)$ and $Z \in \text{mod } A$ indecomposable. Recursively, we can define $\text{rad}^0(X, Y) := \text{Hom}_A(X, Y)$ and $\text{rad}^n_A(X, Y) := \{fg : f \in \text{rad}_A(X, Z) \text{ and } g \in \text{rad}_{A}^{n-1}(Z, Y) \text{ for a } Z \in \text{mod } A\}$ for $n \in \mathbb{Z}_{>0}$.

Let $f : X \rightarrow Y$ be a morphism in $\text{mod } A$. Following [9], we say that $f$ has depth $n \geq 0$, if $f \in \text{rad}_A^n(X, Y)$, but $f \notin \text{rad}_{A}^{n+1}(X, Y)$. In case that $f \in \text{rad}_A^n(X, Y)$ for all $n \geq 0$, we set $\text{depth}(f) = \infty$.

For more details on the radical see [6, Section V.7]. We list some properties that are important for our purposes.

**Remark 3.14.** Let $X, Y \in \text{mod } A$.

1. The $n$-th radical $\text{rad}^n_A(X, Y)$ is a two-sided ideal for $n \in \mathbb{Z}_{\geq 0}$. Furthermore, we have

   $$
   \text{rad}^n_A(X, Y) \subseteq \text{rad}_{A}^{n-1}(X, Y) \subseteq \cdots \subseteq \text{rad}_A^2(X, Y) \subseteq \text{rad}_A(X, Y).
   $$

2. Suppose that $f : X \rightarrow Y$ has depth zero. Then there exists a $Z \in \text{mod } A$ indecomposable and morphisms $g : Z \rightarrow X$, $h : Y \rightarrow Z$ such that gfh is an isomorphism. In particular, $g$ and $h$ split so that $Z$ is a common direct summand of $X$ and $Y$.

3. Let $f : X \rightarrow Y$ be a morphism with depth $f = n$. For all morphisms $g : X' \rightarrow X$ and $h : Y \rightarrow Y'$ in $\text{mod } A$ we have $\text{depth}(gfh) \geq n$ since the $n$-th radical is an ideal.
(4) Suppose that $X$ or $Y$ is indecomposable. An irreducible morphism $f : X \to Y$ has depth 1. If both $X$ and $Y$ are indecomposable, $f : X \to Y$ is irreducible if and only if depth $f = 1$.

Furthermore, a direct sum of irreducible morphisms still has depth 1. In fact, every non-zero restriction to an indecomposable direct summand is irreducible and thus in the radical.

(5) If $A$ is of finite representation type, every morphism in mod $A$ has finite depth; cf. [6, Theorem 7.7].

We will assume that $f_0p$ has finite depth for every projection $p$ onto an indecomposable direct summand. The next result shows that this property gets passed on to all $f_k$ for $k \geq 0$.

Lemma 3.15. Suppose given a perfect exact sequence $\eta_0 : 0 \to X_0 \xrightarrow{f_0} Y_0 \xrightarrow{g_0} Z_0 \to 0$ in mod $A$ without split summands. We use the notation of Construction 3.11.

Suppose that $f_0p_0$ has finite depth for every projection $p_0 : Y_0 \to Y_0'$ onto an indecomposable direct summand $Y_0'$ of $Y_0$.

Then $f_kp_k$ has finite depth for all $k \geq 0$ and every projection $p_k : Y_k \to Y_k'$ onto an indecomposable direct summand $Y_k'$ of $Y_k$.

Proof. We proceed by induction on $k$ and show that depth($f_{k+1}p_{k+1}$) is finite for $k \geq 0$. We use the following expanded notation from Construction 3.11.

Diagram: \[
\begin{array}{ccc}
X_k & \xrightarrow{f_k} & Y_k \\
\downarrow{s_k} & & \downarrow{(1 \ 0)} \\
E_{X_k} & \xrightarrow{(v_k \ t_k)} & Y_k \oplus T(X_k) \\
\downarrow{p_k} & & \downarrow{(\varphi_k \ \psi_k)} \\
X_{k+1} & \xrightarrow{f_{k+1}} & Y_{k+1}
\end{array}
\]

Recall that $0 \to X_k \xrightarrow{s_k} E_{X_k} \xrightarrow{t_k} T(X_k) \to 0$ is a direct sum of almost split sequences for all $k \geq 0$. Since $\left(\begin{array}{c} \varphi_k \\ \psi_k \end{array}\right)$ is split, $Y_{k+1}'$ is either an indecomposable direct summand of $Y_k$ or an indecomposable direct summand of $T(X_k)$.

Suppose that $Y_{k+1}'$ is a direct summand of $T(X_k)$. In this case, we have $\rho_k f_{k+1} p_{k+1} = t_k \psi_k p_{k+1}$. Using that $\psi_k p_{k+1}$ is a split epimorphism, $t_k \psi_k p_{k+1}$ is irreducible so that depth($t_k \psi_k p_{k+1}$) = 1. This implies depth($f_{k+1}p_{k+1}$) $\leq$ depth($\rho_k f_{k+1} p_{k+1}$) = depth($t_k \psi_k p_{k+1}$) = 1.

Suppose that $Y_{k+1}'$ is a direct summand of $Y_k$. In this case, we have $s_k \rho_k f_{k+1} p_{k+1} = f_k \varphi_k p_{k+1}$. Using that $\varphi_k p_{k+1}$ is a split epimorphism, we know that depth($f_k \varphi_k p_{k+1}$) $< \infty$ by induction hypothesis. This implies depth($f_{k+1}p_{k+1}$) $\leq$ depth($s_k \rho_k f_{k+1} p_{k+1}$) = depth($f_k \varphi_k p_{k+1}$) $< \infty$. \qed
We aim to show that Construction 3.11 ends with an almost split sequence under the assumption that $f_0 p$ and $g_0 \pi$ have finite depth for every projection $p$ and $\pi$ onto an indecomposable direct summand. We use the assumption on $f_0$ to show that the middle morphism in the construction will eventually be an element of the radical. Together with the assumption on $g_0$ this guarantees that we arrive at a split sequence. Finally, we will use that $\eta_l$ is an almost split sequence if and only if $\tilde{\eta}_l$ is a split sequence.

**Lemma 3.16.** Suppose given a perfect exact sequence $\eta_0 : 0 \to X_0 \xrightarrow{f_0} Y_0 \xrightarrow{g_0} Z_0 \to 0$ in mod $A$ without split summands. Suppose that $f_0 p$ and $g_0 \pi$ have finite depth for every projection $p$ onto an indecomposable direct summand of $Y_0$ and every projection $\pi$ onto an indecomposable direct summand of $Z_0$. Then there exists an $l \in \mathbb{Z}_{\geq 0}$ such that $\eta_l$ in Construction 3.11 is a direct sum of almost split sequences.

**Proof.** We first prove that there exists an $l \in \mathbb{Z}_{\geq 0}$ such that $\tilde{\eta}_l$ is a split sequence. Construction 3.11 yields the following sequence of morphisms of short exact sequences. We aim to show that there is an $l \geq 0$ such that $g_0 \pi_0 \cdots \pi_l \equiv 0$.

For $k \geq 0$, let $\varphi_k : Y_k \to Y_{k+1}$ be the morphism given by the sequence above. Assume that $g_0 \pi_0 \cdots \pi_k = \varphi_0 \cdots \varphi_k g_{k+1} \neq 0$ for $k \geq 0$. In particular, $\varphi_k$ is non-zero for all $k \geq 0$.

Assume that for all $N \geq 0$ there exists a $k \geq N$ such that $\varphi_N \cdots \varphi_k \in \text{rad}(Y_N, Y_{k+1})$. Thus, for all $n \geq 0$ there exists a $k \geq 0$ such that $g_0 \pi_0 \cdots \pi_k = \varphi_0 \cdots \varphi_k g_{k+1} \in \text{rad}^n(Y_0, Z_{k+1})$. On the other hand, $g_0 \pi_0 \cdots \pi_k$ is non-zero for all $k$ and $Z_0$ has only finitely many indecomposable direct summands. Using that $\pi_k$ is a split epimorphism, this implies that there must exist a $k' \geq 0$ such that $g_0 \pi_0 \cdots \pi_k \equiv g_0 \pi_0 \cdots \pi_{k'}$ for all $k \geq k'$. Thus, we have a projection $\pi$ onto an
indecomposable direct summand $Z'$ of $Z_0$ such that $g_0 \pi \in \text{rad}^n(Y_0, Z')$ for all $n$. However, $g_0 \pi$ has finite depth by assumption. A contradiction.

Therefore, there exists an $N \geq 0$ such that for all $k \geq N$ we have $\varphi_N \cdots \varphi_k \not\in \text{rad}(Y_N, Y_{k+1})$. By Lemma 3.15, there exists an $1 \leq m < \infty$ such that depth$(f_N p) < m$ for all projections $p$ of $Y_N$ onto an indecomposable direct summand.

We know that the composite $\varphi := \varphi_N \varphi_{N+1} \cdots \varphi_{N+m-1}$ is neither zero, nor in the radical $\text{rad}_A(Y_N, Y_{N+m})$. Thus, there exists an indecomposable non-zero module $M \in \text{mod} A$ and morphisms $i : M \to Y_N$ and $p : Y_{N+m} \to M$ such that the composite

$$M \xrightarrow{i} Y_N \xrightarrow{\varphi} Y_{N+m} \xrightarrow{p} M$$

is an isomorphism. In particular, $\varphi p$ is split so that depth$(f_N \varphi p) < m$. By commutativity of the diagram, we have that $f_N \varphi p$ factors through $s_k$ for $N \leq k \leq (N + m - 1)$. However, as a direct sum of irreducible morphism, $s_k$ has depth 1 for $k \geq 0$. We obtain depth$(f_N \varphi p) \geq m$, a contradiction.

In conclusion, there exists a minimal $l \geq 0$ such that $\varphi_0 \cdots \varphi_l g_{l+1} = g_0 \pi_0 \cdots \pi_l$ is zero. Since $\gamma_l$ is not split, the epimorphism $g_0$ is non-zero and we obtain $\pi_0 \cdots \pi_l = 0$. However, this is a surjection of $Z$ onto its direct summand $Z_{l+1}$. This implies $Z_{l+1} = 0$ and thus $\eta_{l+1} = 0$ since $\eta_{l+1}$ has no split summands. By construction, this means that $\tilde{\eta}_l$ is a split sequence. It remains to show, that $\eta_l$ is an almost split sequence. Suppose that $\tilde{\eta}_l$ is split.

$$\tilde{\eta}_l : 0 \to E_{X_l} \xrightarrow{(v_l u_l)} Y_l \oplus T(X_l) \xrightarrow{(g_l w_l)} Z_l \to 0$$

We obtain that $E_{X_l} \oplus Z_l \simeq Y_l \oplus T(X_l)$. However, $Z_l$ is not a direct summand of $Y_l$ since $\eta_l$ is not a split sequence by construction. Hence, $Z_l$ is a direct summand of $T(X_l)$. Furthermore, $0 \to X_l \to E_{X_l} \to T(X_l) \to 0$ has no split direct summands as a direct sum of almost split sequences. Hence, $E_{X_l}$ and $T(X_l)$ have no common direct summand.

In conclusion, this results in $Z_l \simeq T(X_l)$ and $Y_l \simeq E_{X_l}$ via some isomorphism $\psi : E_{X_l} \to Y_l$ with $(\psi o) \simeq (v_l u_l)$. Since $s_l(v_l u_l) = (f_l 0)$, we obtain an isomorphism of short exact sequences.

$$
\begin{array}{cccccc}
0 & \longrightarrow & X_l & \xrightarrow{\eta_l} & E_{X_l} & \xrightarrow{\psi} & T(X) & \longrightarrow & 0 \\
\downarrow \leq \downarrow \psi & & \downarrow & & \downarrow \leq & & \downarrow & \\
0 & \longrightarrow & X_l & \xrightarrow{f_l} & Y_l & \xrightarrow{g_l} & Z_l & \longrightarrow & 0
\end{array}
$$

Hence, $\eta_l$ is the direct sum of all almost split sequences starting in direct summands of $X_l$. $\square$

The following result is a reformulation of [4, Proposition 2.4] using Lemma 3.4.(2).
Proposition 3.17 (Auslander-Reiten). Let \( \text{mod} \ A \xrightarrow{\alpha} \text{mod} \ B \) be a stable equivalence.

Let \( 0 \to X \xrightarrow{f} Y \oplus P \xrightarrow{g} Z \to 0 \) be an almost split sequence in \( \text{mod} \ A \), where \( X \) is not a node and not projective, \( P \in \text{proj} \ A \) and \( Y \) does not have projective direct summands.

Then there exists an almost split sequence in \( \text{mod} \ B \)

\[
0 \to \alpha(X) \xrightarrow{\hat{f}} \alpha(Y) \oplus \hat{P} \xrightarrow{\hat{g}} \alpha(Z) \to 0
\]

where \( \hat{P} \) is projective such that \( \hat{f} \simeq \alpha(f) \) and \( \hat{g} \simeq \alpha(g) \) in \( \text{mod} \ B \).

Inductively, we aim to construct perfect exact sequences in \( \text{mod} \ B \) corresponding to \( \eta_k \) for \( 0 \leq k \leq l \). The next lemma will be used as the induction step.

Lemma 3.18. Let \( \text{mod} \ A \xrightarrow{\alpha} \text{mod} \ B \) be a stable equivalence.

Suppose given a perfect exact sequence \( \eta : 0 \to X \xrightarrow{f} Y \oplus P \xrightarrow{g} Z \to 0 \) in \( \text{mod} \ A \) without split summands, where \( P \in \text{proj} \ A \) and \( Y \) has no projective summand. Suppose that \( X \) has no node as a direct summand.

Assume furthermore, that there exists a \( \tilde{Q} \in \text{proj} \ B \) such that

\[
0 \to \alpha(E_X) \xrightarrow{(\tilde{v} \; \tilde{i})} (\alpha(Y) \oplus \tilde{Q}) \oplus \alpha(T(X)) \xrightarrow{(\tilde{g} \; \tilde{w})} \alpha(Z) \to 0
\]

is a perfect exact sequence in \( \text{mod} \ B \) where \( \tilde{v} \simeq \alpha(v) \) and \( \tilde{g} \simeq \alpha(g) \); cf. Lemma 3.10.

Then there exist \( \hat{P} \in \text{proj} \ B \) and a perfect exact sequence in \( \text{mod} \ B \)

\[
0 \to \alpha(X) \xrightarrow{\hat{f}} \alpha(Y) \oplus \hat{P} \xrightarrow{\hat{g}} \alpha(Z) \to 0
\]

with \( \hat{f} \simeq \alpha(f) \) and \( \hat{g} \simeq \alpha(g) \) in \( \text{mod} \ B \).

Proof. Note that \( X \) has no projective direct summand, since the given perfect exact sequence has no split direct summands. Recall that in this case, we have the perfect exact sequence

\[
0 \to X \xrightarrow{\hat{s}} E_X \xrightarrow{\hat{t}} T(X) \to 0; \text{ cf. Remark 3.9. By Proposition 3.17, there exists an } \hat{R} \in \text{proj} \ B \text{ such that}
\]

\[
0 \to \alpha(X) \xrightarrow{(\hat{s} \; \hat{i})} \alpha(E_X) \oplus \hat{R} \xrightarrow{(\hat{g} \; \hat{w})} \alpha(T(X)) \to 0
\]

is a perfect exact sequence in \( \text{mod} \ B \) with \( \hat{s} = \alpha(s) \). By assumption, we have the following perfect exact sequence in \( \text{mod} \ B \) with \( \tilde{v} = \alpha(v) \) and \( \tilde{g} = \alpha(g) \).

\[
0 \to \alpha(E_X) \xrightarrow{(\tilde{v} \; \tilde{i})} (\alpha(Y) \oplus \tilde{Q}) \oplus \alpha(T(X)) \xrightarrow{(\tilde{g} \; \tilde{w})} \alpha(Z) \to 0
\]
Lemma 3.8.(1) now provides the following perfect exact sequence.

$$0 \to \alpha(X) \xrightarrow{\beta \imath} (\alpha(Y) \oplus \tilde{Q}) \xrightarrow{\tilde{g} \pi} \alpha(Z) \to 0$$

We have $\tilde{s} \tilde{v} \simeq \alpha(s \tilde{v}) = \alpha(s \pi) = \alpha(f)$ and $\tilde{g} \simeq \alpha(g)$ in $\text{mod } B$; cf. Lemma 3.10.

We are now ready to prove the main result of this chapter.

**Theorem 3.19.** Let $\alpha : \text{mod } A \to \text{mod } B$ be a stable equivalence.

Suppose given a perfect exact sequence $0 \to X \xrightarrow{f} Y \oplus P \xrightarrow{g} Z \to 0$ without split summands where $X$ has no node as a direct summand, $P \in \text{proj } A$ and $Y$ has no projective direct summand.

Suppose that $f \pi$ and $g \pi$ have finite depth for every projection $p$ onto an indecomposable direct summand of $Y$ and every projection $\pi$ onto an indecomposable direct summand of $Z$.

Then there exists a perfect exact sequence

$$0 \to \alpha(X) \xrightarrow{f} \alpha(Y) \oplus \tilde{P} \xrightarrow{\tilde{g}} \alpha(Z) \to 0$$

in $\text{mod } B$ with $\tilde{P} \in \text{proj } B$ such that $\tilde{f} \simeq \alpha(f)$ and $\tilde{g} \simeq \alpha(g)$ in $\text{mod } B$.

**Proof.** We denote the given perfect exact sequence by $\eta_0$ and use the notation of Construction 3.11. By Lemma 3.16 there exists an $l \in \mathbb{Z}_{\geq 0}$ and perfect exact sequences $\eta_k$ for $1 \leq k \leq l$ such that $\eta_l$ is a direct sum of almost split sequences. Furthermore, $\eta_{k+1}$ is a direct summand of the sequence $\tilde{\eta}_k$.

$$\tilde{\eta}_k : 0 \to E_{X_k} \to Y_k \oplus T(X_k) \to Z \to 0$$

By assumption, $X_0$ has no node as a direct summand. Let $k \geq 1$ and assume that $X_k$ has a node as a direct summand. Since $X_k$ is a direct summand of $E_{X_{k-1}}$, the node is also a direct summand of $E_{X_{k-1}}$. However, by Lemma 3.5 the middle term of an almost split sequence has no nodes as direct summand. A contradiction. Thus $X_k$ has no node as a direct summand for all $0 \leq k \leq l$.

We verify by induction on $0 \leq k \leq l$ that the assertion holds for $\eta_k$.

Let $k = l$. Then the given perfect exact sequence is a direct sum of almost split sequences and the claim holds by Proposition 3.17.

Let $0 \leq k < l$. Suppose that the assertion holds for $\eta_{k+1}$. We know that $\tilde{\eta}_k$ is the direct sum of $\eta_{k+1}$ and a split exact sequence. Therefore, $\alpha$ preserves the perfect exact sequence $\tilde{\eta}_k$ as well. As a consequence, we can apply Lemma 3.18 to obtain that $\alpha$ preserves the perfect exact sequence $\eta_k$ and its morphisms.

In conclusion, the assertion holds for all perfect exact sequences $\eta_k$ with $0 \leq k \leq l$. In particular, it holds for $\eta_0$. \qed
Example in Chapter 7. In Example 7.5 we give an explicit example for the construction used in the proof of the theorem.

As seen in Example 3.12, the assumption on the depth of $f$ and $g$ is needed for our proof of this theorem. However, it seems unclear whether this assumption is really necessary for the result to hold.

With regard to Definition 3.1, we have the following corollary using Remark 3.14.

**Corollary 3.20.** Let $A$ and $B$ be finite dimensional algebras without nodes. Suppose that $A$ and $B$ have finite representation type.

Then every stable equivalence $\alpha : \text{mod} A \to \text{mod} B$ and its quasi-inverse preserve perfect exact sequences.

The constructions of this chapter can also be used to characterize perfect exact sequences.

**Remark 3.21.** Suppose that $A$ and $B$ have finite representation type. We use the notation of Construction 3.11 and Lemma 3.16. Let $\eta_0$ be a short exact sequence in $\text{mod} A$ without split summands.

$$\eta_0 : 0 \to X_0 \overset{f_0}{\to} Y_0 \overset{g_0}{\to} Z_0 \to 0$$

The short exact sequence $\eta_0$ is perfect exact if and only if $X_k$ has no projective direct summand for all $0 \leq k \leq l$.

In fact, we have seen that $\eta_k$ is a perfect exact sequence without split summands if $\eta_0$ is perfect exact. Thus, $X_k$ cannot have a projective direct summand. Conversely, suppose that $X_k$ has no projective direct summand for $0 \leq k \leq l$. Then $\eta_k$ is a perfect exact sequence; cf. Example 2.11. Let $0 \leq k < l$. Inductively, we may assume that $\eta_{k+1}$ is a perfect exact sequence. Now, applying Lemma 3.8.(1) to the following two perfect exact sequences shows that $\eta_0$ is perfect exact.

$$0 \longrightarrow X_k \overset{s_k}{\longrightarrow} E_{X_k} \overset{t_k}{\longrightarrow} T(X_k) \longrightarrow 0$$

$$\tilde{\eta}_k : 0 \longrightarrow E_{X_k} \overset{(v_k \ t_k)}{\longrightarrow} Y_k \oplus T(X_k) \overset{\begin{pmatrix} g_k \\ w_k \end{pmatrix}}{\longrightarrow} Z_k \longrightarrow 0$$

Here we used that $\eta_{k+1}$ is a direct sum of $\tilde{\eta}_k$ and a split exact sequence.
Chapter 4

Triangulated subcategories inside the homotopy category

Let \( k \) be a field. Let \( A \) and \( B \) be finite dimensional \( k \)-algebras without semisimple direct summands. In general, the stable module category \( \text{mod} A \) is not triangulated. However, we have seen that \( \text{mod} A \) is equivalent to the category \( \mathcal{L}_A \) which is a full subcategory of the triangulated category \( \mathcal{K} (\text{proj} A) \); cf. Theorem 2.6. Note that for arbitrary algebras \( \mathcal{L}_A \) is not even closed under taking shifts. This can be seen, for instance, in the setting of Example 2.2.

In this chapter, we discuss several triangulated categories that are related to \( \mathcal{L}_A \). In the first two sections, we characterize the smallest triangulated subcategory of \( \mathcal{K} (\text{proj} A) \) that contains \( \mathcal{L}_A \) and is closed under isomorphisms. Moreover, we discuss its Grothendieck group. In Section 4.3, we extend the category of Section 4.1, to a triangulated category closed under an equivalence induced by the Nakayama functor. Afterwards, we consider the triangulated category of stable Gorenstein-projective modules. This category is equivalent to the category of totally acyclic modules \( \mathcal{K}_{\text{tac}} (\text{proj} A) \), which is the largest subcategory of \( \mathcal{L}_A \) that is triangulated. In a final section, we specialize to self-injective algebras. In this case, \( \text{mod} A \) is already triangulated and all these categories coincide. We will see that \( \mathcal{L}_A \) is closed under taking shifts inside \( \mathcal{K} (\text{proj} A) \) if and only if \( A \) is self-injective.

Two extended examples for the categories discussed in this chapter are given in Section 7.2 and Section 7.3. Occasionally, we refer to specific parts of these examples.

Recall that \( \mathcal{P}_A \) denotes the category of projective-injective \( A \)-modules. The subcategory of strongly projective-injective \( A \)-modules is denoted by \( \text{stp} A \). We begin by defining the following subcategories with a left bound on cohomology and a right bound on homology.

**Definition 4.1.** We denote by \( \mathcal{H}(\text{proj} A) \) the full subcategory of \( \mathcal{K}(\text{proj} A) \) consisting of all complexes \( F^* \in \mathcal{K}(\text{proj} A) \) such that there exist \( l, r \in \mathbb{Z} \) with \( H^{\leq l} (F^*) = 0 \) and \( H^{\geq r} (F^*) = 0 \).

We denote by \( \mathcal{H}_P(\text{proj} A) \) the full subcategory of \( \mathcal{H}(\text{proj} A) \) consisting of all complexes in \( \mathcal{K}^b(\mathcal{P}_A) = \{ F^* \in \mathcal{K}(\text{proj} A) : \text{Hom}_{\mathcal{K}(\text{proj} A)} (F^*, Z^*) = 0 \text{ for all } Z^* \in \mathcal{K}^b(\mathcal{P}_A) \} \).

We denote by \( \mathcal{H}_{\text{stp}}(\text{proj} A) \) the full subcategory of \( \mathcal{H}(\text{proj} A) \) consisting of all complexes in \( \mathcal{K}^b(\text{stp} A) = \{ F^* \in \mathcal{K}(\text{proj} A) : \text{Hom}_{\mathcal{K}(\text{proj} A)} (F^*, Z^*) = 0 \text{ for all } Z^* \in \mathcal{K}^b(\text{stp} A) \} \).
Remark 4.2. (1) Note that $\mathcal{H}(\text{proj } A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj } A)$. By construction, $\mathcal{H}(\text{proj } A)$ is closed under taking shifts. By Lemma 1.9, we see that for a morphism $f : F^\bullet \to G^\bullet$ in $\mathcal{H}(\text{proj } A)$, the distinguished triangle $F^\bullet \to G^\bullet \to C(f)^\bullet \to$ lies in $\mathcal{H}(\text{proj } A)$.

By Lemma 1.12, we obtain that $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$ are triangulated subcategories of $\mathcal{H}(\text{proj } A)$. Furthermore, $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$ are closed under isomorphisms in $\mathcal{K}(\text{proj } A)$.

(2) We have a chain of subcategories $\mathcal{H}_P(\text{proj } A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj } A) \subseteq \mathcal{H}(\text{proj } A) \subseteq \mathcal{K}(\text{proj } A)$. Furthermore, $\mathcal{L}_A \subseteq \mathcal{H}(\text{proj } A)$ letting $l = 0$ and $r = 0$ in the definition of $\mathcal{H}(\text{proj } A)$. In this sense, the boundary conditions of $\mathcal{H}(\text{proj } A)$ can be seen as a weaker version of those in $\mathcal{L}_A$. They will be used in Lemma 4.7. In particular, the smallest triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that contains $\mathcal{L}_A$ must be contained in $\mathcal{H}(\text{proj } A)$.

(3) In general, complexes in $\mathcal{H}(\text{proj } A)$ are neither left bounded nor right bounded. However, we have $\mathcal{H}(\text{proj } A) \simeq \mathcal{K}^b(\text{proj } A)$ if and only if gldim $A < \infty$.

In fact, every complex in $\mathcal{H}(\text{proj } A)$ can be truncated on the right to obtain a projective resolution in $\text{mod } A$. Thus, the complex must split eventually, if it is unbounded on the left and gldim $A < \infty$. Similarly, every complex in $\mathcal{H}(\text{proj } A)$ can be truncated on the left to obtain a projective resolution in $A$-mod after applying $(-)^\ast$. Moreover, every projective resolution of a left or right $A$-module occurs in this way.

(4) Note that $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A) = \mathcal{H}(\text{proj } A)$ if $A$ has no projective-injective modules. In particular, we have that $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A) \simeq \mathcal{K}^b(\text{proj } A)$ is the bounded derived category of $A$ if additionally gldim $A < \infty$. The same holds for $\mathcal{H}_{\text{stp}}(\text{proj } A)$ and $\mathcal{H}(\text{proj } A)$ if $A$ has no strongly projective-injective modules.

The categories discussed in this chapter can be visualized as follows. Note that the inclusion $\mathcal{L}_A \hookrightarrow \mathcal{H}_P(\text{proj } A)$ will be verified in Lemma 4.4. In general, this chain of subcategories has a proper inclusion at every position; see also Example 7.9. However, we will show later in Theorem 4.45 that $\mathcal{K}_{\text{tac}}(\text{proj } A) = \mathcal{L}_A = \mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$ if and only if $A$ is self-injective.

\[
\begin{array}{cccccc}
\mathcal{K}_{\text{tac}}(\text{proj } A) & \hookrightarrow & \mathcal{L}_A & \hookrightarrow & \mathcal{H}_P(\text{proj } A) & \hookrightarrow \mathcal{H}_{\text{stp}}(\text{proj } A) & \hookrightarrow \mathcal{H}(\text{proj } A) & \hookrightarrow \mathcal{K}(\text{proj } A) \\
\text{Gproj } A & \hookrightarrow & \text{mod } A
\end{array}
\]

In general, with the exception of $\mathcal{L}_A$, none of these categories are preserved by a stable equivalence; cf. Example 7.15. We will see in Chapter 5 that the situation is different for stable
4.1 A triangulated hull in \( \mathcal{K}(\text{proj} \ A) \)

The aim of this section is to show that \( \mathcal{H}_p(\text{proj} \ A) \) is the smallest triangulated subcategory of \( \mathcal{K}(\text{proj} \ A) \) that contains \( \mathcal{L}_A \) and is closed under isomorphisms. In order to prove this, we have to verify that \( \mathcal{L}_A \) is contained in \( \mathcal{H}_p(\text{proj} \ A) \) and that a complex \( F^\bullet \in \mathcal{H}_p(\text{proj} \ A) \) is an element of any triangulated subcategory of \( \mathcal{K}(\text{proj} \ A) \) that contains \( \mathcal{L}_A \) and is closed under isomorphisms. The first assertion follows from the next two results. For the second assertion, we then proceed as follows.

Initially, we observe that a complex is in \( \perp \mathcal{K}^b(\mathcal{P}_A) \) if and only if its cohomology is in \( \perp \mathcal{P}_A \); cf. Lemma 4.5. Next, we reduce the problem in Lemma 4.7 to projective resolutions of modules in \( \perp \mathcal{P}_A \). As a further reduction step, we see in Lemma 4.9 that it is enough to consider simple modules in \( \perp \mathcal{P}_A \). Finally, we show in Lemma 4.10 that the assertion holds for projective resolutions of simple modules in \( \perp \mathcal{P}_A \).

We start with the following lemma. In an exact degree, a complex in \( \mathcal{K}(\text{mod} \ A) \) has no non-zero morphism to a projective module or from an injective module. The same holds for the dual complex in \( \mathcal{K}(A-\text{proj}) \).

**Lemma 4.3.** Let \( F^\bullet \in \mathcal{K}(\text{mod} \ A) \) and \( k \in \mathbb{Z} \).

1. If \( H^k(F^\bullet) = 0 \) then \( \text{Hom}_{\mathcal{K}(\text{mod} \ A)}(F^\bullet, Z[-k]) = 0 \) for \( Z \in \text{inj} \ A \).
2. If \( H^k(F^\bullet) = 0 \) then \( \text{Hom}_{\mathcal{K}(\text{mod} \ A)}(Z[-k], F^\bullet) = 0 \) for \( Z \in \text{proj} \ A \).

Now, assume that \( F^\bullet \in \mathcal{K}(\text{proj} \ A) \).

1'. If \( H_k(F^\bullet) = 0 \) then \( \text{Hom}_{\mathcal{K}(\text{proj} \ A)}(Z[-k], F^\bullet) = 0 \) for \( Z \in \text{proj} \ A \) with \( Z^* \in A-\text{inj} \).
2'. If \( H_k(F^\bullet) = 0 \) then \( \text{Hom}_{\mathcal{K}(\text{proj} \ A)}(F^\bullet, Z[-k]) = 0 \) for \( Z \in \text{proj} \ A \).

**Proof.** Ad (1) and (2). Suppose given a morphism of complexes \( f^\bullet : F^\bullet \to Z[-k] \). In particular, we have \( d^{k-1}f^k = 0 \).

\[
\begin{array}{cccccccc}
\cdots & \rightarrow & F^k & \xrightarrow{d^k} & F^{k+1} & \rightarrow & \cdots & F^\bullet \\
\downarrow f^k & & \downarrow f^k & & \downarrow f^k+1 & & \downarrow f^\bullet \\
\cdots & \rightarrow & 0 & \rightarrow & Z & \rightarrow & 0 & \rightarrow & \cdots & \rightarrow & Z[-k]
\end{array}
\]
By assumption, we have that \(\text{Ker} d^k = \text{Im} d^{k-1} \subseteq \text{Ker} f^k\). Thus, there exists a morphism \(g : F^k / \text{Ker} d^k \to Z\) such that the following diagram commutes.

\[
\begin{array}{ccc}
F^k & \xrightarrow{\pi} & F^k / \text{Ker} d^k \\
| & & \downarrow g \\
f^k & \xrightarrow{d^k} & F^{k+1}
\end{array}
\]

Since \(Z\) is injective, there exists a morphism \(h : F^{k+1} \to Z\) with \(\tilde{d}^k h = g\). We obtain

\[d^k h = \pi \tilde{d}^k h = \pi g = f^k\]

so that \(f^* = 0\). This shows part (1). Part (2) follows dually.

\(Ad (1') and (2')\). Since \(\text{Hom}_{\mathcal{K}(proj \ A)}(Z[-k], F^*) \simeq \text{Hom}_{\mathcal{K}(A-proj)}(F^*_*, Z^*[-k])\), part (1') follows from part (1) applied to left \(A\)-modules.

Similarly, since \(\text{Hom}_{\mathcal{K}(proj \ A)}(F^*, Z[-k]) \simeq \text{Hom}_{\mathcal{K}(A-proj)}(Z^*[-k], F^*_*)\), part (2') follows from part (2) applied to left \(A\)-modules.

We extend the previous result to morphisms between complexes. In particular, this lemma shows that \(\mathcal{L}_A\) is contained in \(\mathcal{H}_P(\text{proj} \ A)\).

**Lemma 4.4.** Let \(F^* \in \mathcal{K}(\text{proj} \ A)\).

1. If \(H^*(F^*) = 0\), then \(\text{Hom}_{\mathcal{K}(\text{mod} \ A)}(F^*, Z^*) = 0\) for all \(Z^* \in \mathcal{K}^b(\text{inj} \ A)\).
2. If \(H_*^*(F^*_*) = 0\), then \(\text{Hom}_{\mathcal{K}(\text{proj} \ A)}(F^*, Z^*) = 0\) for all \(Z^* \in \mathcal{K}^b(\text{proj} \ A)\).
3. If \(H^*(F^*) = 0\), then \(\text{Hom}_{\mathcal{K}(\text{proj} \ A)}(Z^*, F^*) = 0\) for all \(Z^* \in \mathcal{K}^b(\text{proj} \ A)\) with \(Z^*_* \in \mathcal{K}^b(A\text{-inj})\).
4. If \(H^*(F^*) = 0\), then \(\text{Hom}_{\mathcal{K}(\text{proj} \ A)}(Z^*, F^*) = 0\) for all \(Z^* \in \mathcal{K}^b(\text{proj} \ A)\).
5. If \(F^* \in \mathcal{L}_A\), then \(F^* \in \mathcal{H}_P(\text{proj} \ A)\).

**Proof.** At first we show the following claim.

**Claim.** Let \(Z^* \in \mathcal{K}^b(\text{mod} \ A)\). We have \(\text{Hom}_{\mathcal{K}(\text{mod} \ A)}(F^*, Z^*) = 0\) if \(\text{Hom}_{\mathcal{K}(\text{mod} \ A)}(F^*, Z^k) = 0\) for all \(k \in \mathbb{Z}\).

Suppose that \(Z^*\) is non-zero. Since \(Z^*\) is bounded, there exists an \(l \in \mathbb{Z}\) such that \(Z^l \neq 0\) and \(Z^k = 0\) for \(k < l\). Moreover, there exists an \(r \in \mathbb{Z}\) such that \(Z^r \neq 0\) and \(Z^k = 0\) for \(k > r\).
4.1 A triangulated hull in $\mathcal{K}(\text{proj } A)$

We proceed by induction on the number of non-zero terms of $Z^\bullet$.

Suppose that $l = r$. Then $Z^\bullet = Z^l$ and $\text{Hom}_{\mathcal{K}(\text{mod } A)}(F^\bullet, Z^l) = 0$ by assumption.

Suppose that $l < r$. By induction, we can assume that $\text{Hom}_{\mathcal{K}(\text{mod } A)}(F^\bullet, Z^{\leq r-1}) = 0$. Thus, there exist homotopy maps $h^k : F^k \to Z^{k-1}$ for $k \leq r$ such that

$$h^k d^k_Z - d^k_F h^k + f^k = 0,$$

for $k < r$.

Consider the following diagram.

\[
\begin{array}{cccccccc}
\cdots & \rightarrow & F^{r-2} & \xrightarrow{d^{r-2}_F} & F^{r-1} & \xrightarrow{d^{r-1}_F} & F^r & \xrightarrow{d^r_F} & F^{r+1} & \rightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
\cdots & \rightarrow & Z^{r-2} & \xrightarrow{d^{r-2}_Z} & Z^{r-1} & \xrightarrow{d^{r-1}_Z} & Z^r & \xrightarrow{d^r_Z} & Z^{r+1} & \rightarrow & \cdots \\
\end{array}
\]

Note that

$$d^{r-1}_F (f^r - h^r d^{r-1}_Z) = f^{r-1} d^{r-1}_Z - f^{r-1} d^{r-1}_Z + h^{r-1} d^{r-2}_Z d^{r-1}_Z = 0$$

so that $f^r - h^r d^{r-1}_Z$ induces a morphism of complexes $F^\bullet \to Z^\bullet$. However, we have that $\text{Hom}_{\mathcal{K}(\text{mod } A)}(F^\bullet, Z^r) = 0$ by assumption. This yields a homotopy map $h^{r+1} : F^{r+1} \to Z^r$ with

$$d^r_F h^{r+1} = f^r - h^r d^{r-1}_Z \Leftrightarrow d^r_F h^{r+1} + h^r d^{r-1}_Z = f^r.$$

In conclusion, we obtain $\text{Hom}_{\mathcal{K}(\text{mod } A)}(F^\bullet, Z^\bullet) = 0$.

By Lemma 4.3.(1, 2'), we have $\text{Hom}_{\mathcal{K}(\text{mod } A)}(F^\bullet, Z^k) = 0$ for $k \in \mathbb{Z}$ in the situation of part (1) and (2) respectively. Hence, part (1) and (2) follow from the claim above. Note that for $Z^\bullet \in \mathcal{K}(\text{proj } A)$, we have $\text{Hom}_{\mathcal{K}(\text{proj } A)}(Z^\bullet, F^\bullet) = 0$ if and only if $\text{Hom}_{\mathcal{K}(\text{A-proj })}(F^\bullet, Z^\bullet) = 0$. Thus, (1') and (2') follow from the versions of (1) and (2) for left $A$-modules respectively.

Finally, let $F^\bullet \in \mathcal{L}_A$ and $Z^\bullet \in \mathcal{K}^b(\mathcal{P}_A)$. By definition, we have $H^k(F^\bullet) = 0$ for $k < 0$ and $H^k(F^\bullet) = 0$ for $k \geq 0$. In particular, $F^\bullet \in \mathcal{H}(\text{proj } A)$. Furthermore, Lemma 4.3.(1) shows that $\text{Hom}_{\mathcal{K}(\text{proj } A)}(F^\bullet, Z^k) = 0$ for $k < 0$ and Lemma 4.3.(2') shows that $\text{Hom}_{\mathcal{K}(\text{proj } A)}(F^\bullet, Z^k) = 0$ for $k \geq 0$. Now, the claim above gives $\text{Hom}_{\mathcal{K}(\text{proj } A)}(F^\bullet, Z^\bullet) = 0$ so that $F^\bullet \in \mathcal{H}^b(\mathcal{P}_A)$. Together, we obtain $F^\bullet \in \mathcal{H}_P(\text{proj } A)$ which shows part (3).

The next several results aim to show that a complex $F^\bullet \in \mathcal{H}_P(\text{proj } A)$ is contained in any triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms. We start with the following important observation about complexes in $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp }}(\text{proj } A)$.
Lemma 4.5. Let $F^* \in \mathcal{K}(\text{mod } A)$.

(1) $F^* \in \perp^\perp \mathcal{K}(\mathcal{P}_A)$ if and only if $H^k(F^*) \in \perp \mathcal{P}_A$ for all $k \in \mathbb{Z}$.

(2) $F^* \in \perp^\perp \mathcal{K}(\text{stp } A)$ if and only if $H^k(F^*) \in \perp (\text{stp } A)$ for all $k \in \mathbb{Z}$.

$(1')$ $F^* \in \mathcal{K}(\nu^{-1}\mathcal{P}_A)^\perp$ if and only if $H^k(F^*) \in (\nu^{-1}\mathcal{P}_A)^\perp$ for all $k \in \mathbb{Z}$.

$(2')$ $F^* \in \mathcal{K}(\text{stp } A)^\perp$ if and only if $H^k(F^*) \in (\text{stp } A)^\perp$ for all $k \in \mathbb{Z}$.

Proof. Let $\mathcal{I}$ be a full subcategory of $\text{inj } A$. We show that we have $F^* \in \perp^\perp \mathcal{K}(\mathcal{I})$ if and only if $H^k(F^*) \in \perp \mathcal{I}$ for all $k \in \mathbb{Z}$. Letting $\mathcal{I} = \mathcal{P}_A$ we obtain part (1) and letting $\mathcal{I} = \text{stp } A$ we obtain part (2).

Suppose that $F^* \in \perp^\perp \mathcal{K}(\mathcal{I})$. We fix a $k \in \mathbb{Z}$ with $H^k(F^*) \neq 0$. Let $Z \in \mathcal{I}$ and suppose given a morphism $f : H^k(F^*) \to Z$.

Consider the following commutative diagram. The morphism $\alpha$ exists since $Z$ is injective.

\[
\begin{array}{cccccccccccccc}
\cdots & \to & F^{k-1} & \xrightarrow{d^{k-1}} & F^k & \xrightarrow{d^k} & F^{k+1} & \to & \cdots \\
& & \downarrow{\iota} & & \downarrow{\pi} & & \downarrow{\alpha} & & \\
& & \text{Ker } d^k & & F^k / \text{Im } d^{k-1} & & Z & & \\
& & \downarrow{p} & & \downarrow{\pi \alpha} & & \downarrow{f} & & \\
& & H^k(F^*) & & & & & & \\
\end{array}
\]

Since $d^{k-1} \pi \alpha = 0$, this yields a morphism of complexes $\pi \alpha : F^* \to Z[-k]$. By assumption, there exists a homotopy map $h : F^{k+1} \to Z$ with $d^k h = \pi \alpha$. We have

\[0 = \iota d^k h = \iota \pi \alpha = pf\]

so that $f = 0$.

Conversely, let $H^k(F^*) \in \perp \mathcal{I}$ for all $k \in \mathbb{Z}$. Suppose given a morphism of complexes $F^* \xrightarrow{f^*} Z^*$ with $Z^*$ in $\mathcal{K}(\mathcal{I})$. Let $r \in \mathbb{Z}$ be maximal such that $Z^r \neq 0$. By applying a shift $[-r]$ we may assume that $r = 0$. We show that $f^* = 0$ by induction on the number of non-zero terms of $Z^*$.

Suppose that $Z^k = 0$ for $k \neq 0$. We have $d^k_F f^0 = f^{-1} d^k_Z f^0 = 0$ so that there exists a morphism $\alpha : F^0 / \text{Im } d^k_F \to H^0(F^*)$ with $f^0 = \pi \alpha$. This results in a morphism $g = i \alpha : H^0(F^*) \to Z^0$.
such that the following diagram commutes.

\[
\begin{array}{ccc}
\ldots & \rightarrow & F^{-1} \xrightarrow{d_{F}^{-1}} F^{0} \xrightarrow{d_{F}^{0}} F^{1} \rightarrow \ldots \\
\uparrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
\text{Ker} d^{0} & \xrightarrow{p} & F^{0} / \text{Im} d_{F}^{-1} \xrightarrow{f^{0}} \ldots \\
\uparrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
\ldots & \rightarrow & 0 \xrightarrow{d_{Z}^{-1}} Z^{0} \xrightarrow{d_{Z}^{0}} Z^{1} \rightarrow \ldots
\end{array}
\]

By assumption, \( g = 0 \). Hence \( \iota f^{0} = \iota \pi \alpha = p i \alpha = p g = 0 \). This yields a morphism of complexes as follows.

\[
\begin{array}{ccc}
\ldots & \rightarrow & 0 \xrightarrow{d_{Z}^{-1}} Z^{0} \xrightarrow{d_{Z}^{0}} 0 \rightarrow \ldots \\
\downarrow \downarrow \downarrow \\
\ldots & \rightarrow & \text{Ker} d^{0} \xrightarrow{\iota} F^{0} \xrightarrow{d^{0}} F^{1} \rightarrow \ldots \\
\downarrow \downarrow \downarrow \\
\ldots & \rightarrow & 0 \rightarrow 0 \rightarrow Z^{0} \rightarrow 0 \rightarrow \ldots
\end{array}
\]

Since \( Z^{0} \) is injective, this morphism must be zero in \( \mathcal{K}(\text{mod} \ A) \) by Lemma 4.3.(1) so that there exists a morphism \( h : F^{1} \rightarrow Z^{0} \) with \( d^{0}h = f^{0} \). This implies that \( f^{\bullet} : F^{\bullet} \rightarrow Z^{\bullet} \) is zero as well.

For the induction step, we consider the complex \( \tau_{<0} Z^{\bullet} = Z^{<0} \). By induction hypothesis, we may assume that \( \text{Hom}_{\mathcal{K}(\text{mod} \ A)}(F^{\bullet}, Z^{<0}) = 0 \). Hence there exist homotopy maps \( h^{k} : F^{k} \rightarrow Z^{k-1} \) for \( k \leq 0 \) such that \( h^{k-1} d_{Z}^{k-2} + d_{F}^{k-1} h^{k} = f^{k-1} \).

\[
\begin{array}{ccc}
\ldots & \rightarrow & F^{-2} \xrightarrow{d_{F}^{-2}} F^{-1} \xrightarrow{d_{F}^{-1}} F^{0} \xrightarrow{d_{F}^{0}} F^{1} \rightarrow \ldots \\
\downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
\ldots & \rightarrow & Z^{-2} \xrightarrow{d_{Z}^{-2}} Z^{-1} \xrightarrow{d_{Z}^{-1}} Z^{0} \rightarrow 0 \rightarrow \ldots
\end{array}
\]

Note that

\[
d_{F}^{-1} \left( f^{0} - h^{0} d_{Z}^{-1} \right) = f^{-1} d_{Z}^{-1} - f^{-1} d_{Z}^{-1} + h^{-1} d_{Z}^{-2} d_{Z}^{-1} = 0
\]

so that \( f^{0} - h^{0} d_{Z}^{-1} \) induces a morphism of complexes \( F^{\bullet} \rightarrow Z^{0} \).

Now we are in the same situation as above and we can conclude that there exists a morphism \( F^{1} \xrightarrow{h^{1}} Z^{0} \) such that \( d_{F}^{1} h^{1} = f^{0} - h^{0} d_{Z}^{-1} \). However, this yields \( h^{0} d_{Z}^{-1} + d_{F}^{0} h^{1} = f^{0} \). Thus \( f^{\bullet} = 0 \).

It remains to show part (1') and part (2'). Let \( C \) be either \( \nu^{-1} P_{A} \) or \( \text{stp} \ A \). In both cases, \( I := D C \) is a full subcategory of \( A\text{-inj} \). In particular, we can apply the arguments above for \( I \).
Suppose given $Z^* \in \mathcal{K}(\mathcal{C})$. Note that $DZ^* \in \mathcal{K}(\mathcal{I})$ and

$$\text{Hom}_{\mathcal{K}(\text{mod } A)}(Z^*, F^*) \simeq \text{Hom}_{\mathcal{K}(\text{proj } A)}(DF^*, DZ^*).$$

Thus, the arguments above for left $A$-modules show that there exists a $Z^* \in \mathcal{K}(\mathcal{C})$ with $\text{Hom}_{\mathcal{K}(\text{mod } A)}(Z^*, F^*) \neq 0$ if and only if there is a $AZ \in \mathcal{I}$ with $\text{Hom}_A(AH^k(DF^*), AZ) \neq 0$. Since $D(-)$ is exact, we have

$$\text{Hom}_A(AH^k(DF^*), AZ) \simeq \text{Hom}_A(A(DH^k(F^*)), AZ) \simeq \text{Hom}_A((DZ)_A, H^k(F^*)_A).$$

Using that $DZ \in D\mathcal{I} \simeq \mathcal{C}$, we are done. \qed

For a given complex $F^* \in \mathcal{H}(\text{proj } A)$, we want to construct a complex in $\mathcal{L}$ which is related to $F^*$ via distinguished triangles; cf. Lemma 4.7. This is done by removing non-zero cohomology of $F^*$ with projective resolutions. Using the boundary conditions in the definition of $\mathcal{H}(\text{proj } A)$, there are only finitely many positions we have to consider until we arrive at a complex in $\mathcal{L}$. The distinguished triangles that arise during the proof also give a way to calculate the class of $F^*$ in the Grothendieck group of $\mathcal{H}_P(\text{proj } A)$.

Because it will be needed later, we first state the induction step in a more general lemma.

**Lemma 4.6.** Suppose given $F^* \in \mathcal{H}(\text{proj } A)$. Let $k \in \mathbb{Z}$ be minimal with $H^k(F^*) \neq 0$. Let $H$ be a submodule of $H^k(F^*)$ with $P^*$ a projective resolution of $H$. Then there exists a distinguished triangle $P^*[-k] \to F^* \to C^* \to$ such that the following holds.

1. We have $H^j(C^*) = 0$ for $j < k$ and $\tau_{\geq k}C^* = \tau_{\geq k}F^*$.

2. There is a short exact sequence $0 \to H \to H^k(F^*) \to H^k(C^*) \to 0$. In particular, we have $H^k(C^*) = 0$ if $H = H^k(F^*)$.

3. Suppose that $F^* \in \mathcal{L}_A$ with $k = 0$. Then we also have $C^* \in \mathcal{L}_A$. In this setting, we have a short exact sequence $0 \to H \to H^0(\tau_{\leq 0}F^*) \to H^0(\tau_{\leq 0}C^*) \to 0$.

**Proof.** We have an injective morphism $f : H \to \text{Cok} d_{F}^{k-1}$ since $H$ is a submodule of $H^k(F^*)$ which embeds into $\text{Cok} d_{F}^{k-1}$. Since $k$ is minimal such that $H^k(F^*) \neq 0$, we know that $H^j(F^*) = 0$ for $j < k$. Hence, we can lift $f$ to a morphism of complexes $f^* : P^{\leq 0}[-k] \to F^*$. In particular, we have $f^0 d_{F}^0 = 0$ since $f$ factors through $H^k(F^*)$.

\[
\begin{array}{ccccccccc}
\cdots & \to & P^{2} & \to & P^{1} & \to & P^{0} & \to & 0 & \to & \cdots \\
\downarrow f^{-2} & & \downarrow f^{-1} & & \downarrow f^{0} & & \downarrow f^{k} & & \downarrow f^{k+1} & & \downarrow f^{*} \\
\cdots & \to & F^{k-2} & \to & F^{k-1} & \to & F^{k} & \to & F^{k+1} & \to & \cdots \\
\end{array}
\]
4.1 A triangulated hull in $\mathcal{K}(\text{proj } A)$

We write $C^* := C(f)^*$ for the mapping cone. We denote the natural projections by $\pi_P : P^0 \to H$ and by $\pi_F : F^k \to \text{Cok } d^k_{F-1}$. Note that $\tau_{\geq k} C^* = \tau_{\geq k} F^*$. Moreover $H^j(C^*) = 0$ for $j \leq k - 2$ by Lemma 1.9. For part (1), it remains to show that $H^j(C^*) = 0$ for $j = k - 1$.

Let $(x, y) \in \text{Ker } d^{k-1}_C \subseteq P^0 \oplus F^{k-1}$. Then $(x, y)\begin{pmatrix} f^0 \\ d^k_{f^{-1}} \end{pmatrix} = 0$, i.e. $x f^0 = -y d^{k-1}_F$. We have

$$0 = y d^{k-1}_F \pi_F = -x f^0 \pi_F = -x \pi_P f$$

which implies $x \pi_P = 0$ since $f$ is injective. Thus, there exists an element $q \in P^{−1}$ with $q d^{−1}_P = x$. Moreover,

$$(q f^{-1} + y) d^{k-1}_F = q d^{−1}_P f^0 + y d^{k-1}_F = x f^0 + y d^{k-1}_F = -y d^{k-1}_F + y d^{k-1}_F = 0$$

so that we obtain $p \in F^{k-2}$ with $p d^{k-2}_F = q f^{-1} + y$. We calculate

$$(-q, p) \begin{pmatrix} -d^{−1}_P f^{-1} \\ 0 \\ d^{k-2}_F \end{pmatrix} = (x, -q f^{-1} + p d^{k-2}_F) = (x, -q f^{-1} + q f^{-1} + y) = (x, y).$$

The distinguished triangle $P^*[−k] \to F^* \to C^* \to$ induces a long exact sequence of cohomology.

$$H^{k-1}(C^*) \to H^k(P^*[−k]) \to H^k(F^*) \to H^k(C^*) \to 0$$

We have seen above, that $H^{k−1}(C^*) = 0$. Using that $H^k(P^*[−k]) = H^0(P^*) \simeq H$, we obtain a short exact sequence $0 \to H \to H^k(F^*) \to H^k(C^*) \to 0$. This shows part (2).

For part (3), suppose that $F^* \in \mathcal{L}_A$ and $k = 0$. We have $H^j(C^*) = 0$ for $j < 0$ by part (1). Using Lemma 1.9.(2), we obtain that $C^* = C(f)^* \in \mathcal{L}_A$. Since $\tau_{\geq 0} C^* = \tau_{\geq 0} F^*$, we have

$$N := \text{Cok}(H^0(F^*) \hookrightarrow H^0(\tau_{\leq 0} F^*)) \simeq \text{Im}(d^{0}_F) \simeq \text{Im}(d^{0}_C) \simeq \text{Cok}(H^0(C^*) \hookrightarrow H^0(\tau_{\leq 0} C^*)).$$

Let $\tilde{H} \simeq \text{Ker}(H^0(\tau_{\leq 0} F^*) \to H^0(\tau_{\leq 0} C^*)).$ Consider the following commutative diagram with exact rows and columns.

$$
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & \to & H & \to & H^0(F^*) & \to & H^0(C^*) & \to & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & \to & \tilde{H} & \to & H^0(\tau_{\leq 0} F^*) & \to & H^0(\tau_{\leq 0} C^*) & \to & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
$$

We obtain $H \simeq \tilde{H}$ and the short exact sequence $0 \to H \to H^0(\tau_{\leq 0} F^*) \to H^0(\tau_{\leq 0} C^*) \to 0$. □
Lemma 4.7. Let $\mathcal{T}$ be a triangulated subcategory of $\mathcal{K}(\text{mod} \ A)$ that contains $\mathcal{L}$ and is closed under isomorphisms. The following holds for a complex $F^* \in \mathcal{H}(\text{proj} \ A)$ with integers $l \leq r$ such that $H^{<l}(F^*) = 0$ and $H_{>r}(F^*) = 0$.

1. If $\mathcal{T}$ contains the minimal projective resolution of $H^k(F^*)$ for all $k < r$, then $F^* \in \mathcal{T}$.

2. We abbreviate $G^* := \mathcal{F}(H'(\tau_{<r}F^*)) \in \mathcal{L}_A$. For $l \leq k < r$ let $P_k^*$ be the minimal projective resolution of $H^k(F^*)$. We have $[F^*] = \sum_{k=l}^{r-1} (-1)^k [P_k^*] + (-1)^r[G^*]$ in $G_0(\mathcal{H}(\text{proj} \ A))$.

Proof. Suppose that $F^* \neq 0$. By definition of $\mathcal{H}(\text{proj} \ A)$, there always exist $l, r \in \mathbb{Z}$ with $H^{<l}(F^*) = 0$ and $H_{>r}(F^*) = 0$. We can choose $r \in \mathbb{Z}$ such that $l \leq r$. We proceed by induction on $N := r - l$.

If $N = 0$, that is $l = r$, then $H^{<r}(F^*) = 0$ and $H_{>r}(F^*) = 0$. Thus, $F^*[r] \in \mathcal{L}$ and we have $F^* \in \mathcal{T}$. Furthermore, $[F^*] = (-1)^r[F^*[r]] = (-1)^r[G^*]$ since $H^r(\tau_{<r}F^*) = H^r(\tau_{\leq 0}(F^*[r]))$.

We consider the case $N > 0$, that is $l < r$. By Lemma 4.6, we have a distinguished triangle

$$P^*[-l] \to F^* \to C^* \to$$

with $P^*$ the minimal projective resolution of $H^l(F^*)$. Moreover, $H^l(C^*) = 0$ for $j \leq l$ and $\tau_{\geq l}C^* = \tau_{\geq l}F^*$. In particular, this means $H^{<l+1}(C^*) = 0$ and $H_{>l}(C^*) = 0$. Hence, by induction, we have $C^* \in \mathcal{T}$ and $[C^*] = \sum_{k=l+1}^{r-1} (-1)^k [P_k^*] + (-1)^r[G^*]$ since $H^k(C^*) \simeq H^k(F^*)$ for $k \geq l + 1$.

Using that $P^*[-l] \to F^* \to C^* \to$ is a distinguished triangle with $P^* \in \mathcal{T}$, we conclude that $F^* \in \mathcal{T}$ since $\mathcal{T}$ is closed under isomorphisms. Moreover, we have that

$$[F^*] = (-1)^l[P^*] + [C^*] = \sum_{k=l}^{r-1} (-1)^k [P_k^*] + (-1)^r[G^*].$$

Recall that we aim to show that a complex $F^* \in \mathcal{H}_P(\text{proj} \ A)$ is contained in any triangulated subcategory that contains $\mathcal{L}$ and is closed under isomorphisms. The previous results state that it is enough to consider projective resolutions of modules in $^\perp \mathcal{P}$. In a next step, we further reduce this to composition factors of such modules. Again, we additionally obtain a formula for the class in the Grothendieck group. Note that no further steps are necessary in case that $\text{domdim} \ A \geq 1$. In this context, a module $X \in ^\perp \mathcal{P}$ already satisfies $X^* = 0$. By Lemma 2.24.(5,7), we obtain that $F^*_X \in \mathcal{L}$ is the minimal projective resolution of $X$.

The next lemma will be used with $\mathcal{I} = \mathcal{P}_A$ in this section, as well as with $\mathcal{I} = \text{stp} \ A$ in Section 4.3.

Lemma 4.8. Let $\mathcal{I}$ be a full subcategory of inj $\ A$. The following are equivalent for $X \in \text{mod} \ A$.

1. $X \in ^\perp \mathcal{I}$.
2. $S \in ^\perp \mathcal{I}$ for every composition factor $S$ of $X$. 

(i) $X \in ^\perp \mathcal{I}$.

(ii) $S \in ^\perp \mathcal{I}$ for every composition factor $S$ of $X$. 

Proof. Ad (i) ⇒ (ii). Let $S$ be a composition factor of $X$. Suppose given an injective module $I$ together with a morphism $S \xrightarrow{f} I$.

Since $S$ is a composition factor of $X$, there exists a submodule $M$ of $X$ such that $S \subset X/M$. Using that $I$ is injective, we obtain a morphism $X/M \xrightarrow{g} I$ such that the following diagram commutes.

$$
\begin{array}{ccc}
S & \xrightarrow{f} & X/M \\
& g \downarrow & \\
I & \leftarrow &
\end{array}
$$

If $f$ is non-zero then the composite map $X \to X/M \xrightarrow{g} I$ is non-zero as well.

Ad (ii) ⇒ (i). Suppose given an $A$-module $I$ together with a non-zero morphism $f : X \to I$. Let $S$ be in the socle of $\text{Im} f \simeq X/\text{Ker} f$. Then $S$ is a composition factor of $X$ and the composite $S \hookrightarrow \text{Im} f \hookrightarrow I$ is non-zero.  

\[\square\]

Lemma 4.9. Let $\mathcal{T}$ be a triangulated subcategory of $\mathcal{K}(\text{mod} A)$ that is closed under isomorphisms.

Suppose $X$ is an $A$-module with minimal projective resolution $P^{\leq 0}$. The following holds.

1. If $\mathcal{T}$ contains the minimal projective resolution of every composition factor $S$ of $X$, then we have $P^{\leq 0} \in \mathcal{T}$.

2. Let $n := l(X)$ and suppose $Q_i^{\leq 0}$ are the minimal projective resolutions of the composition factors of $X$. Then $[P^{\leq 0}] = \sum_{i=1}^{n} [Q_i^{\leq 0}]$ in $G_0(\mathcal{H}(\text{proj} A))$.

Proof. We show the assertions by induction on the length of $X$. Let $l(X) = 1$. Then $X$ is simple and $P^{\leq 0} \in \mathcal{T}$ by assumption.

Let $l(X) > 1$. Then there exist $A$-modules $S$ and $Y$ with $l(S) = 1$ and $l(Y) < l(X)$ such that there is a short exact sequence

$$0 \to S \to X \to Y \to 0.$$  

By assumption and induction respectively, the minimal projective resolutions $Q_i^{\leq 0}$ of $S$ and $R_i^{\leq 0}$ of $Y$ are contained in $\mathcal{T}$. Furthermore, assertion (2) holds for $R_i^{\leq 0}$.

Using the horseshoe lemma, the short exact sequence of modules induces a short exact sequence of complexes with $\hat{P}^{\leq 0} \simeq P^{\leq 0}$ in $\mathcal{K}(\text{proj} A)$.

$$0 \to Q^{\leq 0} \to \hat{P}^{\leq 0} \to R^{\leq 0} \to 0$$

By Lemma 2.17, we have a distinguished triangle

$$Q^{\leq 0} \to P^{\leq 0} \to R^{\leq 0} \to$$
so that $P_{<0} \in \mathcal{T}$ and $[P_{<0}] = [Q_{<0}] + [R_{<0}]$. \hfill \qed

The following lemma is the last we need to prove the main theorem of this section. Note that the short exact sequence starting in the simple module is not perfect exact in general; see also Example 7.11.

**Lemma 4.10.** Suppose $S$ is a simple $A$-module with minimal projective resolution $P_{<0}$. Let $I$ be the injective hull of $S$ together with a short exact sequence $0 \to S \to I \to C \to 0$ in mod $A$. If $S \in \mathcal{P}_A$, then there exists a distinguished triangle $P_{<0} \to F_I^* \to F_C^* \to$ in $\mathcal{K}$(proj $A$). In particular, $P_{<0} \in \mathcal{T}$ for any triangulated subcategory $\mathcal{T}$ of $\mathcal{K}$(proj $A$) that contains $\mathcal{L}$ and is closed under isomorphisms.

**Proof.** We extend $P_{<0}$ to an element $P^* \in \mathcal{L}$ such that $P^* \simeq F_S^*$. In case $P^1 = 0$, we obtain $P_{<0} = P^* \in \mathcal{L} \subseteq \mathcal{T}$. In this case, $S^* = 0$ and $0 \to S \to I \to C \to 0$ is a perfect exact sequence. The result now follows from Proposition 2.18. Hence, suppose that $P^1 \neq 0$ for the remainder of the proof.

Let $I$ be the injective hull of $S$ with embedding $f : S \hookrightarrow I$. Consider $F_I^* \in \mathcal{L}$. By assumption, $I$ is not projective so that $F_I^*$ is non-zero. Our aim is to construct a morphism of complexes $f^* : P_{<0} \to F_I^*$ with $C(f)^* \in \mathcal{L}$.

$$
\cdots \longrightarrow P^{-2} \xrightarrow{d_{P^2}} P^{-1} \xrightarrow{d_{P^1}} P^0 \longrightarrow 0 \longrightarrow \cdots \quad \quad P_{<0} \\
\downarrow f^{-2} \quad \quad \downarrow f^{-1} \quad \quad \downarrow f^0 \quad \quad \downarrow \quad \quad \downarrow f^* \\
\cdots \longrightarrow F_I^{-2} \xrightarrow{d_{F_I^2}} F_I^{-1} \xrightarrow{d_{F_I^1}} F_I^0 \xrightarrow{d_{F_I^0}} F_I^1 \longrightarrow \cdots \quad \quad F_I^*
$$

The morphism $d_{F_I^0}$ factors through $I$ via a morphism $i : I \to F_I^1$. Since $S$ is simple, the composite map $S \xrightarrow{f} I \xrightarrow{i} F_I^1$ is either injective or zero. If $f i$ is injective, there exists a morphism $p : F_I^1 \to I$ with $f = (f i)p$ since $I$ is an injective module. As a consequence, we have $f = f(i p) = f(i p)^n$ for all $n > 0$. Since $S$ is simple, $I$ is indecomposable and thus the composite $i p$ is either an automorphism or $(i p)^n$ is zero for some $n > 0$. If $i p$ is an automorphism, $i$ is split so that $I$ is projective-injective as a direct summand of $F_I^1$. However, $I$ is not projective-injective by assumption. If $(i p)^n = 0$, we also have $f = f(i p)^n = 0$. A contradiction in both cases. Thus, the composite $f i$ cannot be injective and must be zero.

This yields $S \hookrightarrow \text{Ker}(i) \simeq \text{Ker}(I \to \text{Im} d_{F_I^0}) \simeq \text{Ker}(H^0(\tau_{<0} F_I^*)) \to F_I^0 / \text{Ker}(d_{F_I^0}) \simeq H^0(F_I^*)$. Since $f$ is non-zero, $S$ is isomorphic to a submodule of $H^0(F_I^*)$. Using Lemma 4.6, we obtain a distinguished triangle $P_{<0} \xrightarrow{f} F_I^* \to C(f)^* \to$ with $C(f)^* \simeq F_C^* \in \mathcal{L}_A$. \hfill \qed

We are now ready to show the main result of this section.
4.1 A triangulated hull in $\mathcal{K}(\text{proj} \ A)$

**Theorem 4.11.** Let $A$ be a finite dimensional $k$-algebra.

The category $\mathcal{H}_P(\text{proj} \ A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$ that contains the category $\mathcal{L}_A$ and is closed under isomorphisms.

**Proof.** By Lemma 4.4.(3), we have that $\mathcal{L} \subseteq \mathcal{H}_P(\text{proj} \ A)$. By Remark 4.2.(1), $\mathcal{H}_P(\text{proj} \ A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$ that is closed under isomorphisms. Together, we obtain that $\mathcal{H}_P(\text{proj} \ A)$ is a triangulated category containing $\mathcal{L}$.

Suppose that $\mathcal{T}$ is another triangulated subcategory of $\mathcal{K}(\text{mod} \ A)$ that contains $\mathcal{L}$ and is closed under isomorphisms. We show that $\mathcal{H}_P(\text{proj} \ A) \subseteq \mathcal{T}$.

Recall that $\mathcal{H}_P(\text{proj} \ A) \subseteq {}^+\mathcal{K}^b(\mathcal{P}_A)$. By Lemma 4.5 and Lemma 4.7 it suffices to show that the minimal projective resolution of every $A$-module $X \in {}^+\mathcal{P}_A$ is an element of $\mathcal{T}$. Moreover, by Lemma 4.9 it suffices to show that the minimal projective resolution of every composition factor of $X$ is an element of $\mathcal{T}$. Let $S$ be such a composition factor. Then $S$ is an element of $\mathcal{P}_A$ by Lemma 4.8. Using Lemma 4.10, we now obtain that the minimal projective resolution of $S$ is an element of $\mathcal{T}$. □

Instead of defining $\mathcal{H}_P(\text{proj} \ A)$ as a subcategory of ${}^+\mathcal{K}^b(\mathcal{P}_A)$, we also can consider right perpendicular categories.

**Remark 4.12.** The following are equivalent for a complex $F^* \in \mathcal{K}(\text{proj} \ A)$.

1. $F^* \in {}^+\mathcal{K}^b(\mathcal{P}_A)$.
2. $H^k(F^*) \in {}^+\mathcal{P}_A$ for all $k \in \mathbb{Z}$.
3. $H^k(F^*) \in (\nu^{-1}\mathcal{P}_A)^\perp$ for all $k \in \mathbb{Z}$.
4. $F^* \in \mathcal{K}^b(\nu^{-1}\mathcal{P}_A)^\perp$.

In particular, we have $F^* \in \mathcal{H}_P(\text{proj} \ A)$ if and only if $F^* \in \mathcal{K}^b(\nu^{-1}\mathcal{P}_A)^\perp$ and $F^* \in \mathcal{H}(\text{proj} \ A)$.

In fact, the equivalence of (1) and (2), as well as the equivalence of (3) and (4) were shown in Lemma 4.5. The equivalence of (2) and (3) follows from the natural isomorphism

$$\text{Hom}_A(X, \nu P) \simeq \text{DHom}_A(P, X)$$

for all $P \in \text{proj} \ A$ and $X \in \text{mod} \ A$.

**Examples** in Chapter 7. We visualize the categories $\mathcal{H}_P(\text{proj} \ A)$ and $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ in Example 7.10 of Section 7.3. Note that we will discuss $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ in more detail later in Section 4.3.
In Example 7.11, we explicitly follow the steps in the proof of Theorem 4.11 and illustrate the constructions done in this section.

We close with a characterization of $\mathcal{H}_P(\text{proj } A)$ inside $\mathcal{H}(\text{proj } A)$ in case that $A$ has dominant dimension at least one.

**Remark 4.13.** Let $\text{domdim } A \geq 1$ and $F^* \in \mathcal{H}(\text{proj } A)$. Then $F^* \in \mathcal{H}_P(\text{proj } A)$ if and only if $\nu(H^k(F^*)) = 0$ for all $k \in \mathbb{Z}$.

In fact, we have $F^* \in \mathcal{H}_P(\text{proj } A)$ if and only if $H^k(F^*) \in \per A$ for all $k \in \mathbb{Z}$ by Lemma 4.5.(1). However, under the assumption $\text{domdim } A \geq 1$, we have $\per A = \per A$. Thus, $H^k(F^*) \in \per A$ if and only if $(H^k(F^*))^* = 0$.

### 4.2 Grothendieck group

We recall the definition of the stable Grothendieck group as stated in [33].

**Definition 4.14.** Let $L$ be the free abelian group generated by the isomorphism classes of objects in mod $A$ without projective direct summands. Let $R$ be the subgroup of $L$ generated by the classes

$$[X] - [Y] + [Z]$$

where $0 \to X \oplus P \to Y \oplus Q \to Z \to 0$ is a short exact sequence with $P, Q \in \text{proj } A$ and where $X$ and $Y$ may be zero.

The **stable Grothendieck group** $G^3_0(A)$ of $A$ is defined as the quotient $L/R$.

Martínez-Villa has shown in [33, Theorem 2.1] that stably equivalent algebras without nodes and without semisimple summands have isomorphic stable Grothendieck groups.

We consider the Grothendieck group $G_0(\mathcal{H}_P(\text{proj } A))$ of the triangulated category $\mathcal{H}_P(\text{proj } A)$.

Using the equivalence $\mathcal{F} : \text{mod } A \to \mathcal{L}_A$, we obtain a Grothendieck group $G^0_0(A)$ for the stable module category which is defined via perfect exact sequences. We show that $G^0_0(A)$ is invariant under stable equivalences which preserve perfect exact sequences.

**Definition 4.15.** Let $L$ be the free abelian group generated by the isomorphism classes of objects in mod $A$ without projective direct summands. Let $R'$ be the subgroup of $L$ generated by the classes

$$[X] - [Y] + [Z]$$

where $0 \to X \to Y \oplus P \to Z \to 0$ is a perfect exact sequence with $P \in \text{proj } A$.

The group $G^0_0(A)$ is defined as the quotient $L/R'$.
The next theorem follows from the results provided in Section 4.1.

**Theorem 4.16.** The equivalence $\mathcal{F} : \text{mod} A \to \mathcal{L}_A$ induces an isomorphism

$$G_0^P(A) \simeq G_0(\mathcal{H}_P(\text{proj} A)).$$

**Proof.** By Proposition 2.18, every perfect exact sequence $0 \to X \to Y \oplus P \to Z \to 0$ in mod $A$ with $P$ projective induces a distinguished triangle $F_X^* \to F_Y^* \to F_Z^* \to$ in $\mathcal{L} \subseteq \mathcal{H}_P(\text{proj} A)$ and vice versa. Hence, the natural map $\sigma : G_0^P(A) \to G_0(\mathcal{H}_P(\text{proj} A))$ given by $[X] \mapsto [F_X^*]$ is well-defined. Since split exact sequences are perfect exact, $\sigma$ is a group homomorphism.

Suppose given $X \in \text{mod} A$. Let $S_1, \ldots, S_n$ be the composition factors of $X$. For $1 \leq k \leq n$, let $S_k \hookrightarrow I_k$ be the injective hull of $S_k$ together with a short exact sequence $0 \to S_k \to I_k \to C_k \to 0$ in mod $A$. Note that the modules $I_k$ and $C_k$ are uniquely determined by $X$ up to isomorphism. Throughout the proof, we write $I_X := \bigoplus_{k=1}^n I_k$ and $C_X := \bigoplus_{k=1}^n C_k$ for a given $A$-module $X$. If $X$ is the zero module, we set $I_X = 0$ and $C_X = 0$.

**Claim 1.** Let $X \in \mathcal{P}_A$ with minimal projective resolution $P^*$. We have $([I_X] - [C_X])\sigma = [P^*]$.

**Proof of claim 1.** Let $Q_k^*$ be the minimal projective resolution of $S_k$ for $1 \leq k \leq n$. By Lemma 4.9.(2), we have $[P^*] = \sum_{k=1}^n [Q_k]$. For all $1 \leq k \leq n$ we additionally have that $[Q_k] = [F_{I_k}^*] - [F_{C_k}^*]$ by Lemma 4.10. Together, we obtain

$$([I_X] - [C_X])\sigma = \sum_{k=1}^n [I_k]\sigma - [C_k]\sigma = \sum_{k=1}^n [F_{I_k}^*] - [F_{C_k}^*] = \sum_{k=1}^n [Q_k] = [P^*].$$

This proves the claim.

Suppose given a complex $G^* \in \mathcal{H}_P(\text{proj} A)$. Let $l \in \mathbb{Z}$ such that $H^{<l}(G^*) = 0$. Let $r \in \mathbb{Z}_{>l}$ such that $H_{\geq r}(G^*) = 0$. We aim to define a map

$$\delta' : \mathcal{H}_P(\text{proj} A) \to G_0^P(A) : G^* \mapsto \sum_{k=l}^{r-1} (-1)^k([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^r[H^r(\tau_{<r}G^*)].$$

**Claim 2.** Suppose given $F_X^* \in \mathcal{L}_A$ for $X \in \text{mod} A$ with $H^0(F_X^*)$ non-zero. Suppose given a submodule $H$ of $H^0(F_X^*)$ together with a short exact sequence $0 \to H \to X \to N \to 0$. We have $[X] = [I_H] - [C_H] + [N]$ in $G_0^P(A)$.

If $H = H^0(F_X^*)$, then we have $[X] = [H^0(\tau_{<0}F_X^*)] = [I_H] - [C_H] - [H^1(\tau_{\leq 1}F_X^*)]$ in $G_0^P(A)$.

**Proof of claim 2.** We proceed by induction on the number of composition factors of $H$.

Suppose that $S := H$ is simple. Let $I \in \text{mod} A$ be the injective hull of $S$. Since $S$ is a submodule of $X$, there exists an injective module $J \in \text{mod} A$ such that $I \oplus J$ is the injective
hull of $X$. Let $P^*$ be the minimal projective resolution of $S$. By Lemma 4.6.(2,3), we have the following distinguished triangle

$$P^* \xrightarrow{u^*} F_X^* \rightarrow F_N^* \rightarrow$$

and a short exact sequence $0 \rightarrow S \rightarrow H^0(F_X^*) \rightarrow H^0(F_N^*) \rightarrow 0$. Additionally, we have the following distinguished triangle by Lemma 4.10 with $w^*$:

$$P^* \rightarrow F_I^* \rightarrow F_C^* \oplus F_J^* \rightarrow$$

The embedding $S \hookrightarrow I \oplus J$ factors through the embedding $S \hookrightarrow X$ via an injective morphism $X \rightarrow I \oplus J$. This induces a morphism of complexes $(v_1^* v_2^*) : F_X^* \rightarrow F_I^* \oplus F_J^*$ such that $u^*(v_1^* v_2^*) = (w^* 0)$ in $K(\text{proj} \ A)$. Let $K^* := C((v_1 v_2))^*$ be its mapping cone. Note that $K^* \in \mathcal{L}_A$ by Proposition 2.21. We have the following distinguished triangle.

$$F_X^* \xrightarrow{(v_1^* v_2^*)} F_I^* \oplus F_J^* \rightarrow K^* \rightarrow$$

Now, the octahedral axiom gives another distinguished triangle.

$$F_N^* \rightarrow F_C^* \oplus F_J^* \rightarrow K^* \rightarrow$$

By Proposition 2.18 the two triangles above induce perfect exact sequences such that

$$[X] - [N] = [I] + [J] - [H^0(\tau_{\leq 0} K^*)] - ([C] + [J] - [H^0(\tau_{\leq 0} K^*)]) = [I] - [C].$$

This verifies the claim in the case that $S = H$ is simple. Now, suppose that $H$ has $n > 1$ many composition factors. Let $0 \rightarrow U \rightarrow H \rightarrow T \rightarrow 0$ be a short exact sequence in $\text{mod} \ A$ with $T$ a simple module. Let $\tilde{X} := \text{Cok}(U \rightarrow X)$. By induction, we may assume that we have $[X] = [I_U] - [C_U] + [\tilde{X}]$ in $G_0^0(A)$. Consider the following commutative diagram with exact rows.

$$\begin{array}{cccccc}
0 & \rightarrow & U & \rightarrow & H & \rightarrow & T & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & U & \rightarrow & X & \rightarrow & \tilde{X} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & 0 & \rightarrow & N & \rightarrow & N & \rightarrow & 0
\end{array}$$

Since $0 \rightarrow H \rightarrow X \rightarrow N \rightarrow 0$ is a short exact sequence, we obtain another short exact sequence $0 \rightarrow T \rightarrow \tilde{X} \rightarrow N \rightarrow 0$. By Lemma 4.6.(2,3), we have a short exact sequence $0 \rightarrow U \rightarrow H^0(F_X^*) \rightarrow H^0(F_N^*) \rightarrow 0$. Thus, $T$ is a submodule of $H^0(F_X^*)$. Using that $T$ is simple,
we can show as above that \( [\tilde{X}] = [I_T] - [C_T] + [N] \). Since \( [I_H] = [I_U] + [I_T] \) and \( [C_H] = [C_U] + [C_T] \), combining all equations yields \( [X] = [I_H] - [C_H] + [N] \) in \( G_0^H(A) \).

If \( H = H^0(F_X^*) \), we have that \( H^0(F_N^*) = 0 \) and \( \tau_{\geq 0}F_X^* = \tau_{\geq 0}F_N^* \) by Lemma 4.6.(1,2). Using Lemma 2.24.(2,4), we obtain \( [N] = -[H^1(\tau_{\leq 1}F_N^*)] = -[H^1(\tau_{\leq 1}F_X^*)] \) in \( G_0^H(A) \). In conclusion, \( [X] = [I_H] - [C_H] + [N] = [I_H] - [C_H] - [H^1(\tau_{\leq 1}F_X^*)] \). This proves the claim.

**Claim 3.** Suppose given a complex \( G^* \in \mathcal{H}_P(\text{proj} A) \). Let \( l \in \mathbb{Z} \) such that \( H^{\leq l}(G^*) = 0 \). Let \( r_1 \in \mathbb{Z}_{\geq l} \) such that \( H_{\geq r_1}(G^*) = 0 \). We write \( X_k := H^k(\tau_{\leq k}G^*) \). Then the element

\[
\sum_{k=l}^{r_1-1} (-1)^k([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_1}[X_{r_1}]
\]

in \( G_0^H(A) \) is independent of the choice of \( l \) and \( r_1 \) provided \( H^{\leq l}(G^*) = 0 \) and \( H_{\geq r_1}(G^*) = 0 \). That is, for every \( r_2 \geq r_1 \), we have

\[
(-1)^{r_1}[X_{r_1}] = \sum_{k=r_1}^{r_2-1} (-1)^k([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_2}[X_{r_2}].
\]

**Proof of claim 3.** The independence of \( l \) of the sum above follows from \( I_{H^k(G^*)} = 0 \) and \( C_{H^k(G^*)} = 0 \) for \( k < l \). We show that

\[
0 = \sum_{k=r_1}^{r_2-1} (-1)^k([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_2}[X_{r_2}] - (-1)^{r_1}[X_{r_1}].
\]

by induction on \( r_2 \in \mathbb{Z}_{\geq r_1} \). For \( r_2 = r_1 \) there is nothing to show. For the induction step, we may assume that the equation holds for some \( r_2 \geq r_1 \). We obtain

\[
\sum_{k=r_1}^{r_2} (-1)^k([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_2+1}[X_{r_2+1}] - (-1)^{r_1}[X_{r_1}]
\]

\[
= (-1)^{r_2}([I_{H^{r_2}(G^*)}] - [C_{H^{r_2}(G^*)}]) + (-1)^{r_2+1}[X_{r_2+1}] - (-1)^{r_2}[X_{r_2}].
\]

Note that \( H_{\geq r_2}(G^*) = 0 \) and \( H_{\geq r_2}(\tau_{\leq r_2}(F_{X_{r_2}^*}[-r_2])) = H_0(\tau_{\leq 0}(F_{X_{r_2}^*}^*)) = 0 \). Furthermore, we have \( H^{r_2}(\tau_{\leq r_2}(F_{X_{r_2}^*}[-r_2])) = H^0(\tau_{\leq 0}(F_{X_{r_2}^*})) \approx X_{r_2} = H^{r_2}(\tau_{\leq r_2}G^*) \). Since projective resolutions are unique up to isomorphism in \( \mathcal{K}(\text{proj} A) \), this implies that \( \tau_{\geq r_2}G^* \cong \tau_{\geq r_2}(F_{X_{r_2}^*}[-r_2]) \) in \( \mathcal{K}(\text{proj} A) \). In particular, we have \( H^{r_2}(G^*) \cong H^{r_2}(F_{X_{r_2}^*}[-r_2]) = H^0(F_{X_{r_2}^*}) \). Using claim 2, we obtain

\[
[I_{H^{r_2}(G^*)}] - [C_{H^{r_2}(G^*)}] = [H^0(\tau_{\leq 0}F_{X_{r_2}^*})] + [H^1(\tau_{\leq 1}F_{X_{r_2}^*})]
\]

\[
= [H^{r_2}(\tau_{\leq r_2}G^*)] + [H^{r_2+1}(\tau_{\leq r_2+1}G^*)]
\]

\[
= [X_{r_2}] + [X_{r_2+1}].
\]
Thus, we have
\[
(-1)^{r_2}([H^{r_2}(G)] - [C^{r_2}(G)]) + (-1)^{r_2+1}[X_{r_2+1}] - (-1)^{r_2}[X_{r_2}] =
(-1)^{r_2}([X_{r_2}] + [X_{r_2+1}]) + (-1)^{r_2+1}[X_{r_2+1}] - (-1)^{r_2}[X_{r_2}] = 0.
\]

This proves the claim.

Suppose given a complex \(G^* \in \mathcal{H}_P(\text{proj} \ A)\). Let \(l \in \mathbb{Z}\) such that \(H^{<l}(G^*) = 0\). Let \(r \in \mathbb{Z}_{>l}\) such that \(H_{>r}(G^*) = 0\). We define a map \(\tilde{\sigma}'\) as follows.

\[
\tilde{\sigma}' : \mathcal{H}_P(\text{proj} \ A) \to G_0^R(A) : G^* \mapsto \sum_{k=l}^{r-1} (-1)^k([H^k(G)] - [C^k(G)]) + (-1)^r[H^r(\tau_{<l}G^*)].
\]

By claim 3 this definition is independent of the choice of \(l\) and \(r\).

**Claim 4.** Let \(G^* \to K^* \to L^* \to \) be a distinguished triangle in \(\mathcal{H}_P(\text{proj} \ A)\). We have that \(([G^*] - [K^*] + [L^*])\tilde{\sigma}' = 0 \) in \(G_0^R(A)\).

**Proof of claim 4.** Let \(l \in \mathbb{Z}\) such that \(H^{<l}(G^*) = 0\), \(H^{<l}(K^*) = 0\) and \(H^{<l}(L^*) = 0\). Let \(r \in \mathbb{Z}_{>l}\) such that \(H_{>r}(G^*) = 0\), \(H_{>r}(K^*) = 0\) and \(H_{>r}(L^*) = 0\). By Lemma 2.17, we have a split short exact sequence of complexes \(0 \to \tau_{<l}G^* \to \tau_{<l}K^* \to \tau_{<l}L^* \to 0\) with \(\tilde{K}^* \simeq K^*\) in \(\mathcal{K}(\text{proj} \ A)\).

Note that \([H^r(\tau_{<l}K^*)] = [H^r(\tau_{<l}L^*)]\). This results in the following long exact sequence of cohomology.

\[
0 \to H^l(G^*) \to H^l(K^*) \to \cdots \to H^{r-1}(L^*) \xrightarrow{\delta} H^r(\tau_{<l}G^*) \to H^r(\tau_{<l}K^*) \to H^r(\tau_{<l}L^*) \to 0
\]

Recall that for \(X \in \text{mod} \ A\) the modules \(I_X\) and \(C_X\) are uniquely determined up to isomorphism by the composition factors of \(X\). The long exact sequence of cohomology now implies that

\[
\sum_{k=l}^{r-1} (-1)^k([H^k(G)] - [H^k(K)] + [H^k(L)]) + C_{\text{Im}(\delta)} = 0
\]

We write \(X := H^r(\tau_{<l}G^*)\) and \(\tilde{X} := H^r(\tau_{<l}G^*)/\text{Im}(\delta) \simeq \text{Ker}(H^r(\tau_{<l}K^*) \to H^r(\tau_{<l}L^*))\).

Note that \(\text{Im}(\delta) \simeq \text{Cok}(H^{r-1}(K^*) \to H^{r-1}(L^*)) \hookrightarrow H^r(G^*) \simeq H^r(F_X)\). Thus, Lemma 4.6.1(i,3) implies \(\tau_{>l}F_X = \tau_{>l}F_{\tilde{X}}\) so that \(X^* \simeq X^*\). Moreover, \([H^r(\tau_{<l}G^*)] = [X] = [I_{\text{Im}(\delta)}] - [C_{\text{Im}(\delta)}] + [\tilde{X}]\) by claim 2. Together with the above, we obtain

\[
([G^*] - [K^*] + [L^*])\tilde{\sigma}' = \sum_{k=l}^{r-1} (-1)^k([H^k(G)] - [H^k(K)] + [H^k(L)]) + C_{\text{Im}(\delta)} + (-1)^r([H^r(\tau_{<l}G^*)] - [H^r(\tau_{<l}K^*)] + [H^r(\tau_{<l}L^*)]) = 0
\]
\[= (-1)^r([\tilde{X}] - [X] + [H^r(\tau_{\leq r}G^*)] - [H^r(\tau_{\leq r}K^*)] + [H^r(\tau_{\leq r}L^*)])\]
\[= (-1)^r([\tilde{X}] - H^r(\tau_{\leq r}\tilde{K}^*) + [H^r(\tau_{\leq r}L^*)])\]

It remains to show that the short exact sequence \(0 \to \tilde{X} \to H^r(\tau_{\leq r}\tilde{K}^*) \to H^r(\tau_{\leq r}L^*) \to 0\) is perfect exact. The componentwise split sequence \(0 \to \tau_{\geq r+1}L^*_r \to \tau_{\geq r+1}\tilde{K}^*_r \to \tau_{\geq r+1}G^*_r \to 0\) induces the following short exact sequence.

\[0 \to H_{r+1}(\tau_{\geq r+1}L^*_r) \to H_{r+1}(\tau_{\geq r+1}\tilde{K}^*_r) \to H_{r+1}(\tau_{\geq r+1}G^*_r) \to 0\]

Recall that \(H_{\geq r}(L^*_r) = 0\). Thus, we have

\[H_{r+1}(\tau_{\geq r+1}L^*_r) \cong \text{Cok}(L^*_{r+2} \to L^*_{r+1}) \cong \text{Ker}(L^*_r \to L^*_r-1) \cong H^r(\tau_{\leq r}L^*)^*\]

Similarly for the other two terms. This results in the following short exact sequence.

\[0 \to H^r(\tau_{\leq r}L^*)^* \to H^r(\tau_{\leq r}\tilde{K}^*)^* \to X^* \to 0\]

Since \(X^* \cong \tilde{X}^*\), we obtain that \(0 \to \tilde{X} \to H^r(\tau_{\leq r}\tilde{K}^*) \to H^r(\tau_{\leq r}L^*) \to 0\) is a perfect exact sequence. This proves the claim.

Using claim 4, the map \(\tilde{\sigma}\) induces a map

\[\tilde{\sigma} : G_0(\mathcal{H}_p(\text{proj} A)) \to G_0^p(A) : [G^*] \mapsto \sum_{k=l}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^r [H^r(\tau_{\leq r}G^*)].\]

We show that \(\sigma \tilde{\sigma} = \text{id}_{G_0^p(A)}\) and \(\tilde{\sigma} \sigma = \text{id}_{G_0(\mathcal{H}_p(\text{proj} A))}\). Then \(\sigma\) and \(\tilde{\sigma}\) are mutually inverse isomorphisms.

For \(X \in \text{mod} A\), we have \([X][\sigma \tilde{\sigma}] = [F^*_X]\tilde{\sigma} = [H^0(\tau_{\leq 0} F^*_X)] = [X]\) since we can choose \(l = r = 0\) in the definition of \(\tilde{\sigma}\). On the other hand, suppose given \(G^* \in \mathcal{H}_p(\text{proj} A)\). Let \(F^*_k\) be the minimal projective resolution of \(H^k(G^*)\) for \(l \leq k \leq r-1\) where \(l, r \in \mathbb{Z}\) with \(H^{<l}(G^*) = 0\) and \(H_{\geq r}(G^*_r) = 0\). Let \(X_r := H^r(\tau_{\leq r}G^*)\). Using claim 1, we have \(([I_{H^k(G^*)}] - [C_{H^k(G^*)}])\sigma = [F^*_k]\). By Lemma 4.7.(2), we have \([G^*] = \sum_{k=l}^{r-1} (-1)^k [F^*_k] + (-1)^r [F^*_X]\). Together, we obtain

\[\tilde{\sigma} \sigma = \sum_{k=l}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}])\sigma + (-1)^r [X_r]\sigma\]
\[= \sum_{k=l}^{r-1} (-1)^k [F^*_k] + (-1)^r [F^*_X] = [G^*].\]

Recall that a stable equivalence \(\text{mod} A \to \text{mod} B\) preserves perfect exact sequences if \(A\) and \(B\) are of finite representation type and have no nodes; cf. Definition 3.1 and Corollary 3.20.
Theorem 4.17. Let \( \alpha : \text{mod } A \to \text{mod } B \) be a stable equivalence such that \( \alpha \) and its quasi-inverse preserve perfect exact sequences. Then \( \alpha \) induces an isomorphism \( G_0^p(A) \to G_0^p(B) \).

Proof. By assumption, every perfect exact sequence \( 0 \to X \to Y \oplus P \to Z \to 0 \) in \( \text{mod } A \) with \( P \) projective induces a perfect exact sequence

\[
0 \to \alpha(X) \to \alpha(Y) \oplus P' \to \alpha(Z) \to 0
\]

with \( P' \in \text{proj } B \).

Hence, the natural map \( G_0^p(A) \to G_0^p(B) \) given by \([X] \mapsto [\alpha(X)]\) is well-defined. Since \( \alpha \) is an equivalence, this map is an isomorphism.

Note that \( G_0^{\text{st}}(A) = 0 \) if \( \text{gldim } A < \infty \). In fact, we have \([\Omega(X)] = -[X]\) by setting \( Y = 0 \) in the definition of \( G_0^{\text{st}}(A) = 0 \). If \( \Omega^n(X) \) is projective for some \( n \geq 1 \), we obtain \([X] = 0\).

In general, \( G_0^p(A) \) can be non-zero even in case of finite global dimension; cf. Example 7.14. Moreover, \( G_0^p(A) \) and \( G_0^{\text{st}}(A) \) are not isomorphic, even for algebras of infinite global dimension. See Example 7.7 for more details. However, the following holds.

Remark 4.18. We have a surjective group homomorphism

\[
G_0^p(A) \to G_0^{\text{st}}(A) : [X] \mapsto [X]_{\text{st}}.
\]

If \( A \) is self-injective, this is an isomorphism.

In fact, every perfect exact sequence in the definition of \( G_0^p(A) \) is also a short exact sequence of the form stated in the definition of \( G_0^{\text{st}}(A) \). If \( A \) is self-injective, every short exact sequence is perfect exact. After potentially removing a split exact sequence starting in a projective module, every short exact sequence is of the form as stated in Definition 4.15.

We close this section with a remark on generating systems of \( G_0^p(A) \).

Remark 4.19. By construction, \( G_0^p(A) \) is generated by the indecomposable modules in \( \text{mod } A \). Thus, \( G_0(\mathcal{H}_P(\text{proj } A)) \) is generated by \([F^\bullet]\) for \( F^\bullet \in \mathcal{L} \) indecomposable by Theorem 4.16.

However, in general \( G_0^p(A) \) is not generated by the non-projective simple modules in \( \text{mod } A \); cf. Example 7.14. In comparison, every simple minded system over \( A \) is a generating system of \( G_0^{\text{st}}(A) \) as was shown in [23, Lemma 2.3]. In particular, this holds for the simple \( A \)-modules.
4.3 Nakayama closure

In general, the triangulated category $\mathcal{H}_P(\text{proj } A)$ discussed in Section 4.1 is neither characteristic in $\mathcal{K}(\text{proj } A)$, nor in $\mathcal{H}(\text{proj } A)$. In particular, for algebras of finite global dimension, the category is not closed under the derived Nakayama functor. However, the category $\mathcal{H}_P(\text{proj } A)$ can be enlarged to the category $\mathcal{H}_{\text{stp}}(\text{proj } A)$ by replacing the projective-injective modules with strongly projective-injective modules.

In this section, we consider an equivalence $\nu_K : K^+_{\text{proj } A} \to K^+_{\text{proj } A}$ induced by the Nakayama functor $\nu_A : \text{proj } A \to \text{inj } A$ where $\nu_A(P) = D(P^*) = D \text{Hom}_A(P, A)$. In case that $\text{gldim } A < \infty$, we retrieve the derived Nakayama functor $K^b_{\text{proj } A} \to K^b_{\text{proj } A}$. Our aim is to show that $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms. Assuming that $A$ can be embedded into a strongly projective-injective module, we give conditions under which $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is characteristic in $\mathcal{H}(\text{proj } A)$.

For the main proof, we will be able to reuse most of the results of Section 4.1. The main new technical result in Lemma 4.24 shows that a projective resolution of a simple module in $\perp(\text{stp } A)$ is contained in any triangulated subcategory that contains $\mathcal{L}$ and is closed under $\nu_K$ and under isomorphisms.

For now, we start with a lemma on the Nakayama functor, which will be needed later. Note that in general the Nakayama functor on mod $A$ is not fully faithful.

Lemma 4.20. Let $X$ be an $A$-module and $Z \in P_A$. Then $\text{Hom}_A(\nu^{-1}X, Z) \simeq \text{Hom}_A(X, \nu Z)$ as $k$-vector spaces.

Proof. Let $I^* \in K^+(\text{inj } A)$ be an injective presentation of $X$.

$$X \xrightarrow{i} I^0 \xrightarrow{d_I} I^1$$

Applying $\nu^{-1}$ componentwise, we obtain a sequence $Q^* \in K^+(\text{proj } A)$.

$$\nu^{-1}X \xrightarrow{i} Q^0 \xrightarrow{d_Q} Q^1$$

Note that we have $X = \text{Ker}(d_I)$ and $\nu^{-1}X = \text{Ker}(d_Q)$ since $\nu^{-1}$ is left exact.

Claim. We have $\text{Hom}_A(X, Z) \simeq \text{Hom}_{K(\text{inj } A)}(I^*, Z)$ and $\text{Hom}_A(\nu^{-1}X, Z) \simeq \text{Hom}_{K(\text{proj } A)}(Q^*, Z)$ for $Z \in \text{inj } A$.

Suppose given $Y \in \text{mod } A$ and a sequence $0 \to Y \to C^0 \to C^1$ in mod $A$ with $\text{Ker}(C^0 \xrightarrow{d} C^1)$. This gives a complex $C^* \in K(\text{mod } A)$ with $C^k = 0$ for $k \not\in \{0, 1\}$. We show that this implies $\text{Hom}_A(Y, Z) \simeq \text{Hom}_{K(\text{mod } A)}(C^*, Z)$. 

Let $f$ be a non-zero morphism in $\text{Hom}_A(Y, Z)$. Since $Z$ is injective, there exists a morphism $\varphi^0 : C^0 \to Z$ such that the following diagram commutes.

\[
\begin{array}{ccc}
Y & \xleftarrow{i} & C^0 \\
\downarrow{f} & & \downarrow{\varphi^0} \\
Z & & C^1
\end{array}
\]

Set $\varphi^k = 0$ for all $k \neq 0$. We obtain $\varphi^* \in \text{Hom}_{K(\text{mod} A)}(C^*, Z)$.

Let $C^0 \xrightarrow{\tilde{\varphi}^0} Z$ be another morphism such that $f = \iota \tilde{\varphi}^0$. Then $\iota(\varphi^0 - \tilde{\varphi}^0) = 0$ and we obtain the following morphism of complexes.

\[
\begin{array}{ccc}
Y & \xleftarrow{i} & C^0 \\
\downarrow & & \downarrow{\varphi^0 - \tilde{\varphi}^0} \\
0 & \xrightarrow{} & Z & \xrightarrow{} & 0
\end{array}
\]

By Lemma 4.3.(1) this yields $\varphi^0 - \tilde{\varphi}^0 = 0$ so that $f \varphi^0 = \tilde{\varphi}^0$. Thus, $f \mapsto f\psi := \varphi^*$ defines a $k$-linear map

$$\text{Hom}_A(Y, Z) \xrightarrow{\psi} \text{Hom}_{K(\text{mod} A)}(C^*, Z).$$

It remains to show that $\psi$ is an isomorphism. Suppose that $\varphi^* = f \psi = 0$ in $K(\text{mod} A)$. In this case, there exists a morphism $h : C^1 \to Z$ such that $d h = \varphi^0$. However, this implies

$$0 = \iota d h = \iota \varphi^0 = f$$

so that $\psi$ is injective. Now, suppose given a morphism $\varphi^* \in \text{Hom}_{K(\text{mod} A)}(C^*, Z)$. Setting $f := \iota \varphi^0 \in \text{Hom}_A(Y, Z)$, we obtain $f \psi = \varphi^*$ so that $\psi$ is surjective. This concludes the proof of the claim.

We obtain the following sequence of isomorphisms using that $\nu : K(\text{proj} A) \to K(\text{inj} A)$ is an equivalence.

$$\text{Hom}_A(\nu^{-1} X, Z) \simeq \text{Hom}_{K(\text{proj} A)}(Q^*, Z) \simeq \text{Hom}_{K(\text{inj} A)}(I^*, \nu Z) \simeq \text{Hom}_A(X, \nu Z).$$

The next lemma provides one part of the functor $\nu_K : K^{+,b'}(\text{proj} A) \to K^{-,b}(\text{proj} A)$. Recall that the equivalence $\nu : \text{proj} A \to \text{inj} A$ given by the Nakayama functor $\nu(-) = D(-)^*$ induces an equivalence $K(\text{proj} A) \to K(\text{inj} A)$ via $F^* \mapsto (\nu F^k)_{k \in \mathbb{Z}}$. 

\[\square\]
Lemma 4.21. The equivalence of triangulated categories

$$\nu : \mathcal{K}(\text{proj } A) \xrightarrow{\sim} \mathcal{K}(\text{inj } A)$$

induced by the Nakayama functor restricts to an equivalence of triangulated categories

$$\mathcal{K}^{+,b^*}(\text{proj } A) \xrightarrow{\sim} \mathcal{K}^{+,b}(\text{inj } A).$$

Proof. Recall that $$\nu(X) = D(X^*)$$ for an A-module X. Suppose given $$P^* \in \mathcal{K}^{+,b^*}(\text{proj } A)$$. Thus, we have $$P^* \in \mathcal{K}^{-,b}(A\text{-proj})$$ and we obtain $$D(P^*) = \nu P^* \in \mathcal{K}^{+,b}(\text{inj } A)$$ since D is exact. Recall that $$\nu^{-1}(X) = (D(X))^*$$ for an A-module X. Suppose given $$I^* \in \mathcal{K}^{+,b}(\text{inj } A)$$. Applying $$D(-)$$ to $$I^*$$ componentwise, we obtain a complex $$D(I^*)^* \in \mathcal{K}^{-,b}(A\text{-proj})$$ since D is exact. In particular $$D(I^*)$$ is bounded in cohomology so that $$D(I^*) = \nu^{-1}I^* \in \mathcal{K}^{+,b^*}(\text{proj } A)$$. In conclusion, $$\nu$$ restricts to an equivalence $$\mathcal{K}^{+,b^*}(\text{proj } A) \xrightarrow{\sim} \mathcal{K}^{+,b}(\text{inj } A)$$.

Definition 4.22. We denote the above composite of equivalences by

$$\nu_{\mathcal{K}} : \mathcal{K}^{+,b^*}(\text{proj } A) \xrightarrow{\sim} \mathcal{K}^{-,b}(\text{proj } A).$$

We say that a triangulated subcategory $$\mathcal{T}$$ of $$\mathcal{K}(\text{mod } A)$$ is closed under $$\nu_{\mathcal{K}}$$ if the restriction of $$\nu_{\mathcal{K}}$$ to the full subcategory with objects in $$\mathcal{T} \cap \mathcal{K}^{+,b^*}(\text{proj } A)$$ has an essential image in $$\mathcal{T}$$.

Remark 4.23. Recall that $$\mathcal{H}(\text{proj } A)$$ is the full subcategory of $$\mathcal{K}(\text{proj } A)$$ consisting of all complexes $$F^* \in \mathcal{K}(\text{proj } A)$$ such that there exist $$l, r \in \mathbb{Z}$$ with $$\mathcal{H}^{<l}(F^*) = 0$$ and $$\mathcal{H}^{>r}(F^*) = 0$$. In particular, $$\mathcal{K}^{+,b^*}(\text{proj } A)$$ and $$\mathcal{K}^{-,b}(\text{proj } A)$$ are subcategories of $$\mathcal{H}(\text{proj } A)$$.

(1) Let $$\text{gldim } A < \infty$$. Then $$\mathcal{H}_{\text{stp}}(\text{proj } A) = \mathcal{K}^{b^*}(\text{stp } A) \cap \mathcal{K}^{b}(\text{proj } A)$$ and $$\nu_{\mathcal{K}}$$ is equivalent to the derived Nakayama functor $$\mathcal{K}^{b}(\text{proj } A) \xrightarrow{\sim} \mathcal{K}^{b}(\text{proj } A).$$

(2) If A is self-injective, we will see that $$\mathcal{H}_{\text{stp}}(\text{proj } A) = \mathcal{H}_{\mathcal{P}}(\text{proj } A) = \mathcal{L}_A$$; cf. Theorem 4.45. Furthermore, the restriction of $$\nu_{\mathcal{K}}$$ to $$\mathcal{H}_{\text{stp}}(\text{proj } A) \cap \mathcal{K}^{+,b^*}(\text{proj } A)$$ is zero, since all non-zero complexes in $$\mathcal{H}_{\text{stp}}(\text{proj } A)$$ are unbounded. Thus, $$\mathcal{L}_A$$ is trivially closed under $$\nu_{\mathcal{K}}$$ in this case.
We aim to show that \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) \) is the smallest triangulated subcategory of \( \mathcal{K}(\text{proj} \ A) \) that contains \( \mathcal{L}_A \) and is closed under \( \nu_K \) and under isomorphisms. It remains to verify that a projective resolution \( P^{\leq 0} \) of a simple module \( S \in \perp(\text{stp} \ A) \) is an element of every triangulated category that contains \( \mathcal{L} \) and is closed under \( \nu_K \) and under isomorphisms. Note that no further steps are necessary, if \( \nu\text{-domdim} \ A \geq 1 \). In this case a module \( X \in \perp(\text{stp} \ A) \) satisfies \( X^* = 0 \).

By Lemma 2.24.(5,7), we obtain that \( F_X \in \mathcal{L}_A \). Our strategy for the general proof is as follows.

We consider a complex \( Q^\bullet \in \mathcal{K}(\text{proj} \ A) \) such that \( \nu_K(\nu^{-1}S) \simeq P^{\leq 0} \) and \( Q^{\leq 0} \) is a projective resolution of \( \nu^{-1}S \). Furthermore, \( \nu^{-1}S \) embeds into \( Q^1 \). If \( Q^1 \) is not injective, the result follows from Lemma 4.10. Otherwise, we inductively construct new simple modules \( S_k \) which embed into \( \nu^{-k}(Q^1) \). By assumption, \( \nu(Q^1) \) cannot be strongly projective-injective, so that this procedure terminates with a \( \nu^{-k}(Q^1) \) which is not injective.

**Lemma 4.24.** Let \( T \) be a triangulated subcategory of \( \mathcal{K}(\text{proj} \ A) \) that contains \( \mathcal{L} \) and is closed under \( \nu_K \) and under isomorphisms.

Suppose \( S \) is a simple \( A \)-module with minimal projective resolution \( P^{\leq 0} \). If \( S \in \perp(\text{stp} \ A) \), then \( P^{\leq 0} \in T \).

**Proof.** Suppose that \( S \) is injective. Then we have \( S^* = 0 \), otherwise \( S \) is projective and thus strongly projective-injective, a contradiction. Hence, \( F_S \) is the minimal projective resolution of \( S \) which is contained in \( \mathcal{L}_A \).

For the remainder of the proof we assume that \( S \) is not injective. Let \( S \hookrightarrow \nu Q^1 \to \nu Q^2 \) be the minimal injective presentation of \( S \) with \( Q^1, Q^2 \in \text{proj} \ A \).

Extend \( Q^1 \to Q^2 \) to an element \( Q^* \) such that \( \nu^{-1}S \) embeds into \( Q^1 \). Then the truncation \( Q^{\leq 0} \) is the minimal projective resolution of \( \nu^{-1}S = \text{Ker}(Q^1 \to Q^2) \).

\[
\cdots \to Q^{-1} \to Q^0 \to Q^1 \to Q^2 \to \cdots \quad \text{\( \nu^{-1}S \)}
\]

Note that \( Q^{>0} \in \mathcal{K}^{+}^{\nu}(\text{proj} \ A) \). Applying \( \nu_K \) yields \( \nu_K(Q^{>0}) \simeq P^{\leq 0} \) in \( \mathcal{K}^{-\nu}(\text{proj} \ A) \) since \( \nu Q^{>0} \) is an injective resolution of \( S \). Hence, \( Q^{>0} \in T \) implies \( P^{\leq 0} \in T \) since \( T \) is closed under \( \nu_K \). Moreover, we have the distinguished triangle

\[
Q^{>0} \to Q^* \to Q^{\leq 0} \to Q^{>0}[1]
\]

so that \( Q^{>0} \in T \) if and only if \( Q^{<0} \in T \) since \( T \) is closed under isomorphisms. It remains to show that \( Q^{\leq 0} \in T \). If \( \nu^{-1}S = 0 \), we have \( Q^{<0} = 0 \) and we are done at this point.
4.3 Nakayama closure

Note that \( \dim_k \text{Hom}_A(S, \nu Q^1) = 1 \) and \( \dim_k \text{Hom}_A(S, I) = 0 \) for any injective module \( I \not\cong \nu Q^1 \) since \( S \) is simple. Suppose that \( \nu Q^1 \) is projective-injective. Otherwise \( S \in \perp P \) and thus \( P_{\leq 0} \in T \) by Lemma 4.10. By assumption, \( \nu Q^1 \) is not strongly projective-injective.

Claim. It suffices to consider the case that \( Q^1 \in \text{proj} A \) is not injective.

Assume that \( Q^1 \in P_A \). For every \( Z \in P_A \) with \( Z \not\cong Q^1 \), that is \( \nu Z \not\cong \nu Q^1 \), we have

\[
\dim_k \text{Hom}_A(\nu^{-1}S, Q^1) = \dim_k \text{Hom}_A(S, \nu Q^1) = 1
\]
\[
\dim_k \text{Hom}_A(\nu^{-1}S, Z) = \dim_k \text{Hom}_A(S, \nu Z) = 0
\]

by Lemma 4.20. Therefore, there exists a unique composition factor \( S_0 \) of \( \nu^{-1}S \) with an embedding into \( Q^1 \). Furthermore, every other composition factor \( S' \) of \( \nu^{-1}S \) lies in \( \perp P_A \).

By Lemma 4.10 this means that the minimal projective resolution of every composition factor which is not isomorphic to \( S_0 \) is an element of \( T \). Therefore, by Lemma 4.9, the minimal projective resolution \( Q_{\leq 0} \) of \( \nu^{-1}S \) is an element of \( T \) if the minimal projective resolution of \( S_0 \) is an element of \( T \). Note that \( S_0 \in \perp \text{stp} A \). If not, then \( Q^1 \) must be strongly projective-injective and therefore \( \nu Q^1 \) as well so that \( S \not\in \perp (\text{stp} A) \).

Now we can repeat the process described above for \( S_0 \) instead of \( S \) and \( Q^1 \) instead of \( \nu Q^1 \). Inductively, for \( k \geq 0 \), this results in a simple module \( S_k \in \perp (\text{stp} A) \) which is a composition factor of \( \nu^{-1}(S_{k-1}) \). Furthermore, \( S_k \) embeds into \( \nu^{-k}(Q^1) \). Since \( A \) is finite dimensional and \( Q^1 \) is not strongly projective-injective, there exists a \( k \in \mathbb{Z} \) such that \( \nu^{-k}(Q^1) \) is projective but not injective. Thus, it suffices to show that the minimal projective resolution of \( S_k \) is in \( T \). This concludes the proof of the claim.

As a result, we can assume that \( Q^1 \) is not injective. We show that \( \nu^{-1}S \in \perp P_A \). If not, there is a \( Z \in P_A \) such that \( \dim_k \text{Hom}(\nu^{-1}S, Z) \neq 0 \). However, using that \( \nu Q_1 \) is the injective hull of \( S \), we have

\[
\dim_k \text{Hom}(\nu^{-1}S, Z) \simeq \dim_k \text{Hom}(S, \nu Z) = 0
\]

since \( Z \not\cong Q^1 \not\in P_A \), that is \( \nu Z \not\cong \nu Q^1 \). This yields \( \nu^{-1}S \in \perp P_A \). Hence, the minimal projective resolution \( Q_{\leq 0} \) of \( \nu^{-1}S \) is an element of \( T \) by Lemma 4.10.

\( \square \)

We give an example of the procedure used in the proof of Lemma 4.24.

Example 4.25. Let \( A \) be the quiver algebra over \( k \) given by

\[
\begin{array}{c}
1 & \overset{\alpha}{\rightarrow} & 2 & \overset{\varepsilon}{\rightarrow} & 5 \\
\delta & \uparrow & & & \\
4 & \overset{\beta}{\leftarrow} & 3
\end{array}
\]

with relations $\beta \gamma \delta = \gamma \delta \alpha = \delta \alpha \beta = \alpha \varepsilon = 0$. The algebra has the following indecomposable projective modules. We also note their images under the functor $(\cdot)^\nu$.

\[
P_1 := \frac{1}{3}, \quad P_2 := \frac{2}{4}, \quad P_3 := \frac{3}{4}, \quad P_4 := \frac{4}{5}, \quad P_5 := 5
\]

\[
P_1^* = \frac{1}{3}, \quad P_2^* = \frac{2}{4}, \quad P_3^* = \frac{3}{4}, \quad P_4^* = \frac{4}{5}, \quad P_5^* = \frac{5}{2}
\]

We have the orbit $P_3 = \nu(P_1) = \nu^2(P_3) = \nu^3(P_2)$ under the Nakayama functor with $\nu(P_3)$ not projective. Therefore, $P_1$, $P_3$ and $P_4$ are projective-injective but not strongly projective-injective. Let $\mathcal{T}$ be a triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$ that contains $\mathcal{L}$ and is closed under $\nu \mathcal{K}$ and under isomorphisms. We have $\nu \mathcal{K} : \mathcal{K}^b(\text{proj} \ A) \to \mathcal{K}^b(\text{proj} \ A)$, since $A$ has finite global dimension. We aim to show that the minimal projective resolution of the simple module $S := 1 = \text{soc}(P_3)$ is in $\mathcal{T}$.

The minimal injective presentation of $S$ is given by $(P_3 \to P_1) = (\nu(P_1) \to \nu(P_3))$. Thus, we set $Q^1 := P_1$ and extend $P_1 \xrightarrow{d} P_4$ to the following element in $\mathcal{L}_A$ denoted by $Q^*[2]$ in the proof above.

\[
0 \to P_5 \to P_2 \to P_1 \to P_3 \to P_1 \xrightarrow{d} P_4 \to P_2 \to P_4 \to P_3 \to 0
\]

In particular, we have $\nu^{-1}S = \text{Ker}(d) = \frac{3}{4}$. It now suffices to show that the minimal projective resolution of $\nu^{-1}S$ is an element of $\mathcal{T}$.

Since $Q^1 = P_1$ is injective, we inductively construct new simple modules $S_k$ which embed into $\nu^{-k}(Q^1)$. This terminates with $\nu^{-2}(Q^1) = P_2$ which is not injective.

We set $S_0 := 4$ as the unique composition factor of $\frac{3}{4}$ that embeds into $P_1 = \nu^0(Q^1) \in \mathcal{P}_A$.

Note that the other composition factor $3$ is an element of $\perp \mathcal{P}_A$. Thus, it suffices to show that the minimal projective resolution of $S_0$ is an element of $\mathcal{T}$; cf. Lemma 4.10.

We repeat the steps above for $S_0$. The minimal injective presentation $\nu(P_4) \to \nu(P_5)$ results in the following complex in $\mathcal{L}_A$.

\[
0 \to P_5 \to P_2 \to P_1 \to P_3 \oplus P_5 \to P_2 \to P_4 \xrightarrow{d_0} P_3 \to 0
\]

We have $\nu^{-1}(S_0) = \text{Ker}(d_0) = 2 = \text{soc}(P_4)$.

We set $S_1 := 2$, which embeds into $P_4 = \nu^{-1}(Q^1) \in \mathcal{P}_A$. The minimal injective presentation $\nu(P_2) \to \nu(P_1)$ results in the following complex in $\mathcal{L}_A$.

\[
0 \to P_5 \to P_2 \xrightarrow{d_1} P_1 \to P_3 \to P_2 \to P_4 \to P_3 \to 0
\]

We have $\nu^{-1}(S_1) = \text{Ker}(d_1) = 5 = P_5$ in the socle of $P_2$. 
We set $S_2 := P_3$, which embeds into $P_2 = \nu^{-2}(Q^1) \not\in \mathcal{P}_A$. Thus, the minimal projective resolution of $S_2$ is an element of $\mathcal{T}$ by Lemma 4.10.

We are now ready to prove the main result of this section.

**Theorem 4.26.** Let $A$ be a finite dimensional $k$-algebra.

The category $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms.

**Proof.** Note that $\mathcal{H}_P(\text{proj} \ A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj} \ A) \subseteq \mathcal{H}(\text{proj} \ A)$ and $\text{stp} \ A \subseteq \mathcal{P}_A$. By Lemma 4.4.(3), we have that $L \subseteq \mathcal{H}_P(\text{proj} \ A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj} \ A)$. Furthermore, $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$ that is closed under isomorphisms by Remark 4.2.

We show that $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ is closed under $\nu_K$. Let $F^* \in \mathcal{H}_{\text{stp}}(\text{proj} \ A) \cap \mathcal{K}^{+,b}(\text{proj} \ A)$. Since $\nu_K(\mathcal{K}^b(\text{stp} \ A)) \simeq \mathcal{K}^b(\text{stp} \ A)$, we have $\nu_K F^* \in \mathcal{K}^b(\text{stp} \ A)$. Since $\mathcal{K}^{-,b}(\text{proj} \ A) \cap \mathcal{K}^b(\text{stp} \ A)$ is contained in $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$, we obtain $\nu_K(F^*) \in \mathcal{H}_{\text{stp}}(\text{proj} \ A)$. In conclusion, $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ is a triangulated category that contains $\mathcal{L}$ and is closed under $\nu_K$ and under isomorphisms.

Suppose that $\mathcal{T}$ is another triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$ that contains $\mathcal{L}$ and is closed under $\nu_K$ and isomorphisms. We show that $\mathcal{H}_{\text{stp}}(\text{proj} \ A) \subseteq \mathcal{T}$.

By Lemma 4.5 and Lemma 4.7 it suffices to show that the minimal projective resolution of every $A$-module $X \in \mathcal{L}(\text{stp} \ A)$ is an element of $\mathcal{T}$. Moreover, by Lemma 4.9 it suffices to show that the minimal projective resolution of every composition factor of $X$ is an element of $\mathcal{T}$. Let $S$ be such a composition factor. Then $S$ is an element of $\mathcal{L}(\text{stp} \ A)$ by Lemma 4.8. Using Lemma 4.24, we now obtain that the minimal projective resolution of $S$ is an element of $\mathcal{T}$. \qed

Similarly as for $\mathcal{H}_P(\text{proj} \ A)$, we can characterize $\mathcal{H}_{\text{stp}}(\text{proj} \ A)$ using right perpendicular categories; cf. Remark 4.12.

**Remark 4.27.** The following are equivalent for a complex $F^* \in \mathcal{K}(\text{proj} \ A)$.

1. $F^* \in \mathcal{K}^b(\text{stp} \ A)$.

2. $H^k(F^*) \in \mathcal{L}(\text{stp} \ A)$ for all $k \in \mathbb{Z}$.

3. $H^k(F^*) \in \mathcal{L}(\text{stp} \ A)^\perp$ for all $k \in \mathbb{Z}$.

4. $F^* \in \mathcal{K}^b(\text{stp} \ A)^\perp$.

In particular, we have $F^* \in \mathcal{H}_{\text{stp}}(\text{proj} \ A)$ if and only if $F^* \in \mathcal{K}^b(\text{stp} \ A)^\perp$ and $F^* \in \mathcal{H}(\text{proj} \ A)$.

We also note the following for the Auslander-Reiten quiver of $\mathcal{D}^b(\text{mod} \ A)$. 

Remark 4.28. Suppose that $A$ has finite global dimension. An Auslander-Reiten triangle in $\mathcal{H}(\text{proj } A) \cong \mathcal{K}^b(\text{proj } A)$ is of the following form; cf. [15, Theorem 1.4].

$$\nu(F^*)[-1] \rightarrow G^* \rightarrow F^* \rightarrow$$

Thus, $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is the union of some Auslander-Reiten components in $\mathcal{K}^b(\text{proj } A)$.

Example in Chapter 7. We explicitly describe all indecomposable complexes of $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$ in Example 7.10 for the algebra $A$ of Section 7.3. We also visualize both categories together with their subcategory $\mathcal{L}_A$.

We observe the following for the case of $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$. The second part is a direct consequence of Lemma 2.26.

Lemma 4.29. The following holds.

1. $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$ if and only if $P_A = \text{stp } A$.

2. $\nu$-domdim $A \geq 1$ if and only if $P_A = \text{stp } A$ and $\nu(S) = 0$ for all simple $A$-modules $S$ with $\nu(F^0_S) \notin P_A$.

Proof. Ad (1). Suppose that $P_A = \text{stp } A$. Then we have $\downarrow \mathcal{K}^b(P_A) = \downarrow \mathcal{K}^b(\text{stp } A)$ so that $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$.

On the other hand, suppose that $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$. In particular, this means that $\downarrow \mathcal{K}^b(P_A) = \downarrow \mathcal{K}^b(\text{stp } A)$. Assume that $Z \in P_A$ is indecomposable and not an element of $\text{stp } A$. Then we have $\text{soc}(Z) \notin \text{soc}(Z')$ for all $Z' \in \text{stp } A$ indecomposable. We obtain $\text{Hom}_A(\text{soc}(Z), Z') = 0$ for all $Z' \in \text{stp } A$ indecomposable. Hence, $\text{soc}(Z) \in \downarrow (\text{stp } A)$. Using Lemma 4.5, the assumption $\downarrow \mathcal{K}^b(P_A) = \downarrow \mathcal{K}^b(\text{stp } A)$ implies that $\text{soc}(Z) \in \downarrow P_A$. However, we have $\text{Hom}_A(\text{soc}(Z), Z) \neq 0$, a contradiction.

Ad (2). Suppose that $\nu$-domdim $A \geq 1$. Then $P_A = \text{stp } A$ and domdim $A \geq 1$ by Remark 1.17.(2). Now, Lemma 2.26 implies that $\nu(S) = 0$ for all simple $A$-modules $S$ with $\nu(F^0_S) \notin P_A$.

Conversely, suppose that $P_A = \text{stp } A$. Then $\nu$-domdim $A = \text{domdim } A$. With Lemma 2.26 we have domdim $A \geq 1$.

Let $e$ be a basic idempotent element in $A$ such that $\text{add}(eA) = \text{stp } A$. The algebra $eAe$ is called an associated self-injective algebra; cf. [13, Section 4]. We give a characterization of $\mathcal{H}_{\text{stp}}(\text{proj } A)$ inside $\mathcal{H}(\text{proj } A)$ using the algebra $eAe$. 
Lemma 4.30. Let \( e \) be a basic idempotent element in \( A \) such that \( \text{add}(eA) = \text{stp} A \) and let \( F^* \in \mathcal{K}(\text{mod} A) \) if and only if \( (Fe)^* \in \mathcal{K}(\text{mod} eA) \) is acyclic.

Suppose that \( F^* \in \mathcal{H}(\text{proj} A) \). Then \( F^* \in \mathcal{H}_{\text{stp}(\text{proj} A)} \) if and only if \( (Fe)^* \in \mathcal{K}(\text{mod} eA) \) is acyclic.

Proof. We use that \( (Fe)^* \in \mathcal{K}(\text{mod} eA) \) is acyclic if and only if \( H^k((Fe)^*) = 0 \) for all \( k \in \mathbb{Z} \). Since \( Ae \) is a projective left \( A \)-module, the functor \(- \otimes_A Ae\) is exact. Thus, we have that \( H^k((Fe)^*) \simeq H^k(F^*)e \). By assumption, \( \nu(eA) \simeq eA \) so that

\[
H^k(F^*)e \simeq \text{Hom}_A(eA, H^k(F^*)) \simeq \text{D Hom}_A(H^k(F^*), \nu(eA)) \simeq \text{D Hom}_A(H^k(F^*), eA).
\]

Note that \( \text{Hom}_A(H^k(F^*), eA) = 0 \) if and only if \( H^k(F^*) \in \perp (\text{stp} A) = \perp (\text{add}(eA)) \). Furthermore, we have \( H^k(F^*) \in \perp (\text{stp} A) \) for all \( k \in \mathbb{Z} \) if and only if we have \( F^* \in \perp \mathcal{K}^b(\text{stp} A) \) by Lemma 4.5.

Example in Chapter 7. We illustrate the associated self-injective algebra and its connection to the category \( \mathcal{H}_{\text{stp}(\text{proj} A)} \) in Example 7.12 of Section 7.3.

In [14], Fang, Hu and Koenig show that derived equivalences between two algebras restrict to derived equivalences between their associated self-injective subalgebras, provided the two given algebras have \( \nu \)-dominant dimension at least one. Their result is based on the following theorem.

Theorem 4.31. ([14, Theorem 4.3]) Let \( A \) and \( B \) be derived equivalent \( k \)-algebras, both of \( \nu \)-dominant dimension at least 1. Then any derived equivalence \( \mathcal{D}^b(\text{mod} A) \sim \mathcal{D}^b(\text{mod} B) \) restricts to an equivalence of triangulated subcategories \( \mathcal{K}^b(\text{stp} A) \sim \mathcal{K}^b(\text{stp} B) \).

Recall that \( \mathcal{H}(\text{proj} A) \simeq \mathcal{K}^b(\text{proj} A) \simeq \mathcal{D}^b(\text{mod} A) \), if \( \text{gldim} A < \infty \). We have the following corollary for our situation.

Corollary 4.32. Let \( A \) and \( B \) be derived equivalent \( k \)-algebras, both of \( \nu \)-dominant dimension at least 1. Assume that \( A \) and \( B \) have finite global dimension.

Then any derived equivalence \( \mathcal{K}^b(\text{proj} A) \rightarrow \mathcal{K}^b(\text{proj} B) \) restricts to an equivalence of triangulated subcategories \( \mathcal{H}_{\text{stp}(\text{proj} A)} \rightarrow \mathcal{H}_{\text{stp}(\text{proj} B)} \).

In particular, \( \mathcal{H}_{\text{stp}(\text{proj} A)} = \mathcal{H}_P(\text{proj} A) \) is a characteristic subcategory of \( \mathcal{K}^b(\text{proj} A) \).

We aim to state a similar result for equivalences \( \mathcal{H}(\text{proj} A) \rightarrow \mathcal{H}(\text{proj} B) \) without a restriction on the global dimension of \( A \). We follow the same strategy used in [14]. As the main tool for proving the above theorem, they provide the following proposition.
Proposition 4.33. ([14, Proposition 4.2])

Let \( \mathcal{X}_A := \{ P^\bullet \in K^b(stp A)|P^\bullet \simeq \nu_A(P^\bullet) \text{ in } \mathcal{D}^b(mod A) \} \). Suppose that \( A \) has \( \nu \)-dominant dimension at least 1.

Then \( K^b(stp A) \) is the smallest triangulated full subcategory of \( K^b(proj A) \) that contains \( \mathcal{X}_A \) and is closed under taking direct summands.

Furthermore, we need a way to restrict an equivalence \( H(proj A) \to H(proj B) \) to bounded complexes. For this, we adapt the characterization of \( K^b(proj A) \) inside \( K^{\leq 0, b}(proj A) \). A complex \( X^\bullet \in K^{\leq 0, b}(proj A) \) is an element of \( K^b(proj A) \) if and only if for all \( Y^\bullet \in K^{\leq 0, b}(proj A) \) there exists an \( N \in \mathbb{Z} \) such that \( \text{Hom}_{H(proj A)}(X^\bullet, Y^\bullet[-n]) = 0 \) if \( n < N \).

Lemma 4.34. Let \( X^\bullet \in H(proj A) \).

(1) We have \( X^\bullet \in K^{+, b}(proj A) \) if for all \( Y^\bullet \in H(proj A) \) there exists an \( N \in \mathbb{Z} \) such that \( \text{Hom}_{H(proj A)}(X^\bullet, Y^\bullet[-n]) = 0 \) if \( n < N \).

(2) We have \( X^\bullet \in K^{-, b}(proj A) \) if for all \( Y^\bullet \in H(proj A) \) there exists an \( N \in \mathbb{Z} \) such that \( \text{Hom}_{H(proj A)}(Y^\bullet[n], X^\bullet) = 0 \) if \( n < N \).

(3) Suppose that \( X \in K^b(stp A) \). Let \( Y^\bullet \in H(proj A) \). Then there exists an \( N \in \mathbb{Z} \) such that \( \text{Hom}_{H(proj A)}(Y^\bullet[n], X^\bullet) = 0 \) and \( \text{Hom}_{H(proj A)}(X^\bullet, Y^\bullet[-n]) = 0 \) if \( n < N \).

Proof. Ad (1). It suffices to show, that \( X^\bullet \) is bounded on the left.

We assume that \( X^\bullet \) is unbounded on the left. Since \( X^\bullet \in H(proj A) \), there exists an \( N_0 \in \mathbb{Z} \) such that \( H^n(X^\bullet) = 0 \) for \( n < N_0 \). Furthermore, there exists an \( N < N_0 \) such that \( \text{Ker}(d_X^N) \) is not projective for \( n < N \). Otherwise the complex \( X^\bullet \) would be isomorphic to a complex which is left bounded by removing split direct summands.

Let \( \{ S_1, \ldots, S_l \} \) be a complete set of pairwise non-isomorphic simple \( A \)-modules. We write \( S := \bigoplus_{i=1}^l S_i \). Let \( Y^\bullet \) be the minimal projective resolution of \( S \). Note that \( Y^\bullet \) is an element of \( H(proj A) \). We show that \( \text{Hom}_{H(proj A)}(X^\bullet, Y^\bullet[-n]) \neq 0 \) for \( n < N \).

Let \( n < N \). We write \( X := H^n(\tau_{\leq n}X^\bullet) = \text{Ker}(d_X^{n+1}) \in \text{mod } A \) using that \( n+1 \leq N < N_0 \). Suppose that \( f \) is the composite of the natural projection \( p : X \to X/\text{rad}(X) \) and the natural embedding \( X/\text{rad}(X) \to S \). Since \( H^k(X^\bullet) = 0 \) and \( H^k(Y^\bullet[-n]) = 0 \) for \( k < n \), the morphism
$f$ lifts to a morphism $f^*$ of complexes.

\[
\begin{array}{ccccccccc}
X^* & \cdots & \rightarrow & X^{n-1} & \rightarrow & X^n & \rightarrow & X^{n+1} & \rightarrow & \cdots \\
\downarrow & & & \downarrow & & \uparrow & & \uparrow & & \\
Y^*[−n] & \cdots & \rightarrow & Y^{−1} & \rightarrow & Y^0 & \rightarrow & 0 & \rightarrow & \cdots \\
\end{array}
\]

Assume that $f^* = 0$. By Lemma 2.3.(1), this implies that $f$ factors through the projective cover $P$ of $X/\text{rad}(X) = \text{Im}(f)$. Since $p$ is surjective, we obtain a morphism $g : P \rightarrow X$.

Using that $X/\text{rad}(X) \cong P/\text{rad}(P)$, we obtain that $g$ is surjective so that $X$ is a direct summand of $P$. This is a contradiction to the choice of $\text{Ker}(d^X_{n+1}) = X$ as non-projective. Therefore, the morphism $f^* : X^* \rightarrow Y^*[−n]$ is non-zero.

Ad (2). We have $X^* \in \mathcal{K}^{−b}(\text{proj } A)$ if and only if $X^*_k \in \mathcal{K}^{+b}(A\text{-proj})$.

We rename $X^*_k$ as $U^* : U^k := X^*_k \in \mathcal{K}^{+b}(A\text{-proj})$ so that $U^*[1]$ shifts the complex to the left. In contrast, $X^*[1]$ is a shift to the right.

\[
\begin{array}{ccccccccc}
U^* = X^*_1 : & \cdots & \rightarrow & U^{−1} & = X^*_1 & \rightarrow & U^0 & = X^*_0 & \rightarrow & U^1 & = X^*_1 & \rightarrow & \cdots \\
U^*[1] = X^*[−1] : & \cdots & \rightarrow & U^{−1} & = X^*[1] & \rightarrow & U^0 & = X^*[0] & \rightarrow & U^1 & = X^*[−1] & \rightarrow & \cdots \\
\end{array}
\]

Since part (1) also holds for left $A$-modules, it suffices to show that for all $V^* \in \mathcal{H}(A\text{-proj})$ there exists an $N \in \mathbb{Z}$ such that we have $\text{Hom}_{\mathcal{H}(A\text{-proj})}(U^*, V^*[−n]) = 0$ if $n < N$.

Let $V^* \in \mathcal{H}(A\text{-proj})$ and write $V^k = Y^*_k \in \mathcal{H}(A\text{-proj})$ for a complex $Y^* \in \mathcal{H}(\text{proj } A)$. By assumption, we have an $N \in \mathbb{Z}$ such that the following holds for $n < N$.

\[
0 = \text{Hom}_{\mathcal{H}(A\text{-proj})}(Y^*[n], X^*) \cong \text{Hom}_{\mathcal{H}(A\text{-proj})}(X^*_k, Y^*[n]) = \text{Hom}_{\mathcal{H}(A\text{-proj})}(U^*, V^*[−n])
\]

Ad (3). Suppose given $X^* \in \mathcal{K}^{b}(\text{stp } A)$ and $Y^* \in \mathcal{H}(\text{proj } A)$. Without loss of generality we may assume that $X^k = 0$ for $k > 0$. Let $l \in \mathbb{Z}_{\geq 0}$ such that $X^k = 0$ for $k < −l$.

Let $N_1 \in \mathbb{Z}$ such that $H^n(Y^*) = 0$ for all $n < N_1$. Using that $X^{>0} = 0$, Lemma 4.4.(1) implies...
that $\text{Hom}_{\mathcal{H}(\text{proj} A)}(Y^*[n], X^*) = 0$ if $n < N_1$.

\[
\begin{array}{c}
Y^*[n] \\
\downarrow \\
X^*
\end{array} 
\begin{array}{c}
\rightarrow Y^{n-l-1} \\
\downarrow \\
0
\end{array} 
\begin{array}{c}
\rightarrow Y^{n-l} \\
\downarrow \\
X^{-l}
\end{array} 
\begin{array}{c}
\rightarrow Y^{n-l+1} \\
\downarrow \\
X^{-l+1}
\end{array} 
\begin{array}{c}
\rightarrow \cdots \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow X^0 \\
\rightarrow 0
\end{array}
\]

Let $N_2 \in \mathbb{Z}$ such that $H_{-n}(Y^*) = 0$ for $n < N_2$. Using that $X^k = 0$ for $k < -l$, Lemma 4.4 (1') implies that $\text{Hom}_{\mathcal{H}(\text{proj} A)}(X^*, Y^*[-n + l]) = 0$ if $n < N_2$. Note that $X^* \in \mathcal{K}^b(A\text{-inj})$ since $X^* \in \mathcal{K}^b\text{(stp} A)$. 

\[
\begin{array}{c}
X^* \\
\downarrow \\
Y^*[-n + l]
\end{array} 
\begin{array}{c}
\rightarrow 0 \\
\downarrow \\
\rightarrow X^{-l} \\
\downarrow \\
\rightarrow X^{-l+1} \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow X^0 \\
\rightarrow 0
\end{array} 
\begin{array}{c}
\rightarrow Y^{-n} \\
\downarrow \\
\rightarrow Y^{-n+1} \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow \cdots \\
\downarrow \\
\rightarrow Y^{-n+l+1} \\
\rightarrow 0
\end{array}
\]

Let $N := \min\{N_1, N_2 - l\}$. Then $\text{Hom}_{\mathcal{H}(\text{proj} A)}(Y^*[n], X^*) = 0$ and $\text{Hom}_{\mathcal{H}(\text{proj} A)}(X^*, Y^*[-n]) = 0$ if $n < N$. \hfill \Box

In [38, Proposition 5.2] Rickard has shown that any standard derived equivalence commutes with the Nakayama functor. It seems unclear whether the same holds true for an equivalence between $\mathcal{H}(\text{proj} A)$ and $\mathcal{H}(\text{proj} B)$. Therefore, we add a further assumption in contrast to Theorem 4.31. In case that $	ext{gldim} A < \infty$, we are in the situation of Theorem 4.31 where the additional steps of the following theorem are not needed.

**Theorem 4.35.** Suppose given two finite dimensional $k$-algebras $A$ and $B$ both with $\nu$-dominant dimension at least 1. Let $\alpha : \mathcal{H}(\text{proj} A) \rightarrow \mathcal{H}(\text{proj} B)$ be a triangulated equivalence such that there is a natural isomorphism $\nu_B(\alpha(X^*)) \simeq \alpha(\nu_A X^*)$ for all $X \in \mathcal{K}^b\text{(stp} A)$.

Then $\alpha$ restricts to an equivalence $\mathcal{K}^b\text{(stp} A) \simeq \mathcal{K}^b\text{(stp} B)$. Moreover, $\alpha$ restricts to an equivalence between $\mathcal{H}_P(\text{proj} A) = \mathcal{H}_\text{stp}(\text{proj} A)$ and $\mathcal{H}_P(\text{proj} B) = \mathcal{H}_\text{stp}(\text{proj} B)$.

**Proof.** Suppose given $X^* \in \mathcal{K}^b\text{(stp} A)$. By Lemma 4.34.(3), there is an $N \in \mathbb{Z}$ such that we have $\text{Hom}_{\mathcal{H}(\text{proj} A)}(Y^*[n], X^*) = 0$ and $\text{Hom}_{\mathcal{H}(\text{proj} A)}(X^*, Y^*[-n]) = 0$ for all $n < N$ and $Y^* \in \mathcal{H}(\text{proj} A)$.

Let $n < N$ and $Z^* \in \mathcal{H}(\text{proj} B)$. Since $\alpha$ is an equivalence, there exists a $Y^* \in \mathcal{H}(\text{proj} A)$ with $\alpha(Y^*) = Z^*$. We have the following:

\[
\text{Hom}_{\mathcal{H}(\text{proj} B)}(Z^*[n], \alpha(X^*)) \simeq \text{Hom}_{\mathcal{H}(\text{proj} A)}(Y^*[n], X^*) = 0
\]

\[
\text{Hom}_{\mathcal{H}(\text{proj} B)}(\alpha(X^*), Z^*[-n]) \simeq \text{Hom}_{\mathcal{H}(\text{proj} A)}(X^*, Y^*[-n]) = 0.
\]

Hence, by Lemma 4.34.(1, 2), we obtain $\alpha(X^*) \in \mathcal{K}^b(\text{proj} B)$. 

Now, suppose that $X^\bullet \in \mathcal{T}_A$; cf. Proposition 4.33. By assumption, we have $\alpha(X^\bullet) \simeq \alpha(\nu_A(X^\bullet)) \simeq \nu_B(\alpha(X^\bullet))$, which implies that $\alpha(X^\bullet) \in \mathcal{T}_B$. In conclusion, we have shown, that $\alpha(\mathcal{T}_A) \subseteq \mathcal{T}_B$. By Proposition 4.33, we therefore obtain $\alpha(\text{K}_b(\text{stp} A)) \subseteq \text{K}_b(\text{stp} B)$.

Let $\beta$ be a quasi-inverse of $\alpha$. Repeating the arguments from above, we similarly obtain that $\beta(\text{K}_b(\text{stp} B)) \subseteq \text{K}_b(\text{stp} A)$. Together, we can conclude that $\alpha$ induces an equivalence $\text{K}_b(\text{stp} A) \simeq \text{K}_b(\text{stp} B)$.

Recall that $\mathcal{H}_{\text{stp}}(\text{proj} A)$ is the full subcategory of $\mathcal{H}(\text{proj} A)$ with objects in $\perp \text{K}_b(\text{stp} A)$. Hence, $\alpha$ also induces an equivalence $\mathcal{H}_{\text{stp}}(\text{proj} A) \simeq \mathcal{H}_{\text{stp}}(\text{proj} B)$. Since $\nu$-$\text{domdim} A \geq 1$ and $\nu$-$\text{domdim} B \geq 1$, we have $\mathcal{H}_{\text{stp}}(\text{proj} A) = \mathcal{H}_P(\text{proj} A)$ and $\mathcal{H}_{\text{stp}}(\text{proj} B) = \mathcal{H}_P(\text{proj} B)$; cf. Lemma 4.29.

4.4 Stable Gorenstein-projective modules

So far, we have discussed triangulated categories that contain $\mathcal{L}_A$. On the other hand, $\text{mod} A$ always contains the triangulated category of stable Gorenstein-projective modules. This category has a close connection with the homotopy category of totally acyclic complexes inside $\mathcal{K}(\text{proj} A)$; cf. Definition 1.7. We begin with the definition of Gorenstein-projective modules.

**Definition 4.36.** An $A$-module $X$ is said to be Gorenstein-projective if there exists a totally acyclic complex $F^\bullet \in \mathcal{K}_\text{tac}(\text{proj} A)$ such that $\text{H}^0(\tau_{\leq 0} F^\bullet) \simeq X$.

Let $\text{Gproj} A$ be the full subcategory of $\text{mod} A$ consisting of Gorenstein-projective modules. Let $\text{Gproj} A$ be the full subcategory of $\text{mod} A$ consisting of Gorenstein-projective modules. Note that a projective $A$-module $P$ is Gorenstein-projective via the complex $0 \to P \to P \to 0$.

The following lemma collects some facts about the category of Gorenstein-projective modules which can be found in [11, Section 2.1]. The first property implies that every short exact sequence in $\text{Gproj} A$ is perfect exact; cf. Lemma 2.23.

**Lemma 4.37.**

1. $\text{Ext}^1_A(X, A) = 0$ for $X \in \text{Gproj} A$.
2. The syzygy functor $\Omega : \text{Gproj} A \to \text{Gproj} A$ is a self-equivalence of categories.
3. The category $\text{Gproj} A$ is triangulated with suspension $\Omega^{-1}$ and distinguished triangles isomorphic to those induced by short exact sequences.

Note that $\mathcal{K}_\text{tac}(\text{proj} A)$ is contained in $\mathcal{L}_A$. Using this, a Gorenstein-projective module $X$ can be characterized via its image $F^\bullet_X$ in $\mathcal{L}_A$. 

Lemma 4.38. The following are equivalent for \( X \in \text{mod} \ A \).

1. \( X \) is Gorenstein-projective.

2. \( F^*_X \in K_{\text{tac}}(\text{proj} \ A) \).

3. \( F^*_X[k] \in \mathcal{L}_A \) for all \( k \in \mathbb{Z} \).

Proof. Suppose that \( X \) is Gorenstein-projective. Assume that \( X \) is not projective, otherwise \( F^*_X \simeq 0 \) in \( \mathcal{L} \).

By definition, there exists a totally acyclic complex \( P^* \in K_{\text{tac}}(\text{proj} \ A) \) such that \( H^0(\tau_{\leq 0} P^*) \simeq X \). However, such a complex \( P^* \) is an element of \( \mathcal{L} \). Therefore, we have that \( F^*_X \simeq P^* \) by Theorem 2.6, since \( H^0(\tau_{\leq 0} F^*_X) \simeq X = H^0(\tau_{\leq 0} F^*_X) \). We obtain that \( F^*_X \) is totally acyclic.

Recall that \( H^0(\tau_{\leq 0} F^*_X) = X \). Hence, (2) implies (1). Furthermore, a totally acyclic complex \( F^* \) satisfies \( H^k(F^*) = 0 \) and \( H_k(F^*_k) = 0 \) for all \( k \in \mathbb{Z} \). Thus, (2) also implies (3).

Now, suppose that \( F^*_X[k] \in \mathcal{L} \) for all \( k \in \mathbb{Z} \). We show that \( F^*_X \) is a totally acyclic complex. Using that \( \mathcal{L}_A := \{ F^* \in \mathcal{K}(\text{proj} \ A) \mid H^{<0}(F^*) = 0, H_{\geq 0}(F^*_k) = 0 \} \), we obtain the following for all \( k \in \mathbb{Z} \).

\[
H^k(F^*_X) = H^{-1}(F^*_X[k + 1]) = 0 \\
H_k((F^*_X)_k) = H_0((F^*_X)_k[k]) = H_0((F^*_X[k])^*) = 0
\]

In conclusion, \( F^*_X \in K_{\text{tac}}(\text{proj} \ A) \).

Example in Chapter 7. In Example 7.8 the totally acyclic complexes in \( K(\text{proj} \ A) \) for the algebra \( A \) of Section 7.2 are calculated using the previous lemma.

Remark 4.39. The category \( K_{\text{tac}}(\text{proj} \ A) \) is the largest subcategory of \( \mathcal{L}_A \) that is triangulated as a subcategory of \( \mathcal{K}(\text{proj} \ A) \).

In fact, a triangulated category is closed under shifts. However, a complex \( F^* \) in \( \mathcal{L}_A \) with \( F^*_X[k] \in \mathcal{L}_A \) for all \( k \in \mathbb{Z} \) is totally acyclic by Lemma 4.38.

We recover that the category of stable Gorenstein-projective modules is equivalent to \( K_{\text{tac}}(\text{proj} \ A) \). See [8, Theorem 4.4.1] or [25, Proposition 7.2] for different approaches.

Lemma 4.40. The equivalence \( \mathcal{F} : \text{mod} \ A \rightarrow \mathcal{L}_A \) restricts to an equivalence of triangulated categories

\[
\text{Gproj} \ A \xrightarrow{\sim} K_{\text{tac}}(\text{proj} \ A).
\]


4.4 Stable Gorenstein-projective modules

Proof. Lemma 4.38 shows that \( \mathcal{F} \) restricts to an equivalence \( \text{Gproj} A \to \mathcal{K}_{\text{tac}}(\text{proj} A) \). It remains to show that this is a triangulated functor.

Using Lemma 4.37.(1), we know that every short exact sequence in \( \text{Gproj} A \) is a perfect exact sequence by Lemma 2.23. By Proposition 2.18, the functor \( \mathcal{F} \) maps perfect exact sequences to distinguished triangles in \( \mathcal{K}(\text{proj} A) \) and therefore preserves triangles. In particular, a perfect exact sequence

\[
0 \to \Omega(X) \to P \to X \to 0
\]

with \( X \in \text{Gproj} A \) and \( P \in \text{proj} A \) corresponds to the following triangle.

\[
F_{\Omega(X)}^* \to 0 \to F_X^* \to
\]

Thus, we have a natural isomorphism \( F_X^*[1] \simeq F_{\Omega(X)}^* \) so that \( \mathcal{F} \) commutes with the shift. \( \square \)

We note that condition (3) in Lemma 4.38 can be expressed via the existence of perfect exact sequences with projective middle term. Recall that a stable equivalence \( \text{mod} A \to \text{mod} B \) preserves perfect exact sequences if \( A \) and \( B \) are of finite representation type and have no nodes; cf. Definition 3.1 and Corollary 3.20. Furthermore, every stable equivalence induced by an exact functor preserves perfect exact sequences with projective middle term if the inverse equivalence is also induced by an exact functor; cf. Proposition 3.2.

Lemma 4.41. Let \( \alpha : \text{mod} A \to \text{mod} B \) be a stable equivalence such that \( \alpha \) and its quasi-inverse preserve perfect exact sequences with projective middle term. Suppose given \( X \in \text{mod} A \) and \( k \in \mathbb{Z} \).

We have \( F_X^*[k] \in \mathcal{L}_A \) if and only if \( F_{\alpha(X)}^*[k] \in \mathcal{L}_B \).

Proof. If \( F_X^*[1] \in \mathcal{L}_A \), there exists a \( Y \in \text{mod} A \) such that \( F_Y^* \simeq F_X^*[1] \) in \( \mathcal{K}(\text{proj} A) \). We have a distinguished triangle \( F_X^* \to 0 \to F_Y^* \to \) in \( \mathcal{K}(\text{proj} A) \). By Proposition 2.18, the triangle induces a perfect exact sequence \( 0 \to X \to P \to Y \to 0 \) with some \( P \in \text{proj} A \). By assumption, we obtain a perfect exact sequence \( 0 \to \alpha(X) \to Q \to \alpha(Y) \to 0 \) with some \( Q \in \text{proj} B \). By Proposition 2.18 the sequence induces a distinguished triangle in \( \mathcal{L}_B \).

\[
F_{\alpha(X)} \to 0 \to F_{\alpha(Y)} \to
\]

We obtain that \( F_{\alpha(X)}[1] \simeq F_{\alpha(Y)} \in \mathcal{L}_B \). Swapping the roles of \( X \) and \( Y \) shows that \( F_X^*[1] \in \mathcal{L}_A \) implies \( F_{\alpha(X)}[-1] \in \mathcal{L}_B \) as well. Inductively, we have that \( F_X^*[k] \in \mathcal{L}_A \) implies \( F_{\alpha(X)}^*[k] \in \mathcal{L}_B \) for all \( k \in \mathbb{Z} \).

Let \( \beta : \text{mod} B \to \text{mod} A \) be the quasi-inverse of \( \alpha \). The same argument as above yields \( F_{\beta(\alpha(X))}^*[k] \in \mathcal{L}_A \) if \( F_{\alpha(X)}^*[k] \in \mathcal{L}_B \). Since \( \beta(\alpha(X)) \simeq X \) in \( \text{mod} A \), Lemma 2.4.(1) shows that \( F_{\alpha(X)}^*[k] \simeq F_{\beta(\alpha(X))}^*[k] \in \mathcal{L}_A \) for \( k \in \mathbb{Z} \). \( \square \)
In the setting of the previous lemma, a stable equivalence restricts to an equivalence between the stable categories of Gorenstein-projective modules. If \( \alpha \) additionally preserves arbitrary perfect exact sequences, this restriction is a triangulated equivalence.

**Theorem 4.42.** Let \( \alpha : \text{mod} A \to \text{mod} B \) be a stable equivalence such that \( \alpha \) and its quasi-inverse preserve perfect exact sequences. Then \( \alpha \) restricts to a triangulated equivalence

\[ \text{Gproj} A \to \text{Gproj} B. \]

**Proof.** Let \( X \in \text{Gproj} A \). By Lemma 4.38, we have that \( F^\bullet_X[k] \in \mathcal{L}_A \) for all \( k \in \mathbb{Z} \). Using Lemma 4.41 and Lemma 4.38 again, we obtain that \( \alpha(X) \in \text{Gproj} B \). In conclusion, \( \alpha \) restricts to an equivalence

\[ \alpha : \text{Gproj} A \to \text{Gproj} B. \]

It remains to show that this is a triangulated functor.

By Lemma 4.37.(1) all short exact sequences of Gorenstein-projective modules are perfect exact, so that \( \alpha \) preserves short exact sequences and thus distinguished triangles. We show that \( \alpha(\Omega(X)) \simeq \Omega(\alpha(X)) \) in \( \text{Gproj} B \) for all \( X \in \text{Gproj} A \).

Let \( 0 \to \Omega(X) \to P \to X \to 0 \) be a short exact sequence without split summands where \( P \) is the projective cover of \( X \). We know that this sequence lies in \( \text{Gproj} A \) and therefore must be a perfect exact sequence. By assumption, we obtain a perfect exact sequence

\[ 0 \to \alpha(\Omega(X)) \to \tilde{P} \to \alpha(X) \to 0 \]

in \( \text{Gproj} B \) with \( \tilde{P} \in \text{proj} B \). By Proposition 2.18, this induces the following distinguished triangle.

\[ F_{\alpha(\Omega(X))}^\bullet \to 0 \to F_{\alpha(X)}^\bullet \to \]

Thus, we have a natural isomorphism \( F_{\alpha(\Omega(X))}^\bullet \simeq F_{\alpha(X)}^\bullet[-1] \). On the other hand, consider the short exact sequence \( 0 \to \Omega(\alpha(X)) \to Q \to \alpha(X) \to 0 \) with \( Q \) the projective cover of \( \alpha(X) \) in \( \text{mod} B \). As above, this is a perfect exact sequence and therefore induces the following distinguished triangle.

\[ F_{\Omega(\alpha(X))}^\bullet \to 0 \to F_{\alpha(X)}^\bullet \to \]

Thus, we also have a natural isomorphism \( F_{\alpha(X)}^\bullet[-1] \simeq F_{\Omega(\alpha(X))}^\bullet \). Together, we obtain a natural isomorphism \( F_{\alpha(\Omega(X))}^\bullet \simeq F_{\Omega(\alpha(X))}^\bullet \) in \( \mathcal{L}_A \). Finally, this induces the claimed natural isomorphism

\[ \alpha(\Omega(X)) \simeq \Omega(\alpha(X)) \] in \( \text{Gproj} B \).

\( \square \)

We have seen that a stable equivalence which preserves perfect exact sequences induces an equivalence on the level of \( \mathcal{K}_{\text{tac}}(\text{proj} A) \). It seems unclear, whether such an equivalence induces
an equivalence on the level of $\mathcal{H}_{\mathcal{P}}(\text{proj } A)$ or $\mathcal{H}_{\text{stp}}(\text{proj } A)$. However, we will see in Theorem 5.8 that this holds for stable equivalences of Morita type. We close this section with a short comparison of some triangulated categories connected to $\text{mod } A$.

**Remark 4.43.** We have a chain of subcategories

$$\mathcal{K}_{\text{tac}}(\text{proj } A) \subseteq \mathcal{L}_A \subseteq \mathcal{H}_{\mathcal{P}}(\text{proj } A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj } A).$$

The categories $\mathcal{K}_{\text{tac}}(\text{proj } A)$, $\mathcal{H}_{\mathcal{P}}(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$ are triangulated for all finite dimensional algebras. In particular, $\mathcal{K}_{\text{tac}}(\text{proj } A)$ is a triangulated subcategory of $\mathcal{H}_{\mathcal{P}}(\text{proj } A)$. In contrast to $\mathcal{H}_{\mathcal{P}}(\text{proj } A)$, we have that $\mathcal{K}_{\text{tac}}(\text{proj } A)$ is zero if $\text{gldim } A < \infty$.

By a theorem of Beligiannis, the category $\mathcal{K}_{\text{tac}}(\text{Proj } A)$ is compactly generated. In fact, let $I^\ast$ be an injective resolution of $A$, then

$$\mathcal{K}_{\text{tac}}(\text{Proj } A) \simeq \left\{ F^\ast \in \mathcal{K}(\text{Proj } A) \mid \begin{array}{c} \text{Hom}_{\mathcal{K}(\text{Proj } A)}(A[n], F^\ast) = 0 \\ \text{Hom}_{\mathcal{K}(\text{Proj } A)}(\nu^{-1}I^\ast[n], F^\ast) = 0 \end{array} \text{ for } n \in \mathbb{Z} \right\}$$

where $A$ and $\nu^{-1}I^\ast$ are compactly generated in $\mathcal{K}(\text{Proj } A)$. See [11, Appendix B] for more details. As an analogue, we have the following isomorphism using Remark 4.12

$$\mathcal{H}_{\mathcal{P}}(\text{proj } A) \simeq \left\{ F^\ast \in \mathcal{H}(\text{proj } A) \mid \text{Hom}_{\mathcal{H}(\text{proj } A)}(Z[n], F^\ast) \text{ for } n \in \mathbb{Z} \right\}$$

with $Z$ the direct sum of all indecomposable projective modules in $\nu^{-1}\mathcal{P}_A \subseteq \text{proj } A$. In particular, $Z$ is a direct summand of $A$. Furthermore, $Z$ is compactly generated in $\mathcal{K}(\text{Proj } A)$ since $Z^\ast \in \mathcal{K}_{-b}(A\text{-proj})$; cf. [11, Lemma B.0.3] which uses [17, Theorem 2.4]. However, $\mathcal{H}_{\mathcal{P}}(\text{proj } A)$ is not closed under taking direct sums and thus cannot be compactly generated. The same holds for both $\mathcal{H}(\text{proj } A)$ and $\mathcal{H}(\text{Proj } A)$.

Finally, we shortly mention the singularity category $\mathcal{D}_{\text{sg}}(A) \simeq \mathcal{K}_{-b}(\text{proj } A)/\mathcal{K}^b(\text{proj } A)$. Recall that $\mathcal{D}_{\text{sg}}(A)$ is a triangulated category as well. If $A$ is self-injective, there exist isomorphisms $\mathcal{D}_{\text{sg}}(A) \simeq \text{mod } A \simeq \mathcal{L}_A$; cf. [36, Theorem 2.1]. Similarly as for $\mathcal{K}_{\text{tac}}(\text{proj } A)$, we have that $\mathcal{D}_{\text{sg}}(A)$ is zero if $\text{gldim } A < \infty$. Moreover, if $A$ is a Gorenstein algebra, we have $\mathcal{D}_{\text{sg}}(A) \simeq \text{Gproj } A$; cf. [8, Theorem 4.4.1].

### 4.5 Self-injective algebras

In this short section, we discuss the case of self-injective algebras. Recall that the category $\text{mod } A$ is triangulated, if $A$ is self-injective.
Lemma 4.44. Let $A$ be self-injective.

Then $\mathcal{L}_A$ is a triangulated subcategory of $\mathcal{K}(\text{proj } A)$ and $\mathcal{F} : \text{mod } A \to \mathcal{L}_A$ is an equivalence of triangulated categories.

Proof. If $A$ is self-injective, $\text{Hom}_A(-, A)$ is exact so that we have

$$H^0(F^*) = 0 \Leftrightarrow H^0(F^*) = 0 \Leftrightarrow H^0(F^*) = 0.$$

Together, we obtain that $\mathcal{L}_A = \{F^* \in \mathcal{K}(\text{proj } A) \mid H^k(F^*) = 0, k \in \mathbb{Z}\}$. Hence, $\mathcal{L}_A$ is closed under shifts. As another consequence, a morphism $f^* : F^* \to G^*$ in $\mathcal{L}_A$ is a quasi-isomorphism and therefore $C(f)^* \in \mathcal{L}_A$. In conclusion, $\mathcal{L}_A$ is a triangulated subcategory of $\mathcal{K}(\text{proj } A)$. It remains to show that $\mathcal{F}$ is triangulated.

Suppose given $X \in \text{mod } A$ with $F^* \in \mathcal{L}_A$. Then

$$\cdots \to F^{-2}_{\Omega^{-1}(X)} \to F^{-1}_{\Omega^{-1}(X)} \to F^{0}_{\Omega^{-1}(X)} \to 0$$

is a projective resolution of $\Omega^{-1}(X)$. Therefore, we have that $H^{-1}\left(\tau_{\leq -1} F^*_{\Omega^{-1}(X)}\right)^{st} \cong X$ so that $F^*_X \cong F^*_{\Omega^{-1}(X)}[-1]$ or equivalently $F^*_X[1] \cong F^*_{\Omega^{-1}(X)}$. Hence, $\mathcal{F}$ commutes with the shift.

If $A$ is self-injective, every short exact sequence is perfect exact. Moreover, every distinguished triangle in $\text{mod } A$ is induced by a short exact sequence. Therefore, Proposition 2.18 shows that $\mathcal{F}$ maps distinguished triangles in $\text{mod } A$ to distinguished triangles in $\mathcal{L}_A$.

We recall the objects of the following full subcategories of $\mathcal{K}(\text{proj } A)$.

$$\mathcal{H}(\text{proj } A) = \{F^* \in \mathcal{K}(\text{proj } A) \mid \exists l, r \in \mathbb{Z} \text{ with } H^l(F^*) = 0, H^r(F^*) = 0\}$$

$$\mathcal{H}_{\text{stp}}(\text{proj } A) = \mathcal{H}(\text{proj } A) \cap \mathcal{K}^b(\text{stp } A)$$

$$\mathcal{H}_{\mathcal{P}}(\text{proj } A) = \mathcal{H}(\text{proj } A) \cap \mathcal{K}^b(\mathcal{P} A)$$

$$\mathcal{L}_A = \{F^* \in \mathcal{K}(\text{proj } A) \mid H^<0(F^*) = 0, H^>0(F^*) = 0\}$$

$$\mathcal{K}_{\text{tac}}(\text{proj } A) = \{F^* \in \mathcal{K}(\text{proj } A) \mid H^k(F^*) = 0, H^k(F^*) = 0 \text{ for } k \in \mathbb{Z}\}$$

The connection between these categories can be visualized as follows. By Lemma 4.40, the diagram is commutative.

$$\mathcal{K}_{\text{tac}}(\text{proj } A) \longrightarrow \mathcal{L}_A \longrightarrow \mathcal{H}_{\mathcal{P}}(\text{proj } A) \longrightarrow \mathcal{H}_{\text{stp}}(\text{proj } A) \longrightarrow \mathcal{H}(\text{proj } A) \longrightarrow \mathcal{K}(\text{proj } A)$$

$$\mathbb{G}_{\text{proj } A} \longrightarrow \text{mod } A$$
Note that $\mathcal{H}_P(\text{proj} A)$ and $\mathcal{K}_{\text{tac}}(\text{proj} A)$ are triangulated categories for all finite dimensional algebras. In general, $\mathcal{L}_A$ is not a triangulated category and all inclusions are proper; cf. Example 7.9. However, all these categories coincide if and only if $A$ is self-injective.

**Theorem 4.45.** The following are equivalent for a finite dimensional algebra $A$.

1. $A$ is self-injective.
2. $\mathcal{L}_A$ is a triangulated subcategory of $\mathcal{K}(\text{proj} A)$.
3. $\mathcal{L}_A = \mathcal{H}_P(\text{proj} A)$.
4. $\mathcal{L}_A$ is closed under taking shifts in $\mathcal{K}(\text{proj} A)$.
5. $\mathcal{L}_A = \mathcal{K}_{\text{tac}}(\text{proj} A)$.

If one of the above conditions holds, $F : \text{mod} A \to \mathcal{L}_A$ is an equivalence of triangulated categories. Furthermore, we have $\mathcal{K}_{\text{tac}}(\text{proj} A) = \mathcal{L}_A = \mathcal{H}_P(\text{proj} A) = \mathcal{H}_{\text{stp}}(\text{proj} A)$.

**Proof.** It was shown in Lemma 4.44 that condition (2) holds if $A$ is self-injective. The implication (2) $\Rightarrow$ (3) holds by Theorem 4.11. Since $\mathcal{H}_P(\text{proj} A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj} A)$, condition (3) implies condition (4). Furthermore, we have seen the equivalence of conditions (4) and (5) in Lemma 4.38.(2,3).

We verify the implication (5) $\Rightarrow$ (1). An algebra $A$ is self-injective if and only if every finitely generated module is reflexive; cf. [6, IV. Proposition 3.4]. Let $X \in \text{mod} A$. We show that $X$ is reflexive, that is $(X^*)^* \simeq X$. We have

$$X^* = (H^0(\tau_{\leq 0} F_X^*))^* \simeq H_0(\tau_{\leq 0} F_X^{*,*}) \simeq H_1(\tau_{\geq 1} F_X^{*,*})$$

since $(-)^* = \text{Hom}_A(-, A)$ is left exact and $F_X^* \in \mathcal{L}_A$.

$$\cdots \to F_2^* \to F_1^* \to F_0^* \to F_{-1}^* \to \cdots \xrightarrow{X^*}$$

Using that $H^0(F_X^*) = 0$ since $F_X^* \in \mathcal{L}_A = \mathcal{K}_{\text{tac}}(\text{proj} A)$, we similarly obtain

$$(X^*)^* = (H_1(\tau_{\geq 1} F_X^{*,*}))^* \simeq H^1(\tau_{\geq 1} F_X^*) \simeq H^0(\tau_{\leq 0} F_X^*) = X.$$
Finally, we have the following consequence for the stable Grothendieck group.

**Remark 4.46.** If $A$ is self-injective, we have the following sequence of isomorphisms.

$$G^\text{st}_0(A) \simeq G_0(\text{mod } A) \simeq G_0(\mathcal{L}_A) = G_0(\mathcal{H}_P(\text{proj } A)) \simeq G^P_0(A)$$

The first isomorphism is shown in [40, Proposition 1.1]. The second is induced by the equivalence $\mathcal{F} : \text{mod } A \to \mathcal{L}_A$, while the last isomorphism is shown in Theorem 4.16. We have already seen in Remark 4.18 that $G^\text{st}_0(A)$ and $G^P_0(A)$ are isomorphic if $A$ is self-injective.
Let $k$ be a field. Let $A$ and $B$ be finite dimensional $k$-algebras without semisimple summands.

In general, stable equivalences fail to preserve many homological properties of finite dimensional algebras. The situation is better for stable equivalences induced by exact functors between $\text{mod} A$ and $\text{mod} B$. That is, if the equivalence is given by $- \otimes_A M$ with an $A$-$B$-bimodule which is projective as left $A$- and as right $B$-module. An important class of such equivalences are stable equivalences of Morita type.

At the beginning of this chapter, we discuss stable equivalences of Morita type in more detail. In particular, we will see that such equivalences preserve perfect exact sequences. As the main result of the first section, we show that stable equivalences of Morita type induce equivalences on the level of $\mathcal{L}_A$, $\mathcal{H}_P(\text{proj} A)$ and $\mathcal{H}_{\text{stp}}(\text{proj} A)$. These equivalences are given by componentwise application of $- \otimes_A M$.

In the second section, we start with an equivalence $\mathcal{L}_A \to \mathcal{L}_B$ given by $- \otimes_A M$ for an arbitrary bimodule $M$. As we will see, this is enough to induce a stable equivalence of Morita type. This provides a way to determine if a stable equivalence which is induced by an exact functor is of Morita type. In the final section, we use this result to give conditions under which an exact functor that induces an equivalence $\text{mod} A \to \text{mod} B$ is already a stable equivalence of Morita type. This is done using results of previous chapters about perfect exact sequences.

We recall the definition and collect some properties of stable equivalences of Morita type.

**Definition 5.1** (Broué). Let $_AM_B$ and $_BN_A$ be bimodules such that $_AM$, $M_B$, $_BN$ and $N_A$ are projective. We say that $M$ and $N$ induce a *stable equivalence of Morita type* if

\[ _AM \otimes_B N_A \simeq A \oplus P \text{ and } _BN \otimes_A M_B \simeq A \oplus Q \]

as bimodules such that $_AP_A$ and $_BQ_B$ are projective bimodules.

We note two properties of stable equivalences of Morita type with regards to projective modules.
**Remark 5.2.** (1) Suppose given an $A$-$B$-bimodule $M$ such that $M_B$ is a projective $B$-module. Then $P \otimes_A M_B$ is a projective $B$-module for all $P \in \text{proj} A$. In fact, $P$ is a direct summand of $A^{\oplus n}$ for some $n \in \mathbb{Z}_{\geq 1}$. Moreover, we have the following isomorphism of right $B$-modules.

$$A^{\oplus n} \otimes_A M \simeq M^{\oplus n}$$

Together, we obtain that $P \otimes_A M$ is a direct summand of $M^{\oplus n}$ which is projective as a right $B$-module. In conclusion, $P \otimes_A M \in \text{proj} B$.

(2) Suppose given a projective bimodule $A P_A$. Then $X \otimes_A P_A$ is a projective $A$-module for all $X \in \text{mod} A$. In fact, we have

$$X \otimes_A (A A \otimes_k A_A) \simeq X \otimes_k A$$

for all $X \in \text{mod} A$. Note that $A P_A$ is a direct summand of $(A A \otimes_k A_A)^{\oplus n}$ for some $n \in \mathbb{Z}_{\geq 1}$. Since $X \otimes_k A$ is projective in mod $A$, so is $X \otimes_A P_A$.

The functors given by a stable equivalence of Morita type form an adjoint pair. This result was first shown in [13, Corollary 3.1] for algebras whose semisimple quotients are separable.

**Lemma 5.3.** ([10, Lemma 4.1]) Suppose $A M_B$ and $B N_A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

The functor $- \otimes_A M$ is left and right adjoint to $- \otimes_B N$. Furthermore, $\text{Hom}_B(M, B) \simeq N$ as $B$-$A$-bimodules and $\text{Hom}_A(N, A) \simeq M$ as $A$-$B$-bimodules.

Following [13], we state several consequences of this lemma. We also include the respective proofs.

**Lemma 5.4.** Suppose $A M_B$ and $B N_A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

The following holds for $X \in \text{mod} A$.

(1) $X \otimes_A M$ is injective as a $B$-module if $X \in \text{inj} A$.

(2) $X \otimes_A M$ is projective-injective as a $B$-module if $X \in \mathcal{P}_A$.

(3) There exists a natural isomorphism of left $B$-modules.

$$(X \otimes_A M_B)^* \simeq _B N \otimes_A X^*$$
There exists a natural isomorphism of $B$-modules.

$$\nu_B(X \otimes_A M_B) \simeq \nu_A(X) \otimes_A M_B$$

$X \otimes_A M$ is strongly projective-injective as a $B$-module if $X \in \text{stp} A$.

Proof. Ad (1) and (2). We use that $- \otimes A M$ is right adjoint to $- \otimes B N$; cf. Lemma 5.3.

If $X \in \text{mod} A$ is injective, $\text{Hom}_B(-, X \otimes_A M) \simeq \text{Hom}_A(- \otimes_B N, X)$ is an exact functor since $- \otimes_B N$ is exact. Thus, $X \otimes_A M \in \text{inj} B$.

If $X \in \text{proj} A$, then $X \otimes_A M$ is a projective $B$-module since $M_B \in \text{proj} B$. Therefore, we have $X \otimes_A M \in \mathcal{P}_B$ if $X \in \mathcal{P}_A$.

Ad (3). Recall that $\text{Hom}_B(M, B) \simeq N$ by Lemma 5.3. We have the following sequence of natural isomorphisms. For the last isomorphism, we use that $N_A$ is projective and $X_A$ finitely generated.

$$(X \otimes_A M_B)^* = \text{Hom}_B(X \otimes_A M_B, B_B)$$

$$\simeq \text{Hom}_A(X_A, \text{Hom}_B(M_B, B_B))$$

$$\simeq \text{Hom}_A(X_A, B_N A)$$

$$\simeq B_N \otimes A X^*$$

Ad (4). Recall that $\text{Hom}_A(N, A) \simeq M$ by Lemma 5.3. Applying $D(-)$ to part (3) yields the following sequence of natural isomorphisms.

$$\nu_B(X \otimes_A M_B) = \text{Hom}_k((X \otimes_A M_B)^*, k)$$

$$\simeq \text{Hom}_k(B_N \otimes_A X^*, k)$$

$$\simeq \text{Hom}_A(B_N A, \text{Hom}_k(X^*, k))$$

$$\simeq \text{Hom}_A(B_N A, \nu_A(X))$$

$$\simeq \nu_A(X) \otimes_A \text{Hom}_A(B_N A, A_A)$$

$$\simeq \nu_A(X) \otimes_A M_B$$

Ad (5). Let $X \in \text{stp} A$. Using part (4), we have that $\nu_B^k(X \otimes_A M_B) \simeq \nu_A^k(X) \otimes_A M_B \in \text{proj} B$ for $k \in \mathbb{Z}$. Thus, $X \otimes_A M_B \in \text{stp} B$. □

We are now able to show that a stable equivalence of Morita type preserves perfect exact sequences.

**Lemma 5.5.** Suppose $AM_B$ and $BN_A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.
If $0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ is a perfect exact sequence in $\text{mod } A$, then

$$0 \to X \otimes_A M \xrightarrow{f \otimes M} Y \otimes_A M \xrightarrow{g \otimes M} Z \otimes_A M \to 0$$

is a perfect exact sequence in $\text{mod } B$. Similarly, the functor $- \otimes_B N$ maps perfect exact sequences in $\text{mod } B$ to perfect exact sequences in $\text{mod } A$.

**Proof.** Let $\eta : 0 \to X \xrightarrow{f} Y \xrightarrow{g} Z \to 0$ be a perfect exact sequence in $\text{mod } A$. Since $- \otimes_A M$ is an exact functor, $0 \to X \otimes_A M \xrightarrow{f \otimes M} Y \otimes_A M \xrightarrow{g \otimes M} Z \otimes_A M \to 0$ is a short exact sequence in $\text{mod } B$. By Lemma 5.4.(3) there exist isomorphisms such that the following diagram commutes.

$$
\begin{array}{cccccccc}
0 & \longrightarrow & (Z \otimes_A M)^* & \longrightarrow & (Y \otimes_A M)^* & \longrightarrow & (X \otimes_A M)^* & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & N \otimes_A Z^* & \longrightarrow & N \otimes_A Y^* & \longrightarrow & N \otimes_A X^* & \longrightarrow & 0
\end{array}
$$

Since $N \otimes_A -$ is an exact functor and $\eta$ perfect exact, the lower sequence is exact. This implies that the upper sequence is exact as well. Consequently,

$$0 \to X \otimes_A M \xrightarrow{f \otimes M} Y \otimes_A M \xrightarrow{g \otimes M} Z \otimes_A M \to 0$$

is a perfect exact sequence. $$\square$$

### 5.1 Induced equivalences in $\mathcal{K}(\text{proj } A)$

In this section we aim to show that a stable equivalence of Morita type $\text{mod } A \to \text{mod } B$ induces equivalences between $\mathcal{L}_A \to \mathcal{L}_B$, $\mathcal{H}_P(\text{proj } A) \to \mathcal{H}_P(\text{proj } B)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A) \to \mathcal{H}_{\text{stp}}(\text{proj } B)$. The next lemma collects some preliminary results in this direction. For parts (3) and (4), recall that $\text{stp } A \subseteq \mathcal{P}_A$.

**Lemma 5.6.** Suppose $A M_B$ and $B N_A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

Write $A M \otimes_B N_A \simeq A \oplus P$ as bimodules with $A P_A$ projective. The following holds.

1. $X \otimes_A M \in \mathcal{P}_B$ if $X \in \mathcal{P}_A$.
2. $X \otimes_A M \in (\text{stp } A)$ if $X \in (\text{stp } A)$.
3. $X \otimes_A P_A \in \text{stp } A$ for all $X \in \text{mod } A$.
4. $X \otimes_A M \otimes_B N \simeq X$ if $X \in (\text{stp } A)$. 

}
5.1 Induced equivalences in $\mathcal{K}(\text{proj } A)$

Proof. Ad (1) and (2). For $Z \in \mathcal{P}_B$ or $Z \in \text{stp } B$ we have with Lemma 5.3 that

$$\text{Hom}_B(X \otimes_A M, Z) \simeq \text{Hom}_A(X, Z \otimes_B N) = 0$$

since $Z \otimes_B N \in \mathcal{P}_A$ or $Z \otimes_B N \in \text{stp } A$ respectively by Lemma 5.4.(2,5).

Ad (3). We follow [16, Lemma 3.1]. With Lemma 5.4.(4), we have

$$\nu(A) \oplus \nu(P) \simeq \nu(A \oplus P)$$

$$\simeq \nu(A \otimes_A M \otimes_B N)$$

$$\simeq \nu(A) \otimes_A M \otimes_B N$$

$$\simeq \nu(A) \otimes_A (A \oplus P)$$

$$\simeq \nu(A) \oplus \nu(A) \otimes_A P$$

so that $\nu(P) \simeq \nu(A) \otimes_A P$. Since $\nu(A)$ is finitely generated, there exists an $n \geq 0$ and a surjection $A^\otimes n \twoheadrightarrow \nu(A)$. This induces a surjection $A^\otimes n \otimes_A P \twoheadrightarrow \nu(A) \otimes_A P$ with $A^\otimes n \otimes_A P \simeq P^\otimes n$. By Remark 5.2.(2), we have that $\nu(A) \otimes_A P$ is projective. Hence, $\nu(P)$ is a direct summand of $P^\otimes n$ and we obtain that $P \in \text{stp } A$.

Let $X \in \text{mod } A$. It remains to show that $X \otimes_A P_A \in \text{stp } A$. As above, there exists an $n$ and a surjection $A^\otimes n \twoheadrightarrow X$. By applying $- \otimes_A P$, we obtain $P^\otimes n \twoheadrightarrow X \otimes_A P_A$. Thus, $X \otimes_A P_A$ is a direct summand of $P^\otimes n \in \text{stp } A$; cf. Remark 5.2.(2).

Ad (4). We have

$$X \otimes_A M \otimes_B N \simeq X \otimes_A (A_A \oplus P_A) \simeq X \oplus (X \otimes_A P_A).$$

By part (3) we know that $X \otimes_A P_A \in \text{stp } A$. On the other hand, we have $X \otimes_A M \in \frac{1}{2}(\text{stp } B)$ by part (2). Similarly, we also have that $Y \otimes_B N \in \frac{1}{2}(\text{stp } A)$ for all $Y \in \frac{1}{2}(\text{stp } B)$. Together we obtain $X \otimes_A M \otimes_B N \in \frac{1}{2}(\text{stp } A)$. Thus, $X \otimes_A P_A$ must be zero and $X \otimes_A M \otimes_B N \simeq X$. \qed

The next lemma will be used to show that a stable equivalence of Morita type induces functors $\mathcal{L}_A \rightarrow \mathcal{L}_B$ and $\mathcal{H}(\text{proj } A) \rightarrow \mathcal{H}(\text{proj } B)$.

Lemma 5.7. Suppose $A_M B$ and $B_N A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

The following holds for a complex $F^* \in \mathcal{K}(\text{proj } A)$ and all $k \in \mathbb{Z}$.

(1) $H^k(F^* \otimes_A M) = 0$ if $H^k(F^*) = 0$.

(2) $H_k((F^* \otimes_A M)^*) = 0$ if $H_k(F^*) = 0$. 
Proof. Using that $- \otimes_A M$ is an exact functor, we have $H^k(F^* \otimes_A M) \simeq H^k(F^*) \otimes_A M$.

Using that $N \otimes_A -$ is an exact functor, we have with Lemma 5.4.(3) that 

$$H_k((F^* \otimes_A M)^*) \simeq H_k(N \otimes_A F^*) \simeq N \otimes_A H_k(F^*).$$

Now, the result follows since $- \otimes_A M$ and $N \otimes_B -$ are additive functors. \qed

We have already seen in Theorem 4.42 that every stable equivalence that preserves perfect exact sequences induces an equivalence on the level of $\mathcal{K}_{\text{ac}}(\text{proj} A)$. In particular, this holds for stable equivalences of Morita type. Now, we can show that a stable equivalence of Morita type induces equivalences on the level of some of the other categories discussed in Chapter 4.

**Theorem 5.8.** Suppose $AM_B$ and $BN_A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

(1) Applying $- \otimes_A M$ componentwise induces an equivalence of categories $\mathcal{L}_A \rightarrow \mathcal{L}_B$.

If $A$ and $B$ are self-injective, this is an equivalence of triangulated categories.

(2) Applying $- \otimes_A M$ componentwise induces an equivalence of triangulated categories 

$$\mathcal{H}_P(\text{proj} A) \rightarrow \mathcal{H}_P(\text{proj} B).$$

(3) Applying $- \otimes_A M$ componentwise induces an equivalence of triangulated categories 

$$\mathcal{H}_{\text{stp}}(\text{proj} A) \rightarrow \mathcal{H}_{\text{stp}}(\text{proj} B).$$

**Proof.** Ad (1). By Remark 5.2.(1), $- \otimes_A M$ induces a functor $\mathcal{K}(\text{proj} A) \rightarrow \mathcal{K}(\text{proj} B)$ by componentwise application. Now, Lemma 5.7 shows that $- \otimes_A M$ induces a well-defined functor $\mathcal{L}_A \rightarrow \mathcal{L}_B$. Consider the following diagram.

$$\begin{array}{ccc}
\text{mod } A & \sim & \otimes_A M & \rightarrow & \text{mod } B \\
\mathcal{F} \downarrow & & \downarrow i & & \downarrow \mathcal{F} \\
\mathcal{L}_A & \sim & \otimes_A M & \rightarrow & \mathcal{L}_B
\end{array}$$

Recall that the quasi-inverse of $\mathcal{F}$ is given by $H^0(\tau_{\leq 0}(-))$; cf. Theorem 2.6. Let $F^* \in \mathcal{L}_A$. Since $- \otimes_A M$ is exact, we have $H^0(\tau_{\leq 0} (F^* \otimes_A M)) \cong H^0(\tau_{\leq 0} F^*) \otimes_A M$ so that the diagram commutes. This shows that $- \otimes_A M$ induces an equivalence of categories $\mathcal{L}_A \rightarrow \mathcal{L}_B$.

Furthermore, if $A$ and $B$ are self-injective, the equivalence $\mathcal{F}$ is triangulated by Lemma 4.44. Thus, this diagram shows that the functor $- \otimes_A M$ induces an equivalence of triangulated categories $\mathcal{L}_A \rightarrow \mathcal{L}_B$. 


Ad (2) and (3). By Lemma 5.7, the functor $- \otimes_A M$ induces a functor $\mathcal{H}(\text{proj } A) \to \mathcal{H}(\text{proj } B)$. Since $- \otimes_A M$ is applied componentwise, this is a triangulated functor.

Suppose given $F^* \in \mathcal{H}_P(\text{proj } A)$. We verify that $F^* \otimes_A M \in \perp \mathcal{K}_B$. By Lemma 4.5 it suffices to show that $H^k(F^* \otimes_A M) \simeq H^k(F^*) \otimes_A M$ is an element of $\perp \mathcal{P}_B$ for $k \in \mathbb{Z}$. However, this holds by Lemma 5.6.(1) since $H^k(F^*) \in \perp \mathcal{P}_A$ by Lemma 4.5. In conclusion, $- \otimes_A M$ induces a functor $\mathcal{H}_P(\text{proj } A) \to \mathcal{H}_P(\text{proj } B)$.

Similarly, $- \otimes_A M$ induces a functor $\mathcal{H}_{\text{stp}}(\text{proj } A) \to \mathcal{H}_{\text{stp}}(\text{proj } B)$. It remains to show that these are equivalences of triangulated categories. Recall that $\mathcal{H}_P(\text{proj } A)$ is contained in $\mathcal{H}_{\text{stp}}(\text{proj } A)$.

Let $F^* \in \mathcal{H}_{\text{stp}}(\text{proj } A)$ with $r \in \mathbb{Z}$ such that $H^k(F^*) = 0$. We verify by induction on $N := |\{j \in \mathbb{Z}_{\leq r} | H^j(F^*) \neq 0\}|$ that we have a natural isomorphism $F^* \otimes_A M \otimes_B N \simeq F^*$. Since $F^* \in \mathcal{H}(\text{proj } A)$, we know that $H^*(F^*)$ is left bounded and therefore $N < \infty$. We write $G^* := F^* \otimes_A M \otimes_B N$.

Let $N = 0$. Then $F^*[r] \in L_A$ and the assertion holds by part (1) since $- \otimes_A M$ commutes with the shift.

Let $N > 0$ and $k \in \mathbb{Z}_{< r}$, minimal such that $H^k(F^*) \neq 0$. By Lemma 4.6, we have a distinguished triangle

$$P^*[−k] \rightarrow F^* \rightarrow C^* \rightarrow$$

with $P^*$ a projective resolution of $H^k(F^*)$. Moreover, $H^j(C^*) = 0$ for $j \leq k$ and $\tau_{\geq k} C^* = \tau_{\geq k} F^*$.

Applying $- \otimes_A M \otimes_B N$ to this triangle, we obtain a new distinguished triangle.

$$P^*[−k] \otimes_A M \otimes_B N \rightarrow G^* \rightarrow C^* \otimes_A M \otimes_B N \rightarrow$$

By Lemma 5.6.(4), we have $H^k(F^*) \otimes_A M \otimes_B N \simeq H^k(F^*)$ since $H^k(F^*) \in \perp (\text{stp } A)$ by Lemma 4.5. Hence, we have a natural isomorphism $P^* \otimes_A M \otimes_B N \simeq P^*$ in $\mathcal{K}(\text{proj } A)$ and obtain the following distinguished triangle.

$$P^*[−k] \rightarrow G^* \rightarrow C^* \otimes_A M \otimes_B N \rightarrow$$

By induction, we can assume that there is a natural isomorphism $C^* \otimes_A M \otimes_B N \simeq C^*$. This induces another distinguished triangle.

$$P^*[−k] \rightarrow G^* \rightarrow C^* \rightarrow$$

The induced morphism now yields a natural isomorphism $G^* = F^* \otimes_A M \otimes_B N \simeq F^*$. □
Note that in general, a stable equivalence of Morita type does not induce an equivalence between \( \mathcal{H}(\text{proj } A) \) and \( \mathcal{H}(\text{proj } B) \). Similarly, it does not induce an equivalence between \( \mathcal{K}(\text{proj } A) \) and \( \mathcal{K}(\text{proj } B) \). This is discussed at the end of Example 7.6.

### 5.2 Functors in \( \mathcal{K}(\text{proj } A) \) inducing stable equivalences

In Theorem 5.8.(1) we have seen that a stable equivalence of Morita type induces an equivalence on the level of \( \mathcal{L} \) given by tensoring with a bimodule \( M \). We aim to show that any equivalence \( - \otimes_A M : \mathcal{L}_A \to \mathcal{L}_B \) with an arbitrary bimodule \( B M A \) induces a stable equivalence of Morita type \( \text{mod } A \to \text{mod } B \). The proof is based on the following theorem by Dugas and Martínez-Villa.

**Theorem 5.9.** ([13, Theorem 2.9]) Let \( A \) and \( B \) be finite dimensional \( k \)-algebras whose semisimple quotients are separable. Suppose that \( _A M_B \) is projective as left \( A \)- and as right \( B \)-module such that \( - \otimes_A M \) induces a stable equivalence \( \text{mod } A \to \text{mod } B \).

If \( B N_A := \text{Hom}_A(M, A) \) is projective over \( B \), then \( M \) and \( N \) induce a stable equivalence of Morita type between \( A \) and \( B \).

**Remark 5.10.** Suppose given a projective bimodule \( _A P_A \). Then \( X \otimes_A P_A \) is a projective \( A \)-module for all \( X \in \text{mod } A \); cf. Remark 5.2.(2). The converse does not hold in general. However, it does hold, if we assume that the semisimple quotients of \( A \) and \( B \) are separable; cf. [5, Corollary 3.1] and also [13, Theorem 2.8]. This separability assumption is satisfied in the following cases among others.

- \( k \) is a perfect field.
- \( A \) and \( B \) are given by quivers with relations.

We need a slightly different version of the above theorem, where \( B N_A = \text{Hom}_B(M, B) \) instead of \( B N_A = \text{Hom}_A(M, A) \).

**Corollary 5.11.** Let \( A \) and \( B \) be finite dimensional \( k \)-algebras whose semisimple quotients are separable. Suppose that \( _A M_B \) is projective as left \( A \)- and as right \( B \)-module such that \( - \otimes_A M \) induces a stable equivalence \( \text{mod } A \to \text{mod } B \).

If \( B N_A := \text{Hom}_B(M, B) \) is projective over \( A \), then \( M \) and \( N \) induce a stable equivalence of Morita type between \( A \) and \( B \).

**Proof.** Using that \( M_B \) is projective, we have the following sequence of natural isomorphisms for all \( Y \in \text{mod } B \).

\[
\text{Hom}_B(X \otimes_A M, Y_B) \cong \text{Hom}_A(X_A, \text{Hom}_B(M_B, Y_B)_A) \cong \text{Hom}_A(X_A, Y \otimes_B \text{Hom}_B(M, B)_A) \\
\cong \text{Hom}_A(X_A, Y \otimes_B N_A)
\]
5.2 Functors in \( \mathcal{K}(\text{proj} \ A) \) inducing stable equivalences

Thus, \(- \otimes_A M\) is left adjoint to \(- \otimes_B N\). By a result of Auslander and Kleiner in [3, Proposition 1.1], we obtain that \(- \otimes_A M\) is left adjoint to \(- \otimes_B N\) in \mod A since \(- \otimes_A M\) and \(- \otimes_B N\) take projective modules to projective modules. Hence, \(- \otimes_B N : \mod B \rightarrow \mod A\) is the quasi-inverse of \(- \otimes_A M : \mod A \rightarrow \mod B\). In particular, \(- \otimes_A M\) induces a stable equivalence.

We set \(B\tilde{M}_A := BN_A\) and \(A\tilde{N}_B := \text{Hom}_B(N, B)\). Then \(A\tilde{N}_B \simeq \tilde{M}B\) as bimodules and \(\tilde{M}\) and \(\tilde{N}\) are projective on both sides. The result follows by applying Theorem 5.9 to \(\tilde{M}\) and \(\tilde{N}\) while switching the role of \(A\) and \(B\).

Note that \(BN_A\) is projective over \(A\) if and only if \(BN \otimes A\) is an exact functor. We aim to use that a complex \(F^* \in \mathcal{L}_A\) can be thought of as a projective resolution \(F^{\leq 0}\) in \mod A and a projective resolution \(F^*_{\geq 1}\) in \(A\)-mod. Additionally, we need an analogue of Lemma 5.4.(3) under slightly different assumptions.

**Lemma 5.12.** Suppose that \(M\) is an \(A\)-\(B\)-bimodule. Let \(BN_A := \text{Hom}_B(\tilde{M}B, B)\).

For every \(P \in \text{proj} A\) there exists a natural isomorphism of left \(B\)-modules

\[
(P \otimes_A MB)^* \simeq BN \otimes_A P^*.
\]

**Proof.** We have the following natural isomorphism of left \(B\)-modules.

\[
(P \otimes_A MB)^* = \text{Hom}_B(P \otimes_A MB, BB) \\
\simeq \text{Hom}_A(P_A, \text{Hom}_B(MB, BB)) \\
= \text{Hom}_A(P_A, BN_A)
\]

We show that \(\text{Hom}_A(P_A, BN_A) \simeq BN \otimes_A P^*\) using that \(P_A\) is projective and that \(N_A\) is finitely generated.

Since \(BB \otimes_k A_A\) is projective as a right \(A\)-module and since \(P_A\) is finitely generated, we have the following natural isomorphism of left \(B\)-modules.

\[
\text{Hom}_A(P_A, BB \otimes_k A_A) \simeq BB \otimes_k A_A \otimes_A P^*
\]

Moreover, \(\text{Hom}_A(P_A, BB \otimes_k A_A^{\otimes n}) \simeq BB \otimes_k A_A^{\otimes n} \otimes_A P^*\) for all \(n \in \mathbb{Z}_{\geq 1}\).

Let \(N_A = \langle g_1, \ldots, g_n \rangle\) be a minimal generating system of \(N\) as a right \(A\)-module with \(n \in \mathbb{Z}_{\geq 1}\). Consider the following surjective map.

\[
B \otimes_k A_A^{\otimes n} \xrightarrow{\tilde{\varphi}} BN_A \\
b \otimes (a_1, \ldots, a_n) \mapsto b \sum_{k=1}^n g_k a_k
\]
Note that \( \varphi \) is a morphism of \( B\)-\( A\)-bimodules, so that \( \ker(\varphi) \) is also a \( B\)-\( A\)-bimodule. In particular, \( \ker(\varphi) \) is an \( A\)-submodule of \( B \otimes_k A^{\oplus m} \). Since \( A \) is finite dimensional, \( \ker(\varphi) \) is finitely generated as a right \( A\)-module. Therefore, there exists an \( m \in \mathbb{Z}_{>1} \) and a surjective morphism \( B \otimes_k A^{\oplus m} \to \ker(\varphi) \) as above.

We obtain a presentation \( B \otimes_k A^{\oplus m} \to B \otimes_k A^{\oplus n} \to B \cdot N_A \to 0 \) of \( N \) via bimodules. Consider the following commutative diagram with exact rows. For the upper row we have used that \( P_A \) is projective.

\[
\begin{array}{ccccccccc}
\text{Hom}_A(P, B \otimes_k A^{\oplus m}) & \longrightarrow & \text{Hom}_A(P, B \otimes_k A^{\oplus n}) & \longrightarrow & \text{Hom}_A(P, N) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \\
B \otimes_k A^{\oplus m} \otimes_A P^* & \longrightarrow & B \otimes_k A^{\oplus n} \otimes_A P^* & \longrightarrow & N \otimes_A P^* & \longrightarrow & 0 
\end{array}
\]

By the above, the two morphisms on the left are isomorphisms. Therefore, we obtain a natural isomorphism of left \( B\)-modules \( \text{Hom}_A(P_A, B \cdot N_A) \simeq B \cdot N \otimes_A P^* \).

We are now ready to state the main result of this section.

**Theorem 5.13.** Let \( A \) and \( B \) be finite dimensional \( k\)-algebras whose semisimple quotients are separable.

Suppose given a bimodule \( A \cdot M_B \) such that applying \( - \otimes_A M \) componentwise induces an equivalence \( \mathcal{L}_A \sim \mathcal{L}_B \). Let \( B \cdot N_A := \text{Hom}_B(M, B) \). Then \( M \) and \( N \) induce a stable equivalence of Morita type between \( A \) and \( B \).

**Proof.** We show that \( M \) is projective as left \( A\)- and as right \( B\)-module and we show that \( N \) is projective as left \( B\)- and right \( A\)-module. Since \(- \otimes_A M \) maps projective \( A\)-modules to projective \( B\)-modules, we have that \( M \in \text{proj} \, B \). Moreover, this means that \( N \in \text{B-proj} \).

Let \( X \in \text{mod} \, A \). Suppose given a projective resolution \( P^* \in \mathcal{K}(\text{proj} \, A) \) of \( X \). Then \( \tau_{<0} \, F_X^* \simeq P^* \) in \( \mathcal{K}(\text{proj} \, A) \). Using that \(- \otimes_A M \) is a right exact functor with image in \( \mathcal{L}_B \), we obtain that \( F_X^* \otimes_A M \simeq F_{X \otimes A} \). Hence, \( P^* \otimes_A M \simeq \tau_{<0} (F_X^* \otimes_A M) \simeq \tau_{<0} F_{X \otimes A} \) is a projective resolution of \( X \otimes_A M \). Thus, we have \( \text{Tor}_i^A(X, M) \simeq H^{-i}(P^* \otimes_A M) = 0 \) for all \( i \geq 1 \). This implies that \( M \) is projective as a left \( A\)-module.

Let \( Y \) be a left \( A\)-module. Suppose given a projective resolution \( Q^* \) of \( Y \) in \( \mathcal{K}(\text{A-proj}) \). There exists an \( X \in \text{mod} \, A \) such that \( \text{Tr} \, X = Y \). Then \( \tau_{>0} \, F_X^* \simeq Q^* \) in \( \mathcal{K}(\text{A-proj}) \). By Lemma 5.12 we have that \( \tau_{>0} (N \otimes_A F_X^*) \simeq \tau_{>0} (F_X^* \otimes_A M)^* \) as complexes.

\[
\begin{array}{ccccccccc}
\cdots & \longrightarrow & N \otimes_A F_1^* & \longrightarrow & N \otimes_A F_0^* & \longrightarrow & N \otimes_A F_{-1}^* & \longrightarrow & N \otimes_A \text{Tr}(X) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
\cdots & \longrightarrow & (F^1 \otimes_A M)^* & \longrightarrow & (F^0 \otimes_A M)^* & \longrightarrow & (F^{-1} \otimes_A M)^* & \longrightarrow & \text{Tr}(X \otimes_A M) & \longrightarrow & 0
\end{array}
\]
5.2 Functors in \( \text{K} \)\( \text{proj} \) \( A \) inducing stable equivalences

Since \( F_X^* \otimes_A M \in \mathcal{L}_B \), we have that \( \tau_{>-1}(F_X^* \otimes_A M)^* \) is a projective resolution of \( \text{Tr}(X \otimes M) \). Hence

\[
N \otimes_A Q^* \simeq \tau_{>-1}(N \otimes_A F_X^*) \simeq \tau_{>-1}(F_X^* \otimes_A M)^*
\]

is a projective resolution of \( N \otimes_A \text{Tr}(X) \). Thus, we have \( \text{Tor}_i^A(N, \text{Tr}(X)) \simeq H^{-i}(N \otimes_A Q^*) = 0 \) for \( i \geq 0 \). This implies that \( N \) is projective as a right \( A \)-module.

Since the functor \( - \otimes_A M \) induces an equivalence \( \mathcal{L}_A \xrightarrow{\sim} \mathcal{L}_B \) and is exact, this also induces an equivalence \( \text{mod} \ A \rightarrow \text{mod} \ B \). Now, Corollary 5.11 shows that \( M \) and \( N \) induce a stable equivalence of Morita type between \( A \) and \( B \).

The above result can be useful to check if a stable equivalence induced by an exact functor \( - \otimes_A M \) is a stable equivalence of Morita type. More precisely, one needs to check if \( H_k((F^* \otimes_A M)^*) = 0 \) for \( F^* \in \mathcal{L}_A \) and \( k \geq 0 \). We also state the following consequence which can be used in a similar way. Recall that if \( M \) and \( \text{Hom}_B(M, B) \) do not have any non-zero projective bimodule as direct summand and if they induce a stable equivalence of Morita type, then \( \nu_B(X \otimes_A M) \simeq \nu_A(X) \otimes_A M \) for every \( X \in \text{mod} \ A \); cf. Lemma 5.4.(4).

**Corollary 5.14.** Let \( A \) and \( B \) be finite dimensional \( k \)-algebras whose semisimple quotients are separable. Let \( _A M_B \) be a bimodule which is projective as left \( A \) - and as right \( B \)-module such that \( - \otimes_A M \) induces a stable equivalence \( \text{mod} \ A \rightarrow \text{mod} \ B \).

Then \( M \) and \( \text{Hom}_B(M, B) \) induce a stable equivalence of Morita type between \( A \) and \( B \) if one of the following equivalent conditions holds.

1. There exist natural isomorphisms \( \nu_B(P \otimes_A M) \simeq \nu_A(P) \otimes_A M \) of right \( B \)-modules for every \( P \in \text{proj} \ A \).
2. There exists a natural isomorphism \( M \otimes_B DB \simeq DA \otimes_A M \) of right \( B \)-modules.

**Proof.** Suppose that condition (1) holds. Let \( F^* \in \mathcal{L}_A \). Note that \( - \otimes_A M \) is exact since \( _A M \) is projective. By assumption, we have the following for \( k \geq 0 \).

\[
\begin{align*}
H_k((F^* \otimes_A M)^*) &= 0 \\
\Leftrightarrow \ H^k(\nu_B(F^* \otimes_A M)) &= 0 \\
\Leftrightarrow \ H^k(\nu_A(F^*) \otimes_A M) &= 0 \\
\Leftrightarrow \ H^k(\nu_A(F^*)) \otimes_A M &= 0 \\
\Leftrightarrow \ H_k(F^*) \otimes_A M &= 0
\end{align*}
\]

The last equation holds, since \( F^* \in \mathcal{L}_A \). As a result, we have \( F^* \otimes_A M \in \mathcal{L}_B \) and \( - \otimes_A M \) induces an equivalence \( \mathcal{L}_A \rightarrow \mathcal{L}_B \). By Theorem 5.13, we obtain that \( M \) and \( \text{Hom}_B(M, B) \) induce a stable equivalence of Morita type between the algebras \( A \) and \( B \).
It remains to show the equivalence of (1) and (2). We have the following natural isomorphisms of right $B$-modules.

$$\nu_A(A) \otimes_A M \cong \text{D Hom}_A(A, A) \cong \text{D} \otimes_A M$$

$$\text{D}(M \otimes_B DB) = \text{Hom}_k(M \otimes_B DB, k) \cong \text{Hom}_B(M, \text{Hom}_k(DB, k)) \cong \text{Hom}_B(M, B) = M_B^*$$

Using the above, we see that condition (1) implies condition (2) by letting $P = A$.

$$\text{D} \otimes_A M \cong \nu_A(A) \otimes_A M \cong \nu_B(A \otimes_A M) \cong \nu_B(M) \cong M \otimes_B DB.$$ Since every projective $A$-module is a direct summand of $A^\oplus n$ for some $n \in \mathbb{Z}$, this also shows that (2) implies (1).

\[ \square \]

### 5.3 Stable equivalences induced by exact functors

Suppose that $BM_A$ is a bimodule which is projective as left $A$- and as right $B$-module such that $- \otimes_A M$ induces a stable equivalence $\operatorname{mod} A \to \operatorname{mod} B$.

For self-injective algebras, Rickard has shown in [39, Theorem 3.2] that such a functor is isomorphic to a stable equivalence of Morita type. Dugas and Martínez-Villa provide the following generalization for arbitrary algebras which satisfy the separability condition. A stable equivalence that is induced by an exact functor $- \otimes_A M$ is of Morita type if and only if $\text{Hom}_A(M, A)$ is projective on both sides. We have already made use of this result in the previous section; cf. Theorem 5.9.

We aim to give other sufficient conditions for $- \otimes_A M$ to be a stable equivalence of Morita type. In order to use our previous results, we will need to assume that $- \otimes_A M$ preserves perfect exact sequences with projective middle term. Furthermore, we will assume that $A$ has positive dominant dimension in order to ensure that the cohomology of a complex in $\mathcal{L}$ vanishes under the functor $(-)^*$.

In order to use Theorem 5.13, we show that $- \otimes_A M$ induces an equivalence on $\mathcal{L}$. Since $- \otimes_A M$ is exact, it remains to check that $H_k((F^* \otimes_A M)^*) = 0$ vanishes for $F^* \in \mathcal{L}$ in non-negative degrees. The following theorem by Yoshino provides a way to relate $H_k(F^*)$ with $(H^k(F^*))^*$ and $\text{Ext}_A^1(\text{Cok}(d_F^k), A)$. We give a modified version of the proof adapted to our notation.

**Theorem 5.15.** ([44, Theorem 2.3]) Suppose given $F^* \in \mathcal{K}(\text{proj } A)$ and $M \in \operatorname{mod} A$.

For all $k \in \mathbb{Z}$ there exists an exact sequence

$$0 \to \text{Ext}_A^1(\text{Cok}(d_F^k), M) \to H^k(\text{Hom}_A(F^*, M)) \to \text{Hom}_A(H^k(F^*), M) \to \text{Ext}_A^2(\text{Cok}(d_F^k), M).$$
Proof. Let $k \in \mathbb{Z}$. Note that $H^k(F^*) = \text{Ker} d^k / \text{Im} d^{k-1}$ and $\text{Cok} d^{k-1} = F^k / \text{Im} d^{k-1}$. Applying $\text{Hom}_A(-, M)$ to the short exact sequence
\[
0 \to H^k(F^*) \to \text{Cok} d^{k-1} \xrightarrow{p} \text{Im} d^k \to 0,
\]
we obtain the following exact sequence.
\[
0 \to \text{Hom}(\text{Im} d^k, M) \xrightarrow{(p,M)} \text{Hom}_A(\text{Cok} d^{k-1}, M) \to \text{Hom}_A(H^k(F^*), M) \to \text{Ext}^1(\text{Im} d^k, M)
\]
Since $F^{k+1}$ is projective, the short exact sequence $0 \to \text{Im} d^k \to F^{k+1} \to \text{Cok} d^k \to 0$ yields that $\text{Ext}^1(\text{Im} d^k, M) \simeq \text{Ext}^2(\text{Cok} d^k, M)$. Thus, we have an exact sequence
\[
0 \to \text{Cok}((p, M)) \to \text{Hom}_A(H^k(F^*), M) \to \text{Ext}^2(\text{Cok} d^k, M).
\]
It remains to show the existence of a short exact sequence
\[
0 \to \text{Ext}^1_A(\text{Cok} d^k, M) \to H^k(\text{Hom}_A(F^*, M)) \to \text{Cok}((p, M)) \to 0.
\]
Applying $\text{Hom}_A(-, M)$ to the exact sequence $F^{k-1} \xrightarrow{d^k} F^k \to \text{Cok} d^{k-1} \to 0$, we obtain the following exact sequence.
\[
0 \to \text{Hom}_A(\text{Cok} d^{k-1}, M) \to \text{Hom}_A(F^k, M) \xrightarrow{(d^k,M)} \text{Hom}_A(F^{k-1}, M)
\]
Hence, we have an isomorphism $\lambda : \text{Ker}(d^{k-1}, M) \xrightarrow{\sim} \text{Hom}_A(\text{Cok} d^{k-1}, M)$.
Furthermore, the short exact sequence $0 \to \text{Im} d^k \xrightarrow{i} F^{k+1} \to \text{Cok} d^k \to 0$ gives rise to the exact sequence
\[
\text{Hom}_A(F^{k+1}, M) \xrightarrow{(i,M)} \text{Hom}_A(\text{Im} d^k, M) \to \text{Ext}^1(\text{Cok} d^k, M) \to 0,
\]
using that $F^{k+1}$ is projective. Moreover, since $d^k$ factors through $\text{Im} d^k$ via $i$, we obtain that $(d^k, M)$ factors through $(i, M)$.
\[
\begin{array}{ccc}
\text{Hom}_A(F^{k+1}, M) & \xrightarrow{(d^k,M)} & \text{Hom}_A(F^k, M) \\
& \downarrow (i,M) & \\
\text{Hom}_A(\text{Im} d^k, M) & & \\
\end{array}
\]
Therefore, we have $\text{Im}((i, M)) = \text{Im}((d^k, M))$ which yields the following short exact sequence, induced from the sequence above.
\[
0 \to \text{Im}((d^k, M)) \to \text{Hom}_A(\text{Im} d^k, M) \to \text{Ext}^1(\text{Cok} d^k, M) \to 0
\]
In conclusion, we constructed the following commutative diagram with exact rows and columns.

\[
\begin{array}{cccccc}
0 & \rightarrow & 0 & \rightarrow & \text{Ext}^1(\text{Cok} \ d^k, M) & \\
\downarrow & & \downarrow & & \downarrow & \\
0 & \rightarrow & \text{Im}((d^k, M)) & \rightarrow & \text{Hom}_A(\text{Im} \ d^k, M) & \rightarrow \text{Ext}^1(\text{Cok} \ d^k, M) \rightarrow 0 \\
\downarrow & & \downarrow & & \downarrow & \\
0 & \rightarrow & \text{Ker}((d^{k-1}, M)) & \rightarrow & \text{Hom}_A(\text{Cok} \ d^{k-1}, M) & \rightarrow 0 \rightarrow 0 \\
\downarrow & & \downarrow & & \downarrow & \\
\text{H}^k(\text{Hom}_A(F^*, M)) & \rightarrow & \text{Cok}((p, M)) & \rightarrow & 0 & \rightarrow 0
\end{array}
\]

The snake lemma now provides the desired short exact sequence.

\[0 \rightarrow \text{Ext}^1_A(\text{Cok} \ d^k, M) \rightarrow \text{H}^k(\text{Hom}_A(F^*, M)) \rightarrow \text{Cok}((p, M)) \rightarrow 0\]

\[\square\]

Recall that \((\text{H}^k(F^*))^* = 0\) for \(F^* \in \mathcal{L}_A\) and \(k \in \mathbb{Z}\) if \(\text{domdim} \ A \geq 1\), as we have seen in Remark 4.13. By Lemma 2.24, the vanishing of \(S^*\) for a simple module \(S\) is invariant under stable equivalences that preserve perfect exact sequences with projective middle term.

**Lemma 5.16.** Let \(Y \in \text{mod} \ A\) such that every short exact sequence \(0 \rightarrow X \rightarrow Y' \rightarrow S \rightarrow 0\) with \(Y'\) a submodule of \(Y\) and \(S\) a simple \(A\)-module is a perfect exact sequence.

Then \(Y^* = 0\) if and only if \(S^* = 0\) for all composition factors \(S\) of \(Y\).

**Proof.** We proceed by induction on the length of \(Y\). There is nothing to show for \(l(Y) = 1\) so we assume \(l(Y) > 1\). There exists a short exact sequence

\[0 \rightarrow X \rightarrow Y \rightarrow S \rightarrow 0\]

with \(S\) a simple \(A\)-module and \(l(X) < l(Y)\). By assumption, this sequence is perfect exact. This implies that

\[0 \rightarrow S^* \rightarrow Y^* \rightarrow X^* \rightarrow 0\]

is a short exact sequence. Thus \(Y^* = 0\) if and only if \(X^* = 0\) and \(S^* = 0\). Since \(X\) is a submodule of \(Y\), we are done by induction. \[\square\]

Recall that a complex \(F^*\) in \(\mathcal{L}_A\) satisfies \(\text{H}^k(F^*) \in \mathcal{P}_A\) for all \(k \in \mathbb{Z}\). If \(\text{domdim} \ A \geq 1\), the assumptions of the lemma above hold for the cohomology of \(F^*\) by Lemma 2.12. We also have seen that an exact functor \(- \otimes_A M\) preserves perfect exact sequences with projective middle term if and only if \(\text{Ext}^1(Z, A) = 0\) implies \(\text{Ext}^1_B(Z \otimes_A M, B) = 0\) for all \(Z \in \text{mod} \ A\); cf. Proposition 3.2.(1). We are now ready to prove the main result of this section.
Proposition 5.17. Let $A$ and $B$ be finite dimensional $k$-algebras whose semisimple quotients are separable. Assume that $A$ and $B$ have dominant dimension at least $1$.

Suppose given a bimodule $AM_B$ which is projective as left $A$- and as right $B$-module such that $- \otimes_A M$ induces a stable equivalence $\text{mod } A \to \text{mod } B$. Assume furthermore that the following conditions hold.

1. The stable equivalence $- \otimes_A M$ and its quasi-inverse preserve perfect exact sequences with projective middle term.
2. For all simple $A$-modules $S$ whose injective hull is not projective, the image $S \otimes_A M$ is a simple $B$-module.

Then $M$ and $\text{Hom}_B(M, B)$ induce a stable equivalence of Morita type between $A$ and $B$.

Proof. Suppose given $F^\bullet \in \mathcal{L}_A$. Using that $- \otimes_A M$ is an exact functor, it remains to show that $H_k((F^\bullet \otimes_A M)^*) = 0$ for $k \geq 0$. In this case, the assertion follows from Theorem 5.13. By Theorem 5.15, the vanishing of $H_k((F^\bullet \otimes_A M)^*)$ is implied by $\text{Ext}^1_B(\text{Cok}(d^k_F \otimes_A M), B) = 0$ and $H^k(F^\bullet \otimes_A M)^* = 0$. We fix a $k \geq 0$.

We show that $\text{Ext}^1_B(\text{Cok}(d^k_F \otimes_A M), B) = 0$. Since $F^\bullet \in \mathcal{L}_A$, we have $H_k(F^\bullet) = 0$. The exact sequence in Theorem 5.15 now implies that $\text{Ext}^1_A(\text{Cok}(d^k_F), A) = 0$. By Proposition 3.2.(1) and assumption (1), we obtain that $\text{Ext}^1_B(\text{Cok}(d^k_F) \otimes_A M, B) = 0$. Using that $- \otimes_A M$ is exact, we additionally have that

$$\text{Cok}(d^k_F) \otimes_A M \cong \text{Cok}(d^k_F \otimes_A M) = \text{Cok}(d^k_F \otimes_A M).$$

This results in $\text{Ext}^1_B(\text{Cok}(d^k_F \otimes_A M), B) = 0$.

We show that $H^k(F^\bullet \otimes_A M)^* = 0$. By Lemma 4.5, we have $H^k(F^\bullet) \in \mathcal{P}_A$. In particular, we have $H^k(F^\bullet)^* = 0$ since domdim $A \geq 1$. It suffices to show the following claim.

Claim. Let $X \in \text{mod } A$ with $X \in \mathcal{P}_A$. Then $(X \otimes_A M)^* = 0$.

We prove the claim by induction on the length $l := l(X)$ of $X$. Since $- \otimes_A M$ is exact, we have $l = l(X) = l(X \otimes_A M)$. Note that we have $X^* = 0$ since domdim $A \geq 1$ by assumption. Moreover, the assumptions of Lemma 5.16 are satisfied by Lemma 2.12. In particular, we have $S^* = 0$ for all composition factors $S$ of $X$. Furthermore, $S \otimes_A M$ is a simple $B$-module by assumption (2) since $\nu_A(S) = 0$ implies $\nu_A(F^0_S) \notin \mathcal{P}_A$; cf. Lemma 2.26.

Let $l = 1$ so that $X$ and $X \otimes_A M$ are simple modules. Thus, $(X \otimes_A M)^* = 0$ if and only if $X^* = 0$ by Lemma 2.24.(4,5) since $- \otimes_A M$ preserves perfect exact sequences with projective middle term by assumption (1). We have seen above, that $S^* = 0$ for all composition factors $S$ of $X$. 

Let $l > 1$. Suppose given a composition factor $S$ of $X$ together with a short exact sequence

$$0 \to U \to X \to S \to 0.$$ 

By Lemma 2.12, we have $U^* = 0$ and this is a perfect exact sequence. Using that $l(U) < l$, we can assume that $(U \otimes_A M)^* = 0$ by induction. Thus, the induced short exact sequence

$$0 \to U \otimes_A M \to X \otimes_A M \to S \otimes_A M \to 0$$

is perfect exact in $\text{mod} \ B$. In particular, applying $(-)^*$, we obtain a short exact sequence in $\text{mod} \ B$ with $(U \otimes_A M)^* = 0$.

$$0 \to (U \otimes_A M)^* \to (X \otimes_A M)^* \to (S \otimes_A M)^* \to 0$$

As in the case $l = 1$, we also have $(S \otimes_A M)^* = 0$. This shows that $(X \otimes_A M)^* = 0$. \hfill \square

Let $S$ be a simple module whose injective hull is not projective. For algebras without nodes, a stable equivalence maps $S$ up to projective direct summands to a simple module. This follows from a result by Martínez-Villa in [33, Proposition 2.4]. We slightly adapt his proof to show the following analogue for stable equivalences that are induced by an exact functor.

**Lemma 5.18.** Let $A_M B$ be a bimodule that is projective as left $A$- and as right $B$-module such that $- \otimes_A M$ induces a stable equivalence $\text{mod} \ A \to \text{mod} B$. Suppose that the inverse stable equivalence is also induced by an exact functor.

Let $S$ be a non-projective simple $A$-module with injective hull $I$ such that $I$ is not projective. We have $S \otimes_A M \simeq S' \oplus P$ such that $S'$ is a simple $B$-module and $P \in \text{proj} \ B$.

**Proof.** The stable equivalence $- \otimes_A M$ induces a one-to-one correspondence between the isomorphism classes of indecomposable non-projective modules in $\text{mod} \ A$ and in $\text{mod} \ B$. We denote this correspondence by $\alpha'$. Let $\pi : I \to I/S$ be the natural projection, which is an irreducible morphism. Since $I$ is not projective, we know that $\pi \neq 0$ in $\text{mod} \ A$. By [6, Lemma X.1.2], we obtain that the morphism $\alpha'(\pi) : \alpha'(I) \to \alpha'(I/S)$ which is induced by $\pi \otimes M$ is irreducible.

Using that the stable equivalence and its quasi-inverse are induced by an exact functor, $\alpha'(I)$ is an indecomposable injective and non-projective $B$-module; cf. [27, Lemma 3.5]. Thus, $S' := \text{soc}(\alpha'(I))$ is a simple $B$-module. We have $S' \subseteq \text{Ker}(\alpha'(\pi))$ since $\pi \otimes M$ is not a stable isomorphism. This induces a morphism

$$f : \alpha'(I)/S' \to \alpha'(I/S)$$
such that \( \pi' f = \alpha'(\pi) \) with \( \pi' \) the natural projection \( \pi' : \alpha'(I) \to \alpha'(I)/S' \). However, \( \alpha'(\pi) \) is irreducible and thus \( f \) must be a split epimorphism. Now, consider the natural projection \( \pi' : \alpha'(I) \to \alpha'(I)/S' \). Let \( \beta' \) be the inverse of the correspondence \( \alpha' \). As above, we obtain that

\[
\begin{align*}
f' : I/S &\to \beta'(\alpha'(I)/S')
\end{align*}
\]

is a split epimorphism. As a consequence, \( \alpha'(I/S) \) is a direct summand of \( \alpha'(I)/S' \). Together with the split epimorphism \( f \), this results in \( \alpha'(I)/S' \cong \alpha'(I/S) \).

Write \( I \otimes_A M \cong \alpha'(I) \oplus P \) and \( (I/S) \otimes_A M \cong \alpha'(I/S) \oplus Q \) with \( P, Q \in \text{proj} \ B \). Consider the following commutative diagram with \( C \) the cokernel of the induced morphism \( S' \to S \otimes_A M \).

\[
\begin{array}{cccccccc}
  0 & \to & S' & \to & \alpha'(I) & \to & \alpha'(I/S) & \to & 0 \\
  & & \downarrow & & \downarrow & & \downarrow & & \\
  0 & \to & S \otimes_A M & \to & I \otimes_A M & \to & (I/S) \otimes_A M & \to & 0 \\
  & & \downarrow & & \downarrow & & \downarrow & & \\
  0 & \to & C & \to & P & \to & Q & \to & 0
\end{array}
\]

Since \( - \otimes_A M \) is exact and \( \alpha'(I/S) \cong \alpha'(I)/S' \), all rows are short exact sequences. In particular, the bottom row splits since \( Q \) is projective. Thus, \( C \) is projective as well and we obtain \( S \otimes_A M \cong S' \oplus C \).

We summarize the results of the last two sections and include situations in which the assumptions are satisfied.

**Theorem 5.19.** Let \( A \) and \( B \) be finite dimensional \( k \)-algebras whose semisimple quotients are separable. Suppose given a bimodule \( _AM_B \) which is projective as left \( A \)- and as right \( B \)-module such that \( - \otimes_A M \) induces a stable equivalence \( \text{mod} \ A \to \text{mod} \ B \). If one of the following conditions holds, \( M \) and \( \text{Hom}_B(M, B) \) induce a stable equivalence of Morita type between \( A \) and \( B \).

(i) The functor \( - \otimes_A M \) induces an equivalence \( \mathcal{L}_A \to \mathcal{L}_B \).

(ii) The homology \( H_k((F^* \otimes_A M)^*) \) vanishes for \( F^* \in \mathcal{L}_A \) and \( k \geq 0 \).

(iii) There exist natural isomorphisms \( \nu_B(P \otimes_A M) \cong \nu_A(P) \otimes_A M \) for all \( P \in \text{proj} \ A \).

(iv) There exists a natural isomorphism \( M \otimes_B DB \cong DA \otimes_A M \) of right \( B \)-modules.

(v) The algebras \( A \) and \( B \) have no nodes. At least one of \( A \) or \( B \) has dominant dimension at least 1 and finite representation type. Moreover, for all simple \( A \)-modules \( S \) whose injective hull is not projective, the image \( S \otimes_A M \) is an indecomposable \( B \)-module.
(vi) The algebras $A$ and $B$ have no nodes. At least one of $A$ or $B$ is a Nakayama algebra. Moreover, for all simple $A$-modules $S$ whose injective hull is not projective, the image $S \otimes_A M$ is an indecomposable $B$-module.

(vii) The algebras $A$ and $B$ have dominant dimension at least 1. There is a bimodule $B L_A$ which is projective as left $B$- and right $A$-module and which induces the inverse stable equivalence. Moreover, for all simple $A$-modules $S$ whose injective hull is not projective, the image $S \otimes_A M$ is an indecomposable $B$-module.

Proof. If condition (i) holds, we have seen in Theorem 5.13 that $M$ and $\text{Hom}_B(M, B)$ induce a stable equivalence of Morita type between $A$ and $B$. Let $F^* \in \mathcal{L}_A$. Since $- \otimes_A M$ is an exact functor, we know that $H^k(F^* \otimes_A M) = 0$ for $k \leq -1$. Thus, condition (ii) implies condition (i). By Corollary 5.14, condition (iii) and (iv) also imply condition (i). The last three conditions (v), (vi) and (vii) are a consequence of Proposition 5.17 using the following additional results.

Since $- \otimes_A M : \text{mod} A \to \text{mod} B$ is a stable equivalence, $A$ is of finite representation type if and only if $B$ is of finite representation type. Moreover, by [33, Theorem 2.3], $\alpha$ preserves the dominant dimension if $A$ and $B$ have no nodes. Note that a Nakayama algebra is of finite representation type and has dominant dimension at least 1. In (v) and (vi) we now use that a stable equivalence between algebras without nodes and of finite representation type preserves perfect exact sequences by Corollary 3.20. In the setting of part (vii), perfect exact sequences with projective middle term are preserved by Proposition 3.2. Finally, for a simple $A$-module $S$, we have that $S \otimes_A M$ is isomorphic to a direct sum of a simple module and a projective module by [33, Proposition 2.4] in the setting of part (v) and (vi) and by Lemma 5.18 in the setting of part (vii). If $S \otimes_A M$ is indecomposable, $S \otimes_A M$ must be isomorphic to a simple $B$-module. Therefore, both assumptions of Proposition 5.17 are satisfied if condition (v), (vi) or (vii) holds.

Remark 5.20. Suppose that $A M_B$ is a bimodule such that $- \otimes_A M$ induces an equivalence $\mathcal{L}_A \to \mathcal{L}_B$ as in part (i) of the previous theorem. Let $S$ be a simple $A$-module with $S^* = 0$. If $\text{domdim} A \geq 1$, this holds for simple $A$-modules whose injective hull is not projective. Then $F^*_S \otimes_A M \in \mathcal{L}_A$ is a projective resolution of $S = H^0(\tau_{\leq 0} F^*_S)$; cf. Lemma 2.24. Thus, $F^*_S \otimes_A M \in \mathcal{L}_B$ is a projective resolution of $S \otimes_A M$. In particular, $(S \otimes_A M)^* = 0$ by Lemma 2.24 and we obtain that $S \otimes M$ has no projective direct summand. Thus, $S \otimes_A M$ is indecomposable.

Suppose $A M_B$ and $B N_A$ are bimodules that induce a stable equivalence of Morita type. If $A M_B$ and $B N_A$ are indecomposable as bimodules, we even have that $S \otimes M$ is indecomposable for all simple $A$-modules $S$; cf. [23, Lemma 4.4].

It seems unclear whether the assumption in the previous theorem on the image $S \otimes_A M$ of a simple $A$-module can be dropped if we assume that $A M_B$ is an indecomposable bimodule.
Example in Chapter 7. The algebras $A$ and $B$ in Section 7.1 are stably equivalent of Morita type. In Example 7.6, we give a bimodule that induces a stable equivalence. Using the results of this chapter, we verify that this is a stable equivalence of Morita type.
Let $k$ be a field. Let $A = kQ/I$ and $B = k\tilde{Q}/\tilde{I}$ be finite dimensional quiver algebras given by quivers $Q$ and $\tilde{Q}$ and by admissible ideals $I$ and $\tilde{I}$ respectively. We assume that $A$ and $B$ have no semisimple summands.

Starting with a finite dimensional algebra $B$ with nodes, Martínez-Villa constructed an algebra $A$ without nodes so that $A$ is stably equivalent to $B$; cf. [31, Theorem 2.10]. More generally, he considered algebras which are stably equivalent and which can be obtained from each other by either deleting or inserting a node. See also [34].

Inserting a node can be described with the following process. Let $e_1, \ldots, e_n, u, v$ be a complete set of primitive idempotents in $A$. We say that $B$ is obtained from $A$ by gluing the primitive idempotents $u$ and $v$ if $B$ is generated by $e_1, \ldots, e_n, u + v$ and all arrows in $A$. This induces a radical embedding $f : B \hookrightarrow A$, that is, an injective algebra monomorphism $f : B \hookrightarrow A$ with $\text{rad}(Bf) = \text{rad}(A)$. Now, the simple $B$-module corresponding to $u + v$ is a node. Here, we use the following characterization of a node.

**Lemma 6.1.** ([31, Lemma 1])

Let $S$ be a simple $A$-module with projective cover $P$. The following are equivalent.

1. $S$ is either injective or a node.
2. For all non-isomorphisms $f : P_1 \to P$ and $g : P \to P_2$ with $P_1$ and $P_2$ indecomposable projective $A$-modules, we have $fg = 0$.
3. $S$ is not a composition factor of $\text{rad}(P_0)/\text{soc}(P_0)$ for any indecomposable projective $A$-module $P_0$.

Let $B$ be an algebra that is obtained from $A$ by a finite number of steps of gluing a simple projective vertex and a simple injective vertex. In [22], Koenig and Liu used a different approach than Martínez-Villa to construct bimodules that induce a stable equivalences between $A$ and $B$ in this setting. We aim to give an explicit description of all algebras that can be obtained in this way. The following is an excerpt of [22, Theorem 4.12].
**Theorem 6.2** (Koenig, Liu). Let \( A = kQ/I \) and \( B = k\tilde{Q}/\tilde{I} \) be two finite dimensional algebras such that there is a radical embedding \( f : B \rightarrow A \). Consider the following conditions.

1. \( A \) and \( B \) are stably equivalent.
2. \( B \) is obtained from \( A \) by a finite number of steps of gluing a simple projective vertex and a simple injective vertex.
3. There exists a pair of bimodules which induce inverse stable equivalences between \( \text{mod} \ A \) and \( \text{mod} \ B \).

Then (2) implies (3) and thus also implies (1). Under the assumption of the Auslander-Reiten conjecture, all three conditions are equivalent. In particular, if \( A \) or \( B \) has finite representation type, then all three conditions are equivalent.

Recall that the Auslander-Reiten conjecture states that two stably equivalent finite dimensional algebras have the same number of non-isomorphic non-projective simple modules; cf. [6, Conjecture 5, page 409]. The Auslander-Reiten conjecture was proven for algebras of finite representation type by Martínez-Villa in [32].

An extended example of the constructions in the next two sections can be found in Example 7.16. Throughout this chapter, we use the following notation.

We denote the number of isomorphism classes of simple \( A \) modules by \( s \) and the number of isomorphism classes of simple \( B \) modules by \( t \). Let \( \{P_1, \ldots, P_s\} \) and \( \{Q_1, \ldots, Q_t\} \) be a complete set of non-isomorphic indecomposable projective \( A \)-modules and \( B \)-modules respectively. For \( i \in [1, s] \), we denote the simple top of \( P_i \) by \( S_i \). For \( i \in [1, t] \), we denote the simple top of \( Q_i \) by \( T_i \). Thus, \( \{S_1, \ldots, S_s\} \) and \( \{T_1, \ldots, T_t\} \) are a complete set of non-isomorphic simple \( A \)-modules and \( B \)-modules respectively.

We write \([n, m] = \{z \in \mathbb{Z} | n \leq z \leq m\} \) for \( n, m \in \mathbb{Z} \). Given \( n, m \in \mathbb{Z} \), we write \( \delta_{m,n} = 1 \in k \) if \( m = n \) and \( \delta_{m,n} = 0 \in k \) if \( m \neq n \). For \( n \in \mathbb{Z}_{\geq 1} \) and \( i \in [1, n] \) we denote by \( e_i \) the \( n \times n \) matrices having entry 1 at position \((i, i)\) and entry 0 elsewhere.

Recall that we write morphisms between direct sums of modules as matrices. We extend the usual notation for matrix algebras as follows. In particular, we will allow multiplication of morphisms that are not composable and thus we sometimes have to add a direct summand isomorphic to \( k \) on the diagonal. Let \( n \in \mathbb{Z}_{\geq 1} \) and suppose given \( A \)-modules \( X_i \) and \( Y_i \) for \( i \in [1, n] \). For \( i, j \in [1, n] \) let \( V_{i,j} \) be the \( k \)-vector space space defined as follows.

\[
V_{i,j} := \begin{cases} 
\text{Hom}_A(X_i, Y_j) & \text{if } i \neq j \\
\text{Hom}_A(X_i, X_i) & \text{if } i = j \text{ and } X_i = Y_i \neq 0 \\
k \oplus \text{Hom}_A(X_i, Y_i) & \text{if } i = j \text{ and either } X_i \neq Y_i \text{ or } X_i = Y_i = 0 
\end{cases}
\]
We often abbreviate $k \oplus \text{Hom}_A(X_i, Y_i) \cong k$ by $k$ if $X_i = Y_i = 0$. Now, we have the following multiplication of elements in $(V_{i,j})_{i,j \in [1,n]}$ induced by multiplication of matrices.

$$(v_{i,j})_{i,j \in [1,n]} \cdot (w_{i,j})_{i,j \in [1,n]} := \left( \sum_{l=1}^n v_{i,l} \cdot w_{l,j} \right)_{i,j \in [1,n]}$$

for $(v_{i,j})_{i,j \in [1,n]}, (w_{i,j})_{i,j \in [1,n]} \in (V_{i,j})_{i,j \in [1,n]}$.

It remains to define $v_{i,l} \cdot w_{l,j}$ for $i,j,l \in [1,n]$. The idea is to use composition of morphisms while setting the composite of non-composable morphisms to zero. Let $v \in V_{i,l}$ and $w \in V_{l,j}$.

In case that $i \neq j$, we define $v \cdot w \in V_{i,j} = \text{Hom}_A(X_i, Y_j)$ as follows.

$$v \cdot w := \begin{cases} 
0 & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_j) \text{ with } Y_i \neq X_l \\
fg & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_j) \text{ with } Y_i = X_l \\
xg & \text{if } v = x + f \in k \oplus \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_j) \\
fy & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = y + g \in k \oplus \text{Hom}_A(X_i, Y_j)
\end{cases}$$

In case that $i = j$ with $X_i = Y_i \neq 0$, we define $v \cdot w \in V_{i,j} = \text{Hom}_A(X_i, X_i)$ as follows.

$$v \cdot w := \begin{cases} 
0 & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_i) \text{ with } Y_i \neq X_l \\
fg & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_i) \text{ with } Y_i = X_l \\
xy & \text{if } v = x + f \in k \oplus \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = y + g \in k \oplus \text{Hom}_A(X_i, X_i)
\end{cases}$$

In case that $i = j$ and either $X_i \neq Y_i$ or $X_i = Y_i = 0$, we define $v \cdot w \in V_{i,i} = k \oplus \text{Hom}_A(X_i, Y_i)$ as follows.

$$v \cdot w := \begin{cases} 
0 + 0 & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_i) \text{ with } Y_i \neq X_l \\
0 + fg & \text{if } v = f \in \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = g \in \text{Hom}_A(X_i, Y_i) \text{ with } Y_i = X_l \\
x+y + (fy + xg) & \text{if } v = x + f \in k \oplus \text{Hom}_A(X_i, Y_i) \quad \text{and} \quad w = y + g \in k \oplus \text{Hom}_A(X_i, X_i)
\end{cases}$$

In this way, we obtain a matrix algebra $(V_{i,j})_{i,j \in [1,n]}$. The identity of $(V_{i,j})_{i,j \in [1,n]}$ is given by the diagonal matrix $(v_{i,j})_{i,j}$ with $v_{i,j} = 0$ for $i \neq j$ and $v_{i,i} = \text{id}_{X_i}$ if $X_i = Y_i \neq 0$ and $v_{i,i} = 1 + 0 \in k \oplus \text{Hom}_A(X_i, Y_i)$ otherwise.

We illustrate this with an example. Let $X$, $Y$, and $Z$ be non-zero $A$-modules which are pairwise non-isomorphic. For the elements

$$\begin{pmatrix} x + a & b \\ c & d \end{pmatrix}, \begin{pmatrix} x' + a' & b' \\ c' & d' \end{pmatrix} \in \left( k \oplus \text{Hom}_A(X,Y) \oplus \text{Hom}_A(X,Z) \right)$$

we have

$$\begin{pmatrix} x + a & b \\ c & d \end{pmatrix}, \begin{pmatrix} x' + a' & b' \\ c' & d' \end{pmatrix} = \begin{pmatrix} xx' + x'a' + a x' + b c' & x b' + b d' \\ c x' + d c' & d d' \end{pmatrix}.$$
6.1 Algebras obtained by gluing idempotents

Consider an algebra $A$ with simple projective and simple injective modules. We construct a new algebra $E_\sigma(A)$ which is obtained by gluing pairs of simple projective vertices and simple injective vertices. These pairs will be described by an injective map $\sigma$.

**Definition 6.3.** Suppose given $\mathcal{J} \subseteq \{ j \in [1, s] \mid S_j \in \text{proj } A \}$ together with an injective map $\sigma : \mathcal{J} \hookrightarrow \{ i \in [1, s] \mid S_i \in \text{inj } A \}$ so that $P_j = S_j$ is a simple projective module and $S_{j\sigma}$ is a simple injective module for $j \in \mathcal{J}$.

Let $P := \bigoplus_{r \in [1, s] \setminus (J \cup J\sigma)} P_r$ so that $A = \bigoplus_{j \in \mathcal{J}} (P_j \oplus P_{j\sigma}) \oplus P$.

We define the following matrix algebra corresponding to $\sigma$.

$$E_\sigma(A) := \begin{pmatrix} (\delta_{i,j} k \oplus \text{Hom}_A(P_i, P_{j\sigma}))_{i,j \in \mathcal{J}} & (\text{Hom}_A(P_i, P))_{i \in \mathcal{J}} \\ (\text{Hom}_A(P, P_{j\sigma}))_{j \in \mathcal{J}} & \text{End}_A(P) \end{pmatrix}$$

Since $A$ has no semisimple summand, we have that $j\sigma \notin \mathcal{J}$ for $j \in \mathcal{J}$, that is $\mathcal{J} \cap \mathcal{J}\sigma = \emptyset$. In particular, $P_{j\sigma} \not\cong P_i$ for $i, j \in \mathcal{J}$. Thus, the first $|\mathcal{J}|$ columns of this matrix correspond to indecomposable projective $E_\sigma(A)^{op}$-modules whose simple top is the node obtained by gluing a simple projective and a simple injective vertex; cf. Lemma 6.1.(2). In total, the number of non-isomorphic indecomposable projective $E_\sigma(A)^{op}$-modules is

$$|\mathcal{J}| + |[1, s] \setminus (J \cup J\sigma)| = s - |\mathcal{J}|.$$

**Remark 6.4.** Let $i, j \in \mathcal{J}$. Note that $P_{i\sigma}^*$ is a simple left $A$-module since $S_i \in \text{inj } A$ and thus $\nu P_{i\sigma} \cong S_{i\sigma}$. Using that $P_j$ and $P_{i\sigma}^*$ are simple and that $i\sigma \neq j$, we have the following.

$$\text{Hom}_A(P_{i\sigma}, P_j) = 0$$
$$\text{Hom}_A(P_{i\sigma}, P) \cong \text{Hom}_A(P^*, P_{i\sigma}^*) = 0$$
$$\text{Hom}_A(P, P_j) = 0$$
$$\text{Hom}_A(P, P_j) \cong \delta_{i,j} k$$
$$\text{Hom}_A(P_{i\sigma}, P_{j\sigma}) \cong \text{Hom}_A(P_{j\sigma}^*, P_{i\sigma}^*) \cong \delta_{i,j} k$$

This can be used to rewrite the endomorphism algebra of $A$.

$$\text{End}_A(A) \cong \begin{pmatrix} (\text{Hom}_A(P_i \oplus P_{i\sigma}, P_j \oplus P_{j\sigma}))_{i,j \in \mathcal{J}} & (\text{Hom}_A(P_i \oplus P_{i\sigma}, P))_{i \in \mathcal{J}} \\ (\text{Hom}_A(P, P_j \oplus P_{j\sigma}))_{j \in \mathcal{J}} & \text{End}_A(P) \end{pmatrix}$$
Lemma 6.5.

As in Definition 6.3. As a first result, we show that \( E \) gluing a simple projective vertex and a simple injective vertex is of the form

\[
\begin{pmatrix}
\text{Hom}_A(P_i, P_j) & \text{Hom}_A(P_i, P_{j\sigma}) \\
\text{Hom}_A(P_{i\sigma}, P_j) & \text{Hom}_A(P_{i\sigma}, P_{j\sigma})
\end{pmatrix}_{i,j \in \mathcal{J}}
\]

\[
\begin{pmatrix}
\text{Hom}_A(P_i, P) \\
\text{Hom}_A(P_{i\sigma}, P)
\end{pmatrix}_{i \in \mathcal{J}}
\]

We aim to show that every algebra which is obtained from \( 2 \) columns.

\[ r \]

By Remark 6.4 there exists a radical embedding \( E \) as in Definition 6.3.

In particular, we have the following by rewriting \( \delta_{i,j} k \oplus \text{Hom}_A(P_i, P_{j\sigma}) \) as an upper triangular matrix.

\[
E_\sigma(A) \cong \begin{pmatrix}
\delta_{i,j} x_j & a_{i,j} \\
0 & \delta_{i,j} x_j
\end{pmatrix}_{i,j \in \mathcal{J}} \begin{pmatrix}
\begin{pmatrix}
b_i \\
0
\end{pmatrix}_{i \in \mathcal{J}} \quad \begin{pmatrix}
x_j \in k \\
a_{i,j} \in \text{Hom}_A(P_i, P_{j\sigma}), \ b_i \in \text{Hom}_A(P_i, P)
\end{pmatrix}_{i \in \mathcal{J}}
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & \delta_{i,j}
\end{pmatrix}_{j \in \mathcal{J}} \begin{pmatrix}
c_j \in \text{Hom}_A(P, P_{j\sigma}) \\
d \in \text{End}_A(P)
\end{pmatrix}_{j \in \mathcal{J}}
\]

Together, we obtain a radical embedding \( E_\sigma(A)^{\text{op}} \hookrightarrow \text{End}_A(A)^{\text{op}} \cong A \).

We aim to show that every algebra which is obtained from \( A \) by a finite number of steps of gluing a simple projective vertex and a simple injective vertex is of the form \( E_\sigma(A)^{\text{op}} \) for some \( \sigma \) as in Definition 6.3. As a first result, we show that \( E_\sigma(A)^{\text{op}} \) can be obtained in this way.

Lemma 6.5. Suppose given \( \mathcal{J} \) and \( \sigma \) as in Definition 6.3.

There exists a radical embedding \( E_\sigma(A)^{\text{op}} \hookrightarrow A \) such that \( E_\sigma(A)^{\text{op}} \) is obtained from \( A \) by a finite number of steps of gluing a simple projective vertex and a simple injective vertex.

In particular, \( E_\sigma(A)^{\text{op}} \) and \( A \) are stably equivalent.

Proof. By Remark 6.4 there exists a radical embedding \( E_\sigma(A)^{\text{op}} \hookrightarrow A \).

Let \( \mathcal{J} = \{j_1, \ldots, j_l\} \) for some \( 1 \leq l \leq s \). For \( 0 \leq r \leq l \) we write \( \mathcal{J}_r := \{j_1, \ldots, j_r\} \subseteq \mathcal{J} \) and

\[
\tilde{P}_r := \bigoplus_{p \in [r+1,l]} (P_p \oplus P_{p\sigma}) \oplus P.
\]

Note that \( \mathcal{J}_0 = \emptyset \) and \( \tilde{P}_0 = A_A \) on the one hand and \( \mathcal{J}_l = \mathcal{J} \) and \( \tilde{P}_l = P \) on the other hand.

Consider the following algebra for \( r \in [0, l] \) with pairwise identical diagonal entries in the first \( 2r \) columns.

\[
A_r := \begin{pmatrix}
\delta_{i,j} x_j & a_{i,j} \\
0 & \delta_{i,j} x_j
\end{pmatrix}_{i,j \in \mathcal{J}_r} \begin{pmatrix}
\begin{pmatrix}
b_i \\
0
\end{pmatrix}_{i \in \mathcal{J}_r} \quad \begin{pmatrix}
x_j \in k \\
a_{i,j} \in \text{Hom}_A(P_i, P_{j\sigma}), \ b_i \in \text{Hom}_A(P_i, \tilde{P}_r)
\end{pmatrix}_{i \in \mathcal{J}_r}
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & \delta_{i,j}
\end{pmatrix}_{j \in \mathcal{J}_r} \begin{pmatrix}
c_j \in \text{Hom}_A(\tilde{P}_r, P_{j\sigma}) \\
d \in \text{End}_A(\tilde{P}_r)
\end{pmatrix}_{j \in \mathcal{J}_r}
\]

for \( j \in \mathcal{J}_r \)

for \( i, j \in \mathcal{J}_r \)

for \( j \in \mathcal{J}_r \)
We obtain the following chain of subalgebras.

\[ E_\sigma(A)^{\text{op}} = A_1^{\text{op}} \subseteq A_2^{\text{op}} \subseteq \cdots \subseteq A_l^{\text{op}} \subseteq A_0^{\text{op}} = \text{End}_A(A)^{\text{op}} \cong A \]

Fix \( r \in [0, l - 1] \) and consider the inclusion \( A_{r+1}^{\text{op}} \subseteq A_r^{\text{op}} \). Notice that \( A_{r+1} \) is obtained from \( A_r \) by gluing the simple projective vertex corresponding to column \( 2r + 1 \) and the simple injective vertex corresponding to row \( 2r + 2 \).

\[
A_r = \begin{pmatrix}
\delta_{i,j} x_j & a_{i,j} & 0 & a_{i,r+1} & b_i & 0 & 0 & 0 & 0 \\
0 & \delta_{i,j} x_j & i,j \in J_r & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x_{r+1} & a_{r+1,r+1} & 0 & 0 & 0 & y \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & c_j & j \in J_r & 0 & c_{r+1} & 0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
A_{r+1} = \begin{pmatrix}
\delta_{i,j} x_j & a_{i,j} & 0 & a_{i,r+1} & b_i & 0 & 0 & 0 & 0 \\
0 & \delta_{i,j} x_j & i,j \in J_r & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x_{r+1} & a_{r+1,r+1} & 0 & 0 & 0 & y \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & c_j & j \in J_r & 0 & c_{r+1} & 0 & 0 & 0 & 0
\end{pmatrix}
\]

This shows that \( E_\sigma(A)^{\text{op}} \) is obtained from \( A \) by a finite number of steps of gluing a simple projective vertex and a simple injective vertex. With Theorem 6.2 we obtain that \( E_\sigma(A)^{\text{op}} \) and \( A \) are stably equivalent.

**Lemma 6.6.** Let \( A = kQ/I \) and \( B = \tilde{kQ}/\tilde{I} \) be two finite dimensional algebras such that there is a radical embedding \( B \hookrightarrow A \). Suppose that \( B \) is obtained from \( A \) by a finite number of steps of gluing a simple projective vertex and a simple injective vertex.

Then there exist \( J \) and \( \sigma \) as in Definition 6.3 such that \( E_\sigma(A)^{\text{op}} \cong B \).

**Proof.** By assumption, we have a finite sequence of subalgebras

\[ B \cong A_l \subseteq A_{l-1} \subseteq \cdots \subseteq A_1 \subseteq A_0 = A \]

where each \( A_{r+1} \) is obtained from \( A_r \) by gluing a sink \( v_{r+1} \) and a source \( w_{r+1} \) for \( 0 \leq r \leq l - 1 \). Let \( u_1, \ldots, u_p, v_{r+1}, w_{r+1} \) be a complete set of primitive orthogonal idempotents of \( A_r \) with some \( p \in \mathbb{N} \). Then \( A_{r+1} \) is the subalgebra of \( A_r \) generated by \( u_1, \ldots, u_p, v_{r+1} + w_{r+1} \) and \( \text{rad}(A_r) \).

The simple \( A_{r+1} \)-module corresponding to the vertex \( v_{r+1} + w_{r+1} \) is a node. In particular, \( v_{r+1} + w_{r+1} \) is neither a sink nor a source in \( A_{r+1} \). Thus, a complete set of primitive orthogonal idempotents of \( A_r \) is of the form \( u_1, \ldots, u_q, v_1, w_1, \ldots, v_l, w_l \) for some \( q \in \mathbb{N} \). Moreover, a complete set of primitive orthogonal idempotents of \( A_{r+1} \) is of the form \( u_1, \ldots, u_q, v_1 + w_1, \ldots, v_l + w_l \) where \( v_r \) is a sink and \( w_r \) is a source in \( A_0 = A \) for \( 1 \leq r \leq l \).
Note that $A$ has $s = q + 2l$ many non-isomorphic indecomposable projective modules. By reordering, we can choose $J := [1, l] \subseteq [1, s]$ such that $P_j = v_j A$ for $j \in J$. Let $\sigma : J \hookrightarrow [1, s]$ such that $P_{j\sigma} = w_j A$ for $j \in J$. We write $P_A := (u_1 + \cdots + u_q)A_A$ so that
\[ A_A = \bigoplus_{j \in J} (P_j \oplus P_{j\sigma}) \oplus P \]
as in Definition 6.3. By Remark 6.4, we have that
\[ \text{End}_A(A_0) = \text{End}_A(A) \simeq \begin{pmatrix} \delta_{i,j} k & \text{Hom}_A(P_i, P_{j\sigma}) \\ 0 & \delta_{i,j} k \end{pmatrix}_{i,j \in J} \begin{pmatrix} \text{Hom}_A(P_i, P) \\ 0 \end{pmatrix}_{i \in J}. \]
From this, we obtain $A_l$ by gluing the sink $v_r$ and the source $w_r$ for each $1 \leq r \leq l$ which correspond to the columns $2r - 1, 2r$ of the matrix algebra.
\[ \text{End}_{A_l}(A_l) \simeq \begin{pmatrix} \delta_{i,j} x_j & a_{i,j} \\ 0 & \delta_{i,j} x_j \end{pmatrix}_{i,j \in J} \begin{pmatrix} b_i \\ 0 \end{pmatrix}_{i \in J} \begin{pmatrix} c_j \\ d \end{pmatrix}_{j \in J_k} \begin{pmatrix} x_j \in k & \text{for } j \in J \\ a_{i,j} \in \text{Hom}_A(P_i, P_{j\sigma}) & \text{for } i, j \in J \\ b_i \in \text{Hom}_A(P_i, P) & \text{for } i \in J \\ c_j \in \text{Hom}_A(P, P_{j\sigma}) & \text{for } j \in J \\ d \in \text{End}_A(P) \end{pmatrix}. \]
By Remark 6.4, this is precisely $E_{\sigma}(A)$. Hence, $B \simeq A_l \simeq \text{End}_{A_l}(A_l)^{op} \simeq E_{\sigma}(A)^{op}$. 

### 6.2 Algebras obtained by deleting nodes

Consider an algebra $B$ with nodes. We construct a new algebra $E_{\mathcal{N}}(B)$ such that $B$ is obtained from $E_{\mathcal{N}}(B)$ by gluing pairs of simple projective and simple injective vertices. This process can be seen as deleting nodes from the algebra $B$; cf. [34].

**Definition 6.7.** Suppose given a subset $\mathcal{N} \subseteq [1, t]$ such that $T_n \in \text{mod } B$ is a node for $n \in \mathcal{N}$. Let $Q := \bigoplus_{r \in [1,t] \setminus \mathcal{N}} Q_r$.

We define the following matrix algebra corresponding to $\mathcal{N}$.
\[ E_{\mathcal{N}}(B) := \begin{pmatrix} \delta_{m,n} k & \text{Hom}_B(T_m, Q_n) \\ 0 & \delta_{m,n} k \end{pmatrix}_{m,n \in \mathcal{N}} \begin{pmatrix} \text{Hom}_B(T_m, Q) \\ 0 \end{pmatrix}_{m \in \mathcal{N}} \begin{pmatrix} \text{End}_B(Q) \end{pmatrix}_{n \in \mathcal{N}}. \]
Note that for $1 \leq n \leq |\mathcal{N}|$ the simple $E_N(B)^{\text{op}}$-module corresponding to the column $2n - 1$ is projective and the simple $E_N(B)^{\text{op}}$-module corresponding to the column $2n$ is injective. In total, the number of non-isomorphic indecomposable projective $E_N(B)^{\text{op}}$-modules is

$$2|\mathcal{N}| + |[1, t] \setminus \mathcal{N}| = t + |\mathcal{N}|.$$

**Remark 6.8.** Using that $T_m$ is a node for $m \in \mathcal{N}$ we have the following for all $m, n \in \mathcal{N}$.

$$\text{Hom}_B(Q_m, Q) \simeq \text{Hom}_B(T_m, Q)$$

$$\text{rad} (\text{Hom}_B(Q_m, Q_n)) \simeq \text{Hom}_B(T_m, Q_n)$$

$$\text{Hom}_B(Q_m, Q_n) \simeq \left\{ \begin{pmatrix} x & a \\ 0 & x \end{pmatrix} \mid x \in k, \ a \in \text{Hom}_B(T_m, Q_n) \right\}$$

This can be used to rewrite the endomorphism algebra of $B$.

$$\text{End}_B(B) \simeq \begin{pmatrix} (\text{Hom}_B(Q_m, Q_n))_{m,n \in \mathcal{N}} & (\text{Hom}_B(Q_m, Q))_{m \in \mathcal{N}} \\ (\text{Hom}_B(Q, Q_n))_{n \in \mathcal{N}} & \text{End}_B(Q) \end{pmatrix}$$

$$\simeq \begin{pmatrix} \begin{pmatrix} \delta_{m,n} x_n & a_{m,n} \\ 0 & \delta_{m,n} x_n \end{pmatrix}_{m,n \in \mathcal{N}} & \begin{pmatrix} b_m \\ 0 \end{pmatrix}_{m \in \mathcal{N}} \\ \begin{pmatrix} 0 \\ c_n \end{pmatrix}_{n \in \mathcal{N}} & d \end{pmatrix} \begin{pmatrix} x_n \in k \\ a_{m,n} \in \text{Hom}_B(T_m, Q_n) \text{ for } m, n \in \mathcal{N} \\ b_m \in \text{Hom}_B(T_m, Q) \text{ for } m \in \mathcal{N} \\ c_n \in \text{Hom}_B(Q, Q_n) \text{ for } n \in \mathcal{N} \\ d \in \text{End}_B(Q) \end{pmatrix}.$$  

We obtain a radical embedding $B \simeq \text{End}_B(B)^{\text{op}} \rightarrow E_N(B)^{\text{op}}$.

Now, consider both algebras $A$ and $B$ together. We aim to show that there exists a $\sigma$ as in Definition 6.3 such that $E_\sigma(A)^{\text{op}} \simeq B$ if and only if there exists an $\mathcal{N}$ as in Definition 6.7 such that $E_N(B)^{\text{op}} \simeq A$.

**Lemma 6.9.** Let $A = kQ/I$ be a finite dimensional algebra. Let $\mathcal{J} \subseteq [1, s]$ and suppose given an injective map $\sigma : \mathcal{J} \hookrightarrow [1, s]$ such that $S_j \in \text{proj} A$ and $S_{j,\sigma} \in \text{inj} A$ for $j \in \mathcal{J}$.

Let $B := E_\sigma(A)^{\text{op}}$ and $\mathcal{N} = [1, |\mathcal{J}|]$. Then $E_N(B)^{\text{op}}$ is isomorphic to $A$ as an algebra.

**Proof.** We abbreviate $l := |\mathcal{J}|$ and $E := E_\sigma(A)$. In particular, $B = E^{\text{op}}$. Note that the matrix description of $E$ in Definition 6.3 has $l + 1$ columns. For $1 \leq j \leq l$ we have the indecomposable projective $E^{\text{op}}$-modules $Q_j$ corresponding to the first $l$ columns of this matrix. Furthermore, we have the projective $E^{\text{op}}$-module $Q$ corresponding to the column $l + 1$ of this matrix.

Recall that the simple $B$-module $T_j$ with projective cover $Q_j$ is a node for $1 \leq j \leq l$. Thus, $E_N(B)^{\text{op}}$ is well-defined. We show that $E_N(B) \simeq \text{End}_A(A)$. 


Let \( \mathcal{J} = \{j_1, \ldots, j_l\} \) using the ordering of \( \mathcal{J} \). The choice \( \mathcal{N} = [1,|\mathcal{J}|] = [1,l] \) induces a bijection \( \mathcal{N} \to \mathcal{J} \) via \( n \mapsto j_n \). Now, the equivalence of right \( B \)-modules and left \( E \)-modules induces the following isomorphisms for \( m, n \in \mathcal{N} = [1,l] \). We also use that \( T_m \) is a node; cf. Remark 6.8.

\[
\begin{align*}
\text{Hom}_B(T_m, Q_n) & \simeq \text{rad}(\text{Hom}_B(Q_m, Q_n)) \simeq \text{rad}(\text{Hom}_E(EE_m, EE_n)) \simeq e_m \text{rad}(E)e_n \\
& \simeq \text{Hom}_A(P_{j_m}, P_{j_n}) \\
\text{Hom}_B(T_m, Q) & \simeq \text{Hom}_B(Q_m, Q) \simeq \text{Hom}_E(EE_m, EE_{l+1}) \simeq e_m EE_{l+1} \simeq \text{Hom}_A(P_{j_m}, P) \\
\text{Hom}_B(Q, Q_n) & \simeq \text{Hom}_E(EE_{l+1}, EE_n) \simeq ee_{l+1} EE_n \simeq \text{Hom}_A(P, P_{j_n}) \\
\text{End}_B(Q) & \simeq \text{End}_E(EE_{l+1}) \simeq ee_{l+1} EE_{l+1} \simeq \text{End}_A(P)
\end{align*}
\]

We obtain the following sequence of isomorphisms.

\[
E_N(B) = \begin{pmatrix}
\delta_{m,n} k & \text{Hom}_B(T_m, Q_n) & \text{Hom}_B(T_m, Q) \\
0 & \delta_{m,n} k & 0 \\
0 & \text{Hom}_B(Q, Q_n) & \text{End}_B(Q)
\end{pmatrix}_{m,n \in \mathcal{N}}
\]

\[
\simeq \begin{pmatrix}
\delta_{j_m,j_n} k & \text{Hom}_A(P_{j_m}, P_{j_n}) & \text{Hom}_A(P_{j_m}, P) \\
0 & \delta_{j_m,j_n} k & 0 \\
0 & \text{Hom}_A(P, P_{j_n}) & \text{End}_A(P)
\end{pmatrix}_{n \in \mathcal{N}}
\]

\[
\simeq \begin{pmatrix}
\delta_{i,j} k & \text{Hom}_A(P, P_{j}) & \text{Hom}_A(P, P) \\
0 & \delta_{i,j} k & 0 \\
0 & \text{Hom}_A(P, P_{j}) & \text{End}_A(P)
\end{pmatrix}_{j \in \mathcal{J}}
\]

By Remark 6.4, we have

\[
\text{End}_A(A) \simeq \begin{pmatrix}
\delta_{i,j} k & \text{Hom}_A(P, P_{j}) & \text{Hom}_A(P, P) \\
0 & \delta_{i,j} k & 0 \\
0 & \text{Hom}_A(P, P_{j}) & \text{End}_A(P)
\end{pmatrix}_{i \in \mathcal{J}}
\]

which is isomorphic to \( E_N(B) \) by the above.

\[
\text{Lemma 6.10.}\: \text{Suppose given a subset } \mathcal{N} \subseteq [1,l] \text{ such that } T_n \in \text{mod } B \text{ is a node for } n \in \mathcal{N}.
\text{Let } A := E_N(B)^\text{op} \text{ as well as } \mathcal{J} = \{2n - 1 \in \mathcal{N} | n \in [1,|\mathcal{N}|]\} = \{1, 3, 5, \ldots, 2|\mathcal{N}| - 1\} \text{ and } \sigma : \mathcal{J} \to [2, 2|\mathcal{N}|] : j \mapsto j + 1.
\text{Then } E_\sigma(A)^\text{op} \text{ is isomorphic to } B \text{ as an algebra.}
\]
Proof. We abbreviate \( l := |\mathcal{N}| \) and \( E := E_N(B) \). In particular, \( A = E^{\text{op}} \). Note that the matrix description of \( E \) in Definition 6.7 has \( 2l + 1 \) columns. For \( 1 \leq r \leq 2l \) we have the indecomposable projective \( E^{\text{op}} \)-modules \( P_r \) corresponding to the first \( 2l \) columns of this matrix. Furthermore, we have the projective \( E^{\text{op}} \)-module \( P \) corresponding to the column \( 2l + 1 \) of this matrix.

Recall that the simple \( A \)-module \( S_{2r-1} \) with projective cover \( P_{2r-1} \) is projective for \( 1 \leq r \leq l \). Moreover, the simple \( A \)-module \( S_{2r} \) with projective cover \( P_{2r} \) is injective for \( 1 \leq r \leq l \). Thus, \( E_\sigma(A)^{\text{op}} \) is well-defined. We show that \( E_\sigma(A) \simeq \text{End}_B(B) \).

Let \( \mathcal{N} = \{ n_1, \ldots, n_l \} \) using the ordering of \( \mathcal{N} \). The choice of \( \mathcal{J} \) and \( \sigma \) gives two bijections \( \mathcal{J} \to \mathcal{N} \) via \( j \mapsto n_{j+1} \) and \( \mathcal{J} \sigma \to \mathcal{N} \) via \( j \sigma = j + 1 \mapsto n_{j+1} \).

Let \( i, j \in \mathcal{J} \) with \( m := n_{j+1} \in \mathcal{N} \) and \( n := n_{j+1} \in \mathcal{N} \). The equivalence between right \( A \)-modules and left \( E \)-modules induces the following isomorphisms.

\[
\begin{align*}
\text{Hom}_A(P_i, P_{j \sigma}) &= \text{Hom}_A(P_i, P_{j + 1}) \simeq \text{Hom}_E(Ee_i, Ee_{j+1}) \simeq e_iEe_{j+1} \simeq \text{Hom}_B(T_m, Q_n) \\
\text{Hom}_A(P_i, P) &\simeq \text{Hom}_E(Ee_i, Ee_{2l+1}) \simeq e_iEe_{2l+1} \simeq \text{Hom}_B(T_m, Q) \\
\text{Hom}_A(P, P_{j \sigma}) &= \text{Hom}_A(P, P_{j + 1}) \simeq \text{Hom}_E(Ee_{2l+1}, Ee_{j+1}) \simeq e_{2l+1}Ee_{j+1} \simeq \text{Hom}_B(Q, Q_m) \\
\text{End}_A(P) &\simeq \text{End}_E(Ee_{2l+1}) \simeq e_{2l+1}Ee_{2l+1} = \text{End}_B(Q)
\end{align*}
\]

We obtain the following sequence of isomorphisms.

\[
E_\sigma(A) = \begin{pmatrix}
\delta_{i,j} k \oplus \text{Hom}_A(P_i, P_{j \sigma}) & (\text{Hom}_A(P_i, P))_{i \in \mathcal{J}} \\
(\text{Hom}_A(P, P_{j \sigma}))_{j \in \mathcal{J}} & \text{End}_A(P)
\end{pmatrix} \simeq \begin{pmatrix}
\delta_{m,n} k \oplus \text{Hom}_B(T_m, Q_n) & (\text{Hom}_B(T_m, Q))_{m \in \mathcal{N}} \\
(\text{Hom}_B(Q, Q_n))_{n \in \mathcal{N}} & \text{End}_B(Q)
\end{pmatrix} \simeq \begin{pmatrix}
(\text{Hom}_B(Q_m, Q_n))_{m,n \in \mathcal{N}} & (\text{Hom}_B(Q_m, Q))_{m \in \mathcal{N}} \\
(\text{Hom}_B(Q, Q_n))_{n \in \mathcal{N}} & \text{End}_B(Q)
\end{pmatrix}
\]

(REMARK 6.8)
\[
\simeq \text{End}_B(B) \quad \Box
\]

We can now state the main result of this chapter.

Theorem 6.11. Let \( A = kQ/I \) and \( B = k\tilde{Q}/\tilde{I} \) be two finite dimensional algebras. The following are equivalent.

(1) There exists a radical embedding \( B \hookrightarrow A \) such that \( B \) is obtained from \( A \) by a finite number of steps of gluing a simple projective vertex and a simple injective vertex.

(2) There exists \( \sigma \) as in Definition 6.3 such that \( E_\sigma(A)^{\text{op}} \simeq B \).
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(3) There exists $\mathcal{N}$ as in Definition 6.7 such that $E_{\mathcal{N}}(B)^{\text{op}} \simeq A$.

If one of the conditions holds, $A$ and $B$ are stably equivalent.

Proof. The implication $(1) \Rightarrow (2)$ is shown in Lemma 6.6. The converse $(2) \Rightarrow (1)$ is shown in Lemma 6.5. The implication $(2) \Rightarrow (3)$ is shown in Lemma 6.9. The converse $(3) \Rightarrow (2)$ is shown in Lemma 6.10. Finally, Theorem 6.2 shows that $A$ and $B$ are stably equivalent if condition (1) holds.

The next corollary is a consequence of Theorem 6.2. A radical embedding $B \hookrightarrow A$ implies that $B$ is obtained from $A$ by a finite number of steps of gluing two primitive idempotents; cf. [41, Example 3]. If $A$ and $B$ are stably equivalent and the Auslander-Reiten conjecture holds, these primitive idempotents must correspond to a simple projective vertex and a simple injective vertex; cf. [22, Proposition 4.11].

Corollary 6.12. Let $A = kQ/I$ and $B = k\tilde{Q}/\tilde{I}$ be two finite dimensional algebras. Under the assumption of the Auslander-Reiten conjecture, the following are equivalent.

1. There is a radical embedding $B \hookrightarrow A$ such that $A$ and $B$ are stably equivalent.
2. There exists $\sigma$ as in Definition 6.3 such that $E_{\sigma}(A)^{\text{op}} \simeq B$.
3. There exists $\mathcal{N}$ as in Definition 6.7 such that $E_{\mathcal{N}}(B)^{\text{op}} \simeq A$.

Let $B = k\tilde{Q}/\tilde{I}$ be a finite dimensional algebra and $\mathcal{N}$ as in Definition 6.7. We have seen in Theorem 6.11 that $E_{\mathcal{N}}(B)^{\text{op}}$ and $B$ are stably equivalent. If we choose $\mathcal{N}$ such that $n \in \mathcal{N}$ for every node $T_n \in \text{mod } B$, then $E_{\mathcal{N}}(B)^{\text{op}}$ is an algebra without nodes stably equivalent to $B$. Thus, we recover for our setting that every algebra is stably equivalent to an algebra without nodes. This has been shown by Martínez-Villa in [31, Theorem 2.10.(a,c)] using a different method.

Suppose that $\Gamma$ is the triangular matrix algebra without nodes given in [31, Theorem 2.10.(a)] which is stably equivalent to $B$. Then there is a radical embedding $B \hookrightarrow \Gamma$; see [22, Remark after Theorem 2.10] for more details. Under the assumption of the Auslander-Reiten conjecture, $\Gamma$ is isomorphic to $E_{\mathcal{N}}(B)^{\text{op}}$. In fact, by Corollary 6.12 there exists $\mathcal{N}'$ as in Definition 6.7 such that $E_{\mathcal{N}'}(B)^{\text{op}} \simeq \Gamma$. The next lemma and Theorem 6.11 show that $\Gamma \simeq E_{\mathcal{N}'}(B)^{\text{op}} \simeq E_{\mathcal{N}}(B)^{\text{op}}$.

Lemma 6.13. Let $A = kQ/I$ and $B = k\tilde{Q}/\tilde{I}$ be two finite dimensional algebras. Suppose that $B$ is obtained from $A$ by a finite number of steps of gluing a simple projective vertex and a simple injective vertex. Let $\mathcal{N} \subseteq [1, t]$ such that there exists an $n \in \mathcal{N}$ with $T \simeq T_n$ for every node $T$ of $B$.

If $A$ has no nodes, then $E_{\mathcal{N}}(B)^{\text{op}} \simeq A$. 

Proof. By Theorem 6.11, there exists a set $\mathcal{N}'$ as in Definition 6.7 such that $E_{\mathcal{N}'}(B)^{\text{op}} \simeq A$. We show that $\mathcal{N} = \mathcal{N}'$. Then $A \simeq E_{\mathcal{N}'}(B)^{\text{op}} \simeq E_{\mathcal{N}}(B)^{\text{op}}$.

We have $\mathcal{N}' \subseteq \mathcal{N}$ by definition of $\mathcal{N}$. Assume given an $r \in \mathcal{N}$ with $r \notin \mathcal{N}'$.

Let $Q_r \in \text{proj } B$ be the projective module which has the node $T_r$ as simple top. By Lemma 6.1, we have $fg = 0$ for all non-isomorphisms $f : Q_i \to Q_r$ and $g : Q_r \to Q_j$ with $i, j \in [1, t]$. Since $r \notin \mathcal{N}'$, there is a column $l \geq |\mathcal{N}'|$ in the following matrix description of $E_{\mathcal{N}'}(B)^{\text{op}}$ corresponding to the projective module $Q_r$.

$$
E_{\mathcal{N}'}(B) := 
\begin{pmatrix}
\delta_{m,n} k & \text{Hom}_B(T_m, Q_n) \\
0 & \delta_{m,n} k \\
0 & \text{Hom}_B(Q_r, Q_n)
\end{pmatrix}_{m,n \in \mathcal{N}'}
\begin{pmatrix}
\text{Hom}_B(T_m, Q_j) \\
0 \\
\text{Hom}_B(Q_i, Q_j)
\end{pmatrix}_{i,j \in [1,t]\setminus \mathcal{N}'}
$$

Let $P_l$ be the indecomposable projective $E_{\mathcal{N}'}(B)^{\text{op}}$-module corresponding to this column. Recall that $\text{Hom}_B(T_m, Q_r) \simeq \text{Hom}_B(Q_m, Q_r)$ for $m \in \mathcal{N}'$; cf. Remark 6.8. By the above and Lemma 6.1.(2), the simple top of $P_l$ is a node in $E_{\mathcal{N}'}(B)^{\text{op}}$. A contradiction, since we assumed that $A \simeq E_{\mathcal{N}'}(B)^{\text{op}}$ has no nodes.

Finally, we give a remark about iterating the constructions of this chapter in an arbitrary order.

Remark 6.14. Let $A = kQ/I$ and $B = k\tilde{Q}/\tilde{I}$ be two finite dimensional algebras. We say that $A$ is obtained from $B$ by deleting nodes if $B$ is obtained from $A$ by gluing a simple projective vertex and a simple injective vertex.

Under the assumption of the Auslander-Reiten conjecture the following are equivalent.

1. There exists an algebra $C = kQ_C/I_C$ together with radical embeddings $A \hookrightarrow C$ and $B \hookrightarrow C$ such that $A$, $B$ and $C$ are pairwise stably equivalent.

2. The algebra $B$ is obtained from $A$ by a finite number of steps of either deleting a node or gluing a simple projective vertex and a simple injective vertex in any order.

3. There exist $\mathcal{N} \subseteq [1, s]$ and $\mathcal{N}' \subseteq [1, t]$ as in Definition 6.7 such that $E_{\mathcal{N}}(A)^{\text{op}} \simeq E_{\mathcal{N}'}(B)^{\text{op}}$ as algebras.

It follows from Theorem 6.2 that (1) implies (2). The equivalence of (1) and (3) is a consequence of Corollary 6.12. Suppose that $B$ is obtained from $A$ by either deleting a node or gluing a simple projective vertex and a simple injective vertex. By Lemma 6.13, $A$ and $B$ can be embedded into a unique algebra without nodes which is obtained from $A$ and $B$ via sets $\mathcal{N}$ and $\mathcal{N}'$ as in Definition 6.7. This holds for every step in the situation of (2). Thus, (2) implies (3).
Example in Chapter 7. In Example 7.16 we construct all algebras $B$ that are stably equivalent to the algebra $A$ in Section 7.4 such that there is a radical embedding $B \hookrightarrow A$. In particular, we calculate the matrix algebras $E_\sigma(A)$ and $E_\Lambda(B)$ defined in this chapter.
Chapter 7

Examples

Let $A$ and $B$ be two finite dimensional algebras given by quivers with admissible relations. As such, the semisimple quotients of $A$ and $B$ are separable.

Every section in this chapter is a self-contained example intended to illustrate different results of the previous chapters. However, we often reference calculations done previously during the same section. Throughout this chapter we use the following notation.

For a vertex $i$ of the quiver, we denote the indecomposable projective $A$-module corresponding to $i$ by $P_i$ and the indecomposable projective $B$-module corresponding to $i$ by $Q_i$. By abuse of notation, the corresponding simple module is sometimes denoted by $S_i$ in both $\text{mod } A$ and $\text{mod } B$.

Let $\alpha$ be an arrow from vertex $i$ to $j$ in the quiver of $A$. Right multiplication by $\alpha$ gives a morphism between the indecomposable projective left-modules $P_i \rightarrow P_j$. By abuse of notation, we denote this morphism by $\alpha$ as well. On the other hand, left multiplication by $\alpha$ gives a morphism between the indecomposable projective modules $P_j \rightarrow P_i$. We denote the morphism given by left multiplication with the arrow $\alpha$, $\beta$, $\gamma$, $\delta$ or $\epsilon$ by $a$, $b$, $c$, $d$ or $e$ respectively. The same notation is used for morphisms in $B$.

7.1 Algebras stably equivalent of Morita type

In this section we take a closer look at two algebras $A$ and $B$ found in [29, Example 1] which are stably equivalent of Morita type. Another focus will be on the equivalence $\mathcal{F}$ of Chapter 2 and perfect exact sequences.

In Example 7.1 we construct the image of a morphism under the functor $\mathcal{F} : \text{mod } B \rightarrow \mathcal{L}_B$ as done in the proof of Lemma 2.4. The next four examples discuss perfect exact sequences. First, we take a look at some perfect exact sequences and their corresponding distinguished triangles in Example 7.2; cf. Proposition 2.18. As stated in Proposition 2.21, the pseudo-cokernel induces a perfect exact sequence as well. This is discussed in Example 7.3. In Example 7.4, we specifically
consider perfect exact sequences with projective middle term. Finally, in Example 7.5, we explicitly follow the construction in Chapter 3 to show that a perfect exact sequence in \( \text{mod} A \) is preserved under a stable equivalence \( \text{mod} A \to \text{mod} B \). In the last example of this section, Example 7.6, we verify that \( A \) and \( B \) are stably equivalent of Morita type using the results in Chapter 5 and discuss some properties of this equivalence.

We consider two algebras \( A \) and \( B \) given by the following quivers and relations.

\[
\begin{aligned}
\text{Quiver of } A & & \text{Quiver of } B \\
1 & \xrightarrow{\alpha} & 2 \\
& \searrow{\gamma} & \swarrow{\beta} \\
3 & & 1 \xleftarrow{\delta} 2 \xleftarrow{\gamma} 3 \\
\end{aligned}
\]

\[
\begin{aligned}
\text{Relations of } A & & \text{Relations of } B \\
\alpha \beta \gamma \alpha = \gamma \alpha \beta = 0 & & \alpha \beta = \alpha \delta = \gamma \delta = 0 \text{ and } \delta \alpha = \beta \gamma
\end{aligned}
\]

The algebra \( A \) has the following indecomposable projective modules. We also note their images under the functor \((-)^*\).

\[
\begin{array}{c|c|c|c|c}
P_1 := & 1 \times 2 & 2 \times 3 \\
& 1 \times 3 & 3 \times 2 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
P_2 := & 1 \times 3 & 2 \times 3 \\
& 1 \times 2 & 2 \times 1 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
P_3 := & 3 \times 1 & 3 \times 2 \\
& 2 \times 1 & 2 \times 3 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
P_1^* := & 1 \times 3 & 2 \times 2 \\
& 2 \times 1 & 3 \times 1 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
P_2^* := & 1 \times 3 & 2 \times 2 \\
& 2 \times 1 & 3 \times 1 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
P_3^* := & 3 \times 1 & 3 \times 2 \\
& 2 \times 1 & 2 \times 3 \\
\end{array}
\]

The algebra \( B \) has the following indecomposable projective modules. We also note their images under the functor \((-)^*\).

\[
\begin{array}{c|c|c|c|c}
Q_1 := & 1 \times 2 & 2 \times 3 \\
& 1 \times 2 & 3 \times 2 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
Q_2 := & 1 \times 3 & 3 \times 2 \\
& 1 \times 3 & 3 \times 2 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
Q_3 := & 3 \times 1 & 3 \times 2 \\
& 2 \times 1 & 3 \times 2 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
Q_1^* := & 2 \times 3 & 3 \times 1 \\
& 2 \times 3 & 3 \times 1 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
Q_2^* := & 2 \times 3 & 3 \times 1 \\
& 2 \times 3 & 3 \times 1 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
Q_3^* := & 3 \times 1 & 3 \times 2 \\
& 2 \times 1 & 2 \times 3 \\
\end{array}
\]

The following table collects some properties of \( A \) and \( B \).

<table>
<thead>
<tr>
<th>Property</th>
<th>( A )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nakayama algebra</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>( \text{gldim } A )</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Indecomposable projective-injective modules</td>
<td>( P_1, P_2 )</td>
<td>( Q_2, Q_3 )</td>
</tr>
<tr>
<td>Indecomposable strongly projective-injective modules</td>
<td>( P_1, P_2 )</td>
<td>( Q_2, Q_3 )</td>
</tr>
<tr>
<td>( \text{domdim } A )</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>( \nu )-( \text{domdim } A )</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Nodes</td>
<td>none</td>
<td>none</td>
</tr>
</tbody>
</table>
The Auslander-Reiten quivers of $A$ and $B$ can be written as follows.

**Auslander-Reiten quiver of $A$**

```
\[
\begin{array}{c}
1 & 2 & 3 \\
\downarrow & \uparrow & \downarrow \\
2 & 3 & 1 \\
\end{array}
\]

**Auslander-Reiten quiver of $B$**

```
\[
\begin{array}{c}
1 & 2 & 3 \\
\downarrow & \uparrow & \downarrow \\
2 & 3 & 1 \\
\end{array}
\]

For now, we concentrate on the algebra $B$. We will return to the algebra $A$ later, when discussing properties of stable equivalences between $A$ and $B$.

**Example 7.1.** Let $X := \begin{pmatrix} 2 \\ 1 \\ 3 \end{pmatrix}$ and $Y := \begin{pmatrix} 3 \\ 2 \end{pmatrix}$ in mod $B$. We aim to construct the image of the non-zero morphism $f : X \to Y$ under the equivalence $F : \text{mod } B \to \mathcal{L}_B$ as in Lemma 2.4. Since $f$ factors through the projective module $Q_3$, we expect $F(f)$ to be homotopic to zero in $\mathcal{L}_B \subseteq K^b(\text{proj } B)$. The minimal projective resolution of $X$ is given by the following complex.

```
0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{(a \ c)} Q_1 \oplus Q_3 \xrightarrow{\begin{pmatrix} d \\ -b \end{pmatrix}} Q_2 \xrightarrow{ad} Q_2 \to 0
```

We have the exact sequence $0 \to X^* \to Q_2^* \to Q_2^* \to \text{Tr}(X) \to 0$ with $X^* = \begin{pmatrix} 1 \\ 3 \end{pmatrix}$ and $\text{Tr}(X) = \begin{pmatrix} 2 \\ 1 \\ 3 \end{pmatrix}$ in $B$-mod. We extend $\delta \alpha : Q_2^* \to Q_2^*$ to a minimal projective resolution of $\text{Tr}(X)$ in $B$-mod.

```
0 \to Q_1^* \xrightarrow{\alpha} Q_2^* \xrightarrow{(\delta - \beta)} Q_1^* \oplus Q_3^* \xrightarrow{(\gamma)} Q_2^* \xrightarrow{\delta \alpha} Q_2^* \to 0
```

Applying $(-)^*$ and combining the resulting complex with the projective resolution from above, we obtain the complex $F_2^* = F_X = F(X) \in \mathcal{L}_B$.

```
\[
\begin{array}{c}
F_X^{-5} \xrightarrow{d^5} F_X^{-4} \xrightarrow{d^4} F_X^{-3} \xrightarrow{d^3} F_X^{-2} \xrightarrow{d^2} F_X^{-1} \xrightarrow{d^1} F_X^0 \xrightarrow{d^0} F_X^1 \xrightarrow{d^1} F_X^2 \xrightarrow{d^2} F_X^3 \xrightarrow{d^3} F_X^4 \\
\hline
0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{(a \ c)} Q_1 \oplus Q_3 \xrightarrow{\begin{pmatrix} d \\ -b \end{pmatrix}} Q_2 \xrightarrow{ad} Q_2 \xrightarrow{(a \ c)} Q_2^* \xrightarrow{\delta \alpha} Q_2^* \to 0
\end{array}
```

Similarly, we obtain the complex $F_3^* = F_Y = F(Y)$.

```
\[
\begin{array}{c}
F_Y^{-4} \xrightarrow{d^4} F_Y^{-3} \xrightarrow{d^3} F_Y^{-2} \xrightarrow{d^2} F_Y^{-1} \xrightarrow{d^1} F_Y^0 \xrightarrow{d^0} F_Y^1 \xrightarrow{d^1} F_Y^2 \xrightarrow{d^2} F_Y^3 \\
\hline
0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{c} Q_3 \xrightarrow{bc} Q_3 \xrightarrow{b} Q_2 \xrightarrow{a} Q_1 \to 0
\end{array}
```

Now, we can lift the morphism $f : X \to Y$ to a morphism between the projective resolutions $\tau_{\leq 0} F^*_X$ of $X$ and $\tau_{\leq 0} F^*_Y$ of $Y$.

\[
\begin{array}{c}
\tau_{\leq 0} F^*_X & 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{(a,c)} Q_1 \oplus Q_3 \xrightarrow{(d,-b)} Q_2 \xrightarrow{ad} Q_2 \\
\downarrow & \downarrow 0 & \downarrow 0 & \downarrow 0 & \downarrow 0 & \downarrow c \\
\tau_{\leq 0} F^*_Y & 0 \to 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{c} Q_3 \xrightarrow{b c} Q_3
\end{array}
\]

This induces a morphism $\text{Tr}(f) : \text{Tr}(Y) \to \text{Tr}(X)$ in $B\text{-mod}$. As before, we can lift this map to a morphism between the projective resolutions $\tau_{\geq 1} F^*_Y$ of $Y^*$ and $\tau_{\geq 1} F^*_X$ of $X^*$. We choose the first two morphisms as in the lift $\tau_{\leq 0} F^*_X \to \tau_{\leq 0} F^*_Y$ of $f$.

\[
\begin{array}{c}
\tau_{\geq 1} F^*_Y & 0 \to 0 \to Q_1^* \xrightarrow{\alpha} Q_2^* \xrightarrow{\beta} Q_3^* \xrightarrow{\gamma} Q_4^* \\
\downarrow & \downarrow 0 & \downarrow 0 & \downarrow (0,\beta) & \downarrow (\alpha,\gamma) & \downarrow \gamma & \downarrow 0 \\
\tau_{\geq 1} F^*_X & 0 \to Q_1^* \xrightarrow{\alpha} Q_2^* \xrightarrow{(\delta,\beta)} Q_1^* \oplus Q_3^* \xrightarrow{\gamma} Q_2^* \xrightarrow{\delta \alpha} Q_2^*
\end{array}
\]

In conclusion, we obtain the morphism $f^* = \mathcal{F}(f) : F^*_X \to F^*_Y$.

\[
\begin{array}{c}
F^*_X & 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{(a,c)} Q_1 \oplus Q_3 \xrightarrow{(d,-b)} Q_2 \xrightarrow{ad} Q_2 \xrightarrow{(a,c)} Q_1 \oplus Q_3 \xrightarrow{(d)} Q_2 \xrightarrow{a} Q_1 \to 0 \\
\downarrow f^* & \downarrow 0 & \downarrow 0 & \downarrow 0 & \downarrow c & \downarrow (0,\beta) & \downarrow 0 & \downarrow 0 \\
F^*_Y & 0 \to 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{c} Q_3 \xrightarrow{bc} Q_3 \xrightarrow{b} Q_2 \xrightarrow{a} Q_1 \to 0 \to 0
\end{array}
\]

We have a homotopy $h^* : F^*_X \to F^*_Y[-1]$ with $h^1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix} : Q_1 \oplus Q_3 \to Q_3$ and $h^k = 0$ for $k \neq 1$. Thus, $f^* = 0 \in \mathcal{K}(\text{proj} B)$ as expected since $f = 0 \in \text{mod} B$.

Similarly, we can construct all images under $\mathcal{F}$ for indecomposable non-projective $B$-modules. This results in the following list of all indecomposable complexes in the category $\mathcal{L}_B$. Note that we group complexes which are connected by applying a shift in $\mathcal{L}_B$.

<table>
<thead>
<tr>
<th>degree</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
</table>

$F^*_3[3] = F^*_3[2] = F^*_3[1] = F^*_1 : 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{(a,c)} Q_1 \oplus Q_3 \xrightarrow{(d,-b)} Q_2 \xrightarrow{a} Q_1 \to 0$

$F^*_2[2] = F^*_3[1] = F^*_2[1] : 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{c} Q_3 \xrightarrow{b c} Q_3 \xrightarrow{b} Q_2 \xrightarrow{a} Q_1 \to 0$

$F^*_1[2] : 0 \to Q_1 \xrightarrow{d} Q_2 \xrightarrow{(a,c)} Q_1 \oplus Q_3 \xrightarrow{(d,-b)} Q_2 \xrightarrow{ad} Q_2 \xrightarrow{(a,c)} Q_1 \oplus Q_3 \xrightarrow{(d,-b)} Q_2 \xrightarrow{a} Q_1 \to 0$

The categories $\text{mod} B$ and $\mathcal{L}_B$ can be visualized as follows. In particular, the right hand side
contains information about possible shifts in $\mathcal{L}_B$. The dashed lines indicate zero relations.

We continue with an example about perfect exact sequences in $\text{mod } B$.

**Example 7.2.** Consider the following short exact sequence in $\text{mod } B$.

$$\eta_1 : 0 \to 3 \to \frac{2}{3} \to 2 \to 0$$

A direct calculation shows that $\eta_1$ is a perfect exact sequence. In fact, we obtain the following exact sequence in $B\text{-mod}$ after applying $(-)^*$ to $\eta_1$.

$$(\eta_1)^* : 0 \to \frac{1}{2} \to \frac{13}{2} \to 3 \to 0$$

For instance, we have $\left(\frac{2}{3}\right)^* \simeq \text{Ker}(Q_2^* \to Q_1^*) \simeq \frac{13}{2}$. By Proposition 2.18 we therefore obtain an induced distinguished triangle in $K(\text{proj } B)$.

$$F_3^* \to F_2^* \to F_2^* \to$$

We can use the information about the Auslander-Reiten quiver of $B$ and the category $\mathcal{L}_B$ to verify this result in a different way.

The sequence $0 \to \frac{2}{3} \to 2 \oplus Q_3 \to \frac{3}{2} \to 0$ is an almost split sequence with non-projective starting term. Thus, it is a perfect exact sequence; cf. Example 2.11. We obtain the following distinguished triangle in $\mathcal{L}_B$.

$$F_3^* \to F_2^* \to F_2^* \to$$

This induces the distinguished triangle

$$F_3^* \to F_2^* \to F_2^* \to$$

since $F_3^*[-1] = F_3^* \in \mathcal{L}_B$. We obtain a perfect exact sequence

$$0 \to 3 \to \frac{2}{3} \oplus Q \to 2 \to 0$$
with \( Q \in \text{proj} \, B \). Since the simple module \( 3 \) is not projective, this sequence is isomorphic to the short exact sequence
\[
\eta_1 : 0 \to 3 \to \frac{2}{3} \to 2 \to 0
\]
by Lemma 1.5. In particular, \( Q \simeq 0 \) and \( \eta_1 \) is perfect exact.

Now, consider the following short exact sequence in \( \text{mod} \, B \).
\[
\eta_2 : 0 \to 2 \to \frac{13}{2} \to 1 \oplus 3 \to 0
\]
A direct calculation shows that \( \eta_2 \) is not a perfect exact sequence. In fact,
\[
(\eta_2)^* : 0 \to 0 \oplus 3 \to \frac{2}{3} \to \frac{1}{2}
\]
is not a short exact sequence in \( B\text{-mod} \). Note that \( 2 \to \frac{13}{2} \) factors through the projective module \( Q_1 \). Thus, Lemma 2.13 verifies as well that \( \eta_2 \) cannot be a perfect exact sequence.

**Example 7.3.** We consider the pseudo-cokernel of the injective morphism \( f : 2 \to \frac{13}{2} \) in \( \text{mod} \, B \). Let \( X := 2 \) and \( Y := \frac{13}{2} \). We calculate as follows using that \( f^* \simeq 0 \) in \( \mathcal{K}^b(\text{proj} \, A) \) since \( f \) factors through \( Q_1 \).

\[
\text{Cok}(f) = H^0(\tau_{\leq 0} C(f)^*) \simeq \text{Cok}
\begin{pmatrix}
Q_2 \oplus Q_2 & \begin{pmatrix}
-a & 0 \\
0 & ac
\end{pmatrix} \\
\end{pmatrix}
\to Q_1 \oplus Q_1 \oplus Q_3
\simeq 1 \oplus \frac{13}{2}
\]

We have \( F^1_X = Q_1 = \frac{1}{2} \) and \( \text{Cok}(f) = 1 \oplus 3 \). We write \( \pi : \frac{1}{2} \to 1 \) and \( f' : \frac{1}{2} \to \frac{13}{2} \) for the respective non-zero morphism. This results in the following short exact sequence of the form
\[
0 \to F^1_X \to \text{Cok}(f) \to \text{Cok}(f) \to 0
\]
given in Lemma 2.22.

\[
0 \to \frac{1}{2} \xrightarrow{(\pi, f')} 1 \oplus \frac{13}{2} \to 1 \oplus 3 \to 0
\]

In particular, we have that \( \text{Cok}(f) \) and \( \text{Cok}(f) \) are not stably isomorphic. Thus, Lemma 2.22 shows that
\[
\eta_2 : 0 \to 2 \xrightarrow{f} \frac{13}{2} \to 1 \oplus 3 \to 0
\]
is not a perfect exact sequence as we have already seen in the previous example. However, we can extend \( f \) to a perfect exact sequence starting in \( X \) by Proposition 2.21. This perfect exact sequence of the form \( 0 \to X \to F^1_X \oplus Y \to \text{Cok}(f) \to 0 \) is given by
\[
0 \to 2 \xrightarrow{(d, f)} \frac{1}{2} \oplus \frac{13}{2} \xrightarrow{(\pi, f')} 1 \oplus \frac{13}{2} \to 0
\]
where $f = df'$ with $d$ induced by $d_X: F_X^0 \to F_X^1$. This perfect exact sequence is isomorphic to the direct sum of a perfect exact sequence and a split exact sequence.

$$0 \to 2 \xrightarrow{(a \ 0)} \frac{1}{2} \oplus \frac{13}{2} \xrightarrow{(\pi^0 \ 01)} 1 \oplus \frac{13}{2} \to 0$$

Note that $f$ no longer explicitly occurs in this short exact sequence.

**Example 7.4.** We illustrate some of the results for perfect exact sequences with projective middle term in Section 2.3. Let $S_i$ be the simple module with projective cover $Q_i$ for $1 \leq i \leq 3$. Note that the dominant dimension of $B$ is positive.

We have $S_1^* = 0$, $S_2^* = \frac{1}{2}$ and $S_3^* = 3$ in $B$-mod. As stated in Lemma 2.26, the projective cover $Q_1$ of $S_1$ is not injective since $S_1^* = 0$. On the other hand, we have $Q_2$, $Q_3 \in \mathcal{P}_B$. Moreover, $S_1^* = 0$ implies $F_{S_1}^1 = 0$ so that $F_{S_1}^1 \in \mathcal{L}_B$ is the minimal projective resolution of $S_1$. In particular, $F_{S_1}^1[1] \not\in \mathcal{L}_B$ as seen above.

In contrast, $S_3^* \neq 0$ so that $F_{S_3}^3[1] \in \mathcal{L}_B$ by Lemma 2.24. In fact, $F_{S_3}^3[1] = F_3^*$ and the distinguished triangle $F_{S_3}^3 \to 0 \to F_{S_3}^2 \to$ in $\mathcal{K}(\text{proj } B)$ induces a perfect exact sequence with projective middle term $Q_3 = F_{S_3}^1$; cf. Lemma 2.25.

$$0 \to 3 \to Q_3 \to \frac{3}{2} \to 0$$

On the other hand, for the non-simple module $X := 2 \frac{1}{3}$ we also have $X^* = \frac{13}{2} \neq 0$. Equivalently, this means $F_X^3 = Q_1 \oplus Q_3 \neq 0$. However, $F_X^3[1] \not\in \mathcal{L}_B$ since $H^0(F_X^3) \neq 0$. While we have a non-zero morphism $X \to Q_1 \oplus Q_3$, it is not injective. Thus, the implication $(5) \Rightarrow (4)$ in Lemma 2.24 does not hold in general.

**Example 7.5.** We give an example for the construction done in Section 3.2 about perfect exact sequences and stable equivalences. Since $A$ is a Nakayama algebra, we often use the following notation for morphisms between indecomposable modules in $\text{mod } A$ during this example. By abuse of notation, the embedding of a submodule is denoted by $f$ and the projection onto a quotient module by $g$. We mainly want to distinguish which morphisms are zero or the identity.

We have a stable equivalence $\alpha : \text{mod } A \to \text{mod } B$ induced by the Auslander-Reiten quivers.
Note that both $A$ and $B$ have no nodes and are of finite representation type. In particular, the assumptions of Corollary 3.20 hold. We aim to show that the perfect exact

$$\eta_0 : 0 \to \frac{2}{3} \frac{1}{f} \frac{2}{3} \frac{g}{1} \to 1 \to 0$$

in mod $A$ is preserved by the stable equivalence $\alpha$ using the constructions of Chapter 3. The short exact sequence $\eta_0$ is in fact perfect exact by Lemma 2.14.

Following the proof of Theorem 3.19, we first construct a series of perfect exact sequences. We use the notation of Construction 3.11. For the construction step $\eta_0 \leadsto \tilde{\eta}_0$ we need the following almost split sequence.

$$\chi_0 : \begin{array}{c}
0 \\
\to
\end{array} \frac{2}{3} \frac{1}{3} \frac{2}{3} \frac{f}{1} \frac{2}{3} \frac{g}{1} \frac{1}{3} \to 0$$

For the construction step $\eta_1 \leadsto \tilde{\eta}_1$ we need the following almost split sequence.

$$\chi_1 : \begin{array}{c}
0 \\
\to
\end{array} \frac{2}{3} \frac{1}{3} \frac{2}{3} \frac{f}{1} \frac{2}{3} \frac{g}{1} \frac{1}{2} \to 0$$

This results in the following chain of morphisms ending in the almost split sequence $\eta_2$. Note that the composite $\frac{2}{3} \to \frac{1}{2}$ of the middle morphisms in the chain is non-zero.
All occurring almost split sequences have non-projective starting terms. Thus, they are preserved by the stable equivalence $\alpha$; cf. Proposition 3.17. By abuse of notation, we denote the perfect exact sequence in mod $B$ corresponding to a perfect exact sequence $\eta$ in mod $A$ by $\alpha(\eta)$.

Inductively, we now construct perfect exact sequences in mod $B$ starting with $\eta_2$. The sequence $\alpha(\eta_2)$ is the almost split sequence in mod $B$ starting in $\alpha(2) = \frac{2}{3}$:

$$\alpha(\eta_2) : 0 \to \frac{2}{3} \to 2 \oplus \frac{3}{2} \to \frac{3}{2} \to 0$$

Moreover, we have the almost split sequence $\alpha(\chi_1)$ in mod $B$ corresponding to the almost split sequence $\chi_1$.

$$\alpha(\chi_1) : 0 \to \frac{2}{13} \to \frac{2}{1} \oplus \frac{2}{3} \to 2 \to 0$$

We want to use Lemma 3.18 applied to $\eta_1$ and $\alpha(\tilde{\eta}_1)$. In order to obtain a perfect exact sequence corresponding to $\tilde{\eta}_1$, we have to form the direct sum of the split sequence consisting of the module $\frac{2}{1} = \alpha\left(\frac{1}{2}\right)$ and the sequence $\alpha(\eta_2)$. We also rearrange the modules to fit the ordering in Lemma 3.18.

$$\alpha(\tilde{\eta}_1) : 0 \to \frac{2}{1} \oplus \frac{2}{3} \to \left(\frac{2}{1} \oplus \frac{2}{3}\right) \oplus 2 \to \frac{3}{2} \to 0$$

Now, we can use Lemma 3.8 as in the proof of Lemma 3.18 to obtain a perfect exact sequence in mod $B$ corresponding to $\eta_1$.

$$\alpha(\eta_1) : 0 \to \frac{2}{13} \to \frac{2}{1} \oplus \frac{3}{2} \to \frac{3}{2} \to 0$$

In the notation of Lemma 3.8.(1) this equates to the following assignment.

$$X := \frac{2}{13}, \quad U := \frac{2}{1} \oplus \frac{2}{3}, \quad P := 0, \quad V := 2$$

For the next step, we have the almost split sequence $\alpha(\chi_0)$ in mod $B$ corresponding to the almost split sequence $\chi_0$.

$$\alpha(\chi_0) : 0 \to 3 \to \frac{2}{13} \to \frac{2}{1} \to 0$$

Again, we want to use Lemma 3.18. This time, $\tilde{\eta}_0$ is the direct sum of $\eta_1$ and a split sequence consisting of the projective module $P_1$. Thus, we have $\alpha(\tilde{\eta}_0) \simeq \alpha(\eta_1)$. Applying Lemma 3.8, we obtain a perfect exact sequence in mod $B$ corresponding to $\eta_0$.

$$\alpha(\eta_0) : 0 \to 3 \to \frac{3}{2} \to \frac{3}{2} \to 0$$
A direct calculation verifies that $\alpha(\eta_0)$ is in fact a perfect exact sequence. Note that $\alpha(\eta_0)$ has a projective middle term, as was the case for $\eta_0$.

Before continuing with the next example, we collect all indecomposable complexes in the categories $\mathcal{L}_A$ and $\mathcal{L}_B$. Note that the complexes in $\mathcal{L}_B$ have already been listed in Example 7.1.

The category $\mathcal{L}_A$ consists of the following indecomposable complexes.

<table>
<thead>
<tr>
<th>Degree</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_3^* [3] = F_3^<em>[2] = F_3^</em>[1] = F_3^*$:</td>
<td>0 $\rightarrow$ $P_3$ $\xrightarrow{b}$ $P_2$ $\xrightarrow{ac}$ $P_3$ $\xrightarrow{bc}$ $P_1$ $\xrightarrow{\lambda}$ $P_3$ $\rightarrow$ 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_2^<em>[2] = F_1^</em>[1] = F_2^*$:</td>
<td>0 $\rightarrow$ $P_3$ $\xrightarrow{b}$ $P_2$ $\xrightarrow{abc}$ $P_2$ $\xrightarrow{ab}$ $P_1$ $\xrightarrow{cba}$ $P_1$ $\xrightarrow{\lambda}$ $P_3$ $\rightarrow$ 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_3^<em>[3] = F_3^</em>[2] = F_3^<em>[1] = F_3^</em>$:</td>
<td>0 $\rightarrow$ $P_3$ $\xrightarrow{b}$ $P_2$ $\xrightarrow{ac}$ $P_3$ $\xrightarrow{bc}$ $P_1$ $\xrightarrow{\lambda}$ $P_3$ $\rightarrow$ 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The category $\mathcal{L}_B$ consists of the following indecomposable complexes.

<table>
<thead>
<tr>
<th>Degree</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_3^<em>[3] = F_3^</em>[2] = F_3^<em>[1] = F_3^</em>$:</td>
<td>0 $\rightarrow$ $Q_1$ $\xrightarrow{d}$ $Q_2$ $\xrightarrow{(a \ c)}$ $Q_1 \oplus Q_3$ $\xrightarrow{(d \ b)}$ $Q_2$ $\rightarrow$ $Q_1$ $\rightarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_2^<em>[2] = F_1^</em>[1] = F_2^*$:</td>
<td>0 $\rightarrow$ $Q_1$ $\xrightarrow{d}$ $Q_2$ $\xrightarrow{c}$ $Q_3$ $\xrightarrow{bc}$ $Q_1$ $\xrightarrow{b}$ $Q_2$ $\xrightarrow{a}$ $Q_1$ $\rightarrow$ 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_3^<em>[3] = F_3^</em>[2] = F_3^<em>[1] = F_3^</em>$:</td>
<td>0 $\rightarrow$ $Q_1$ $\xrightarrow{d}$ $Q_2$ $\xrightarrow{(a \ c)}$ $Q_1 \oplus Q_3$ $\xrightarrow{(d \ b)}$ $Q_2$ $\rightarrow$ $Q_1 \rightarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Example 7.6.** It was shown in [29, Example 1] that $A$ and $B$ are stably equivalent of Morita type. We aim to verify this with our techniques. We have a functor $G : \text{proj } A \rightarrow \text{proj } B$ given by the following.

$P_2 \xrightarrow{a} P_1 \rightarrow Q_2 \oplus Q_3$ $\xrightarrow{(1 \ 0 \ 0 \ bc)}$ $Q_2 \oplus Q_3$ $\rightarrow$ $P_2 \xrightarrow{ac} P_3 \rightarrow Q_2 \oplus Q_3$ $\xrightarrow{(a \ c \ 0 \ bc)}$ $Q_1 \oplus Q_3$

$P_3 \xrightarrow{b} P_2 \rightarrow Q_1 \oplus Q_3$ $\xrightarrow{(d \ 0 \ -b \ 1)}$ $Q_2 \oplus Q_3$ $\rightarrow$ $P_3 \xrightarrow{ba} P_1 \rightarrow Q_1 \oplus Q_3$ $\xrightarrow{(d \ 0 \ -b \ bc)}$ $Q_2 \oplus Q_3$

$P_1 \xrightarrow{c} P_3 \rightarrow Q_2 \oplus Q_3$ $\xrightarrow{(c \ -b \ 1 \ 0)}$ $Q_1 \oplus Q_3$ $\rightarrow$ $P_1 \xrightarrow{cb} P_2 \rightarrow Q_2 \oplus Q_3$ $\xrightarrow{(c \ -b \ 0 \ bc)}$ $Q_2 \oplus Q_3$

$P_2 \xrightarrow{abc} P_2 \rightarrow Q_2 \oplus Q_3$ $\xrightarrow{(0 \ 0 \ bc)}$ $Q_2 \oplus Q_3$ $\rightarrow$ $P_1 \xrightarrow{cba} P_1 \rightarrow Q_2 \oplus Q_3$ $\xrightarrow{(0 \ 0 \ -b \ bc)}$ $Q_2 \oplus Q_3$

Let $M_B := G(A) = (Q_2 \oplus Q_3) \oplus (Q_2 \oplus Q_3) \oplus (Q_1 \oplus Q_3)$. We write $\lambda_x : A \rightarrow A$ for the left multiplication with $x \in A$. Then $M$ has a left $A$-module structure given by $x \cdot m := mG(\lambda_x)$ for $x \in A$ and $m \in M$. Together, we obtain a bimodule $\_A M_B$. We show that the functor $- \otimes_A M : \text{mod } A \rightarrow \text{mod } B$ induces a functor $\mathcal{L}_A \rightarrow \mathcal{L}_B$ by componentwise application.

Consider the complex $F_3^* \in \mathcal{L}_A$.

$F_3^* : 0 \rightarrow P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{ba} P_1 \xrightarrow{\lambda} P_3 \rightarrow 0$
We have the following morphism \( \varphi : F_3^* \otimes_A M \to F_1^* \) in \( \mathcal{K}(\text{proj} B) \).

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & Q_1 \oplus Q_3 & \xrightarrow{(d \ 0)} & Q_2 \oplus Q_3 & \xrightarrow{(a \ c \ 0 \ bc)} & Q_1 \oplus Q_3 & \xrightarrow{a} & Q_1 & \longrightarrow 0 \\
0 & \longrightarrow & Q_1 & \xrightarrow{d} & Q_2 & \xrightarrow{a} & Q_1 & \longrightarrow 0 \\
\end{array}
\]

Conversely, we do have the following morphism \( \psi : F_1^* \to F_3^* \otimes_A M \) in \( \mathcal{K}(\text{proj} B) \).

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & Q_1 & \xrightarrow{d} & Q_2 & \xrightarrow{(a \ c)} & Q_1 \oplus Q_3 & \xrightarrow{(d \ -b)} & Q_2 & \xrightarrow{a} & Q_1 & \longrightarrow 0 \\
0 & \longrightarrow & Q_1 \oplus Q_3 & \xrightarrow{(1 0)} & Q_2 \oplus Q_3 & \xrightarrow{(a \ c \ 0 \ bc)} & Q_1 \oplus Q_3 & \xrightarrow{(1 \ c)} & Q_1 \oplus Q_3 & \longrightarrow 0 \\
\end{array}
\]

We have \( \psi \varphi = \text{id}_{F_1^*} \) and a direct calculation shows that \( \varphi \psi = \text{id}_{F_3^* \otimes_A M} \) in \( \mathcal{K}(\text{proj} B) \). As a result, \( F_3^* \otimes_A M \simeq F_1^* \in \mathcal{L}_B \). Similarly, we have isomorphisms \( F_1^* \otimes_A M \simeq F_2^* \) and \( F_2^* \otimes_A M \simeq F_3^* \) in \( \mathcal{L}_B \).

Since \( - \otimes_A M \) commutes with the shift, this results in a functor \( - \otimes_A M : \mathcal{L}_A \to \mathcal{L}_B \). In particular, \( - \otimes_A M : \text{mod} A \to \text{mod} B \) preserves projective resolutions and therefore is an exact functor; see also the proof of Theorem 5.13. It remains to show that \( - \otimes_A M \) induces a stable equivalence. Then, \( M \) and \( \text{Hom}_B(M, B) \) induce a stable equivalence of Morita type by Theorem 5.13.

The irreducible morphism \( f : 2 \to \frac{1}{2} \) in \( \text{mod} A \) can be lifted to a morphism between the projective presentations.

\[
\begin{array}{cccc}
P_3 & \xrightarrow{b} & P_2 & \rightarrow 2 & \rightarrow 0 \\
\| & & \downarrow{a} & & \downarrow{f} \\
P_3 & \xrightarrow{ba} & P_1 & \rightarrow \frac{1}{2} & \rightarrow 0 \\
\end{array}
\]

Applying \( G \) to this projective presentation and taking the cokernel gives the morphism \( f \otimes M \) since \( - \otimes_A M \) is exact.

\[
\begin{array}{cccccc}
Q_1 \oplus Q_3 & \xrightarrow{(d \ 0 \ -b \ 1)} & Q_2 \oplus Q_3 & \xrightarrow{(1 0 \ 0 \ bc)} & 2 \oplus Q_3 & \longrightarrow 0 \\
Q_1 \oplus Q_3 & \xrightarrow{(d \ 0 \ -b \ bc)} & Q_2 \oplus Q_3 & \xrightarrow{(1 0 \ 0 \ bc)} & 2 \oplus Q_3 & \longrightarrow 0 \\
\end{array}
\]
We see that \( f \otimes M \) is isomorphic in \( \text{mod } B \) to the unique non-zero morphism \( \frac{2}{3} \to 2 \). Similarly, we can check this for all other irreducible morphisms. Together, we obtain that \( - \otimes_A M \simeq \alpha \), where \( \alpha \) is the stable equivalence induced by the Auslander-Reiten quiver we discussed in Example 7.5. This shows that \( - \otimes_A M \) is a stable equivalence.

If we already know that \( - \otimes_A M \) is a stable equivalence, then \( M \) and \( \text{Hom}_B(M, B) \) induce a stable equivalence of Morita type if one of the conditions of Theorem 5.19.(2) is satisfied. We have seen above, that \( - \otimes_A M \) induces an equivalence \( L_A \to L_B \). Moreover, \( A \) is a Nakayama algebra without nodes and \( S_3 \otimes_A M \) is simple in \( \text{mod } B \). Finally, we also have natural isomorphisms \( \nu_B(P \otimes_A M) \simeq \nu_A(P) \otimes_A M \). In fact, we have the following.

\[
\nu_B(P_i \otimes_A M) \simeq \nu_B(Q_2 \oplus Q_3) \simeq Q_2 \oplus Q_3 \simeq P_i \otimes_A M \simeq \nu_A(P_i) \otimes_A M \quad \text{for } i = 1, 2
\]

\[
\nu_B(P_3 \otimes_A M) \simeq \nu_B(Q_1 \oplus Q_3) \simeq \frac{2}{1} \oplus Q_3 \simeq \frac{1}{3} \otimes_A M \simeq \nu_A(P_3) \otimes_A M
\]

By Theorem 5.8, a stable equivalence of Morita type induces triangulated equivalences \( H_{\text{proj}}(A) \simeq H_{\text{proj}}(B) \) and \( H_{\text{stp}}(A) \simeq H_{\text{stp}}(B) \) via componentwise application of \( - \otimes_A M \). However, \( - \otimes_A M \) does not induce an equivalence between \( H(\text{proj } A) \) and \( H(\text{proj } B) \).

At the end of this example, we return to the perfect exact sequence \( \eta_0 \) of Example 7.5.

\[
\eta_0 : \quad 0 \to \frac{2}{3} \to \frac{1}{2} \to 1 \to 0
\]

Applying \( - \otimes_A M \), we obtain the following perfect exact sequence.

\[
\eta_0 \otimes_A M : \quad 0 \to 3 \oplus 2 \quad 1 \quad 3 \oplus 2 \quad 3 \to 2 \to 0
\]

This sequence is the direct sum of the split exact sequence \( 0 \to Q_2 \xrightarrow{1} Q_2 \to 0 \) and the following perfect exact sequence we constructed in Example 7.5.

\[
0 \to 3 \to \frac{3}{2} \to \frac{3}{2} \to 0
\]
7.2 Algebra with infinite global dimension

In this section we discuss some of the results which are specific to an algebra with infinite global dimension. We start in Example 7.7 by comparing the stable Grothendieck group \( G^{st}_0(A) \) with the group \( G^P_0(A) \) introduced in Definition 4.15. The next Example 7.8 is dedicated to calculate the stable category of Gorenstein-projective modules of \( A \). The last example of this section, Example 7.9, compares the different triangulated subcategories of \( \mathcal{K}(\text{proj} \ A) \) discussed in Chapter 4. In particular, we list complexes which show that all of these categories can be different.

Let \( A \) be the quiver algebra over \( k \) given by the quiver

\[
\begin{array}{ccc}
1 & \overset{\alpha}{\rightarrow} & 2 \\
\gamma & \downarrow & \beta \\
3 & \leftarrow & \beta
\end{array}
\]

with relations \( \beta \gamma \alpha = \gamma \alpha \beta = 0 \). The algebra has the following indecomposable projective modules. We also note their images under \((-)^*\).

\[
P_1 := \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}, \quad P_2 := \begin{pmatrix} 2 \\ 1 \end{pmatrix}, \quad P_3 := \begin{pmatrix} 3 \\ 2 \end{pmatrix}, \quad P_1^* := \begin{pmatrix} 1 \\ 3 \\ 2 \end{pmatrix}, \quad P_2^* := \begin{pmatrix} 2 \\ 3 \\ 1 \end{pmatrix}, \quad P_3^* := \begin{pmatrix} 3 \\ 1 \end{pmatrix}
\]

We collect some properties of \( A \).

<table>
<thead>
<tr>
<th>Property</th>
<th>( A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nakayama algebra</td>
<td>yes</td>
</tr>
<tr>
<td>( \text{gldim} \ A )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>Indecomposable projective-injective modules</td>
<td>( P_1, P_3 )</td>
</tr>
<tr>
<td>Indecomposable strongly projective-injective modules</td>
<td>( P_1 )</td>
</tr>
<tr>
<td>( \text{domdim} \ A )</td>
<td>2</td>
</tr>
<tr>
<td>( \nu )-( \text{domdim} \ A )</td>
<td>0</td>
</tr>
<tr>
<td>Nodes</td>
<td>none</td>
</tr>
</tbody>
</table>

The Auslander-Reiten quiver of \( A \) can be written as follows.

\[
\begin{array}{ccc}
1 & \overset{2}{\rightarrow} & 3 \\
\overset{3}{\rightarrow} & \rightarrow & \overset{1}{\rightarrow} \\
1 & \leftarrow & \leftarrow & \rightarrow & \rightarrow & \rightarrow & \rightarrow & \rightarrow
\end{array}
\]
The category \( \mathcal{L}_A \) contains the following indecomposable complexes. Note that we group complexes which are connected by applying a shift in \( \mathcal{L}_A \).

<table>
<thead>
<tr>
<th>degree</th>
<th>(-5)</th>
<th>(-4)</th>
<th>(-3)</th>
<th>(-2)</th>
<th>(-1)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F^{\bullet}_{\frac{2}{3}})</td>
<td>(0 \rightarrow P_2 \xrightarrow{a} P_1 \xrightarrow{cb} P_1 \xrightarrow{c} P_3 \rightarrow 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(F^{\bullet}_{\frac{1}{2}}[1] = F^{\bullet}_3)</td>
<td>(\cdots \rightarrow P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{ba} P_1 \xrightarrow{c} P_3 \rightarrow 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(F^{\bullet}_1[1] = F^{\bullet}_2)</td>
<td>(0 \rightarrow P_2 \xrightarrow{a} P_1 \xrightarrow{cb} P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \rightarrow \cdots)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(F^{\bullet}_3[1] = F^{\bullet}_2)</td>
<td>(\cdots \rightarrow P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \rightarrow \cdots)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The categories \( \text{mod } A \) and \( \mathcal{L}_A \) can be visualized as follows. In particular, the right hand side contains information about possible shifts in \( \mathcal{L}_A \). The dashed lines indicate zero relations.

**Example 7.7.** We aim to calculate the group \( G^P_0(A) \) of Definition 4.15. Recall that we have \( G^P_0(A) \simeq G_0(\mathcal{H}_P(\text{proj } A)) \) by Theorem 4.16. In case that \( F^{\bullet}[1] \in \mathcal{L}_A \) for \( F^{\bullet} \in \mathcal{L}_A \), we have the following distinguished triangle in \( \mathcal{L}_A \).

\[
F^{\bullet} \rightarrow 0 \rightarrow F^{\bullet}[1] \rightarrow
\]

By Proposition 2.18, we obtain a corresponding perfect exact sequence with projective middle term. This implies \([X] = -[Y]\) in \( G^P_0(A) \) if \( F^{\bullet}_X[1] \simeq F^{\bullet}_Y \in \mathcal{L}_A \). Using this, the perfect exact sequence

\[
0 \rightarrow \frac{2}{3} \rightarrow \frac{1}{3} \rightarrow 1 \rightarrow 0
\]

with \( F^{\bullet}_1[1] = F^{\bullet}_{\frac{2}{3}} \) yields \( \begin{bmatrix} 2 \\ 3 \end{bmatrix} = -[S_1] \) and \( \begin{bmatrix} 1 \\ 3 \end{bmatrix} = 0 \). Furthermore, we have \( \begin{bmatrix} 1 \\ 2 \end{bmatrix} = -[S_3] \) and \( \begin{bmatrix} 3 \\ 1 \end{bmatrix} = -[S_2] \) since \( F^{\bullet}_{\frac{2}{3}}[1] = F^{\bullet}_3 \) and \( F^{\bullet}_1[1] = F^{\bullet}_2 \). The perfect exact sequence

\[
0 \rightarrow S_1 \rightarrow \frac{3}{1} \rightarrow S_3 \rightarrow 0
\]
implies \([3_1] = [S_1] + [S_3]\). In conclusion, we obtain the following.

\[
\begin{align*}
[1_2] &= -[S_3] \\
[2_3] &= -[S_1] \\
[3_1] &= -[S_2] = [S_1] + [S_3] \\
[1_2] &= 0.
\end{align*}
\]

Thus, \(G_0^p(A)\) is generated by the classes of the simple modules \(S_1\) and \(S_3\).

We want to compare this with the stable Grothendieck group \(G_0^{st}(A)\). By Remark 4.18, we have a surjective group homomorphism \(G_0^p(A) \to G_0^{st}(A)\). In particular, the above equations still hold in \(G_0^{st}(A)\). Additionally, we know that the class in \(G_0^{st}(A)\) of every module with finite projective dimension is zero. Hence, we obtain \([2_3]_{st} = [S_1]_{st} = 0\) in \(G_0^{st}(A)\). This results in the following.

\[
\begin{align*}
[3_1]_{st} &= -[1_2]_{st} = -[S_2]_{st} = [S_3]_{st} \\
[1_2]_{st} &= [2_3]_{st} = [S_1]_{st} = 0
\end{align*}
\]

Thus, \(G_0^{st}(A)\) is already generated by the class of the simple module \(S_3\).

**Example 7.8.** We calculate the category of stable Gorenstein-projective modules.

We have \(F_2^* [2k] \cong F_2^* \in \mathcal{L}_A\) for all \(k \in \mathbb{Z}\). By Lemma 4.38, we obtain that \(F_2^*\) and \(F_3^*\) are indecomposable complexes in \(\mathcal{K}_{tac}(\text{proj } A)\). None of the other complexes are periodic, so these are the only ones. In particular, we have that the indecomposable modules of \(\text{Gproj } A\) are given by 2 and \(3_1\) with no non-zero morphism between them.

\(A\) is a Gorenstein algebra. Thus, \(D_{st}(A)\) is equivalent to \(\text{Gproj } A\).

**Example 7.9.** Consider the following inclusions of categories.

\[
\begin{array}{cccccc}
\mathcal{K}_{tac}(\text{proj } A) & \longrightarrow & \mathcal{L}_A & \longrightarrow & \mathcal{H}_P(\text{proj } A) & \longrightarrow & \mathcal{H}_{stp}(\text{proj } A) & \longrightarrow & \mathcal{H}(\text{proj } A) & \longrightarrow & \mathcal{K}(\text{proj } A) \\
\uparrow & & & & & & & & & & \\
\text{Gproj } A & \longrightarrow & \text{mod } A
\end{array}
\]

Since \((0) \subset \text{stp } A \subset \mathcal{P}_A \subset \text{proj } A\) are proper subsets, the above inclusions must be proper as well; see also Theorem 4.45 and Lemma 4.29. We verify this by constructing a complex for each category.
Recall the indecomposable elements of $L_A$ listed above. In Example 7.8 we have already seen that $K_{sa}(proj A)$ is a proper subset of $L_A$. On the other hand, every shift of $F_1^*$ is still an element of $H_{pr}(proj A)$ but no longer an element of $L_A$. However, not every complex in $H_{pr}(proj A)$ is obtained by shifting a complex in $L_A$.

Consider the following complexes in $K(proj A)$.

\[
G_1^*: \quad 0 \rightarrow P_2 \xrightarrow{a} P_1 \xrightarrow{cb} P_2 \xrightarrow{ac} P_3 \xrightarrow{ba} P_1 \xrightarrow{c} P_3 \rightarrow 0
\]
\[
G_2^*: \quad \cdots \rightarrow P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \rightarrow 0
\]
\[
G_3^*: \quad \cdots \rightarrow P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{b} P_2 \xrightarrow{ac} P_3 \xrightarrow{ba} P_1 \rightarrow 0
\]
\[
G_4^*: \quad \cdots \rightarrow P_1 \xrightarrow{c} P_1 \xrightarrow{cb} P_1 \xrightarrow{cb} P_1 \xrightarrow{c} P_1 \rightarrow \cdots
\]

A direct calculation yields that $H^k(G_1^*) \in \{0, S_3\}$ for all $k \in \mathbb{Z}$. Since $S_3 \in \psi P_A$, we have $G_1^* \in H_{pr}(proj A)$; cf. Lemma 4.5. However, neither $G_1^*$ nor a shift thereof is an element of $L_A$.

For the next complex, we have $H^k(G_2^*) \in \{0, S_2\}$ for all $k \in \mathbb{Z}$ where $S_2$ occurs only as cohomology in the degree of the last non-negative term. Since $S_2 \in \psi (stp A)$ but $S_2 \not\in \psi P_A$, we have $G_2^* \in H_{stp}(proj A)$ and $G_2^* \not\in H_{pr}(proj A)$; cf. Lemma 4.5.

The complex $G_3^*$ has $\frac{1}{2}$ as non-zero cohomology in a single degree. Since $\frac{1}{2} \not\in \psi (stp A)$, we obtain $G_3^* \not\in H_{stp}(proj A)$ as before. However, we have $H^k(G_3^*) = 0$ in all other degrees and $G_3^*$ is right bounded, so that $G_3^*$ is an element of $H(proj A)$.

Finally, we have $H^k(G_4^*) = \frac{2}{3}$ for all $k$. Thus, $G_4^* \in \mathcal{K}(proj A)$ is not an element of $H(proj A)$.

Note that the truncation $\tau_{\leq 0} G_4^*$ and the truncation $\tau_{> 0} G_4^*$ are not an element of $H(proj A)$ as well. However, we have $G_4^* \in \psi \mathcal{K}^b(stp A)$ which affirms that the restriction to the category $\mathcal{H}(proj A)$ is necessary in the definition of the smallest triangulated subcategory that contains $L_A$. 


7.3 Triangulated categories inside $\mathcal{K}(\text{proj} \, A)$

The main purpose of this section is to calculate the categories $\mathcal{H}_P(\text{proj} \, A)$ and $\mathcal{H}_{\text{stp}}(\text{proj} \, A)$ of Chapter 4 explicitly. This is done in Example 7.10. In the next Example 7.11, we follow the constructions in Section 4.1 which were used to show the minimality of $\mathcal{H}_P(\text{proj} \, A)$. Finally, we illustrate the associated self-injective algebra of $A$ and its connection to the category $\mathcal{H}_{\text{stp}}(\text{proj} \, A)$ in Example 7.12.

Let $A$ be the quiver algebra over $k$ given by the quiver

\[
\begin{array}{c}
\alpha \\
1 \\
\beta \\
\gamma \\
2 \\
\delta \\
3 \\
\epsilon \\
4 \\
5 \\
\end{array}
\]

with relations $\alpha \beta = \gamma \alpha = \beta \delta = \delta \epsilon = 0$. The algebra has the following indecomposable projective modules. We also note their images under $(-)^*$.

\[
\begin{align*}
P_1 &:= \frac{1}{2}, & P_2 &:= \frac{2}{3}, & P_3 &:= \frac{3}{4}, & P_4 &:= \frac{4}{5}, & P_5 &:= 5 \\
P_1^* &:= \frac{1}{2}, & P_2^* &:= \frac{2}{3}, & P_3^* &:= \frac{3}{4}, & P_4^* &:= \frac{4}{5}, & P_5^* &:= \frac{5}{4}
\end{align*}
\]

We collect some properties of $A$.

<table>
<thead>
<tr>
<th>Property</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nakayama algebra</td>
<td>no</td>
</tr>
<tr>
<td>$\text{gldim} , A$</td>
<td>5</td>
</tr>
<tr>
<td>Indecomposable projective-injective modules</td>
<td>$P_1, P_2, P_4$</td>
</tr>
<tr>
<td>Indecomposable strongly projective-injective modules</td>
<td>$P_1, P_2$</td>
</tr>
<tr>
<td>$\text{domdim} , A$</td>
<td>0</td>
</tr>
<tr>
<td>$\nu$-$\text{domdim} , A$</td>
<td>0</td>
</tr>
<tr>
<td>Nodes</td>
<td>$S_1, S_2, S_4$</td>
</tr>
</tbody>
</table>

The Auslander-Reiten quiver of $A$ can be written as follows.
The category $\mathcal{L}_A$ contains the following indecomposable complexes.

<table>
<thead>
<tr>
<th>degree:</th>
<th>-6</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F^*_4$:</td>
<td></td>
<td>0 $\rightarrow$ $P_5 \xrightarrow{e} P_4 \xrightarrow{d} P_3 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xrightarrow{c} P_3 \rightarrow 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F^*_3$:</td>
<td></td>
<td>0 $\rightarrow$ $P_5 \xrightarrow{e} P_4 \xrightarrow{d} P_3 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xrightarrow{c} P_3 \rightarrow 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F^*_2$:</td>
<td></td>
<td>0 $\rightarrow$ $P_5 \xrightarrow{e} P_4 \xrightarrow{d} P_3 \xrightarrow{b} P_2 \xrightarrow{a} (0 \epsilon) \mapsto P_1 \xrightarrow{c} P_3 \rightarrow 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


The categories $\text{mod } A$ and $\mathcal{L}_A$ can be visualized as follows. In particular, the right hand side contains information about possible shifts in $\mathcal{L}_A$. The dashed lines indicate zero relations.

**Example 7.10.** We aim to calculate the categories $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$. Since $A$ has finite global dimension, both categories are contained in $K^b(\text{proj } A) \simeq \mathcal{H}(\text{proj } A)$. First, we construct all complexes in $\mathcal{H}_{\text{stp}}(\text{proj } A)$. Afterwards we can identify those that are an element of $\mathcal{H}_P(\text{proj } A)$.

A complex $F^* \in \mathcal{H}_{\text{stp}}(\text{proj } A)$ satisfies $H^k(F^*) \in \perp(\text{stp } A)$. The following indecomposable modules are an element of $\perp(\text{stp } A)$. These are precisely those that have no composition factor isomorphic to $S_1$ or $S_2$.

$$3, \quad \frac{3}{4}, \quad 4, \quad \frac{4}{5}, \quad 5$$

Similarly, we obtain the indecomposable modules in $\perp P_A$ which we will need later.

$$3, \quad \frac{3}{4}, \quad 4$$

We will use an integer $n \geq 1$ to index some of our complexes. We write $(P_2 \xrightarrow{a} P_1)^{-n}$ for the periodic complex

$$P_2 \xrightarrow{a} P_1 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xrightarrow{b} \cdots \xrightarrow{b} P_2 \xrightarrow{a} P_1$$

with $P_2$ appearing $n$-times. Furthermore, we write $P \xrightarrow{f} (P_2 \xrightarrow{a} P_1)^{-0} \xrightarrow{g} P_2 \oplus Q$ for the complex $P \xrightarrow{(f \ 0)} P_2 \oplus Q$ where $f : P \rightarrow P_2$ and $g : P_1 \rightarrow P_2 \oplus Q$ are morphisms in $\text{proj } A$. 


We have the following indecomposable complexes in $\mathcal{H}_{\text{stp}}(\text{proj } A)$ with $n \geq 1$.

<table>
<thead>
<tr>
<th>degree</th>
<th>$-8$</th>
<th>$-7$</th>
<th>$-6$</th>
<th>$-5$</th>
<th>$-4$</th>
<th>$-3$</th>
<th>$-2$</th>
<th>$-1$</th>
<th>$0$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P^*_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$P_5$</td>
<td></td>
</tr>
<tr>
<td>$P^*_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$P_4$</td>
<td></td>
</tr>
<tr>
<td>$S^*$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$P_3$</td>
<td>$P_4$</td>
</tr>
<tr>
<td>$X_1(n)^*$</td>
<td>$0$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_2(n)^*$</td>
<td>$0$</td>
<td>$P_4$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_3(n)^*$</td>
<td>$0$</td>
<td>$P_5$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y_1(n)^*$</td>
<td>$0$</td>
<td>$P_5$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y_2(n)^*$</td>
<td>$0$</td>
<td>$P_4$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y_3(n)^*$</td>
<td>$0$</td>
<td>$P_5$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_1(n)^*$</td>
<td>$0$</td>
<td>$P_5$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_2(n)^*$</td>
<td>$0$</td>
<td>$P_4$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_3(n)^*$</td>
<td>$0$</td>
<td>$P_5$</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_1$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It remains to show that every indecomposable complex in $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is isomorphic to a shift of an entry of this list. First, we note that this holds for the elements of $\mathcal{L}_A$. More precisely, the indecomposable complexes in $\mathcal{L}_A$ are isomorphic to one of the following complexes:

$X_3(1)^*, X_3(1)^*[-1], X_3(1)^*[-2], X_3(1)^*[-3], X_3(1)^*[-4], X_3(2)^*[-2], Z_3(1)^*$

Let $F^* \in \mathcal{H}_{\text{stp}}(\text{proj } A)$. By Lemma 4.6, there exists a projective resolution $P^*$ of a cohomology in $\mathcal{L}_A$ and a complex $C^* \in \mathcal{H}_{\text{stp}}(\text{proj } A)$ such that there is a distinguished triangle of the following form.

$P^*[-k] \rightarrow F^* \rightarrow C^* \rightarrow$

In this triangle, $k \in \mathbb{Z}$ is chosen such that $H^i(F^*) = 0$ for $i < k$. Then we have $H^i(C^*) = 0$ for $i \leq k$. As in the proof of Lemma 4.7, we inductively arrive at a complex $C^*$ with $C^*[r] \in \mathcal{L}_A$ for some $r \in \mathbb{Z}$. For the purposes of this example, we will use the shifted triangle $C^*[-1] \rightarrow P^*[-k] \rightarrow F^* \rightarrow$. 

$\textbf{(7.3) Triangulated categories inside } \mathcal{K}(\text{proj } A)$
Let $P^\bullet$ be a projective resolution of a module in $\mathcal{P}(\text{stp } A)$. Let $C^\bullet$ be a complex appearing in the list above. In particular, this includes all indecomposable complexes in $\mathcal{L}_A$. Let $k \in \mathbb{Z}$ such that $H^i(C^\bullet) = 0$ for $i \leq k + 1$. That is, $C^\bullet$ is exact in every degree smaller or equal to $k$ and also exact in degree $k + 1$. Consider the following distinguished triangle.

$$C^\bullet \xrightarrow{f^\bullet} P^\bullet[-k] \to C(f)^\bullet \to$$

For every possible choice of $P^\bullet$, $C^\bullet$, $k$ and $f^\bullet$, a direct calculation shows that $C(f)^\bullet$ is isomorphic to a direct sum of complexes appearing in the list above. Thus, every indecomposable complex $F^\bullet \in \mathcal{H}_{\text{stp}}(\text{proj } A)$ is isomorphic to a shift of a complex in this list.

The following complexes are the indecomposable elements of $\mathcal{H}_{\text{proj }}(\text{proj } A)$ up to shifts. These are precisely the complexes appearing in the list above with cohomology in $\mathcal{P}(\text{proj } A)$.

$$S^\bullet, X_1(n)^\bullet, X_3(n)^\bullet, Z_1(n)^\bullet, Z_3(n)^\bullet \quad \text{for } n \geq 1$$

One of the Auslander-Reiten components in $K^b(\text{proj } A)$ containing $\mathcal{L}_A$ can be written as follows. The other component is given by a shift of $[1]$. Both components together form precisely the category $\mathcal{H}_{\text{stp}}(\text{proj } A)$; cf. also Remark 4.28.

Complexes $F^\bullet \in \mathcal{L}_A$ are marked as $\begin{bmatrix} F^\bullet \end{bmatrix}$ Complexes $F^\bullet \in \mathcal{H}_{\text{proj }}(\text{proj } A)$ are marked as $\begin{bmatrix} F^\bullet \end{bmatrix}$

Example 7.11. We use the methods provided in Section 4.1 to verify that the complex

$$F^\bullet := X_1(1)^\bullet : 0 \to P_3 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xleftarrow{c} P_3 \to 0$$
is an element of every triangulated subcategory $\mathcal{T}$ of $\mathcal{K}^b(\text{proj} \ A)$ that contains $\mathcal{L}_A$. By going through the following steps in reverse order, this also provides a way to construct $F^*$ via complexes in $\mathcal{L}_A$. Note that in this example, several steps that were necessary for the general case are either simplified or not necessary at all.

**Step 1.** It suffices to consider projective resolutions of modules in $\perp \mathcal{P}_A$; cf. Lemma 4.7.

We have $H^0(F^*) = \frac{3}{4}$, $H^{-3}(F^*) = S_4$ and $H^k(F^*) = 0$ for $k \notin \{0, -3\}$. Furthermore, we have $H_0(F^*) = 0$. In particular, note that $H^k(F^*) \in \perp \mathcal{P}_A$ as stated in Lemma 4.5.

In the notation of Lemma 4.7, we may choose $r = 0$. Then $k = -3$ is the only degree in $\mathbb{Z}_{<r}$ with non-zero cohomology. The minimal projective resolution of $S_4$ is given by

$$S^* : 0 \rightarrow P_5 \xrightarrow{e} P_4 \rightarrow 0.$$ 

We have the following distinguished triangle in $\mathcal{K}^b(\text{proj} \ A)$; cf. Lemma 4.6.

$$0 \rightarrow P_5 \xrightarrow{e} P_4 \xrightarrow{d} P_3 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xrightarrow{c} P_3 \rightarrow 0$$

In this case, we already have $C(f^*) = F^*_4 \in \mathcal{L}$. No further construction is necessary during this step. It remains to consider the projective resolution $S^*$ of $S_4$.

**Step 2.** It suffices to consider projective resolutions of simple modules in $\perp \mathcal{P}A$; cf. Lemma 4.9.

Only one projective resolution was used in step 1. In this case, nothing needs to be done during this step, since $S^*$ is already a projective resolution of a simple module.

**Step 3.** All projective resolutions of simple modules $S \in \perp \mathcal{P}_A$ are in $\mathcal{T}$; cf. Lemma 4.10.

Consider the projective resolution $S^*$ of $S_4$. The injective hull of $S_4$ is given by $I := \frac{3}{4}$. Note that $I$ is not projective since $S_4$ is an element of $\perp \mathcal{P}_A$. We obtain the following distinguished triangle.

$$0 \rightarrow P_5 \xrightarrow{e} P_4 \xrightarrow{d} P_3 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xrightarrow{c} P_3 \rightarrow 0$$

In this case, we already have $C(g^*) = F^*_7 \in \mathcal{L}$. No further construction is necessary during this step. It remains to consider the projective resolution $S^*$ of $S_4$. 


We have $C(\alpha^*) \simeq F_3^* \in \mathcal{L}_A$. Note that $0 \to 4 \to \frac{3}{4} \to 3 \to 0$ is not a perfect exact sequence, since the first morphism factors through the projective module $P_3 = \frac{3}{4}$.

In conclusion, we have the following two distinguished triangles with $F_3^* \in \mathcal{L}_A$.

\[
S^* \xrightarrow{\alpha'} F_3^* \to F_4^* \to F_2^* \to F_3^*
\]
This triangle implies $S^* \in \mathcal{T}$.

\[
S^*[3] \xrightarrow{\beta'} F^* \to F_3^* \to F_2^* \to F^*
\]
This triangle implies $F^* \in \mathcal{T}$.

**Example 7.12.** We discuss the associated self-injective algebra of $A$. Consider the following complex $F^* := X_2(1)^* \in \mathcal{H}_{stp}(\text{proj } A)$.

\[
0 \to P_4 \xrightarrow{d} P_3 \xrightarrow{b} P_2 \xrightarrow{a} P_1 \xrightarrow{c} P_3 \to 0
\]

Let $\epsilon = e_1 + e_2$ be the sum of the primitive idempotents corresponding to the strongly projective-injective modules $P_1$ and $P_2$. The algebra $eAe$ is isomorphic to the quiver algebra $A'$ given by the quiver

\[
\begin{array}{c}
1 \\
\alpha' \quad \beta'
\end{array}
\begin{array}{c}
2
\end{array}
\]

and relations $\alpha' \beta' = \beta' \alpha' = 0$. We denote the indecomposable projective modules by $P'_1 := \frac{1}{2}$ and $P'_2 := \frac{2}{1}$. Let $S'_1$ be the simple module in $\text{mod } A'$ corresponding to $P'_1$. We obtain the following complex $(Fe)^* \in \mathcal{K}^b(\text{mod } eAe)$.

\[
\begin{array}{c}
(Fe)^4 \\
(Fe)^3 \\
(Fe)^2 \\
(Fe)^1 \\
(Fe)^0
\end{array}
\begin{array}{c}
\downarrow \iota \quad \downarrow \iota \quad \downarrow \iota \quad \downarrow \iota \quad \downarrow \iota
\end{array}
\begin{array}{c}
0 \\
S'_1 \\
P'_2 \\
P'_1 \\
S'_1 \quad \to
\end{array}
\begin{array}{c}
P'_1 \\
P'_2 \\
S'_1 \\
0
\end{array}
\]

As stated by Lemma 4.30, we see that $(Fe)^*$ is exact in every degree. On the other hand, it seems difficult to construct $\mathcal{H}_{stp}(\text{proj } A)$ by lifting exact complexes in $\mathcal{K}(\text{mod } eAe)$ to projective complexes in $\mathcal{H}_{stp}(\text{proj } A)$.

### 7.4 Algebras stably equivalent by deleting nodes

In this section, we discuss two stably equivalent algebras $A$ and $B$. The algebra $A$ has no nodes, whereas the algebra $B$ has two nodes. We mainly aim to illustrate the constructions of Chapter 6 in Example 7.16. In Example 7.15 we additionally take a look at some properties discussed in the previous chapters that are not preserved by stable equivalences induced by deleting nodes.
Independently of this, Example 7.13 provides two short exact sequences that are not perfect exact. This is done in context of Lemma 2.13. Moreover, we show in Example 7.14 that the non-projective simple modules of $A$ do not generate the group $G_0^P(A)$.

We consider two algebras $A$ and $B$ given by the following quivers and relations.

Quiver of $A$

$1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3 \xleftarrow{\varepsilon} 4 \xrightarrow{\gamma} 5 \xrightarrow{\delta} 6$

Quiver of $B$

$1 \xrightarrow{\alpha} 2 \xrightarrow{\varepsilon} 5 \xleftarrow{\gamma} 6 \xrightarrow{\delta} 3$

Relations of $A$

$\alpha \varepsilon = \gamma \delta = 0$

Relations of $B$

$\alpha \varepsilon = \gamma \delta = \beta \alpha = \delta \gamma = 0$

The algebra $A$ has the following indecomposable projective modules. We also note their images under the functor $(-)^*$.

$P_1 := \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}$, $P_2 := \begin{pmatrix} 2 \\ 5 \\ 6 \end{pmatrix}$, $P_3 := 3$, $P_4 := \begin{pmatrix} 4 \\ 5 \end{pmatrix}$, $P_5 := \begin{pmatrix} 5 \\ 6 \end{pmatrix}$, $P_6 := 6$

$P_1^* := 1$, $P_2^* := \begin{pmatrix} 2 \\ 1 \end{pmatrix}$, $P_3^* := \begin{pmatrix} 3 \\ 1 \end{pmatrix}$, $P_4^* := 4$, $P_5^* := \begin{pmatrix} 5 \\ 24 \end{pmatrix}$, $P_6^* := \begin{pmatrix} 6 \\ 2 \end{pmatrix}$

The algebra $B$ has the following indecomposable projective modules. We also note their images under the functor $(-)^*$.

$Q_1 := \begin{pmatrix} 1 \\ 2 \\ 1 \end{pmatrix}$, $Q_2 := \begin{pmatrix} 2 \\ 15 \\ 6 \end{pmatrix}$, $Q_3 := \begin{pmatrix} 5 \\ 6 \end{pmatrix}$, $Q_4 := \begin{pmatrix} 4 \\ 24 \end{pmatrix}$, $Q_5 := \begin{pmatrix} 5 \\ 26 \end{pmatrix}$, $Q_6 := \begin{pmatrix} 6 \\ 2 \end{pmatrix}$

The following table collects some properties of $A$ and $B$.

<table>
<thead>
<tr>
<th>Property</th>
<th>$A$</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nakayama algebra</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>gldim $A$</td>
<td>2</td>
<td>$\infty$</td>
</tr>
<tr>
<td>Indecomposable projective-injective modules</td>
<td>$P_1$</td>
<td>$Q_1$</td>
</tr>
<tr>
<td>Indecomposable strongly projective-injective modules</td>
<td>none</td>
<td>$Q_1$</td>
</tr>
<tr>
<td>domdim $A$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nodes</td>
<td>none</td>
<td>$S_1, S_6$</td>
</tr>
</tbody>
</table>
The Auslander-Reiten quivers of $A$ and $B$ can be written as follows.

![Auslander-Reiten quiver of $A$](image1.png)

![Auslander-Reiten quiver of $B$](image2.png)

**Example 7.13.** We discuss two short exact sequences which are not perfect exact.

Consider the following short exact sequence in $\text{mod } A$.

$$
\eta_1 : \quad 0 \to 5 \to 2 \ 4 \ 5 \to 2 \ 4 \to 0
$$

Using Lemma 2.13, we can show that $\eta_1$ is not a perfect exact sequence. The morphism $5 \to 2 \ 4 \ 5$ factors through the projective module $P_4$. However, $P_4$ is not a direct summand of the middle term of $\eta_1$.

A characterization using the left morphism of the short exact sequence does exist for Nakayama algebras; cf. Lemma 2.14. In general, there are short exact sequences whose left morphism is non-zero in $\text{mod } A$ but which are not perfect exact. The following short exact sequence is an example of this.

$$
\eta_2 : \quad 0 \to 5 \to 2 \ 3 \ 5 \to 2 \ 3 \to 0
$$

We see that $\eta_2$ is not perfect exact since $(2 \ 3 \ 5 \to 5^*) \simeq (1 \to 4)$ is not surjective. In contrast to $\eta_1$, the morphism $5 \to 2 \ 3 \ 5$ does not factor through a projective module.

**Example 7.14.** The non-projective simple modules of $A$ are not a generating system of $G^P_0(A)$.

In fact, consider the module $X := \begin{array}{c} 2 \\ 6 \end{array}$. Since $X$ is injective, every short exact sequence starting in $X$ is split. Furthermore, every morphism ending in $X$ factors through the projective module $P_2$. Thus, the only non-split short exact sequence with $X$ as middle or ending term is

$$
0 \to S_3 \to P_2 \to X \to 0.
$$

However, this is not a perfect exact sequence since $P_3 = S_3$ is projective.

In conclusion, the class of $X$ must be an element of every generating system of $G^P_0(A)$; see also Remark 4.19. In particular, $G^P_0(A)$ is non-zero.
We compare this with the group \( G_0^P(B) \). In \( \text{mod} \, B \), we have the following almost split sequence ending in \( X' = \frac{2}{5} \cdot \frac{6}{5} \).

\[
0 \rightarrow S_1 \rightarrow Q_2 \rightarrow X' \rightarrow 0
\]

This time, the starting term \( S_1 \) is not projective in \( \text{mod} \, B \) so that this is a perfect exact sequence. Therefore, we have \( [X'] = -[S_1] \) in \( G_0^P(B) \).

**Example 7.15.** We detail some of the differences between \( \text{mod} \, A \) and \( \text{mod} \, B \). Let \( \alpha \) be the stable equivalence \( \text{mod} \, A \rightarrow \text{mod} \, B \) induced by the Auslander-Reiten quivers above. As a consequence of the previous example, \( \alpha \) cannot induce an isomorphism between \( G_0^P(A) \) and \( G_0^P(B) \). This is because \( S_1 \) is a node in \( \text{mod} \, B \).

Consider the following perfect exact sequence in \( \text{mod} \, B \). In fact, this is an almost split sequence with non-projective starting term; cf. Example 2.11.

\[
0 \rightarrow 6 \rightarrow \frac{5}{6} \rightarrow 5 \rightarrow 0
\]

However, the simple module \( S_6 \) in \( \text{mod} \, B \) is a node. Thus, the stable equivalence \( \alpha \) does not preserve this perfect exact sequence. In fact, there is no short exact sequence starting in \( S_4 \in \text{mod} \, A \), where \( \alpha(S_4) \approx S_6 \in \text{mod} \, B \).

Since \( \text{gldim} \, A < \infty \), the category \( \mathcal{L}_A \) consists of bounded complexes. On the other hand, we have \( \text{gldim} \, B = \infty \) so that \( \mathcal{L}_B \) contains some unbounded complexes. In particular, there cannot exist an equivalence \( \mathcal{L}_A \rightarrow \mathcal{L}_B \) which is induced by an exact functor \( \text{mod} \, A \rightarrow \text{mod} \, B \). Moreover, \( A \) has no strongly projective-injective modules, whereas \( \mathcal{P}_B = \text{stp} \, B \) is non-zero. Finally, there is a totally acyclic complex \( \cdots \rightarrow Q_5 \rightarrow Q_6 \rightarrow Q_5 \rightarrow Q_6 \rightarrow \cdots \) in \( \text{mod} \, B \) while there cannot exist a totally acyclic complex in \( \text{mod} \, A \). In summary, we have the following two chains of subcategories, where all inclusions are proper.

\[
0 = \mathcal{K}_{\text{tac}}(\text{proj} \, A) \subset \mathcal{L}_A \subset \mathcal{H}_{\mathcal{P}}(\text{proj} \, A) \subset \mathcal{H}_{\text{stp}}(\text{proj} \, A) = \mathcal{H}(\text{proj} \, A) \cong \mathcal{K}^b(\text{proj} \, A)
\]

\[
0 \subset \mathcal{K}_{\text{tac}}(\text{proj} \, B) \subset \mathcal{L}_B \subset \mathcal{H}_{\mathcal{P}}(\text{proj} \, B) = \mathcal{H}_{\text{stp}}(\text{proj} \, B) \subset \mathcal{H}(\text{proj} \, B)
\]

In particular, \( \alpha \) does not induce an equivalence between \( \mathcal{K}_{\text{tac}}(\text{proj} \, A) \) and \( \mathcal{K}_{\text{tac}}(\text{proj} \, B) \).

**Example 7.16.** In Chapter 6, we have seen how to construct stably equivalent algebras by deleting nodes or by gluing a simple projective vertex and a simple injective vertex. We aim to list all algebras which can be obtained from \( A \) or \( B \) by repeating these steps for a finite number of times in any order. Note that over an algebraically closed field, the Auslander-Reiten conjecture holds for \( A \) and \( B \) since both are of finite representation type.

We start by constructing the algebra \( A \) from \( B \) as described in Definition 6.7. Let \( \mathcal{N} = \{1, 6\} \)
corresponding to the nodes $S_1$ and $S_6$ in mod $B$. We obtain the following matrix algebra.

\[
E_N(B) = \begin{pmatrix}
k \cdot \text{Hom}_B(S_1, Q_1) & 0 & \text{Hom}_B(S_1, Q_6) & \text{Hom}_B(S_1, Q_2) & \text{Hom}_B(S_1, Q_5) \\
0 & k \cdot \text{Hom}_B(S_1, Q_6) & 0 & 0 & 0 \\
0 & \text{Hom}_B(S_6, Q_1) & k \cdot \text{Hom}_B(S_6, Q_6) & \text{Hom}_B(S_6, Q_2) & \text{Hom}_B(S_6, Q_5) \\
0 & 0 & 0 & k & 0 \\
0 & \text{Hom}_B(Q_2, Q_1) & 0 & \text{Hom}_B(Q_2, Q_6) & \text{Hom}_B(Q_2, Q_2) & \text{Hom}_B(Q_2, Q_3) \\
0 & \text{Hom}_B(Q_5, Q_1) & 0 & \text{Hom}_B(Q_5, Q_6) & \text{Hom}_B(Q_5, Q_2) & \text{Hom}_B(Q_5, Q_5)
\end{pmatrix}
\]

As a $k$-vector space this is isomorphic to the following matrix.

\[
E_N(B) \simeq \begin{pmatrix}
k & k & 0 & 0 & k & 0 \\
0 & k & 0 & 0 & 0 & 0 \\
0 & 0 & k & 0 & k & k \\
0 & 0 & 0 & k & 0 & 0 \\
0 & k & 0 & 0 & k & 0 \\
0 & 0 & 0 & k & k & k
\end{pmatrix}
\]

We label the columns and rows of this matrix by 1 to 6. Then $E_N(B)^{\text{op}}$ is isomorphic to the quiver algebra given by the quiver

\[
\begin{array}{ccc}
2 & \xrightarrow{\alpha} & 5 \\
& \downarrow{\varepsilon} & \quad \\
4 & \xrightarrow{\gamma} & 6 & \xrightarrow{\delta} & 3
\end{array}
\]

with relations $\alpha \varepsilon = \gamma \delta = 0$. Thus, we recover $E_N(B)^{\text{op}} \simeq A$ as algebras. Up to equivalence, this is the unique algebra without nodes stably equivalent to $B$ such that there is a radical embedding $B \hookrightarrow A$; cf. Lemma 6.13.

Now, we construct the algebra $B$ from $A$ as described in Definition 6.3. Let $\mathcal{J} := \{3, 6\}$ and $\sigma : \mathcal{J} \to \{1, 4\}$ with $3\sigma = 1$ and $6\sigma = 4$. This corresponds to gluing the simple projective vertex 3 with the simple injective vertex 1 and the simple projective vertex 6 with the simple injective vertex 4. We obtain the following matrix algebra.

\[
E_\sigma(A) = \begin{pmatrix}
k \oplus \text{Hom}_A(P_3, P_1) & \text{Hom}_A(P_3, P_4) & \text{Hom}_A(P_3, P_2) & \text{Hom}_A(P_3, P_5) \\
\text{Hom}_A(P_6, P_1) & k \oplus \text{Hom}_A(P_6, P_4) & \text{Hom}_A(P_6, P_2) & \text{Hom}_A(P_6, P_5) \\
\text{Hom}_A(P_2, P_1) & \text{Hom}_A(P_2, P_4) & \text{Hom}_A(P_2, P_2) & \text{Hom}_A(P_2, P_5) \\
\text{Hom}_A(P_5, P_1) & \text{Hom}_A(P_5, P_4) & \text{Hom}_A(P_5, P_2) & \text{Hom}_A(P_5, P_5)
\end{pmatrix}
\]

As a $k$-vector space this is isomorphic to the following matrix.

\[
E_\sigma(A) \simeq \begin{pmatrix}
k^2 & 0 & k & 0 \\
0 & k & k & k \\
k & 0 & k & 0 \\
0 & k & k & k
\end{pmatrix}
\]
We label the columns and rows of this matrix by 1 to 4. Then $E_\sigma(A)^{\text{op}}$ is isomorphic to the quiver algebra given by the quiver

\[
\begin{array}{c}
1 \xleftarrow{\alpha} \delta & \xrightarrow{\beta} 3 \xrightarrow{\epsilon} 2 \xrightarrow{\gamma} \delta & 4
\end{array}
\]

with relations $\alpha \epsilon = \gamma \delta = \beta \alpha = \delta \gamma = 0$. Thus, we recover $E_\sigma(A)^{\text{op}} \simeq B$ as algebras.

The following are all other possible choices for $J$ and $\sigma$ together with the resulting algebra $E_\sigma(A)^{\text{op}}$. In each case, we only give the corresponding quiver and relations.

\[J := \{3, 6\}\] with $3\sigma = 4$ and $6\sigma = 1$:

\[
\begin{array}{c}
2 \xrightarrow{\alpha} 3 \xrightarrow{\beta} 1
\end{array}
\]

with relations $\alpha \epsilon = \gamma \delta = \beta \gamma = \delta \alpha = 0$

\[J := \{3\}\] with $3\sigma = 1$:

\[
\begin{array}{c}
1 \xleftarrow{\alpha} \delta & \xrightarrow{\beta} 2 \xrightarrow{\epsilon} 3 & 4 \xrightarrow{\gamma} \delta & 5
\end{array}
\]

with relations $\alpha \epsilon = \gamma \delta = \beta \alpha = 0$

\[J := \{3\}\] with $3\sigma = 4$:

\[
\begin{array}{c}
2 \xrightarrow{\alpha} 3 \xrightarrow{\beta} 1
\end{array}
\]

with relations $\alpha \epsilon = \gamma \delta = \beta \gamma = 0$

\[J := \{6\}\] with $6\sigma = 1$:

\[
\begin{array}{c}
1 \xleftarrow{\alpha} \delta & \xrightarrow{\beta} 2 \xrightarrow{\epsilon} 3 & 4 \xrightarrow{\gamma} \delta & 5
\end{array}
\]

with relations $\alpha \epsilon = \gamma \delta = \delta \alpha = 0$

\[J := \{6\}\] with $6\sigma = 4$:

\[
\begin{array}{c}
2 \xrightarrow{\alpha} 3 \xrightarrow{\beta} 1
\end{array}
\]

with relations $\alpha \epsilon = \gamma \delta = \delta \gamma = 0$

By Remark 6.14, this is a complete list of all algebras $C$ that are stably equivalent to $A$ and $B$ such that $C$ is obtained from $A$ or $B$ by a finite number of steps of either deleting a node or gluing a simple projective vertex and a simple injective vertex in any order.
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# List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(-)^*$</td>
<td>Functor $\text{Hom}_A(-, A) : \text{mod} A \to A\text{-mod}$</td>
<td>Section 1.1</td>
</tr>
<tr>
<td>$\text{Cok}(f)$</td>
<td>Pseudo-cokernel of a morphism $f$ in $\text{mod} A$ defined as $\text{Cok}(f) = H^0(\tau_{\leq 0} C(f)^<em>)$ with $f^</em> = \mathcal{F}(f)$</td>
<td>Definition 2.8</td>
</tr>
<tr>
<td>$\mathcal{C}(\text{mod} A)$</td>
<td>Category of complexes</td>
<td>Section 1.3</td>
</tr>
<tr>
<td>$\mathcal{C}(f)^*$</td>
<td>Mapping cone of a morphism $f^*$ in $\mathcal{C}(\text{mod} A)$</td>
<td>Definition 1.8</td>
</tr>
<tr>
<td>depth $f$</td>
<td>Depth of a morphism $f$ in $\text{mod} A$</td>
<td>Definition 3.13</td>
</tr>
<tr>
<td>$\mathcal{D}(\text{mod} A)$</td>
<td>Derived category</td>
<td>Section 1.3</td>
</tr>
<tr>
<td>domdim $A$</td>
<td>Dominant dimension of $A$</td>
<td>Definition 1.16</td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{sg}}(A)$</td>
<td>Singularity category</td>
<td>Remark 4.43</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>Duality $\text{Hom}_k(-, k) : \text{mod} A \to A\text{-mod}$</td>
<td>Section 1.1</td>
</tr>
<tr>
<td>$E_X$</td>
<td>Middle term of the almost split sequence starting in an $A$-module $X$</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>$E_N(A)$</td>
<td>Matrix algebra obtained from $A$ by deleting nodes</td>
<td>Definition 6.7</td>
</tr>
<tr>
<td>$E_\sigma(A)$</td>
<td>Matrix algebra obtained from $A$ by gluing idempotents</td>
<td>Definition 6.3</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>Equivalence $\mathcal{F} : \text{mod} A \to \mathcal{L}_A$</td>
<td>Theorem 2.6</td>
</tr>
<tr>
<td>$f^* : F_X^* \to F_Y^*$</td>
<td>Image in $\mathcal{K}(\text{proj} A)$ under $\mathcal{F}$ of $f : X \to Y$ in $\text{mod} A$</td>
<td>Remark 2.5</td>
</tr>
<tr>
<td>$\text{Gproj} A$</td>
<td>Category of Gorenstein-projective modules</td>
<td>Definition 4.36</td>
</tr>
<tr>
<td>$\overline{\text{Gproj}} A$</td>
<td>Stable category of Gorenstein-projective modules</td>
<td>Definition 4.36</td>
</tr>
<tr>
<td>$G_0(\mathcal{T})$</td>
<td>Grothendieck group of a triangulated category $\mathcal{T}$</td>
<td>Definition 4.15</td>
</tr>
<tr>
<td>$G_{0}^P(A)$</td>
<td>Alternative Grothendieck group of $A$ defined via perfect exact sequences</td>
<td>Definition 4.14</td>
</tr>
<tr>
<td>$G^\text{st}_0(A)$</td>
<td>Stable Grothendieck group of $A$</td>
<td>Definition 4.14</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>$H^k(F^\bullet)$</td>
<td>Cohomology of a complex $F^\bullet$ in degree $k$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{H}({\text{proj}} \ A)$</td>
<td>Full subcategory of $\mathcal{K}({\text{proj}} \ A)$ with objects $F^\bullet$ such that there exist $l, r \in \mathbb{Z}$ with $H^{&lt;l}(F^\bullet) = 0$ and $H^{\geq r}(F^\bullet) = 0$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{H}_P({\text{proj}} \ A)$</td>
<td>Full subcategory of $\mathcal{H}({\text{proj}} \ A)$ with objects in $\perp \mathcal{K}^b(\mathcal{P}_A)$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{H}_{\text{stp}}({\text{proj}} \ A)$</td>
<td>Full subcategory of $\mathcal{H}({\text{proj}} \ A)$ with objects in $\perp \mathcal{K}^b(\text{stp} \ A)$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{K}({\text{mod}} \ A)$</td>
<td>Homotopy category</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{K}_{\text{tac}}({\text{proj}} \ A)$</td>
<td>Homotopy category of totally acyclic complexes</td>
<td></td>
</tr>
<tr>
<td>$\text{Ker}(f)$</td>
<td>Pseudo-kernel of a morphism $f$ in $\text{mod} \ A$ defined as $\text{Ker}(f) = H^0(\tau_{\leq 0}(C(f)^\bullet[-1]))$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{L}_A$</td>
<td>Essential image of the functor $\mathcal{F} : \text{mod} \ A \to \mathcal{K}({\text{proj}} \ A)$</td>
<td></td>
</tr>
<tr>
<td>$l(X)$</td>
<td>Composition length of an $A$-module $X$</td>
<td></td>
</tr>
<tr>
<td>$\text{mod} \ A$</td>
<td>Stable module category</td>
<td></td>
</tr>
<tr>
<td>$\nu_A$</td>
<td>Nakayama functor $(\text{D}(-))^* : \text{mod} \ A \to \text{mod} \ A$</td>
<td></td>
</tr>
<tr>
<td>$\nu_{\mathcal{K}}$</td>
<td>Functor $\nu_{\mathcal{K}} : \mathcal{K}^{+,b}({\text{proj}} \ A) \to \mathcal{K}^{-,b}({\text{proj}} \ A)$ which is induced by the Nakayama functor</td>
<td></td>
</tr>
<tr>
<td>$\nu$-$\text{domdim} \ A$</td>
<td>$\nu$-dominant dimension of $A$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{P}_A$</td>
<td>Subcategory of projective-injective $A$-modules</td>
<td></td>
</tr>
<tr>
<td>$\perp S$</td>
<td>Full subcategory of $A$ with objects $X$ such that $\text{Hom}_A(X^\bullet, Y^\bullet) = 0$ for $Y^\bullet \in S$</td>
<td></td>
</tr>
<tr>
<td>$\text{rad}_A(X,Y)$</td>
<td>Morphisms in the radical of $\text{mod} \ A$</td>
<td></td>
</tr>
<tr>
<td>$\text{stp} \ A$</td>
<td>Subcategory of strongly projective-injective $A$-modules</td>
<td></td>
</tr>
<tr>
<td>$T(X)$</td>
<td>Ending term in the direct sum of all almost split sequences starting in an $A$-module $X$</td>
<td></td>
</tr>
<tr>
<td>$\text{Tr}(X)$</td>
<td>Transpose of an $A$-module $X$</td>
<td></td>
</tr>
<tr>
<td>$\tau_{\leq k}$</td>
<td>Brutal truncation of a complex</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{D}_A$</td>
<td>Full subcategory of $\mathcal{K}^b(\text{stp} \ A)$ with objects $P^\bullet$ such that $P^\bullet \simeq \nu_A(P^\bullet)$</td>
<td></td>
</tr>
</tbody>
</table>