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IX

Zusammenfassung

In dieser Arbeit werden Grundlagen erarbeitet, um molekulare Quantenbits (MQBs)
über optische und elektrische Methoden auszulesen und steuern zu können sowie sie
als Zwischenspeicher für Quanteninformationen von Photonen einzusetzen. Dies ist der
nächste Schritt, damit MQBs mit ihren hervorragenden Eigenschaften auch in der Praxis
zum Einsatz kommen können.

Ziel des ersten Teils der Arbeit ist ein optisch aktives MQB zu finden und dieses
mittels Licht im sichtbaren/Nahinfrarot Bereich auszulesen. Umfangreiche spektrosko-
pische Untersuchungen an dem Chrom(III)-Komplex [Cr(ddpd)2][BF4]3 zeigen, dass
sich der Komplex mit hervorragenden lumineszenten Eigenschaften sehr gut als MQB
eignet. In der Tat weist dieser Komplex eine Kohärenzzeit Tm = 8.4(1) µs auf und ist
damit der Rekordhalter unter den Chrom(III) MQBs. Um diese Eigenschaft potenti-
ell weiter zu verbessern wird auch eine deuterierte Variante des Komplexes untersucht.
Dabei zeigt sich allerdings, dass das Reduzieren von Kernspins in der Umgebung des
Komplexes einen deutlich positiveren Effekt auf die Kohärenzzeit hat, als zum Beispiel
das Deuterieren des Komplexes selber. Der Zusammenhang zwischen den optischen
und magnetischen Eigenschaften des MQBs wird mittels magnetischer Zirkulardichro-
ismus Spektroskopie entschlüsselt, dazu wird ein theoretisches Modell für die Spin-
Bahn Kopplung in diesen Komplex entwickelt. Ein wichtiges Ziel des ersten Kapitels
ist das optische Auslesen des MQBs. Letztendlich wird dies weder über die Lumines-
zenz, noch dem MCD-Effekt des Komplexes erreicht. Messungen des optisch angereg-
ten MQBs deuten darauf hin, das die beteiligten Spinrelaxationszeiten ungünstig für das
optische Auslesen liegen. So bleibt ein hervorragendes MQB und mehrere Ansatzpunk-
te, welche Eigenschaften wichtig für das optische Auslesen eines MQBs sind.

Ziel des zweiten Kapitels ist die Weiterentwicklung eines gepulste Elektronenspinre-
sonanz (ESR) Spektrometers bei 35 GHz um dünne Filme von MQBs auf einem Trä-
gersubstrat messen zu können. Dabei soll das Spektrometer künftig eingesetzt werden
um elektrisch angekoppelte MQBs zu charakterisieren und zu manipulieren. Dazu wird
ein Fabry-Perot Resonator entwickelt, durch dessen Geometrie ein einfaches platzieren
von großen und flachen Proben möglich ist. Seine Eigenschaften werden mittels eines
Vektor Netzwerk Analysators (VNA) charakterisiert. Die verschiedenen, im Resona-
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tor auftretenden Moden werden auf ihre Tauglichkeit für die gepulste ESR untersucht.
Die am Besten geeignete Mode weist eine beladene Güte von QL = 1100 auf und ist
übergekoppelt. Durch die Überkopplung und die damit verbundene reduzierte belade-
ne Güte wird sichergestellt, dass der Resonator eine Totzeit von nur 200 ns aufweist.
Neben der elektrischen Charakterisierung wird auch die magnetische Feldkomponen-
te der verschiedener Moden im Resonator untersucht. Dabei wird die Feldhomogenität
mittels Rabi Nutationsmessungen bestimmt und mit Feldsimulationen verifiziert. Zu
guter Letzt werden mehrere, dünne Filme mit dem Resonator in der gepulsten ESR ge-
messen. Messungen an einem 60 nm dünner Film von 20% Kupfer(II)phthalocyanin
in Phthalocyanin sind problemlos möglich. Dabei wird gezeigt, dass sich die relevan-
ten Qubit-Eigenschaften des Moleküls im Film nicht verschlechterten. Weiterhin wird
die bevorzugte Orientierung der Moleküle im Bezug zur Substratfläche durch die Mes-
sungen bestimmt. Zum Schluss wird noch eine Serie dünner PMMA Filme gemessen,
die das organische Radikal α,γ-Bisdiphenylen-β-phenylallyl (BDPA) beinhalten. Es ist
möglich, Filme mit einer Schichtdicke von nur 10 nm zu messen. Letztendlich wird
gezeigt, dass die Kohärenzzeit von BDPA im dünnen Film unabhängig von der Schicht-
dicke ist. Das ist wichtig, wenn MQBs später als dünner Filme auf elektrisch adres-
sierbaren Chips eingesetzt werden sollen. Mit den Ergebnissen dieses Teils der Arbeit
ist es nun möglich, dünnen Filme mit dem weiterentwickelten Spektrometer messen zu
können ohne diese von ihrem Trägermaterial entfernen zu müssen. Das ist ein sehr gu-
tes Ergebnis, da selbst bei den wenigen in der Literatur bekannten Untersuchungen die
Filme nachträglich zerschnitten werden mussten, um genügend Probe in einem Proben-
röhrchen zu erhalten.

Das letzte Kapitel der Arbeit behandelt die starke Kopplung eines Spinensembles
bestehend aus organischen Radikalen mit dem elektromagnetischen Feld im neu entwi-
ckelten Resonator. Ziel dieses Teils ist die Untersuchung, inwieweit MQBs als Quan-
tenspeicher von Informationen einzelner Mikrowellenphotonen genutzt werden können.
Das Erreichen der starken Kopplung wird durch eine große Probenmenge und der hohen
Feldhomogenität im Resonator ermöglicht. Untersucht wird die Temperaturabhängig-
keit der Spin-Feld-Wechselwirkung bei den Radikalen α,γ-Bisdiphenylen-β-phenylallyl
(BDPA) und 2,2-Diphenyl-1-picrylhydrazyl (DPPH). Es kann selbst bei Raumtempera-
tur eine starke Kopplung erreicht werden. Außerdem wird der qualitative Zusammen-
hang zwischen der Magnetisierung der Radikale im thermischen Gleichgewicht und der
Kopplungsstärke aufgedeckt. Ein klarer Zusammenhang zwischen Feldmode im Reso-
nator und Kopplungsstärke wird hergestellt. Die Untersuchungen sind wichtig, da es
prinzipiell möglich ist im Bereich der starken Kopplung Quanteninformationen von nur



XI

einem Photon in diesem System zwischenzuspeichern. Dies wird im letzten Teil des
dritten Kapitels noch weitergehend untersucht. Dabei wird gezeigt, dass die Phasen-
information von schwachen Mikrowellenpulsen mit einer Effizienz von η = 2 · 10−6

bei 7 K gespeichert und wieder ausgelesen werden kann. Ermöglicht wird das durch
die inhomogene spektrale Verbreiterung der Spinresonanz in den Radikalen. Diese Un-
tersuchungen zeigen eindrücklich das Potential von MQBs als Quantenspeicher. Die er-
reichte Effizienz ist dabei etwa zwei Größenordnungen kleiner als der aktuelle Stand der
Technik, wobei dazu deutlich niedrigere Temperaturen im mK Bereich nötig waren. Ei-
ne theoretische Modellierung des Systems deutet darauf hin, dass durch eine Anpassung
des Spinsystems eine deutliche Verbesserung der Effizienz um mehrere Größenordnun-
gen zu erwarten ist. Damit wäre es möglich, mit sehr einfachen Mitteln einen Quan-
tenspeicher für einzelne Photonen zu realisieren welches es nun im nächsten Schritt zu
verifizieren gilt.
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Summary

The results presented in this thesis lay the foundation for control and readout of molec-
ular quantum bits (MQBs) via optical and electrical methods and to use them as a quan-
tum memory for microwave photons. This is important for a future practical implemen-
tation of MQBs.

The first chapter of this thesis aims to find an optical active MQB and read out its state
with visible/near-infrared light. Extensive spectroscopic studies on the chromium(III)
complex [Cr(ddpd)2][BF4]3 reveal that the highly luminescent complex is an excel-
lent MQB with a long coherence time. In fact, the measured coherence time of Tm =

8.4(1) µs is the longest one reported for a chromium(III) complex up to now. In the
quest for enhancing this property even further, a deuterated variant of this MQB is stud-
ied as well. The studies demonstrate that the removal of protons in the environment of
the MQB is much more beneficial to its coherence time compared to the cumbersome
deuteration of the MQB itself. This is an important finding for future designs of MQBs.
The connection between the optical and magnetic properties of the MQB is unraveled
by the means of magnetic circular dichroism (MCD) spectroscopy in combination with
a theoretical model developed for this complex. Although [Cr(ddpd)2][BF4]3 is a very
nice MQB with interesting optical properties, a successful attempt of reading out the
spin state can not be presented. Neither utilizing its luminescent nor its MCD properties
results in a clear measurement of the spin state. Further studies on the optically exited
MQB lead to the conclusion that the spin relaxation rates involved in the optical process
prevent the optical readout. This leaves an excellent MQB and several staring points
which properties are important for an optical readout of a MQB.

The aim of the second chapter is the further development of an existing pulsed elec-
tron magnetic resonance (EPR) spectrometer operating at 35 GHz to measure thin films
of MQBs. The spectrometer will be used in the future to characterize and control elec-
trical coupled MQBs. Therefore, a Fabry-Pérot type resonator is developed which is
especially designed for large flat samples, such as thin films on a substrate. It is thor-
oughly characterized by means of a vector network analyzer, including measuring the
Q-factor and the coupling from the waveguide to the resonator. It turns out that for the
mode with the best characteristics for EPR, the resonator is overcoupled with a total
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QL = 1100 leading to short dead time of about 200 ns. Beside the electrical character-
ization, the magnetic field components of several modes inside the resonator are inves-
tigated by an approach combining Rabi nutation measurements and field simulations.
Using this resonator, pulsed EPR experiments are successfully carried out on an ap-
proximately 60 nm thin film of 20% copper (II) phthalocyanine in pure phthalocyanine.
The measurements reveal that the qubit properties of the system do not degrade in the
film compared to the corresponding bulk material. Furthermore, it is demonstrated how
the preferred alignment of the molecules with respect to the substrate surface can be
determined by pulsed EPR. Last but not least, a series of PMMA thin films containing
the radical α,γ-Bisdiphenylene-β-phenylallyl (BDPA) are characterized by pulsed EPR
utilizing the novel resonator. It is possible to measure a film with a thickness of only
10 nm. Furthermore, the relaxation times of the system do not change significantly in a
thickness range of 10 nm to 100 nm compared to the bulk material. This demonstrates
the high robustness of MQBs. By the means of the developed resonator, the spectrom-
eter is now capable measuring thin films of MQBs without the need to post process the
films like cutting or grinding. This is a very good result as in the few existing publi-
cations covering thin films, the film and/or substrate is cut in order to fit into an EPR
tube.

In the last chapter, strong coupling of a spin ensemble and microwaves photons is
realized utilizing the Fabry-Pérot resonator. The aim of this part is to use MQBs as
a quantum memory for the information of single microwave photons. It is possible
to achieve strong coupling due to homogeneous field distribution inside the resonator
which can accommodate a large sample volume. The temperature dependence of α,γ-
Bisdiphenylene-β-phenylallyl (BDPA) and 2,2-Diphenyl-1-picrylhydrazyl (DPPH) is
investigated and it turns out that it is possible to maintain the strong coupling con-
dition up to room temperature. Furthermore, the coupling strength is related to the
magnetization of the sample in thermal equilibrium, which is affected by the exchange
coupling occurring in the two systems. A clear connection between the resonator mode
and the coupling strength is revealed. The investigations are very interesting as they
demonstrate the possibility to store the quantum information of a single photon in such
systems opening up a possible application in photon based quantum computing. This
feature is explored in the last part of this chapter, where the storage of photonic exci-
tations is further investigated. It is possible to store and retrieve the phase information
from small excitation with an efficiency of η = 2 ·10−6 at 7 K. The presented efficiency
is only two orders of magnitude smaller compared to the current state of the art where
mK temperatures are needed in order to store any information at all. A theoretical de-
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scription of the model leads to the conclusion that small modifications of the spin system
would yield a efficiency several magnitudes larger compared to the presented one. Thus,
the system seems to be capable to work as a very simple quantum memory for single
photons which should be verified in a next step.
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1. Introduction

Over the last three decades, informational technology has revolutionized our way of life.
With the birth of the internet, global communication has been become much easier than
before. Artificial intelligence have started to take over formerly human tasks. From
molecular reactions [1] to the whole universe [2], we are now able to perform numerical
simulations on every scale at a very high precision. All of that became possible by
the invention of the computer which can perform simple mathematical operations at an
unimaginable speed.

For example, consumer electronics like the gaming console Playstation 4 [3] can
perform 4.2 · 1012 floating point operations per second (FLOPS), i.e. the addition or
multiplication of two 10-digit numbers. In contrast, the world record for mentally di-
viding ten 10-digit numbers by 5-digit numbers is 169 seconds [4] comparable with a
rate of 6 ·10−2 FLOPS. Thus, even if every human being on this world would be as fast
as the world record holder, this would result in 4.6 ·108 FLOPS which means a simple
Playstation 4 would still outperform us by a factor of 10000.

However, there are many mathematical problems a computer cannot solve in a rea-
sonable time as they are too complex for the architecture of a classical computer. A
prominent example is the prime decomposition of large numbers. Classical computers
rely on bits, which are logical states with two possible values. To perform calculations,
a computer performs logical operations on a set of bits. This leads to a very limited
amount of basic operations a computer can perform.

To overcome this issue, quantum computers have been proposed. They rely on
qu(antum)bits which are quantum systems featuring two states. In contrast to classi-
cal bits, a superposition of the two states can be prepared. Furthermore, quantum bits
can be entangled which means while the state of the entangled bits is well defined, the
single bits are not well defined anymore. This architecture leads to algorithms, which
can solve problems like prime number decomposition [5], searches in large databases
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[6] or solving linear equations [7] much faster than the classical computer. The reason
for the speed up is that due to the available basic operations, the complexity of the cor-
responding algorithm shrinks. From the classical computer point of view, the quantum
computer is able to perform several classical basic operations in parallel.

Theoretically, any quantum mechanical two level system can be used as a qubit be-
cause the underlying quantum mechanics is always the same. However, practical limi-
tations may lead to a preference for a certain system. For example, qubits interact with
their environment which leads to decoherence. This means, the state of the qubit may
get lost during a calculation. Furthermore, a suitable physical interaction between qubits
is necessary to entangle them. Obviously, manipulation and readout of qubit state must
be possible. Last but not least, one or two qubits are not enough to perform any reason-
able calculation. Thus, the physical system containing the qubits has to be scalable. The
aforementioned considerations are summarized from the DiVincenco criteria [8] which
a qubit system has to fulfill in order to be usable for quantum computing.

Many proposals for qubit systems exist, including superconducting circuits [9, 10],
photons [11, 12], ultracold atoms [13, 14] and spins [15, 16]. This thesis focuses on
the latter, more explicit on molecules with an residual electron spin which are called
molecular qubits (MQBs) [17–19]. One of the many reasons speaking for MQBs are
that they have very long coherence times, can be tuned by the means of chemical design,
are easy to manipulate using microwave radiation and can be positioned relatively with
atomic precision [20, 21].

However, there are some shortcomings as well. The most prominent technique for
the manipulation of MQBs is pulsed electron paramagnetic resonance. Within this tech-
nique, ensembles of MQBs are manipulated by microwave pulses. In the end, it is only
possible to detect the whole ensemble rather then the individual MQBs. Unfortunately,
the latter is important for the scalability of the system. Furthermore, investigations on
MQBs published in literature are mostly exclusively performed on bulk material like
powder or solutions due to technical reasons. In any real world application, the MQBs
have to be processed as, for example, thin film on a chip in order to interface the qubits
for example electrically. Last but not least, high power microwave pulses are usually
needed for manipulation and readout. This makes it on the first sight impossible to em-
bed MQBs in a framework where single photons are used for the transfer of quantum
information.
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This thesis tackles the three mentioned problems in three individual chapters. The
first chapter covers investigations on a photoactive chromium(III) complex. Within this
chapter, the qubit properties of this compound are elaborated and the possibility of a spin
state readout via optical methods is explored. In the second chapter, the development
of a novel Fabry-Pérot resonator for pulsed EPR is presented. Using this resonator,
investigations on thin films of MQBs are carried out and be discussed. The last chapter
demonstrate that it is possible to strongly couple a spin ensemble to the electromagnetic
field inside the novel resonator enabling qubit manipulation with single photons.

Preceding to this main part of the thesis, the next section covers the theoretical basics
underlying this thesis.
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2. Theoretical Background

Without the deep knowledge about how light interacts with matter, scientist would be
blind to many aspects of nature. Exploiting this interaction in spectroscopy, chemists
can study their compounds on a molecular level [22], physicists discover the composi-
tion of atoms [23] and biologists can have a look inside the living human body nonin-
vasive in real time [24].

Thus, it is not a surprise that light-matter interaction is the core of this thesis in order
to study qubits down to a quantum level. The chapter starts with the introduction of
molecular qubits which are the matter investigated in this thesis. Recent developments
and the first steps towards single spin readout are presented.

It follows a theoretical description of the interaction of the spin of MQBs with light.
Here, the spins are treated on a quantum mechanical level while the light is described as
a classical wave. This description forms the basis of electron paramagnetic resonance
(EPR) which is the main method of investigation in this thesis.

The interaction of spins with light depends on the magnetic field of the electromag-
netic radiation, thus it is relatively weak. To overcome this issue in EPR, a resonator
(sometimes called cavity) is used. Because the design of a resonator for thin film sam-
ples is part of this thesis, some basics of resonators will be covered as well.

Last but not least, the description of spin-light interaction will be extended to a full
quantum mechanical level, where we will see the emergence of polaritons which are
pseudo particles being a mixture between light and matter. The latter is important in
this thesis, as spin based polaritons are essentially qubits which can be manipulated on
a single photon level.
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2.1. Molecular quantum bits

2.1.1. Recent developments

As any other quantum system with defined states, the electron spin can be potentially
used as a qubit as long the DiVincenzo criteria can be met [8]. Manipulation of spin
based qubits by the means of pulsed EPR will be described in the next section. The
important coherence time, e. g. the life time of a superposition state, corresponds to the
phase memory time of the spin which will be introduced in the next Section as well.

The term molecular quantum bit (MQB) emerged from the molecular nanomagnet
(MNM) community after researchers realized, that the electron spin in a MNM does
not only has a potential as high density data storage but can be utilized as qubit as well
[18, 25–27]. However, it turned out quickly that the coherence time in MNMs is limited
due to the polynuclear nature leading to short spin-lattice relaxation times especially
at higher temperatures which ultimately limits the coherence time [28]. In fact, the
prominent MNM Cr7Ni features a measurable coherence time only up to 10 K. It was
already realized, that the exchange of protons with deuterons increases the coherence
time as a bath of nuclear spins seemed to be the major contributor to decoherence in
such systems as long the spin lattice relaxation can be neglect [18, 28, 29].

In order to make MQBs attractive, the research was focused on increasing the coher-
ence time in order to met DiVincennzo’s criterion for a reasonable long coherence time,
e. g. much longer compared to the time needed for a qubit operation (about 10 ns for
electron spin based qubits). The development led to a new generation of MQBs [17, 30]
like the mononuclear copper(II) complex [Cu(mnt)2]2-. Due to the mononuclear nature,
the spin lattice relaxation time was improved by several orders of magnitude which in-
creased the upper limit of the quantum coherence time. Furthermore, deuteration of the
counter ion [PPh4]+ led to a remarkable coherence time of 68 µs at 7 K which is over
one order of magnitude larger compared to MNMs. In fact, even at room temperature
the complex features a coherence time of 0.5 µs. Following this design principles, the
coherence time in a MQB was increased even further in the virtually nuclear spin free
complex [V(C8S8)3]2- [31] to 675 µs.

Thus, it was impressively demonstrated that simple chemical design can massively
improve the qubit properties of a MQB, one of the inherent advantage of MQBs com-
pared to other electron spin based qubits.
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2.1.2. Comparison of MQBs with solid state qubits

Beside MQBs, there are other hot qubit candidates based on the electron spin. As
they are usually based on defects in semiconductor materials, they are called solid state
qubits. Prominent examples are phosphorus donors in silicon (P@Si) and nitrogen va-
cancy centers in diamond (NVC). Both feature enormous long coherence times which
can reach several milliseconds by using 29Si [32] respectively 13C enriched [33] host
material. Figure 2.1 shows the coherence times of the mentioned solid state qubits
compared to the MQBs introduced in the section before. However, a closer look on
figure 2.1 reveals that the coherence time of P@Si quickly degrades over temperature
compared to MQBs making them only usable at cryogenic temperatures. NVCs on the
other hand, can reach millisecond coherence times up to room temperature. However,
compared to MQBs NVCs only exist in the host material and can not be isolated. A
molecule can exist on its own, especially a charge neutral complex. This leads to an
inherent advantage over solid state qubits when it comes to scale up the system. MQBs
are thus independent from a host material and can be arranged with atomic precision in
two- and three-dimensional arrays [20, 21].

For both introduced solid state qubits robust single spin readout protocols are estab-
lished. In the case of NVCs, there exists a very elegant optical method using a simple
confocal microscope to read out single centers [34]. The spin state of a single phospho-
rus donor in silicon can be read electrically by utilizing a spin to charge conversion [35,
36]. On the other hand, single spin readout for MQBs is not studied in such detail.

2.1.3. Single spin readout of MQBs

Only few single spin readout experiments on molecules are published in literature. Usu-
ally, the spin is detected indirectly either using light (optical readout) or spin state de-
pendent conductance (electrical readout).

Optical readout

Single spin readout of a single pentacene molecule in a p-terphenyl crystal with optical
light was already demonstrated 1993 [37]. In a nutshell, a single diamagnetic pentacene
molecule was exited with a green laser and its emission was monitored. Occasionally,
the system enters a non degenerated triplet state where the molecule is essentially dark.
The triplet life time depends on the spin state. Thus, the spin state can be indirectly
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Figure 2.1.: Coherence times of the MQBs [Cu(mnt)2]2- (blue circles and line [17]), Cr7Ni
(black circles and line [28]), [V(C8S8)3]2- (red circles and line [31]) and the
solid state qubits phosphourous in silicon (P@Si, dark green squares and line
[32]) and nitrogen vacancy centers in diamond (NVC, dark red squares and line
[33]) with respect to temperature.
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measured by monitoring the emission intensity. Although the results are impressive,
the pentacene molecule has no spin in its ground state, only in its excited triplet state.
With regards to use such a system as a qubit, this would complicate the initialization
procedure of the qubit.

To overcome this issue, nickle, vanadium, cobalt and chromium based MQBs were
proposed as optically addressable candidates [38]. And in fact, in a very recent pub-
lication [39] the optical readout of the spin state in the electrical ground state of an
ensemble of chromium (IV) MQBs was demonstrated. In a nutshell, a spin forbidden
transition from the ground state with S = 1 to the electronically excite state with S = 0
is excited using light in the NIR region. Afterwards, photoluminescence from the tran-
sition back to the ground state is measured. As the transition from the ms = 0 state
yields a higher photoluminescence intensity, the spin state can be indirectly measured.
Although the demonstrated method is not sensitive enough for a single spin readout yet,
it demonstrates how flexible MQBs are.

Electrical readout

In an outstanding experiment [40] it was demonstrated, that it is possible to read out the
spin state of a single terbium(III)bis(pthalocyaninato) (TbPC2) molecule by measuring
its conductance. Briefly, the molecule was deposited on a gold nanowire which was
broken by applying a voltage ramp. A single TbPc2 molecule enters the junction due to
electromigration. The Pc ligand act as a quantum dot which is exchanged coupled with
the nearby terbium ion. Changing the spin state of the terbium alters the differential
conductance through the quantum dot making it possible to indirectly measure the spin
state.

However, the described device is by far not easy to manufacture. Basically, many
devices have to be prepared and measured to find a broke wire with a single molecule
in the junction. Furthermore, the device only survives at mK temperatures. In order to
provide an universal electrical access to MQBs, conducting polymers have been pro-
posed to work as an interface between current and MQBs [41]. The idea is to exploit
the interaction between spin polarized currents with the spin of the MQB. Within this
concept, the polymer containing the MQBs is then processed as a thin film on an read-
out device. One aim of this thesis is to provide a method to characterize such films with
pulsed EPR which will be discussed in chapter 4.
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2.2. Electron paramagnetic resonance

The following section about EPR bases on the Principles of Pulse Electron Paramag-

netic Resonance [42], a comprehensive book covering many facets of EPR.

2.2.1. Quantum mechanical description of the electron spin

The electron spin is an intrinsic property of the electron. It can be described by a quan-
tum mechanical angular momentum represented by the spin operator~sT =

(
ŝx ŝy ŝz

)
and characterized by the two quantum numbers s = 1/2 and ms =±1/2. This momen-
tum is connected to an inherent spin magnetic moment of the electron ~µs,e =−geµB~s/h̄

with the Bohr magneton µB, the reduced Plank constant h̄ and the ge ≈ 2 factor arising
from relativistic effects.

In molecules, a resulting spin exists in radicals or transition metal ions where the
outer electrons are not fully paired. As there might be more than one unpaired electron
in a molecule, the residual spin corresponds to the vector sum of single electron spins
and will be described by an operator~S = ∑

N
i ~si/h̄ (division by h̄ is introduced to keep the

following equations more simple). Furthermore, the ge factor is replaced by a symmetric
tensor g as spin orbit interactions in molecules leads to an anisotropic behavior of the
resulting magnetic moment with respect to the molecular frame. Through the rest of
this thesis, the term spin magnetic moment will always correspond to the molecular
spin magnetic moment ~µS =−gµB~S.

The magnetic moment may interact with magnetic fields that can be described by
a spin Hamiltonian HS,tot. In the following, interactions with an applied static field,
external fields originating from nuclear spins, internal fields from the unpaired electrons
in the molecule and external fields from nearby molecular spins lead to a total spin
Hamiltonian

HS,tot = HZeeman +HHF +HZFS +HEE (2.1)

Zeeman interaction HZeeman

The interaction of the spin magnetic moment with an applied external magnetic field ~B0

is called Zeeman interaction and can be described as a simple scalar product between
the field and moment.
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HZeeman =−~BT
0~µS = µB~BT

0 g~S (2.2)

The convention is that ~B0 is applied along the z-direction ~BT
0 =

(
0 0 Bz

)
in the exter-

nal/laboratory frame. As mentioned before, g is a symmetric tensor which can always
be diagonalized. If the z-axis of the eigenframe of g coincides with the laboratory frame
eq. 2.2 can be rewritten to

HZeeman = µB

(
0 0 Bz

)gxx 0 0
0 gyy 0
0 0 gzz


Ŝx

Ŝy

Ŝz


= µBB0gzzŜz (2.3)

A similar result may be obtained if g is isotropic by replacing gzz in eq. 2.3 with the
isotropic factor g. In the case above, the eigenstates of HZeeman correspond to the
eigenstates of Ŝz which are characterized by the quantum number MS. For a simple S =

1/2 systems this leads to the eigenstates |±1/2〉 which are often depicted as |+1/2〉 ≡
|↑〉 and |−1/2〉 ≡ |↓〉.

In nearly every experiment presented here, the Zeeman interaction is the strongest in-
teraction. In that case, it is usual to describe the eigenstates of the total spin Hamiltonian
as a linear combination of the Ŝz eigenstates.

Hyperfine interaction HHF

In molecules it is nearly inevitable that nuclear spins (represented by the spin operator~I)
are present in the vicinity of the electron spin. The magnetic moments of these nuclear
spins produce a field which interacts with the electron spin. Usually, these interactions
are described by the Hamiltonian

HHF = ∑
i

~ST Ai~Ii (2.4)

where A is a symmetric tensor for every case in this thesis which can be written as
A=αiso1+Aaniso. The isotropic part characterized by the scalar αiso originates from the
finite electron probability density of the spin bearing electron at the nucleus of interest.
For transition metal ions αiso/h lies in the order of 100 MHz. The anisotropic part Aaniso
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can be described by a simple dipolar interaction in most cases. It is usually a very weak
interaction in the order of kHz to a few MHz. However, as there are often hundreds of
nuclear spins in the vicinity of an electron spin, this interaction has a great effect on spin
dynamics as we will see later on.

Zero field splitting HZFS

As already mentioned, the residual spin in molecules may originate from more than one
unpaired electron for example in transition metal complexes. The spins of the single
electrons can interact with each other by dipolar interactions or interact with the orbital
momenta by the means of spin-orbit coupling (SOC). A prominent example would be
Cr3+ in a metal complex. Here, the presence of three unpaired electrons leads to S= 3/2.
Usually, the corresponding MS states would be degenerate in the absence of an external
field. However, the aforementioned interactions lead to the zero field splitting (ZFS)
term

HZFS =~SD~S (2.5)

where D is a traceless symmetric tensor. Usually (in case of a diagonalized D), eq. 2.5
is written as

HZFS = DxxŜ2
x +DyyŜ2

y +DzzŜ2
z

= D
[

Ŝ2
z −

1
3

S(S+1)
]
+E(Ŝ2

x + Ŝ2
y) (2.6)

with D = 3Dzz/2 and E = (Dxx−Dyy/2). In the above mentioned example with S =

3/2, a negative D and E = 0 lead to a twofold degenerate ground state with the eigen-
states |±3/2〉 and a twofold exited state |±1/2〉. In the case of a low symmetry Cr3+

complex E 6= 0 is expected. This term leads to a mixing between the two doublets and
thus the eigenstates have to be described as linear combinations of the MS states.
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Electron-electron interaction HEE

In the preceding section, the interaction between electron spins was described by the
ZFS Hamiltonian. There, the vector sum of the single electron spins was performed
and the resulting MS levels of the combined spin are split due to the interactions. This
description is used, if the electrons resides on the same center like a transition metal
in a complex. However, there are molecules featuring several spin centers which can
interact. Furthermore, due to close packing of organic radicals in their corresponding
crystal structure, electron spins of different molecules interact as well. This interaction
between spin centers is described by the electron-electron interaction term

HEE = ∑
j>i

~ST
i J~S j (2.7)

The interaction tensor J depends on the type of interaction. For example, dipolar in-
teraction leads to an anisotropic symmetric J tensor. Exchange interaction on the other
hand can lead to an isotropic J tensor but also to an anisotropic asymmetric tensor. In
this thesis, only isotropic exchange between two neighboring spin centers plays a role
which leads to the Hamiltonian

HEE =~ST
1

Jiso 0 0
0 Jiso 0
0 0 Jiso

~S2 (2.8)

= Jiso(Ŝx,1Ŝx,2 + Ŝy,1Ŝy,2 + Ŝz,1Ŝz,2) (2.9)

In literature, different conventions for Jiso exist. The most important ones are Jiso = J,
Jiso =−J and Jiso =−2J.

2.2.2. Electron paramagnetic resonance spectroscopy

Now that the spin system of a molecule is properly defined by a spin Hamiltonian HS,tot,
the question arises how to obtain numbers for all the different tensors and why are they
so interesting. To give a short answer to the latter, some examples are presented. The g
anisotropy of a copper molecule will be used in this thesis to understand its interaction
with a surface. A can give insights on how a ligand coordinates with a transition metal.
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D reveals more information about spin-orbit coupling in a complex which can help to
understand the photo-physics of a molecule. Last but not least, J yields information
on the distance between molecules and is responsible for the existence of permanent
magnets.

In order to determine the spin Hamiltonian, EPR spectroscopy is a valuable tool.
Within this method, the spin system interacts with the magnetic field of electromagnetic
radiation. The radiation induces transitions between the eigenstates of the spin system.
During this process, photons are absorbed which can be measured. In the following, a
few, simple examples about how the spin Hamiltonian influences the EPR spectrum are
given.

Example with Zeeman interaction only

A simple example would be a system only featuring isotropic Zeeman interaction with
an external static magnetic field:

HZeeman = µBB0gŜz (2.10)

The eigenvalues of this system are

E(MS) = MSµBB0g (2.11)

The selection rules for the absorption of one photon is ∆MS = ±1 (conservation of an-
gular momentum). Furthermore, the energy of the photon E = hν is required to be equal
to the energy difference ∆E of the involved eigenstates. Combining both requirements,
the resonance condition

hν = ∆E (2.12)

= ∆MsµBB0g = µBB0g (2.13)

can be formulated. In EPR spectroscopy, the frequency ν of radiation is usually kept
fixed and the static magnetic field is swept. If the resonance condition is met, radiation
will be absorbed which can be measured by a detector. From the resonance field it is
possible to calculate g.
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Example with Zeeman and hyperfine interaction

Hyperfine interaction usually leads to a splitting of the resonance line, as it leads to
additional states with shifted energies depending on the orientation of the nuclear spin.
Adding an isotropic hyperfine interaction of a single nuclear spin to the example before
leads to the Hamiltonian

HZeeman +HHF = µBB0gŜz +αiso(ŜxÎx + ŜyÎy + ŜzÎz) (2.14)

where αiso(ŜxÎx + ŜyÎy) can be omitted in the high field limit (µBB0g � αiso). The
corresponding eigenvalues are

E(MS,MI) = MSµBB0g+MsMIαiso (2.15)

The selection rules for allowed transitions are ∆MS = 1 and ∆MI = 0 as conservation of
angular momentum allows only one spin flip per absorption of a photon. In the case of
a nuclear spin with I = 1/2, following transitions are allowed

∆E(MI =−1/2) = µBB0g− (1/2)αiso (2.16)

∆E(MI =+1/2) = µBB0g+(1/2)αiso (2.17)

Compared to case without hyperfine interaction, the resonance line is split symmetri-
cally by αiso into two resonance lines.

Example with Zeeman and ZFS interaction

Last but not least, the effect of ZFS on the EPR spectrum will be discussed. Considering
a system featuring ZFS with arbitrary D while E = 0 and including Zeeman interaction,
following Hamiltonian can be formulated (the constant shift of the ZFS Hamiltonian is
omitted)

HZeeman +HZFS = DS2
z +µBB0gŜz (2.18)

The eigenvalues for this systems are

E(MS) = M2
SD+MSµBB0g (2.19)
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In the case of S = 3/2 with MS =±3/2,±1/2 this would lead to the eigenvalues

E(−3/2) = 9/4D−3/2µBB0g (2.20)

E(−1/2) = 1/4D−1/2µBB0g (2.21)

E(+1/2) = 1/4D+1/2µBB0g (2.22)

E(+3/2) = 9/4D+3/2µBB0g (2.23)

Keeping the selection rule ∆MS = 1 in mind, this leads to three different resonance
conditions

∆E(−1/2→−3/2) = 2D−µBB0g (2.24)

∆E(+1/2→+3/2) = 2D+µBB0g (2.25)

∆E(−1/2→+1/2) = µBB0g (2.26)

(2.27)

in the case of D > 0 and 2D > µBB0g. Thus, a resonance may be observed even in
absence of a applied magnetic field if the frequency of radiation ν fulfills the condition
hν = 2D.

Considering the high field limit (µBB0g� 2D), the conditions changes slightly to

∆E(−3/2→−1/2) = µBB0g−2D (2.28)

∆E(+1/2→+3/2) = µBB0g+2D (2.29)

∆E(−1/2→+1/2) = µBB0g (2.30)

(2.31)

Thus, three resonance lines in an EPR spectrum are expected again but the energetic
order of the eigenstates changed. It has to be noted that the transition inside the |±1/2〉
doublet is not affected by D. Typically, in a sample with many molecules D has a
significant variance as very small geometrical changes lead to a measurable change in
D. This is leading to a broadening of the resonance lines for the transitions between
the two doublets. In the end, the resulting spectrum will feature one sharp transition
covered by two flanks.
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Simulation of complicated spin systems

Up to now, the spectra of the examples above are easy to interpret and the involved
parameters could be extracted without any problem. Unfortunately, tensors are usually
not isotropic. Furthermore, a molecule may feature anisotropic Zeeman interaction, hy-
perfine interaction with many nuclei and ZFS at the same time. The tensors involved
are usually not collinear (especially A with respect to g and D). In addition, the tensors
of molecules with non negligible spin orbit coupling are very sensitive to small geo-
metrical perturbations which are inevitable if the sample is prepared for example in a
frozen solution. This leads to a broadening of the resonance lines and complicates the
interpretation of spectra even further. Luckily, the software Easyspin [43] was devel-
oped which allows the simulation and interpretation of EPR spectra including all the
aforementioned particularities. Thus, any spin Hamiltonian parameters obtained in this
thesis were extracted by fitting the spectra with this powerful tool.

Continuous wave EPR spectroscopy

The typical way to perform EPR experiments is called continuous wave (CW) EPR spec-
troscopy. Within this method, the sample is continuously irradiated with microwaves
(typically 9.4 GHz or 35 GHz) and the magnetic field is swept. If the resonance con-
dition is met, microwave energy will be absorbed which can be measured. As the in-
teraction of the magnetic field of the microwaves with the sample is very weak, several
methods are employed to increase the signal strength. First, the sample is placed inside
a microwave resonator which enhances the microwave magnetic field and thus the in-
teraction with the sample. Second, the static magnetic field is modulated. Third, the
impedance of the microwave resonator is matched to an external microwave source. If
the resonance condition is reached, the impedance of the resonator changes and thus
microwaves will be reflected to the detector. The detector signal is demodulated at the
field modulation frequency to further enhance the signal. As a result, the first derivative
of the spectrum is obtained.

CW-EPR is a great tool in order to understand the spin Hamiltonian of a system.
However, it does not tell us much about the spin dynamics of a system. Therefore,
pulsed EPR is the method of choice which will be covered in the next section.
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2.2.3. Pulsed electron paramagnetic resonance spectroscopy

Pulsed EPR is the most used technique in this thesis as it is one of the very few meth-
ods to actually manipulate and read out molecular qubits. Usually, it is introduced by
summing up the magnetic moments of the single spins occurring in the sample to form
a total magnetization which is manipulated by the electromagnetic field. In order to un-
derstand the qubit nature of spins a little bit better, pulsed EPR will be introduced here
in a more quantum mechanical way.

Time dependent interaction between spins and microwave radiation

In a typical pulsed EPR system, an static magnetic field is applied to the spin system
which is then irradiated with short and strong microwave pulse where the magnetic
field component of the radiation is perpendicular to the applied static field. This can be
summarized in the field vector ~B(t) =

(
B1 sin(ωt) B1 cos(ωt) B0

)
where B1 is the

magnetic field strength and ω the frequency of the microwave radiation.
Considering only Zeeman interaction, the Hamiltonian

H = µBB0gŜz +µBB1g(cos(ωt)Ŝx + sin(ωt)Ŝy) (2.32)

can be formulated. For a simple S = 1/2 system, following experiment would be feasi-
ble. First, no microwave is applied to the spin system thus B1 = 0. Due to the static ap-
plied field, in thermal equilibrium the spin would reside in one of its eigenstates |±1/2〉
with a higher probability for |−1/2〉 as it has the lower energy. Now, the electromag-
netic field is switched on. A spin in the formerly |−1/2〉 state now starts to evolve
under the Hamiltonian given in eq. 2.32 according to the Schrödinger equation. The
time development of the state can be calculated analytically [44] however the deriva-
tion is quite lengthy. Briefly, the time dependence of the Hamiltonian is eliminated by
transforming the coordinate system into a frame rotating with ω . Afterwards, the time
dependent Schrödinger equation is solved. If the resonance condition ω = µBB0g/h̄ is
met, the time evolution in the rotating frame can be described with the time dependent
state |φ(t)〉

|φ(t)〉= cos(
1
2

ω1t) |−1
2
〉+ isin(

1
2

ω1t) |+1
2
〉 (2.33)
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with ω1 = µBB1g/h̄ as long as the microwave is switched on. The microwave radia-
tion may be turn off after the time t90 =

π

2ω1
, in pulsed EPR terminology this is called

a π/2 pulse. The resulting state would be then |φ(t90)〉 = 1√
2

[
|−1

2〉+ i |+1
2〉
]
. The re-

sult is important as we now have prepared the system in a coherent superposition of two
eigenstates which is the fundamental feature of a qubit. Furthermore, |φ(t90)〉 is a eigen-
state of the Ŝy operator. Thus, a magnetization perpendicular to the applied field would
be now measurable. It has to be noted that |φ(t90)〉 is still described in a frame rotating
with ω . In the static laboratory frame, the state rotates around the z-axis meaning that
magnetization is rotating in the xy-plane as well.

Spin-echo

In a real pulsed EPR experiment, many spins are excited simultaneously. Thus, a sum
of magnetic moments will be measured. However, each individual spin may have a
slightly different resonance frequency due to inhomogenieties in the static magnetic
field or distribution in the g factor. However, they can be still excited together if a short
microwave pulse with a large bandwidth is employed. In any case, after excitation, the
spins start to dephase as they rotate with different frequencies in the static frame. This
means that the xy-magnetization quickly decays (the phenomena is called free induction
decay FID) and eventually can not be measured anymore. To overcome this issue, a
spin echo experiment can be employed. Within this experiment, a π/2-pulse rotates the
all magnetization vectors for example around the x-axis onto the y- axis. For a time
τ the system may dephase in the xy-plane. A π pulse is employed which rotates all
magnetization vectors by 180° around the x-axis. As the spins will maintain their sense
of rotation, after the total time 2τ all magnetization vectors will align on the y-axis
again. The whole pulse sequence can be summarized using the following notation

π/2− τ−π− echo (2.34)

Up to now, losses have been neglected regarding the spin dynamics. This would mean
that after a π/2 pulse the spins will remain in their coherent superposition or we could
bring a spin from |−1/2〉 to the energetically higher |+1/2〉 state where it would stay
forever. Although this would be perfect for quantum computing, this is not the case
for any real world system as the spins will always couple to the environment finally
bringing the spin back to its thermal equilibrium.
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Spin-lattice relaxation T1

Spin-lattice relaxation ultimately limits the timescale on which a pulsed EPR experiment
may be conducted. In a nutshell, it describes the relaxation of the spin system back to
its thermal equilibrium. It is called spin-lattice relaxation as the energy stored inside the
spin system is released to the lattice in the form of lattice vibrations (phonons). Spin-
lattice relaxation can be observed, e.g., with the inversion recovery experiment. Here,
the magnetization of the spins is inverted by the means of a π pulse. After a time T ,
a spin echo sequence is performed. As the magnetization is inverted, the phase of the
spin echo is inverted as well compared to a spin echo starting from thermal equilibrium.
Thus, the intensity of the echo is observed for different time T until it reaches the in-
tensity Aeq of the spin system in thermal equilibrium. To recapitulate, the shorthand
notation for the inversion recovery is

π−T −π/2− τ−π− τ− echo (2.35)

Usually, the intensity of the echo with respect to T can be fitted with an exponential
decay

Aeq(1−2exp(−T/T1)) (2.36)

The constant T1 is called spin lattice relaxation time or longitudinal relaxation time. It
is very temperature dependent as the number of excited phonons depends on tempera-
ture. The exact temperature dependency of T1 depends on the interaction mechanism
between spins and phonons. In the literature, three main mechanism are frequently
discussed. First one is the direct process, here the spin system deexcites by emitting
a phonon with the energy µBB0g. For the direct process, a temperature scaling law
1/T1 ∝ T can be formulated. In most cases, this process is only relevant at tempera-
tures below 4.2 K. At higher temperatures, phonon scattering processes like the Raman

(scattering involves a virtual energy level) or Orbach (scattering involves a real energy
level) processes are more efficient. The scaling laws are 1/T1 ∝ T−9 or 1/T1 ∝ T−7 in
case of a Raman process depending on whether the spin system has a half-integer or in-
teger spin. In case of the Orbach process, the scaling law is 1/T1 ∝ (exp(−∆/kBT )−1)
where ∆ is the energy difference between the ground and excited state. It has to be
noted that these scaling laws are derived for ionic single crystal systems. For example,
molecular vibrations are not included in the aforementioned processes. However, very
recent publications [45, 46] show that they play a significant role in molecular systems.
As a result, in many older publications the temperature dependency of T1 in molecular
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systems is fitted with an arbitrary polynomial which cannot be related directly to real
physical processes. Thus, any discussion about the temperature dependency in this the-
sis will focus more on the aspect whether the system could be a usable qubit at higher
temperatures.

Phase memory time Tm

T1 tells us how long we could save a classical bit of information in the spin system.
However, one main difference of a bit compared to a qubit is that the latter can be pre-
pared in a coherent superposition of two states, just like the electron spin shown before.
In pulsed EPR experiments, coherence always leads to a measurable magnetization in
the xy-plane. Thus, the decay of the in-plane magnetization called T2 may be used as
a measure for the qubit’s coherence time. However, we already seen that different res-
onance frequencies of the individual spins lead to a decay as the spins dephases. It is
still possible to bring them back into phase with the spin echo experiment. This means
that the individual spins are still in a coherent superposition. Thus, the time Tm (phase
memory time) will be used as a measure of the qubit coherence time. It is measured
by performing the spin echo experiment described in 2.34 at different τs. The echo
intensity with respect to τ can usually be fitted with an exponential decay

A0 exp(−2τ/Tm) (2.37)

from which Tm can be extracted. The main contributor to Tm in molecular systems is
spin diffusion [17, 19]. In a nutshell, coherence is irreversibly transferred to neighbor-
ing electron spins (spin-spin diffusion) or nuclear spins (nuclear spin diffusion). Both
processes depend on the dipolar coupling of the spin of interest with the spins in the
vicinity. Thus, it is possible to suppress spin-spin diffusion by simply diluting the in-
vestigated system in some diamagnetic matrix like a solvent. Nuclear spin diffusion on
the other hand is much harder to avoid. A prominent example is to remove protons from
the environment by deuterating the matrix [17]. Deuterium still has a nuclear spin, but
its magnetic moment and thus its dipolar interaction is three times weaker.

Nuclear spin diffusion is an irreversible transfer of coherence to a bath of nuclear
spins in the environment. However, in pulsed EPR it is possible to observe a reversible

transfer of coherence to hyperfine coupled nuclei inside the molecule.
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Electron spin echo envelope modulation

The echo intensity in a simple spin echo decay experiment usually decreases exponen-
tially with respect to the time delay τ . However, in some cases, this decay is superim-
posed by several oscillations. They occur, if the electron spin is coupled to one or more
nuclei via anisotropic hyperfine interactions A. Considering a spin system with S = 1/2
and I = 1/2, the observable frequencies are

ωα =

√
(ωI +A/2)2 +

B2

4
(2.38)

ωβ =

√
(ωI−A/2)2 +

B2

4
(2.39)

ω+ = ωα +ωβ (2.40)

ω− = ωα −ωβ (2.41)

with A = Azz, B =
√

A2
zx +A2

zy and ωI = µBB0gN/h̄ being the Larmor frequency of

the nuclear spin. The modulation depth k =
(

ωIB
ωα ωβ

)2
depends on the anisotropy of the

hyperfine interaction and the direction of the static magnetic field as B = 0 if the field is
applied along one of the principal axes of the A tensor. In order to understand the effect
a little bit, a short qualitative explanation for the phenomenon is given.

We assume a static magnetic field along the z-direction resulting in a Zeeman interac-
tion being much stronger than any other interaction. Then, the system can be described
very well in the product basis of Ŝz and Îz operators leading to the states |MS,MI〉. Al-
lowed transitions require ∆MS = 1, thus a π/2 pulse can create coherence between the
|−1/2,−1/2〉 and |+1/2,−1/2〉 or |−1/2,+1/2〉 and |+1/2,+1/2〉 states. However,
an anisotropic A enables a microwave pulse to flip the nuclear spin as well. The reason
for this is that due to the anisotropy the nuclear spin experiences an effective field from
electron spin with an direction slightly tilted from the original z-axis. As the spin is
manipulated by the microwave pulse, this transverse field component leads to a nuclear
spin flip.

As a result, a π/2 pulse will not only generate coherence on the two allowed tran-
sitions but on the two forbidden ones (∆MS = 1,∆MI = 1) as long as the bandwidth of
the pulse is large enough. As the transitions have different resonance frequencies, the
rotation of the four coherences in the xy-plane differs as well. Thus, a beating of the four
transitions would be observable in the FID. One may think that a π pulse would lead
to an refocusing of the FID. However, coherence created by the π/2 on one transition
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will be distributed again to all four transitions during the π pulse. This means that only
a part of the originally created coherence will be refocused again. The distributed part
of it may refocus depending on the rotation frequency of the other transitions and time
delay τ .

In the end, this leads to a oscillation in the spin echo decay where the frequencies of
oscillation are given in 2.38-2.41. Of course, things are getting more complicated for
spin systems with more then one nuclear spin. Furthermore, the nuclear spin may be
affected by quadrupolar splitting as well. More advanced correlation pulse sequences
are available to simplify things somewhat, but in the end a lot of experience is needed
in order to fully understand nuclear modulations in EPR experiments.

2.3. Microwave resonators

All pulsed EPR experiments require pulses with a specific rotation angle β = ω1t with
ω1 = µBB1g/h̄. Often it is desirable to keep t very short because of two reasons. First,
any relaxation during the pulses is unwanted. Second, a short t leads to a larger band-
width of the excitation pulse and thus a stronger signal. Typical pulse lengths are on
the order of tens of ns. In order to achieve a rotation angle of π/2 in 20 ns, a field
of approximately 0.4 mT is needed. The pulsed EPR spectrometer used in this thesis
operates at 35 GHz. The average magnetic field of 35 GHz microwave radiation in the
employed WR28 waveguide is around 0.01 mT√

W
. Thus, a microwave power of 1.6 kW

is needed in order achieve the desired angle of rotation. Therefore, the spectrometer
would need many high power components which are very expensive. To overcome this
issue, a resonator can be used which confines the microwave radiation in space. As the
development of a new microwave resonator is part of this thesis, the next section will
cover some basics of 3D microwave resonators.

2.3.1. Resonator basics

A 3D microwave resonator can be generally described as a cavity enclosed by metal
walls filled with a dielectric material. The geometry of the cavity has to fulfill certain
conditions such as that a standing wave of microwave radiation of a specific frequency
may build up inside.
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To keep it simple, a theoretical resonator which can be explained with simple plane
waves is discussed from which the basic rules may be transferred to practical 3D res-
onators. It is described by two infinite large conducting walls which are spaced by a
distance d. The walls are parallel to the xy-plane. Maxwell’s equations lead to several
boundary conditions for the electromagnetic field in such a system. First, the functions
describing ~E(~r, t) and ~B(~r, t) have to fulfill the wave equation. Second, at the plane
surfaces, the components of the electric field vector ~E(~r, t) tangential to the walls have
to vanish. The same is true for the magnetic field component of the magnetic field
vector ~B(~r, t) normal to the wall. The solution of the wave equation considering these
boundary conditions is

~E(t,z) = E0 sin
(

2πz
λ

)
sin(ωt)~x (2.42)

~B(t,z) = B0 cos
(

2πz
λ

)
cos(ωt)~y (2.43)

with the angular frequency ω = 2π f . The a spacing d = (n+1)λ

2 between the two walls
is an integer multiple n of half the wavelength λ . This solutions describe a standing
plane wave with a plane normal in z direction which oscillates at the frequency f = c

λ
.

The speed of light c = c0√
µrεr

depends on the relative permittivity εr and permeability
µr of the material between the walls. Combining both, the resonance frequency of the
theoretical resonator can be calculated with

fres = (n+1)
c

2d
√

µrεr
(2.44)

n is called the mode number, for a fixed resonance frequency a higher mode number
translate into a larger distance d. With the formalism presented here, n directly corre-
sponds to the number of knots observed in the standing wave with n = 0 being the fun-
damental mode. However, sometimes in literature the fundamental mode is described
with n = 1 leading to n+1→ n in eq. 2.44. Figure 2.2 shows the amplitudes of the field
components with respect to the z direction for n = 1.

Two important aspects about cavities can be emphasized by discussing the energy
stored inside the cavity. The energy density u(t,z) is given by Poynting’s theorem

u(t,z) =
1
2

εrε0~E2(t,z)+
1

µrµ0
~B2(t,z) (2.45)
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Figure 2.2.: Amplitudes of the electric (red curve) and magnetic (blue curve) field compo-
nents inside a theoretical resonator (see text for the boundary conditions) with
respect to the z-axis.

As we have a standing wave inside the cavity, the spatial and the time dependent parts
of the fields are decoupled; thus we can write

Ẽ(t,~r) = E(~r)sin(ωt) (2.46)

B̃(t,~r) = B(~r)cos(ωt) (2.47)

Integrating eq. 2.45 over the cavity volume yields the stored field energy Ecav

Ecav(t) = Eel.(t)+Emag.(t) (2.48)

Eel.(t) =
1
2

εrε0E
2
0 Vmode sin2(ωt) (2.49)

Emag.(t) =
1

2µrµ0
B2

0Vmode cos2(ωt) (2.50)

where the mode volume Vm describes the effective volume in which the energy of the
electromagnetic field is distributed. It is defined as

Vm =

∫V |E(~r)|2d~r
max |E(~r)|2

=

∫V |B(~r)|2d~r
max |B(~r)|2

(2.51)
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The first important aspect about cavities can be directly seen in the equations 2.48-2.50.
Here, we can see that the field energy oscillates between the electric Eel. and magnetic
Emag. field energy. Thus, the field behaves like a harmonic oscillator.

A second aspect is the mode volume. For our example, it can be calculated according
to

Vm =
∫ b

0

∫ a

0

∫ d

0
sin2

(
2πz
λ

)
dzdydx (2.52)

= A
λ (n+1)

4
(2.53)

with the integrated area A = ab of the plane wave and keeping in mind that d = (n+

1)λ/2. First, from eq. 2.50 we see that a smaller mode volume results in higher field
amplitudes E0 ∝

1√
Vm

and B0 ∝
1√
Vm

. As we are interested in high fields for spin ma-
nipulation in ERP, a small mode volume is generally desired. This can be achieved by
increasing the frequency and using the fundamental mode of a resonator.

This theoretical resonator is an example which might be relatively easy to understand
as the mode pattern is simply a standing plane wave. However, any realistic type of
resonator can not include infinitely large metal plates. Thus two additional boundaries
appear which introduce two more mode numbers and thus fix the undetermined area A

in eq. 2.53. However, the general aspects and definitions introduced here are still valid
for such 3D resonators.

2.3.2. Losses

Up to now, losses inside a resonator were neglected. This means that we can store
as much energy as we like inside a resonator to achieve large fields. However, in any
realistic resonator losses occur due to three basic loss mechanism. First, if a dielectric
material is employed, dielectric losses Qdiel. occur. Second, the metal walls where the
radiation is reflected usually have a finite surface resistance. Thus, currents induced by
the field experience a resistance causing losses Qres.. Last but not least, energy needs to
be coupled into a resonator. This, however, means that radiation losses Qcoupl. due to the
coupling are induced. The losses can be quantitatively described by the Q(uality)-factor

Q = 2π
W
V

(2.54)
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Where W is the amount of stored energy inside the resonator at the beginning of one
period of oscillation and V = 2π

ω
the amount of energy which is dissipated during this

period with the power of dissipation P. For each loss mechanism, a separate Q-factor
can be formulated and the total loaded QL-factor then reads

Q−1
L = Q−1

diel.+Q−1
res.+Q−1

coupl. (2.55)

Usually, the QL is divided into an unloaded part Q0 =
1

Q−1
diel.+Q−1

res.
considering losses in-

side the resonator and an external part Qext. = Qcoupl. considering the coupling. The rea-
son for this is that maximum energy transfer from a source to the resonator is achieved
if Q0 = Qext.. The coupling coefficient κ = Qext.

Q0
indicates whether the losses are dom-

inated by internal losses or by the coupling itself. The resonator is said to be under
coupled for κ < 1, critically coupled for κ = 1 and over-coupled for κ > 1.

The QL is important for pulsed EPR because of mainly two reasons. First, it defines
the bandwidth ∆ fBW = fres

QL
of the resonator. Thus, for very short pulses the excita-

tion bandwidth may be limited by the resonator. Second and most important, after the
microwave pulse the energy stored inside the resonator will start to decay with a time
constant τ = 2QL

2π fres
. Thus, directly after the pulse the decaying field might overload the

detector of the spectrometer. Usually, the detector is then protected for a time 5τ which
is called dead time. During the dead time, no measurements can be performed which
makes it impossible to measure for example spin systems with a relaxation time Tm� τ .

2.4. Cavity quantum electrodynamics

In the previous sections, the interaction between microwaves (light) and spins (matter)
was described as an interaction between the quantum mechanical spin and the classical
electromagnetic radiation. This description perfectly describes many experiments in-
volving spectroscopy. However, under certain conditions, the classical treatment of the
light is no longer appropriated. This is usually the case, when the light-matter interac-
tion strength exceeds any losses involved and/or the electromagnetic field is very weak
such that the particle nature (photons) has to be considered. The field of research dealing
with the interaction of matter with quantized electromagnetic radiation is called Cavitiy
Quantum Electrodynamics (CQED) as it is usually necessary to confine the electro-
magnetic fields in a cavity in order to observe the quantum mechanical behavior of the
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light-matter interaction. One of the most important aspects is that CQED allows the re-
versible transfer of quantum information between a single photon and matter. This leads
to potential applications as for example quantum memories [47], quantum repeaters [48,
49] and quantum computers [50, 51].

In the following, the quantized electromagnetic field will be introduced. The fully
quantum mechanical treatment of the interaction between the electromagnetic field and
matter follows. The section concludes with the theoretical treatment of the experiments
performed in this thesis. It bases on a few textbooks [52, 53], PhD theses [54–56] and
research papers [57–60].

2.4.1. Electromagnetic field in a cavity

As we have seen in section 2.3.1, the electromagnetic field inside a cavity behaves like
a harmonic oscillator. Thus, it can be quantized in analogy to the standard textbook
example of a harmonic oscillator leading to the Hamiltonian

Hcav. = h̄ω(a†a+
1
2
) (2.56)

with the bosonic creation a† and annihilation a operators. Comparing eq. 2.56 with the
classical energy E = 1

2
∫

ε0E2 + 1
µ0B2 of a cavity, the field operators Ê for the electric

and B̂ for the magnetic field can be deduced

Ê =

√
h̄ω

2ε0Vmode
(a+a†) (2.57)

B̂ =−i

√
h̄ωµ0

2Vmode
(a−a†) (2.58)

2.4.2. Spins coupled to photons inside a Cavity

Jaynes-Cummings model for a single spin

The classical interaction between an electromagnetic field and a spin in a static magnetic
field is a typical textbook [44] example of the phenomenon we call excitation. In this
example, the eigenstates of the spin |↑〉 and |↓〉 are split in energy by h̄ωs due to Zeeman
interaction with the external field. Applying an electromagnetic driving field with the
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frequency ωdrive = ωs leads to transitions from the |↑〉 to the |↓〉 state and vice versa.

The probability for a transition can be calculated to p|↓〉→|↑〉= p|↑〉→|↓〉=
∣∣∣sin(Ω1

2 )
∣∣∣2 thus

the spin oscillates between the up and down state during the drive. These oscillations
are called Rabi oscillations where the Rabi frequency Ω1 ∝ B1 scales linearly with the
magnetic field strength of the electromagnetic radiation. However, this example neglects
that electromagnetic energy is absorbed and emitted during the process, which is a valid
approximation as long as the amplitude of the field is large and thus contains many
photons. If the field is, however, very weak it has to be treated quantum mechanically.
The latter case can be described by the Jaynes-Cummings model [61] for a single spin
coupled to a single mode of an electromagnetic field in a cavity. The corresponding
Hamiltonian H consists of three parts, the quantized field inside the cavity Hcavity =

h̄ωca†a derived in section 2.4.1, the spin part Hspin and the interaction between the spin
and photons Hint.

H = Hcavity +Hspin +Hint. (2.59)

For simple spin systems, only the Zeeman interaction needs to be considered leading
to Hspin = gµBB0,zŜz = h̄ωsŜz. The interaction between the spin and photons can be
derived from the semi-classical point-dipole interaction −~µSBx~e1 using the quantized
magnetic field component B→ B̂ derived in section 2.4.1 that is linear polarized in
x-direction denoted by the first unit vector ~e1.

Hint =−~µSBx~e1

= gµBŜxi

√
h̄ωµ0

2Vmode
(a−a†)

=−ih̄gs(a−a†)(Ŝ++ Ŝ−) (2.60)

The interaction strength is described by a single spin coupling constant gs =
√

h̄ωµ0
2Vmode

gµB
2h̄

which mainly depends on the frequency of radiation and the mode volume inside the
cavity. In 3D-cavities, where the mode volume depends on the wavelength, gs lies in
the order of 100 mHz for 35 GHz radiation. The full Jaynes-Cummings Hamiltonian
reads:

H = h̄ωca†a+ h̄ωsŜz− ih̄gs(a−a†)(Ŝ++ Ŝ−) (2.61)
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The interaction term contains the products a†Ŝ+ and aŜ− which describe processes
where a photon is created/destroyed while the spin simultaneously gets excited/deex-
cited. These terms can be neglected as long as gs � ωc,ωs which is called Rotating-
Wave-Approximation (RWA)[52]. For the investigations in this thesis this is a very good
approximation. The Jaynes-Cummings Hamiltonian in the RWA reads

HRWA = h̄ωca†a+ h̄ωsŜz− ih̄gs(aŜ+−a†Ŝ−) (2.62)

In order to illustrate the consequences of this Hamiltonian, its eigenstates and energies
may be evaluated for a simple S = 1/2 system in a single mode cavity. The states can be
described in the basis of the Fock state |n〉 describing the numbers of photons as well as
of the eigenstates of the Ŝz operator |12〉= |↑〉 and |−1

2〉= |↓〉 describing the spin. Both
eigenvalues and eigenstates can be derived analytically [62]

HRWA |0,↓〉=−h̄
ωs

2
|0,↓〉 (2.63)

HRWA |ψ±n 〉= h̄
[

ωc(n+1/2)±
Ωn,∆

2

]
|ψ±n 〉 (2.64)

|ψ±n 〉=

(
cosθn

−sinθn

)
|n+1,↓〉±

(
cosθn

sinθn

)
|n,↑〉 (2.65)

Ω
2
n,∆ = 4|gs|2(n+1)+∆

2
∆ = ωs−ωc tanθn =

2gs
√

n+1
Ωn,∆−∆

(2.66)

with n = 0,1,2, ...,∞.
In the rather unspectacular ground state |0,↓〉 (Equation 2.63), the spin is in its ground

state and the field is in the vacuum state. The excited states, however, are more interest-
ing. In the case of zero detuning ω(s = ωc and n = 0 the first two excited states can be
described with the wavefunction |ψ±0 〉=

1√
2)
(|1,↓〉± |0,↑〉) = |±〉. Compared with the

single, uncoupled systems (cavity and spin), where an excitation can be localized in the
number of photons or the orientation of the spin, the coupled system shares one excita-
tion equally between the cavity and the spin. The resulting quasiparticle is commonly
called polariton with the polariton modes |ψ±n 〉. Furthermore, if the coupled system is
prepared for example in the state |0,↑〉= 1√

2
(|+〉+ |−〉) where only the spin is excited

(no eigenstate of the coupled system), the system starts to oscillate between the states
|0,↑〉 and |1,↓〉 according to the Schrödinger equation.

1√
2

(
e−iΩ0,0t/2 |+〉+ eiΩ0,0t/2 |−〉

)
= cos(Ω0,0t/2) |1 ↓〉− isin(Ω0,0t/2) |0 ↑〉
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Because the system exchanges energy with the electromagnetic field even in the absence
of any applied radiation, these oscillations are called vacuum Rabi oscillations.

The magnitude of gs plays an important role for the exchange of quantum information
on a single photon level. The reason for this is dissipation which occurs in any real
world system. Only as long as gs is larger than the dissipation rate κ , which accounts
for photon dissipation inside the cavity, and the rate γ accounting for spin relaxation, it
is possible for a single photon to fully interact with the spin during its lifetime (strong
coupling limit) [63]. For non-superconducting 3D-Cavities operating at 35 GHz κ lies
in the order of several MHz [64]. Spin relaxation times of radicals lie in the order of
µs [65] leading to a γ in the MHz range as well. These rates are 107 times larger than
the typical single spin coupling constant gs for this kind of systems which seems to put
the strong coupling limit out of range. However, it is possible to collectively enhance
the coupling by using a spin ensemble instead of a single spin as we will see in the next
section.

Tavis-Cummings model for an ensemble of spins

Instead of having a single spin coupled to the cavity mode, an ensemble with N spins
can be coupled to a single mode. Assuming no interactions between the spins, the
corresponding Hamiltonian reads

HRWA = h̄ωca†a+
N

∑
i

h̄ωs,iŜz,i− ih̄
N

∑
j

gs, j(aŜ+, j−a†Ŝ−, j) (2.67)

If all spins posses the same transition ωs,i = ωs and interaction frequencies gs, j = gs,
Equation 2.67 can be rewritten using ∑

N
i Ŝz,i = Ŝz,tot and ∑

N
i Ŝ±,i = Ŝ±,tot

HRWA = h̄ωca†a+ h̄ωsŜz,tot− ih̄gs(aŜ+,tot−a†Ŝ−,tot) (2.68)

which resembles eq. 2.62. Thus, in the case of N identical spins the Hamiltonian is the
same as for the single spin case. However, the evaluation of the Hamiltonian has to be
performed under the consideration of a spin system with S = N/2. In order to discuss
such a system, the non-linear Holstein-Primakoff transformation [66] can be very useful.

Here, the spin operators Ŝ−,tot =
√

N
√

1− b†b
N b†, Ŝ−,tot =

√
N
√

1− b†b
N b and Ŝz,tot =

N− b†b are bosonized with the bosonic annihilation and creation operators b and b†.
The bosons resulting from the transformation are called magnons which are collective
spin excitations. The corresponding vacuum state corresponds to the state where the
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spin system is fully polarized. In the context of cavity QED, due to the light-matter
interaction, photons excite magnons and vice versa. If the number of photons/magnons
represented by the number operators a†a and b†b are small compared to the total number
of spins N the bosonized spin ladder operators reduce to Ŝ−,tot ≈

√
Nb† respectively

Ŝ+,tot ≈
√

Nb. This leads to the Hamiltonian

HRWA,H−P = h̄ωca†a− h̄ωsb†b− ih̄Ωeff(ab†−a†b) (2.69)

of two interacting harmonic oscillators. This result is important as it shows that photons
excite collective spin states (magnons) and not single spins in a cavity. Compared to the
single spin case, the interaction strength Ωeff =

√
Ngs is enhanced by the factor

√
N due

to the collective nature of interaction. Thus, it is possible to overcome the loss rates κ

and γ in order to realize a coherent exchange of a photon between the cavity and spins.
The Holstein-Primakoff transformation helps to understand the collective behavior

of an ensemble of spins coupled to a single mode inside a cavity. However, in real-
ity, spins usually do not have the same transition frequency due to several interactions
with the environment. Therefore, models are needed which include an inhomogeneous
distribution of spin transition frequencies in order to describe most of the experiments
performed in this thesis. The following two sections cover models to describe the re-
sponse of an ensemble of spins coupled to a cavity to external stimuli in the frequency
and time domains.

2.4.3. Probing CQED systems

Probing the light-matter interaction of spins with photons in a cavity can be achieved
by initializing the cavity in a defined state and measuring the resulting fields inside the
cavity. Initialization can be done by coupling the system to a coherent photon source
while the detection of the cavity field requires a coupling of the system to a detector. For
a spin ensemble coupled to a 3D cavity in the microwave regime, waveguides can be
used to transport microwaves from a source to the cavity. The coupling can be achieved
by using a small coupling hole between the waveguide and the cavity which allows
microwave energy to enter the cavity with a rate 2κe. Of course, microwave energy
inside the cavity couples out with the same rate. Thus, an indirect detection of the fields
inside the cavity is possible by observing the radiation coupled out. The coupling of a
coherent source to the system can be modeled with the driving Hamiltonian Hdrive =

ih̄
√

2κe(βin(t)a†−β ∗in(t)a) where βin(t) describes an arbitrary coherent field generated
by the source and |βin(t)|2 corresponds to the number of incoming photons per second.
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It can be shown [53] that the output field βout(t) is related with the input field βin(t) and
cavity field 〈a〉(t) by

βin(t)+βout(t) =
√

2κe 〈a〉(t) (2.70)

in case of a one sided cavity (only one coupling hole) if κe is constant over the frequency
range of interest. In order to calculate the output field, which is the quantity being
measured by a detector, the expectation value 〈a〉(t) is required. As losses occurring
in the system should be considered as well, the Lindblad equation in the Heisenberg
picture

d
dt
〈O〉= ˙〈O〉= i

h̄
〈[H ,O]〉+ 1

2h̄ ∑
k

(
V †

k [O,Vk]+ [V †
k ,O]Vk

)
(2.71)

can be used to calculate this quantity. In the following, the Tavis-Cummings Hamilto-
nian

HRWA = h̄ωca†a+
N

∑
i

h̄ωs,iŜz,i + ih̄
N

∑
j

gs, j(aŜ+, j−a†Ŝ−, j)

+ ih̄
√

2κe(βin(t)a†−β
∗
in(t)a) (2.72)

including the driving term will be used to model the systems response in the frequency
and time domains in the following sections. Furthermore, the jump operator V1 =√

2h̄κa with κ = κe+κi will be used to model photon dissipation due to intrinsic κi and
external κe losses originating from the finite Q-factor of the cavity respectively from the
out coupling of radiation. Dephasing of the spins due to magnetic field fluctuations in
z-direction are modeled with the jump operators Vi =

√
2h̄γ Ŝz,i. As spin dephasing is

usually the most important spin loss mechanism for the measurements presented in this
thesis, other loss mechanisms like spin-lattice relaxation are neglected.

Frequency domain

A vector network analyzer is the perfect tool to probe the cavity spin system in the
frequency domain. In the case of a one sided cavity, it measures the scattering parameter
S11(ω) which corresponds to the ratio βout(ω)

βin(ω) between the output and input fields in
frequency domain. In order to calculate S11(ω), the Lindblad equations for ˙〈a〉 and
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〈
Ṡ−,i
〉

are needed in order to get rid of the time dependency.

˙〈a〉=−iωc 〈a〉(t)+∑
i

gs,i 〈S−,i(t)〉−κ 〈a〉(t)+
√

2κeβin(t)〈a〉(t) (2.73)〈
Ṡ−,i
〉
=−iωc 〈S−,i〉(t)+2gs,i 〈a〉(t)〈Sz,i〉− γ 〈S−,i〉(t) (2.74)

Here, the correlations between the photons and the spins are neglected by the approxi-
mation 〈aSz,i〉(t) = 〈a〉(t)〈Sz,i〉(t) which is valid as long the numbers of photons inside
the cavity Nphot is much smaller than the number of spins N [58]. Utilizing the same
argument, 〈Sz,i〉 is assumed to be constant as only very few spins are excited due to the
low number of photons. The frequency response can be obtained by using the Fourier
representation f (t) = ∑ω f (ω)e−iωt of the equations 2.73 and 2.74.

−iω 〈a〉(ω) =−iωc 〈a〉(ω)+∑
i

gs,i 〈S−,i〉(ω)−κ 〈a〉(ω)+
√

2κeβin(ω) (2.75)

−iω 〈S−,i〉(ω) =−iωc 〈S−,i〉(ω)−2gs,i 〈a〉〈Sz,i〉(ω)− γi 〈S−,i〉 (2.76)

Solving equation 2.76 for 〈S−,i〉(ω), plugging in the result in equation 2.75 and using
the relation between input and output field (Equation 2.70) the scattering parameter
S11(ω) can be obtained.

βout(ω)

βin(ω)
= S11(ω) = 1− 2κe

i(ωc−ω)+κ +∑ j
−2g2

s, j〈Ŝz, j〉
i(ωs, j−ω)+γ j

(2.77)

In the case of Nid spins with identical transition frequencies ωs, j = ωs, couplings gs, j =

gs and dissipation rates γ j = γ the sum occurring in equation 2.77 can be rewritten as

Nid

∑
j=1

−2g2
s, j
〈
Ŝz, j
〉

i(ωs, j−ω)+ γ j
=
−2Nidg2

s
〈
Ŝz
〉

i(ωs−ω)+ γ

=
Ω2

eff
i(ωs−ω)+ γ

(2.78)

with an effective collectively enhanced coupling

Ωeff =
√
−2Nid.

〈
Ŝz
〉
gs (2.79)
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Usually, experiments in the strong coupling limit are carried out at low temperatures,
where

〈
Ŝz
〉
=−0.5 and thus Ωeff =

√
Nid.gs. In the experiments presented in this thesis,

this is not the case. Therefore,
〈
Ŝz
〉

has to be calculated for the temperatures at which
the measurements are performed.

Typically, spins in an ensemble do not have the same resonance frequency due to
inhomogeneities in the static magnetic field and strains in the material. This inhomo-
geneous distribution in frequency can be either described by a continuous ρ(ωs) or by
a discretized ρ(ωs, j) spectral density function. In order to avoid including every single
spin, the ensemble can be discretized in N sub ensembles (spin packets) which are said
to have the same resonance frequency. The number of spins in each sub ensemble Nid,j

can be calculated from ρ(ωs, j).

Nid,j =
Nρ(ωs, j)

∑
N

ρ(ωs, j)
(2.80)

In order to avoid errors due to the discretization, the frequency spacing ωs, j+1−ωs, j < γ

should be smaller than the half-width γ of the packet caused by relaxation to guarantee
spectral overlap of the packets. S11 in case of inhomogeneous broadening can be then
calculated with

S11 = 1− 2κe

i(ωc−ω)+κ +∑
N −2Nid,jg2

s〈Ŝz, j〉
i(ωs, j−ω)+γ

(2.81)

Time domain

To model the a spin-cavity system in time domain, a similar approach as presented in
the section before can be employed. However, instead of performing a Fourier trans-
formation, one can for example obtain a closed set of differential equations and solve
them numerically. This was done by Julsgaard et al. [60] for an ensemble of inhomo-
geneously broadened spins. The method they developed will be described briefly in this
section.

First, the Javis-Cummings Hamiltonian including the driving term is transformed into
a frame rotating with ωs,c which is the frequency of the spins in the center of their
distribution.
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HRWA = h̄∆csa†a+
N

∑
i

h̄∆s,iŜz,i− ih̄
N

∑
j

gs, j(aŜ+, j−a†Ŝ−, j)

+ ih̄
√

2κe(β
′
in(t)a

†−β
′∗
in (t)a) (2.82)

Here, ∆cs = ωc−ωs,c is the difference between the cavity resonance and the central
spin frequency. Furthermore, ∆s,i = ωs,i−ωs,c is the difference between the resonance
frequency of each individual spin with the central spin frequency. Again, the ensemble
is divided into N homogeneous sub ensembles containing Nm identical spins. To form
a closed set of differential equations, the following operators are needed

X̂ =
a+a†
√

2
(2.83)

P̂ =
−i(a−a†)√

2
(2.84)

Ŝx,m =
Nm

∑
j

Ŝ+, j + Ŝ−, j
2

(2.85)

Ŝy,m =− i
Nm

∑
i

Ŝ+, j− Ŝ−, j
2

(2.86)

Ŝz,m =
Nm

∑
i

Ŝz, j (2.87)

Instead of the pure creation and annihilation operators, the authors use the field quadra-
tures X̂ and P̂ which is a matter of taste. The operators are then linearized about their
mean values with X̂ = X +δ X̂ , P̂ = P+δ P̂ and Ŝk,m = Sk,m +δ Ŝk,m for k = x,y,z. This
leads to the Lindblad equations

dX
dt

=−κX +∆csP−∑
m

√
2gmSy,m +2

√
κβ

′
R (2.88)

dP
dt

=−κP−∆csX−∑
m

√
2gmSx,m +2

√
κβ

′
I (2.89)

dSx,m

dt
=−γ⊥Sx,m−∆s,mSy,m−

√
2gm

(
Sz,mP+

〈
δ Ŝz,mδ P̂

〉)
(2.90)

dSy,m

dt
=−γ⊥Sy,m +∆s,mSx,m−

√
2gm

(
Sz,mX +

〈
δ Ŝz,mδ X̂

〉)
(2.91)

dSz,m

dt
=
√

2gm
(
Sx,mP+

〈
δ Ŝx,mδ P̂

〉
+Sy,mX +

〈
δ Ŝy,mδ X̂

〉)
− γ‖(Sz,m +Nm) (2.92)
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where β
′
R is the real part of the driving field and β

′
I corresponds to the imaginary part.

γ⊥ describes the in plane dissipation governed by Tm where γ‖ describes transversal
dissipation governed by T1. The driving field is noted as β

′
(t) as it corresponds to the

down converted field β
′
(t) = β (t)e−iωs,ct . These equations contain correlations between

the cavity field and the spins (like
〈
δ Ŝz,mδ P̂

〉
) which means that they do not form a

closed set. The authors included them in their calculations up to second order and came
to the conclusion that they can be neglected for their purpose. As the conditions under
which they used these equations are similar to what is presented in this thesis (mostly
that the numbers of photons is smaller than the number of spins), the correlations are
neglected and thus the equations form a closed set. The differential equations may be
solved numerically ensuring that the spin packets have enough spectral overlap. The
initial conditions for thermal equilibrium then reads

X = 0 (2.93)

P = 0 (2.94)

Sx,m = 0 (2.95)

Sy,m = 0 (2.96)

Sz,m = Nid,m
〈
Ŝz,m

〉
(2.97)

Where Nid,m can be calculated with equation 2.80 and
〈
Ŝz,m

〉
has to be calculated for

the temperature of interest. Simulations based on this equations were performed with
Matlab. The scripts for solving the differential equations are shown in the appendix
A.3.
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3. [Cr(ddpd)2][BF4]3 a photoactive
molecular quantum bit

This chapter is based on the research paper

Chromium(III)-based potential molecular quantum bits with long coherence times,
S. Lenz, H. Bamberger, P. P. Hallmen, Y. Thiebes, S. Otto, K. Heinze and J. van
Slageren, Phys. Chem. Chem. Phys., 2019, 21, 6976-6983

and uses parts of it. The publication was a joint collaboration with the Heinze Group
from the Johannes Gutenberg University Mainz who provided the compound [Cr(ddpd)2]
[BF4]3 and its deuterated analogue. [Cr([D9]-ddpd)2][BF4]3.
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3.1. Introduction

Many advantages of MQBs have been impressively demonstrated. Tailoring by chemi-
cal synthesis has improved the coherence time of MQBs in a rational way [17, 19, 30,
31] from hundreds of nanoseconds to nearly one millisecond. It has been shown [67, 68]
that it is possible to build up two qubit gates by molecular design and thus make univer-
sal quantum computing possible. However, the readout of MQBs is nearly exclusively
performed on ensembles of MQBs in the bulk material by the means of pulsed EPR [17,
19, 30, 31, 69–72]. For a practical quantum computer, it would be necessary to readout
single MQBs in order to scale up the system. Using standard pulsed EPR techniques
this is, unfortunately, not possible yet, as the energy of single microwave photons is very
low. On the other hand, for spin defects in diamond [34] it has been demonstrated that a
single spin readout is possible by exploiting the optical properties of the system. Here,
the readout is transferred to the optical region, where single photons have a five orders
of magnitude larger energy compared to microwave photons. This, however, requires
optical transitions coupled to spin transitions via spin-orbit coupling [73] in a favorable
way.

Out of the many introduced MQB systems, mononuclear chromium(III) complexes
are particularly interesting in this regard. Besides reasonable coherence times [74, 75],
chromium(III) complexes often possess luminescent properties which are being pro-
posed to be useful for optical addressing of the qubit [38]. However, only chromium de-
fect centers in alumina (ruby) [76] are proven to be useful optically addressable qubits
up to now. In order to get access to the benefits of a molecular system, a chromium
complex featuring similar optical properties as ruby would be desirable.

Fortunately, a very promising chromium (III) complex [Cr(ddpd)2][BF4]3, where
ddpd stands for N,N’-dimethyl-N,N’-dipyridine-2-ylpyridine-2,6-diamine , was synthe-
sized recently and its optical properties studied extensively [77]. It features luminescent
properties similar to ruby and is very stable under ambient conditions. Thus, the com-
plex seems to be the optimal candidate for a MQB which can be addressed optically.
In order to explore its potential, the compound was studied by the means of magnetic
measurements, CW and pulsed EPR, MCD and luminescent spectroscopy and finally
by a combination of optical and EPR spectroscopy.
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3.2. SQUID magnetometry

Figure 3.1.: Measured magnetization M of Cr-H (blue dots) at 1.8 K and a simulation
performed with Easyspin (red line) based on the spin hamiltonian parameters
S = 3/2 g = 1.98 D = 0.5 cm-1.

Initial magnetic characterization of Cr-H was achieved by the means of SQUID mag-
netometry. First, the magnetization of a pressed pellet of 8.5 mg Cr-H from 0 T to 7 T
at 1.8 K was measured. As can be seen in Figure 3.1, the magnetization behaves linear
with respect to an applied field of up to 1 T and saturates at around 2.97 NAµB in high
fields as expected for a Cr3+ complex. Next, the molar magnetic susceptibility χ was
measured from 1.8 K to 300 K at 100 mT. Figure 3.2 shows the product χT which fea-
tures a constant value of 1.86 cm3 K mol-1 above 10 K, whereas at lower temperature it
starts to decrease. The high temperature behavior of χT can be perfectly described by
Curie’s law. Assuming a Spin S = 3/2 and a typical Cr3+ g-value of 1.98 [78], a Curie
constant C = 1.86 cm3 K mol-1 can be calculated, which fits very well to the observed
value. The deviation from Curie’s law at lower temperature could be explained by a
small zero field splitting. Indeed, a simulation performed with Easyspin, which calcu-
lates χT based on the spin Hamiltonian in eq. 3.1 by solving the Van Vleck equation,
fits perfectly to the measurement.

H = gµBŜzBz +D(Ŝ2
z −S(S+1)/3) (3.1)
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Figure 3.2.: Measured product of the molar susceptibility and temperature χT of Cr-H
(blue dots) and a simulation performed with Easyspin (red line) based on the
spin hamiltonian parameters S = 3/2 g = 1.98 D = 0.5 cm-1.

Here, a zero field splitting parameter D = 0.5± 0.3 cm-1 was used, which is a typical
value for Cr3+ [78–80]. Using the same parameters, the behavior of the magnetization in
Figure 3.1 can be reproduced perfectly as well including the saturation magnetization of
2.97 NAµB. It should be noted, however that SQUID magnetometry is not very sensitive
with respect to D resulting in large relative error of about 50 %.

In summary, the SQUID measurements show that the magnetism of Cr-H can be
described very well with the spin-only magnetism of a S = 3/2 system as expected, no
phase transitions are visible over the whole temperature and field range of interest and
the compound exhibits a small zero field splitting. These results are important for the
following EPR investigations, as they will simplify the interpretation of the spectra and
temperature dependencies.

In the next section, high field EPR measurements will be employed in order to obtain
more precise zero field splitting parameters. This will be important for further pulsed
EPR measurements as D is on the same order as the energy of the radiation used in the
pulsed spectrometer.
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3.3. High-field EPR spectroscopy

High-Field EPR (HFEPR) spectroscopy is an excellent method to study paramagnetic
molecules with a spin larger than S = 1/2 and possessing a zero field splitting. The
reason for this is that the interpretation of spectra greatly simplifies, when the energy
of the radiation exceeds the zero field splitting (high-field limit). The same 8.4 mg
pellet of Cr-H used for the SQUID measurements was investigated in a home built
HFEPR spectrometer from 0 T to 14 T at frequencies from 95 GHz to 370 GHz at
10 K (Figure 3.3). Furthermore, temperature dependent measurements were carried
out at 370 GHz from 10 K to 80 K (Figure 3.4). The field domain measurements at
different frequencies can be seen in Figure 3.3. The spectra show a sharp central line
accompanied by two broad flanks. The central line is distorted due to admixture of
dispersion to the absorption signal, a common problem in HFEPR [81]. Figure 3.4
shows the spectrum of Cr-H at 370 GHz and different temperatures in the region of
interest. By increasing the temperature, both flanks decrease equally while the distortion
of the central line vanishes at higher temperatures.

Figure 3.3.: HFEPR spectra (blue line) of a pressed pellet of 8.4 mg Cr-H recorded at
frequencies from 95 GHz to 370 GHz at 10 K. Simulations of the spectra
(red dotted line) were performed with Easyspin using the spin Hamiltonian
parameters S = 3/2, g⊥ = 1.99, g‖ = 1.98, D = 0.18 cm-1 and E = 0.06 cm-1
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Figure 3.4.: HFEPR spectra (colored lines) of a pressed pellet of 8.4 mg Cr-H recorded at
temperatures between 11 K and 80 K at 370 GHz.

Figure 3.5.: Simulated temperature dependence of a S = 3/2 with different zero field split-
ting parameters in the high field limit.
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The field domain spectra in Figure 3.3 can be simulated reasonably well using Easy-

spin which calculates the spectrum on the basis of the spin Hamiltonian given in eq.
3.2 using the parameters S = 3/2, g⊥ = 1.99, g‖ = 1.98, D = 0.18± 0.02 cm-1 and
E = −0.06± 0.005 cm-1. The flanks are broadened by a statistical distribution of the
D and E parameter. Therefore, strain parameters (FWHM of a Gaussian distribution)
∆D = 0.027 cm and ∆E = 0.001 cm were used for the simulations. The distribution
of D arises from molecular distortions [82, 83] in the micro-crystalline powder which
influence the ligand field and therefore D.

H = ŜµBgB+D(Ŝ2
z −S(S+1)/3)+E(Ŝ2

++ Ŝ2
+)/2 (3.2)

The temperature dependent measurements shown in Figure 3.4 confirm the strong
rhombicity E ≈ D/3 as both flanks decrease equally with increasing temperature. In
the axial case E = 0, one flank would increase more with temperature depending on the
sign of D. This temperature dependent behavior of a S = 3/2 system is summarized in
Figure 3.5.

In conclusion, HFEPR measurements on Cr-H pinned down the magnitude of the
zero field splitting parameter D from D = 0.5± 0.3 cm-1 to D = 0.18± 0.02 cm-1 and
revealed a strong rhombicity reflected by the parameter E = −0.06± 0.005 cm-1. As
the zero field splitting lifts the degeneracy of the spin microstates, the latter ones can be
addressed individually in pulsed EPR by tuning the magnetic field. Thus, the chromium
complex could be used as qudit, which is a qubit with more than two defined states [84].
The usability of the compound as qubit/qudit will be explored in the next section, where
the dynamical properties of the system will be investigated by the means of pulsed EPR
at 35 GHz.

3.4. Pulsed EPR

Pulsed EPR is commonly used to probe spin dynamics in a system of interest. The
method is only applicable if the phase memory time Tm (sometimes called T2 depending
on the convention) and thus the coherence time of a superposition of two spin states,
is longer than the dead time of the spectrometer. Usually, the phase memory time of
concentrated paramagnetic compounds is too short compared to the dead time [42] due
to spin-spin diffusion. Furthermore, nuclear spins in the vicinity of the paramagnetic
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center induce nuclear spin-spin diffusion which decreases Tm as well. Therefore, it is
common to dilute the compounds either in a frozen solution or in a diamagnetic analog.
Deuteration of the host further decreases the effect of nuclear spin diffusion [17, 19] as
the gyromagnetic ratio of deuterons is about 6.5 times smaller compared to protons.

Therefore, pulsed EPR measurements at 35 GHz were carried out on 1 mM frozen
solutions of Cr-H and its partially deuterated analog Cr-D in H2O/Glycerol 1:1 vol.
(sol-H) and D2O/Glycerol-d8 1:1 vol. (sol-D) at temperatures between 7 K and 80 K.
The measurements and preliminary evaluation of the data were performed by Yannic
Thiebes during his research internship.

3.4.1. ESE-detected EPR spectra

First, electron spin echo (ESE-)detected spectra were recorded in the range of 800 mT
to 1500 mT at temperatures of 7 K, 20 K, 35 K, 50 K and 80 K. A spectrum of 1 mM
Cr-H in sol-H at 7 K and a simulation performed with Easyspin is shown in Figure 3.6.
Because the external magnetic field is not modulated, this technique yields the absorp-
tion spectrum, in contrast to standard CW (HF)EPR techniques. Again, the spectrum
features two broad flanks and a sharp central line.

The spectrum was simulated with S = 3/2, g⊥ = 1.99, g‖ = 1.987, D = 0.12±
0.02 cm-1 and E = −0.04± 0.005 cm-1. Furthermore, the strain parameters ∆D =

0.08 cm-1 and ∆E = 0.03 cm-1 were used to account for the broadening of the flanks.
Compared to the HFEPR measurements (D= 0.18±0.02 cm-1, E =−0.06±0.005 cm-1),
D and E are a little bit smaller but not by much. The strains, however, are about ten times
larger than those found by the HFEPR measurements. The reason for this is most likely
that the pulsed measurements are carried out on frozen solutions, thus molecular dis-
tortions could be much larger as in a microcrystalline powder. The spectra of the other
three compound/solvent combinations are essentially the same (see Appendix Figure
A.1) and the temperature behavior is in accordance with the HFEPR measurements (see
Appendix Figure A.2).

3.4.2. Rabi nutation measurements

As mentioned in section 3.3, the zero field splitting lifts the degeneracy of the |±3/2〉
and |±1/2〉 states of the S = 3/2 system. This allows to separate transitions between
|−3/2〉 → |−1/2〉, |−1/2〉 → |+1/2〉 and |1/2〉 → |3/2〉 by applying an appropriated
field. Therefore, it is possible to access all four levels in the system individually. The
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Figure 3.6.: ESE-detected EPR spectrum (blue dots) of 1 mM Cr-H in sol-H at 7 K and
35 GHz. A simulation (red line) with the spin parameters S = 3/2, g⊥ = 1.99,
g‖ = 1.987, D = 0.12±0.02 cm-1 and E =−0.04±0.005 cm-1 carried out with
Easyspin is shown as well.
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strain parameter ∆D only affects transitions between |±3/2〉 and |±1/2〉 thus it can be
deduced that these transitions occur in the broad flanks of the spectrum and the intra
doublet transition |−1/2〉 → |+1/2〉 at the sharp central line. In order to verify this,
Rabi nutation measurements were performed on Cr-D in sol-H at 7 K at 1258.9 mT
(central line) and 1200.0 mT (left flank). The measurements are presented in Figure
3.7.

Figure 3.7.: Rabi nutation experiments of 1 mM Cr-D in sol-H at 7 K, 35 GHz, 1258.9 mT
(blue dotted line) and 1200.0 mT (red dotted line).

Here, the integrated echo intensity, which correlates with the samples-magnetization
in z-direction, oscillates as the nutation pulse length is increased. The observation of
Rabi nutations already proves that coherent manipulations of at least two states are
possible. In Figure 3.8, the fast Fourier transform of both oscillations is shown. The
magnetization oscillates with ωnut,central/2π = 31(1) MHz at the central line and with
ωnut,flank/2π = 26(1) MHz at the flank.

The frequency of nutation ωnut is related to the excited transition according to the
equation [42]

ωnut(ms,ms +1) =
gβeB1

h̄

√
S(S+1)−ms(ms +1) (3.3)
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Figure 3.8.: FFT of the Rabi nutation experiments shown in Figure 3.7. The red line
corresponds to the measurement at 1200 mT and the blue line to the one ate
1258.9 mT.
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Following this equation, transitions inside the ms =±1/2 manifold should have a Rabi
frequency 1.15 times larger compared that of transitions between the ms = ±1/2 and
ms =±3/2 manifolds. ωnut,central

ωnut,flanks
= 1.19(8) further confirms that intra doublet transitions

are excited at the central line and transitions between the manifolds at the flanks.
The Rabi nutation measurements already show that the chromium complex can be

potentially used as a qubit or even as a qudit. In the next section, the relaxation times
of the system will be investigated which are important for a potential application as a
qubit.

3.4.3. Relaxation times measurements

To determine the relaxation times T1 and Tm, Hahn-echo decays respectively inversion
recovery experiments were performed. Those relaxation times are important properties
of a qubit as they corresponds to the lifetime of classical information (T1) and quantum
information (Tm) in a qubit.

The experiments were performed on all four compound/solvent combinations at tem-
peratures between 7 K and 80 K at a field of 1258.9 mT (central line). Figure 3.9 shows
the Hahn-echo decays at 7 K. As the inter pulse delay τ is increased, the echo intensity
decreases. Each decay is superimposed by an oscillation at short values of 2τ .

The oscillation is attributed to Electron Spin Echo Envelope Modulation (ESEEM)
caused by nuclear spins in the direct vicinity of the chromium. The frequency spectrum
of the ESEEM was obtained by applying a FFT to the decays after subtracting the de-
caying background and is shown in Figure 3.9 as well. Peaks at 3.2 MHz and 12.9 MHz
occur. These frequencies are attributed to the double quantum transitions ωdq(ms) of
the coordinating 14N nuclear spins. These transitions are insensitive regarding the ori-
entation of the molecule to the magnetic field. Thus, they do not smear out in a frozen
solution. The strong modulation depth implies that the condition of cancellation, where
half the hyperfine interaction constant aiso/2 is equal to the nuclear Larmor frequency
ω14N, is (nearly) fulfilled and the quadrupole interaction is of the same order of magni-
tude compared to both of these quantities [42, 85]. The frequencies of ωdq(ms) can be
calculated with the equation

ωdq(ms) = 2
√
(msaiso +ω14N)+K2(3+η2) (3.4)
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Figure 3.9.: Hahn-Echo decays of 1 mM Cr-H/Cr-D in sol-H/sol-H at 7 K, 35 GHz and
1258.9 mT. The inset shows the FFT of the oscillations (ESEEM) after sub-
traction of the exponential background. An simulation (see text for further
information) of the frequency spectrum of the ESEEM (black dashed line) is
shown as well.
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In the previous section it was shown that mainly transitions in the ms = ±1/2 man-
ifold are excited at the central line. Thus, a hyperfine interaction aiso = 5.12 MHz
can be calculated from the observed double quantum transitions estimating the quan-
tity K2(3+η2) of the quadrupole tensor to 1 MHz2 which is a typical value for 14N
[85]. Indeed, a simulation (black dotted line in Figure 3.9) performed with Easyspin

using K = 0.58 MHz and η = 0.9 perfectly fits to the observed frequency spectrum.
The ESEEM frequency spectrum does not change upon deuteration of the compound or
solvent. Therefore it can be deduced that the electron spin density is negligible on the
protons/deuterons of the complex.

The Hahn-echo decays of the compounds in sol-D decay more slowly than the ones
of the compounds in sol-H. Furthermore, the deuteration of the ligand seems to have
no significant effect on the decays in sol-H and only a minor one in case of sol-D.
Deuteration of the solvent reduces the effect of Nuclear Spin Diffusion (NSD) caused
by protons which is often one of the main contributor to the Hahn-echo decay. In a
nutshell [19, 42, 86, 87], energy conservative nuclear spin flip-flops between bath nuclei
with the same Larmor frequency change the precession frequency of the electron spin
after the π/2 pulse. As this is a dynamic process, it can not be refocused with the
π pulse. This mechanism depends on the dipolar coupling between the nuclear spins
themselves and between the nuclear spins and the electron spin. As the gyromagnetic
ratio of deuterium is about six times smaller compared to protons, the dipolar couplings
are decreased as well which leads to smaller contribution of NSD to the phase memory
time. NSD depends on the bath nuclei and thus it is not surprising that the deuteration of
the ligand has only a minor effect. In fact, Tm is longer for Cr-H in sol-D compared to its
partially deuterated analog. Most recent investigations [88] show that partially replaced
protons in the ligand of a metal complex can lead to either a increase or decrease of the
characteristic decay time depending on the pattern in which protons are being replaced.

The decays themselves can be fitted with the equation of a stretched exponential
decay in case of the compounds in sol-H

I(τ) = Ae−(
2τ

Tm )
k

(3.5)

while the decays in sol-D can be fitted with a monoexponential decay (k = 1). The fitting
parameters are summarized in Table 3.1. The longest phase memory time Tm = 8.4 µs is
reached for Cr-H in sol-D which is about a factor of four times longer compared to sim-
ilar, largely nuclear spin free chromium complexes K3[Cr(C2O4)3] (2.79 µs at 213.0 mT
and 5 K) [75] and (PPh4)3[Cr(C3S5)3] (1.81 µs at 350.0 mT and 5 K) [74]. Compared
to Cr-H and Cr-D, the trisoxalate (D = 0.71 cm-1) and tristhiolate (D = 0.33 cm-1,
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(E =−0.11 cm-1)) complexes exhibit a larger ZFS. Tm is governed by fluctuating fields
which can be induced by ZFS modulation. A weaker ZFS would lead to a smaller mod-
ulation amplitude which could be beneficial for longer coherence times, thus a small
zero field splitting can be a design criterion for molecular quantum bits with S > 1/2.

Table 3.1.: Fitting parameters of the Hahn-echo decays shown in Figure 3.9 fitted with
equation 3.5. k was fixed to 1 for the compounds in sol-D. Furthermore, the
time Tm,10% where the decays decreased to 10% of their initial intensity are
given.

Cr-H/sol-H Cr-D/sol-H Cr-H/sol-D Cr-D/sol-D
Tm / µs 4.47(3) 4.24(4) 8.4(1) 6.629(5)

k 2.29(6) 2.09(5) 1 1
Tm,10% / µs 5.60 5.83 16.96 12.56

A stretch factor 1 < k < 4 indicates that nuclear spin diffusion is the main cause of
decoherence [86, 87]. The stretch factor 1 < k arise from the non-Markovian dynamic
of nuclear spin diffusion. Usually, Tm increases by a factor of six to ten [17, 28] upon
deuteration of the host solvent/material. In this case, however, Tm increase only a factor
of about 1.5 to 2 depending on the compound. The reason for this behavior is that the
type of decay changes from a stretched exponential to a monoexponential decay. Tm/2
marks the time when the intensity I(τ) decreases to I0/e. A stretched exponential with
k > 1, however, decays slower than a monoexponential decay as long as τ < Tm/2 and
faster when τ > Tm/2. In Figure 3.9 it can be seen that all decays decayed to 1/e at
similar times but in the case of sol-D the tail is much longer. To avoid ambiguities
when talking about numbers only, it was suggested [89] to compare the times Tm,10%/2
where I(τ) = I0/10 and therefore the effect of a stretch factor is nearly canceled out.
This numbers are given in Table 3.1 as well. Here, the effect of deuteration is more
pronounced as the relaxation times increase by a factor of 2 to 3 upon deuteration. Still,
the deuterated solvent does not increase Tm as expected. Therefore, other relaxation
mechanism might contribute to the latter. This is further substantiated by the fact that
the decay changes to a monoexponential decay upon deuteration. Recent investigations
[89] suggest that a time dependent zero field splitting caused by molecular rotation and
vibration influences Tm even in frozen solution at cryogenic temperatures which might
be the additional source of decoherence.
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Figure 3.10.: Temperature dependence of the time Tm,10% of 1 mM Cr-H/Cr-D in sol-
H/sol-H at 35 GHz and 1258.9 mT.
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Figure 3.10 shows the temperature dependence of Tm,10% of all solvent/compound
combinations. While the measurements in sol-H show a nearly temperature indepen-
dent behavior, Tm,10% measured in sol-D is much more temperature dependent up to
35 K. Above this temperature, the solvent seems to have no effect anymore. This fur-
ther supports the hypothesis that time dependent zero field splitting caused by molecular
rotation and vibration plays an important role as it is strongly dependent on the temper-
ature. At least, a temperature dependent effect on Tm is observed. The effect is not
visible in sol-H as the NSD outweighs it in that case.

Compared to the Hahn-echo decays, the inversion recovery experiments are rather
featureless as this type of experiment is not sensitive to the hyperfine field of nuclear
spins. Monoexponential decays at all temperatures regardless of the degree of deutera-
tion are observed (see Appendix Figure A.3-A.6). Furthermore, the extracted spin lattice
relaxation time T1 does not change significantly with respect to the solvent/compound
combination. The temperature dependent behavior of T1 together with Tm is shown in
Figure 3.11

Figure 3.11.: Temperature dependence of the relaxation times T1 and Tm of 1 mM Cr-
H/Cr-D in sol-H/sol-H at 35 GHz and 1258.9 mT.
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At 7 K a T1 ≈ 400 µs is observed which decreases to about 10 µs at 35 K. Above this
temperature, Tm is dominated by T1 which explains why Tm,10% does not depend on the
solvent above this temperature. At temperatures above 80 K, the signal-to-noise is to
low for a reliable measurement. The temperature dependence further shows that for a
potential application of this qubit, the temperature should be at or below the temperature
of liquid nitrogen (77 K) in order to have a reasonable coherence time.

To sum it up, the pulsed EPR measurements revealed one of the longest reported
coherence time (Tm = 8.4 µs at 7 K of Cr-H in sol-D) of a chromium complex. In
the protonated solvent NSD is the main decoherence source indicated by a stretched
exponential decay with a stretch factor k ≈ 2. Using a deuterated solvent improves Tm

about a factor of two which is less compared to the usually reported [17, 28] factor of
six. An additional temperature dependent contribution to Tm was found which explains
weaker impact of using a deuterated solvent. Above temperatures of 35 K, Tm is bound
by T1. The partial deuteration of Cr-H has only a very minor effect on the relaxation
times.

The investigations presented in this section demonstrated the qubit potential of Cr-H.
In the next section, the combination of optical and EPR spectroscopy was employed in
an attempt to ultimately read out the spin state using light in the visible/NIR region.

3.5. Combined optical and EPR spectroscopy

Besides the remarkable qubit properties of Cr-H, the complex has very interesting and
promising optical properties. Upon excitation with blue light (about 435 nm), the
complex emits in the NIR-Region (776 nm and 736 nm) with a remarkable lifetime
τ = 1164 µs and a quantum efficiency of φ = 14.2%. The optical properties were stud-
ied extensively [77, 90] and are summarized in the Jablonski diagram shown in Figure
3.12.

The complex can be excited from its 4Ag ground state to 4T2g excited state (Oh no-
tation). From the 4T2g excited state, an Inter System Crossing (ISC) happens to the
systems doublet states. It was shown by transient UV/Vis-spectroscopy [90] that the
ISC takes only a few picoseconds. After vibronic relaxation, the system relaxes from
the doublet states 2T1g and 2Eg back to the ground state via phosphorescence. Any
back-ISC is prevented because of the very large energy difference between quartet and
doublet states and thus the quantum efficiency is very high. It was speculated that the
ISC populates 2T2g as well from which the system undergoes an Internal Conversion
(IC) to 2Eg.
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Figure 3.12.: Jablonski diagram of Cr-H based on the optical investigations presented in
[77, 90]

In this section, the possibility of combining EPR and optical spectroscopy on Cr-H
is explored. This combination is very promising, as it was shown a that single spin
can be readout with optical light in favorable cases [34]. First, it was tried to optically
detect the EPR transitions in the ground state and thus to read out the spin state via
light. Here, two approaches utilizing the MCD effect respectively the phosphorescence
in the complex were employed. Second, experiments on Cr-H in sol-D were performed
on a pulsed EPR spectrometer which allows optical excitation with short laser pulses.
The goal of this investigation was to investigate the spin dynamics of the complex in the
exited 2Eg state.

3.5.1. Magnetic circular dichroism spectroscopy

MCD is a great tool for investigating dd-transitions in metal ions as it offers a higher
resolution in energy due to the signed nature of the MCD quantity. This allows to
unravel broad absorption bands into their single components. Furthermore, the MCD
effect depends on the magnetization of the sample. This allows in principle to detect the
spin state of the complex as the magnetization depends on the spin state.
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Figure 3.13.: MCD spectrum (blue line) of a frozen solution of 5 mM Cr-H in sol-H at
7 T and 7 K. The spectrum was fitted with three gaussians (red line). The
single gaussian peaks are shown as well (grey lines). The inset shows two spin
forbidden transitions (blue line) in the NIR region.



Combined optical and EPR spectroscopy 59

As a preparation for optical spin read out via the MCD effect, a MCD spectrum of
5 mM Cr-H in sol-H at 7 T and 7 K between 12500 cm-1 and 33333 cm-1 (300 nm and
800 nm) was recorded. The spectrum and its Gaussian deconvolution is shown in Figure
3.13. At lower energies, two sharp but weak bands are observed at 12887 cm-1 (776 nm)
and 13568 cm-1 (737 nm). At higher energies, one broad band split in three components
is observed at around 23000 cm-1 (435 nm). A Gaussian deconvolution of the spectrum
yields the energies 21976 cm-1, 22530 cm-1 (negative sign) and 23071 cm-1 of the three
components. The band with the highest energy is observed at 27027 cm-1 (370 nm).

Cr-H was already characterized by UV/Vis-spectroscopy in great detail [77]. Three
sharp and weak bands measured in a single crystal of Cr-H were observed at 776 nm,
736 nm and 697 nm. They were attributed to the spin forbidden 4Ag→ 2Eg, 2T1g and
2T2g (Oh notation) transitions. Two of this transitions are observed in the MCD spectrum
as well (2Eg at 12887 cm-1 and 2T1g at 13568 cm-1). In the UV/Vis studies, a broad band
at 435 nm was observed as well which was attributed to the 4T2g transition. Here, the
MCD measurements allow to unravel this band into the three 4T2g components. These
are split in energy as the complex possess D2 symmetry instead of a Oh symmetry.

The zero field splitting parameters D and E can be derived (see Appendix Section
A.1.2 for a detailed derivation) from the three components of the 4T2g transition with
the equation
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∆E1, ∆E2 and ∆E3 corresponds to the highest, midst and lowest transition energy of
the 4Ag→ 4T2g band and ζ = 273 cm-1 is the spin-orbit coupling constant of the free
chromium(III) ion. The zero field splitting parameters D= 0.48 cm-1 and E = 0.15 cm-1

can be calculated from the MCD spectrum which is in a reasonable agreement with the
EPR measurements and reflects again the strong rhombicity.

To sum it up, MCD measurements were carried out on Cr-H in sol-H in the UV-/Vis-
/NIR- region. The transitions were assigned to the according dd-transitions occurring
in the system. The splitting of the 4T2g state was resolved and connected to the zero
field splitting in the system. The possibility of optically detected EPR measurements
utilizing the MCD effect will be explored in the next section.
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3.5.2. Optically detected EPR

(a) MCD detected EPR setup (b) Luminescence detected EPR setup

Figure 3.14.: Schematics of the two ODMR setups used to investigate Cr-H

Optically detected EPR (ODMR) covers methods which indirectly detect EPR tran-
sitions with light in the UV/Vis/NIR region. Several optical properties, like the MCD
effect [91–93] or luminescence from the sample [34, 94, 95], may be used for detection.
Regardless of the exact mechanism of employed ODMR method, spin-orbit coupling is
always necessary as it couples electronic transitions with spin transitions. ODMR is a
very appealing technique for spin based quantum computing as it was demonstrated that
it is possible [34, 94] to read out a single spin and thus a single qubit.

Several attempts were made to perform combined optical and EPR spectroscopy on
Cr-H. Figure 3.14 shows the two setups which were used to combine both types of
spectroscopy.

The first setup shown in Figure 3.14a includes the MCD spectrometer used to record
the MCD spectrum in section 3.5.1. An additional ITO-Mirror, which lets UV/Vis-light
pass but reflects microwaves, was put in the beam path of the spectrometer. Microwaves
with a frequency of 147 GHz generated by a Back Wave Oscillator (BWO) and colli-
mated by three Teflon lenses were focused on the sample with the help of this additional
mirror.
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The second setup shown in Figure 3.14b includes a superconducting magnet with
four optical windows. One window was used to apply microwaves generated by a BWO
in a quasi optical fashion. A 5 mw cw laser with a wavelength of 450 nm was used to
irradiate the sample through the second window. Light coming from the sample was
collected by a luminescence spectrometer, a longpass filter (550 nm) was put in front to
exclude the laser radiation.

In the end, it was not possible to indirectly detect EPR via MCD effect or the lumi-
nescence. Nevertheless, the experiments performed on both setups will be presented in
the following two sections together with an analysis why the experiments failed.

MCD detected EPR

The basic working principle of MCD detected is quite simple. The intensity of an MCD
signal (the difference between the absorption of left and right circular polarized light)
depends to the sample magnetization. The magnetization can be partially quenched by
exciting an EPR transition in the system. The quench depends on the microwave power
and spin relaxation time [91] of the investigated compound. Thus, if the EPR transition
is excited, the MCD signal intensity will decrease. This technique was demonstrated for
transition metal ions [91, 92] and lanthanides [93]. Usually, low microwave frequencies
and fields are employed and cavities are used to enhance the microwave field at the
sample. Here, microwaves with a frequency of 147 GHz are applied in a quasi optical
way at high fields and without a cavity.

A 1 mM solution of Cr-H in sol-H sample was mounted in the setup. The quasi op-
tical elements of the BWO assembly including the ITO-Mirror were adjusted by maxi-
mizing the radiation intensity after the sample with the help of a Golay cell. The sam-
ple’s MCD signal intensity at 468 nm and 10 K was monitored while the sample was
simultaneously irradiated with 147 GHz microwave radiation. The magnetic field was
swept from 4 T to 6 T and again back to 4 T. The measurement is shown in Figure 3.15.

The MCD signal intensity increases upon increasing the magnetic field. This is ex-
pected as the samples magnetization increases as well. However, no drop in intensity
can be observed which would indicate an EPR transition. The measurements were re-
peated for different MCD transitions occurring in Cr-H and at different temperatures.
No EPR signal was observable at all.
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Figure 3.15.: MCD signal intensity of 1 mM Cr-H in sol-H with respect to a magnetic field
sweep from 4 T to 6 T (red line) and back to 4 T (blue line). Microwave
radiation with a frequency of 147 GHz was applied simultaneously.
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The reason why no EPR signal was observable is most likely due to a too low mi-
crowave power. The BWO has a maximum output power of 20 mW at 147 GHz. Al-
though no equipment was available to measure the power directly, measurements with
a Golay cell indicate that not more than 1% of the available power reaches the sample.
Thus, the change of the MCD signal is most probably below the noise level. Narrow-
banding techniques like a Lock-In detection could circumvent that problem. However,
it is not possible to directly access the MCD signal from the commercial spectrometer.

Therefore, it was tried to optically detect the EPR transition by monitoring the phos-
phorescence of the complex instead of the MCD effect.

Luminescence detected EPR

Optical detected EPR via luminescence received a high attention after it was demon-
strated [34] that it is possible to detect the spin state of a single Nitrogen Vacancy (NV)-
center in diamond. The working principle behind this technique can be explained by the
Jablonski diagram of this defect shown in Figure 3.16a. The NV-Center can be excited
to the 3E state from the 3A2 ground state with green (546 nm) light while preserving
the magnetic state characterized by ms. From the excited 3E state the system can either
undergo an ISC to a singlet state or relax back to 3A2 via fluorescence (689 nm). The
rate of the ISC strongly depends of the magnetic state and is much higher in case of
ms = ±1. After the ISC and an additional IC, the system relaxes back to 3A2 via an
ISC where the ms = 0 state is populated exclusively. Due to this cycle, NV-Centers with
ms = 0 in the ground state have a higher chance to fluoresce then the ones with ms = 1.
The ms state may be changed by applying microwaves with the appropriated energy
which changes the fluorescence intensity. The cycle is still working in the presence of a
magnetic field which lifts the degeneration of the ms = 1 doublet.

The Jablonski diagram of Cr-H is shown again in Figure 3.16b. Similar to a NV-
Center, the chromium complex can be excited with visible light (435 nm) from 4Ag

to 4T2g. From this state, the system undergoes an ISC to either 2T1g or 2Eg. At last,
the system relaxes back to the ground state via phosphorescence. Only a very weak
fluorescence from 4T2g was reported which means that the ISC is very efficient. The
setup shown before in Figure 3.14b was used to monitor the phosphorescence upon
applying a magnetic field and microwaves in order to check a magnetic state dependency
of the phosphorescence similar to the fluorescence in NV-centers. The functionality of
the setup was checked by Dennis Schäfter during his research internship with a NV-
diamond sample from the Wrachtrup Group of the University of Stuttgart.
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(a) Jablonski diagram of NV-centers in diamond based
on [96].

(b) Jablonski diagram of Cr-H based on the
optical investigations presented in [77,
90].

Figure 3.16.: Jablonski diagram of NV-centers in diamond (left) and of Cr-H (right).

Figure 3.17.: Emission spectra of a Cr-H powder sample at 300 K (red) and 1.8 K (blue) in
the luminescence detected EPR setup. The sample was excited with a 5 mW
450 nm laser.
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First, a powder sample of Cr-H was mounted in the setup and excited by a 450 nm,
5 mW laser. The luminescence coming from the sample was collected by collimating
the light using a plano-convex lens and filtered by a 550 nm longpass filter. The residual
light was focused into a AMINCO Bowman II luminescence spectrometer. Figure 3.17
shows two emission spectra, one at 300 K and the other one at 1.8 K. The slit width of
the monochromator was set to 2 nm. The spectrum at room temperature features three
bands, a shoulder at 737 nm and two peaks at 776 nm and 800 nm. At 1.8 K, narrowing
and a red shift of the peak at 776 nm can be observed while the shoulder at 737 nm
vanishes.

The two spectra are in a good agreement with the already published [77] ones where
the shoulder at 737 nm is attributed to the emission from 2T1g and the peak at 776 nm to
the emission from 2Eg. The peak at 800 nm may be attributed to a transition to a vibra-
tionally exited ground state. As this peak was not observed before for this compound, it
may originate from some glass impurities in the setup itself.

The emission at 776 nm and 737 nm coming from the sample was monitored upon
the application of a magnetic field. Between 0 T and 7 T, no change of the emission in-
tensity was observed. Furthermore, the sample was irradiated with 147 GHz microwave
radiation coming from a BWO. No sign of an EPR transition was observed by sweeping
the magnetic field between 0 T and 7 T. Beside the powder sample, a single crystal of
Cr-H recrystallized from acetonitrile was investigated. Again, no magnetic field depen-
dence or any sign of EPR transition in the emission could be observed. The reason for
the absence of any spin state dependence might be explained as follows. Compared to
the NV-Center, the ISC is very efficient in transition metal complexes. In fact, ISC in
Cr-H happens on a picosecond time scale [90]. In contrast, the phosphorescent decay
from 2Eg happens on a millisecond time scale and therefore is the rate-determining step.
Thus, even if the ISC is spin state sensitive like in NVCs, it would not be noticeable as
the final emission rate is dominated by the 2Eg decay rate. Furthermore, the phospho-
rescence rate is about 1 ms which is actually longer than the spin lattice relaxation rate
in the ground state. Thus, even if the spin state is preserved in the 2Eg state, it will
most probably thermalize before the phosphorescent decay to the ground state. To sum
it up, it was not possible to detect any magnetic field or spin state dependence of the
phosphorescence from 2Eg of Cr-H by exciting the 4T2g state using a 450 nm laser. In
order to verify the assumption that spin lattice relaxation in the 2Eg state is to fast in
order to enable an optical readout, the 2Eg state was investigated by the means of pulsed
EPR combined with optical excitation in the next section.
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3.5.3. Pulsed EPR with laser excitation

The lifetime of the 2Eg state of Cr-H was determined to τ = 1164 µs in sol-D and thus
could be potentially investigated with pulsed EPR, which operates on a nanosecond
time scale. Therefore, Cr-H was investigated in a pulsed EPR spectrometer capable of
exciting the sample with visible light. The measurements were performed by Daniel
Nohr in the group of Prof. Stefan Weber at the University of Freiburg.

A 5 mM frozen solution of Cr-H in sol-D was investigated at 7 K and 33.75 GHz. An
ESE-detected spectrum between 6000 G and 15000 G was recorded, while the sample
was excited with a 10 ns laser pulse with 435 nm and a pulse energy of 250 µJ directly
before the Hahn-echo sequence. In a second measurement, no laser pulse was applied.
Both spectra are shown in Figure 3.18.

The spectra look basically identical as the already presented one in section 3.4.1.
Two broad flanks and a sharp central peak are observed. The intensity of the latter is
smaller compared to the already presented spectrum. Furthermore, three sharp peaks
are observed which are attributed to impurities inside the spectrometer. The spectrum
with laser excitation exhibits an overall weaker intensity compared to the one without
an applied laser pulse. To illustrate this behavior, a subtraction of both spectra is shown
as well.

The intensity of the central line is weaker due to a blind spot caused by the nitrogen
ESEEM and the chosen inter pulse delay of τ = 400 ns. This was done on purpose in
order to decrease the intensity of the ground state EPR spectrum. Although the laser
pulse reversible quenches the ground state EPR spectrum, no additional signal from the
2Eg state can be observed. In ruby [95], the principal values g‖ = 2.445 and g⊥ ≥ 0.16
of the g-tensor in the 2Eg were determined. As a frozen solution was investigated, this
leads to a rather broad spectrum. Furthermore, spin lattice relaxation in the 2Eg state
might be just to fast in order to record a spectrum with pulse EPR.

To sum it up, a reversible quenching of the ground state EPR signal of Cr-H in sol-D
was observable after the application of a 435 nm laser pulse. However, no EPR signal
of the 2Eg state could be observed. The reason for this might be a large g anisotropy of
this excited state combined with a fast spin relaxation rate. This further substantiate the
assumption that spin lattice relaxation rate in 2Eg is to fast for an optical readout of the
spin state.
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Figure 3.18.: ESE-detected EPR spectrum (blue dots) of 1 mM Cr-H in sol-D at 7 K and
33.75 GHz with (bottom, red line) and without (bottom, black line) laser
excitation at 435 nm directly before the Hahn-echo sequence. A subtraction
of the spectrum without excitation from the spectrum with excitation is shown
as well (top, blue line)





Conclusion 69

3.6. Conclusion

Within this chapter, a comprehensive investigation of [Cr(ddpd)2][BF4]3 in terms of
its magnetic, optical and qubit properties was presented. SQUID and HFEPR mea-
surements revealed a small ZFS with large rhombicity characterized by the parameters
D= 0.18±0.02 cm-1 and E =−0.06±0.005 cm-1. This was verified by MCD measure-
ments, were the dd transitions were related to the magnetic properties of the complex.
These findings suggest that the compound can not only be used as a qubit with two, but
rather a qudit with four accessible quantum states. Pulsed EPR measurements demon-
strated that the complex has a very long coherence time Tm = 8.4 µs which is the longest
coherence time presented for a chromium based MQB so far. The investigations further
showed that the coherence time is not limited by nuclear spin diffusion but rather by a
temperature dependent effect which may be related to a fluctuating ZFS. In the end, it
was not possible to optically detect the spin state of the complex via luminescence from
the 2Eg state by exciting the compounds 4T2g state. The reason for this is most proba-
bly that any transition rates preceding the emission from 2Eg are much faster than the
latter. Thus, a spin dependent emission is only expected if 2Eg is spin polarized by the
pump cycle. Unfortunately, spin relaxation in 2Eg seems to happen much faster than the
emission from this state and thus any possible spin polarization is lost before emission
occurs.

In future experiments, this may be tackled by two different approaches. First, a
chromium(III) complex could be designed where the emission rate from 2Eg is faster
than the spin relaxation. The emission rate can be controlled by the ligand of the com-
plex [97]. However, up to now there is no recipe how to increase the spin relaxation time
in the 2Eg state by ligand design. Another approach could be to mimic NVCs by using a
chromium(IV) complex instead which has a S = 1 ground state. First experiments into
this direction seem to be very promising [39].





71

4. Pulsed EPR on thin film samples

This chapter is based on the research paper

Measurement of Quantum Coherence in Thin Films of Molecular Quantum Bits
without Post-Processing, Samuel Lenz, Bastian Kern, Martin Schneider and Joris van
Slageren, Chem. Commun., 2019, 55, 7163-7166

and uses parts of it. Martin Schneider from the Brno Technical University and Bastian
Kern from the Max-Planck Institute for Solid State Research contributed to this publica-
tion by providing the first drawing of the Fabry-Pérot resonator respectively providing
the thin film of copper(II) phthalocyanine on sapphire.

4.1. Introduction

Many advantages of MQBs have been impressively demonstrated. Chemical engineer-
ing has improved the coherence time of MQBs in a rational way [17, 19, 30, 31] from
several microseconds to nearly one millisecond. It has been shown [67, 68] that it is
possible to build up two qubit gates by molecular design and thus make universal quan-
tum computing possible. However, nearly all investigations of MQBs have been carried
out in either the bulk material [17, 19, 69–71] or (frozen) solutions [30, 31, 72].

In a working device, it is needed to address single qubits and thus an ordered structure
is necessary. 2D-arrays are very promising candidates, as CMOS compatible structures
to control and read out spin based qubits [98] have been proposed which require a or-
dered 2D qubit layer on silicon. Here, MQBs are very attractive as in contrast to defect
centers in diamond or silicon, molecules can be placed on a surface with atomic preci-
sion [99]. Before building such a device, the properties of MQBs on a surface have to be
understood as they could change drastically due to the surface interaction. MQB char-
acterization is carried out almost exclusively by pulsed EPR spectroscopy. Therefore,
this would be the method of choice investigating MQBs on a surface. However, there
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is basically only one study [100], where the dynamic properties of the MQB copper(II)
phthalocyanine on a surface are investigated by the means of pulsed EPR. Furthermore,
the sample studied was prepared as a 400 nm thin film and thus consists of hundreds
of layers of molecules which may screen any surface interaction. Last but not least,
the sample had to be sliced and packed into a glass tube in order to fit into the sample
compartment.

The main reason for this shortcomings is the resonator used in the commercial avail-
able pulsed EPR spectrometers. Typically, cylindrical resonators are employed which
are perfect for small powder samples or solutions inside a glass tube. But, due to the
magnetic field distribution of microwaves in such resonators, they are unsuitable for
large, flat samples. Here, Fabry-Pérot resonators have been proven useful which has
been demonstrated for 2D electron gasses in semiconductors [101, 102]. The magnetic
field distribution in such resonators fits perfectly to large but flat samples as they can be
easily placed on a flat metal surface (see Figure 4.1).

The goal in this part of the thesis is to develop a setup which is capable of measuring
pulsed EPR on very thin films in order to understand the spin dynamics of MQBs on sur-
faces. Therefore, a Fabry-Pérot resonator for our home-built pulsed EPR spectrometer
operating at 35 GHz [103] was designed, constructed and characterized. Utilizing the
manufactured resonator, the spin dynamics of thin films of thicknesses down to 10 nm
of copper(II) pthalocyanine and the α ,γ-bisdiphenylene-β -phenylallyl-benzene radical
(BDPA·Bz) in a polymer matrix were studied.
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Figure 4.1.: 3D Magnetic field distribution of the TE011 mode (upper left) in a cylindrical
resonator typically used for pulsed EPR. The sample is usually put into a glass
tube which is inserted through the upper part of the cylinder. In contrast, the
3D magnetic field distribution of the TEM001 mode (lower left) in a Fabry-
Pérot resonator allow it to put the sample on the bottom mirror. 2D slices for
each field distribution (upper right, respectively lower right) are shown as well
for the both types of resonator.
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4.2. Fabry-Pérot resonator

4.2.1. Design

The Fabry-Pérot resonator is widely used in optics and high frequency EPR as it is the
easiest 3D-resonator to manufacture for large frequencies and thus small structure sizes.
The resonator consists out of two mirrors separated by the distance d facing each other.
The mirrors can be either planar or spherical shaped, where the latter are characterized
by their radius of curvature R.

Several issues have to be considered for the design of the resonator. First, the reso-
nance frequency of the resonator is mainly determined by the distance of the mirrors.
The two mirrors create a boundary condition for the electromagnetic field as the electric
field component ~E has to vanish at the conducting metal surfaces. A standing wave and
thus resonance occurs when the location-dependent part of the wave has a node at both
metal surfaces. For a resonator with two planar mirrors this is fulfilled if the distance is
a integral multiple (n+1) with nmin = 0 of half the wavelength λ of the electromagnetic
wave. In vacuum, the resonance frequency then reads fres = (n+1) c0

2d . The electric and
magnetic field for a 1D resonator on resonance (n = 1) is shown in Figure 4.2. It should
be noted that the magnetic field, which is the important field component for EPR, is
phase shifted by π/2 and thus has a maximum on the mirrors. As the resonator should
operate at fres = 35 GHz, the minimum distance needed would be d = 4.28 mm.

Figure 4.2.: Hypothetical field distribution in a 1D Fabry-Pérot resonator where the distance
between the boundaries correspond to d = λ
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The second issue to consider is the curvature R of the mirrors. As the magnetic field
has a maximum on the surfaces of the mirror, planar mirrors would be perfect to mount
flat samples on them. However, only little disturbances in the parallelity of the mirrors
will already cause huge diffraction losses [101, 102, 104]. To overcome this problem,
the mirrors can be shaped spherically. To combine the best of two worlds, a concave
and a planar mirror can be used which is called a semiconfocal design. In general, the
focal length and thus R of the curved mirror has to be equal or larger than the distance
d between the mirrors in order to avoid diffraction losses [104] due to a growing beam.
Furthermore, R determines the spot size of the magnetic field at the sample position.
Thus, a larger R is desirable if the sample of interest is large.

Figure 4.3.: 2D sketch of a Fabry-Pérot resonator with a semiconfocal configuration. The
distance between the spherical mirror (left) and the planar mirror is is measured
along the mirror axis. The radius of curvature R defines the focal length. The
aperture (in this case the diameter of the mirrors) a should be as large as
possible to avoid diffraction losses.

The eigenmodes of such a semiconfocal 3D-resonator can be described by the Hermite-
Gaussian modes. They are called TEMpln modes as the electric and magnetic field is
transverse to the axis of propagation. The integers p, l and n correspond to the knots
in radial, azimuthal and transversal directions, respectively. The resonance frequencies
of these modes in a semiconfocal setup can be calculated analytically [104] with the
following equation

fres =

[
(n+1)+

1
2π

(2p+ l +1)arccos
(

1− 2d
R

)]
c

2d
(4.1)
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Compared with the resonance frequency fres = (n+ 1) c
2d of two planar mirrors, the

concave mirror changes the resonance frequency a little bit and lifts the degeneracy of
the TEMplx modes. The modes with cylindrical symmetry (p = 0, l = 0) are particularly
interesting as they have the most uniform field distribution over the planar mirror and the
lowest losses. Based on a design of a resonator working at similar frequencies [102],
R = 43 mm was chosen. Using equation 4.1 and the desired working frequency of
fres = 35 GHz, the minimum distance for the TEM000 mode then would be d = 4.75 mm.

Another aspect to consider are the Fresnel numbers a2

λR and a2

λd , where a is the diame-
ter of the mirrors. These dimensionless numbers should be as large as possible in order
to keep the diffraction losses low and at least above 1 for a TEM mode operation [105].
a = 37 mm was chosen which is the maximum possible diameter allowing the resonator
to fit into our cryostat. This ensures that both Fresnel numbers are well above 1.

Beside of the geometry of the resonator, microwaves have to be coupled into the struc-
ture. The radiation is transported by a rectangular waveguide from the source. Coupling
into the resonator can be achieved by a small coupling hole (dhole� λ ) connecting the
waveguide and the concave mirror. Generally, the hole should be placed in the center
of the waveguide [106] for a maximum power transfer. As a rule of thumb, the diame-
ter of the hole should be around dhole ≈ 0.3λ [101] to achieve a coupling near critical
coupling. Therefore, a coupling hole diameter dhole = 2.5 mm was chosen.

Last but not least, the direction of polarization of the microwaves is important for
EPR experiments. Generally, the magnetic field component should be polarized perpen-
dicularly with respect to the applied static magnetic field. This can be either achieved
by applying the static field along the axis of propagation inside the resonator as the
field components of the TEM modes are always perpendicular to the axis of propaga-
tion. However, the setup presented in this thesis only allows applying the static field
perpendicular to the axis of propagation. Still it is possible to achieve a perpendicular
magnetic field component as the polarization is determined by the polarization of the
waveguide. Thus, the magnetic field component inside the resonator is parallel to the
long dimension of the waveguide.

Figure 4.4 shows the CAD-Drawing of the cavity, the distance of the two mirrors can
be adjusted by a long screw. The lower mirror is connected to an upper round part with
an brass casing (transparent in the drawing). The upper part can be moved on the steel
rods with the long screw and thus moving the lower mirror. The waveguide ends at the
top of the concave mirror. As the thickness of the coupling hole should be as thin as
possible in order to avoid losses [106, 107], a waveguide was cut into the the concave
mirror to achieve a thickness of 0.2 mm.
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Figure 4.4.: CAD-Drawing of the cavity part of the resonator. A waveguide is cut into the
upper concave mirror to reduces the thickness of the coupling hole.

Figure 4.5.: CAD-Drawing of the Fabry-Pérot resonator including the flange on the top
which complies with the Oxford CF-935 cryostat.
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Figure 4.5 shows the drawing of the complete assembly which was designed to fit
into an Oxford CF-935 cryostat. The long screw protrudes the top flange and is sealed
with o-rings. Steel rods hold the concave mirror in place. On the top, the waveguide is
sealed with a small piece of mica to in order to avoid air leakage into the cryostat.

Figure 4.6.: Cavity part of the manufactured resonator made of brass. The sample can be
placed in the center of the flat mirror. The casing connects the lower mirror
with the upper round brass part which can be moved by a screw. The waveguide
is made from steel to reduce heat conduction.

Figure 4.6 shows the cavity part of the actual manufactured resonator made of brass.
The sample can be mounted on the bottom flat mirror with small amounts of grease.
After placing the sample, the casing is screwed to the bottom mirror and afterwards
to the upper round brass part. The waveguide is made from steel, which increases the
losses a bit but reduces heat leakage into the cryostat.

By definition, the Fabry-Pérot resonator is an open resonator which refers to the open
boundaries on the sides. Any diffraction losses occurring due to the finite size of the
mirrors will leak out there. However, the manufactured resonator is closed with a brass
casing in order to avoid direct contact of the sample with the helium flow. Although
the diameter of the mirrors is quite large (a = 4.3λ ) this might change the Gaussian
mode pattern a little bit. Thus, the resonator will be thoroughly characterized in the
next section by a combination of measurements and simulations.
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4.2.2. Characterization of the manufactured resonator

The manufactured resonator was characterized by three methods. In this way, the first
four modes occurring at 35 GHz were analyzed by measuring their Q-factor with a Vec-
tor Network Analyzer (VNA), performing pulsed EPR measurements and simulating the
field inside the resonator with the electromagnetic field simulation tool CST-Studio. All
measurements were performed at room temperature with a 5 w.% α ,γ-bisdiphenylene-
β -phenylallyl (BDPA) in polystyrene sample. The sample was disc shaped with a di-
ameter of 5 mm and a height of 0.2 mm.

Q-factors

The Q-factors were determined by recording the scattering parameter S11 at the input
port of the resonator. The distance of the mirrors was increased while monitoring the
magnitude of S11 in a range between 34.5 GHz to 35.5 GHz. The full S11 parameter
was recorded, when a resonance occurs at about 35.00 GHz. This was performed for
the first four modes which corresponds to intermirror distances d between 4.7 mm and
9.2 mm. d was measured after the respective VNA measurement with a caliper and is
summarized in table 4.1.

Figure 4.7 shows the measured imaginary part of S11 against its real part of the first
four modes. Characteristic semicircles with varying diameters are observed. With the
exception of the first mode, the origins of the circles have an imaginary part close to
zero. The diameter of the first mode circle is close to one, the fourth and second mode
circles have a diameter larger then one and the third mode circle has a diameter slightly
smaller than one.

Qualitatively, from the data it can be deduced that relatively large coupling losses
occur in case of the first mode, because its origin has a small imaginary part [109].
From the diameters of the circles, the coupling regime can be deduced. A diameter of
one corresponds to a critically coupled resonator, a diameter smaller or larger then one
corresponds to a under respectively over coupled resonator.

The quantitative analysis including the determination of the Q-factors was performed
by means of a method described in [109]. Briefly, the complex data of the reflection
coefficient S11 was fitted with a circle by using a least squares method [108]. The
diameter d of this circle can be used to calculate the coupling coefficient κ = d

2−d . In
the next step, the fitted circle shown in Figure 4.7 is used to find the points ΓL (S11 at
resonance, nearest point to the origin) and Γd (S11 infinite far detuned from resonance,
the point farthest away from the origin). Using these points together with each measured



80 4. Pulsed EPR on thin film samples

Figure 4.7.: Imaginary part of the measured S11 parameter (colored dots) against its real
part of the first four modes occurring in the resonator. The data was fitted
with the equation of a circle [108].

Figure 4.8.: Relevant points on the resonance circle used for the quantitative analysis [109].
Γi corresponds to the measured point, ΓL is the point on resonance and Γd
corresponds to the point infinitely far detuned from resonance. The three
points form a triangle, the angle θi of this triangle is used to generate a linear
frequency axis.
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point Γi, triangles with the angle θi were constructed (see Figure 4.8). The tangents of
these angles depend linearly on the frequency at which the points were measured. After
fitting the tangents with a straight line (see Figure 4.9), the loaded Q-factor QL can
be calculated from the intercept c with the equation QL = c/2. Finally, the unloaded
Q-factor Q0 can be calculated from Q0 = QL(1+κ).

Figure 4.9.: The tangents of θi against the frequency for the first four modes (colored
dots). A straight line fit is included from which the loaded QL factor can be
determined.

The obtained Q-factors are summarized in Table 4.1. With the help of the resonance
condition of a Fabry-Pérot resonator (equation 4.1), the intermirror distance dth can
be calculated for a given TEMpln mode at 35 GHz. As the intermirror distance dexp

was measured, this allows to identify the corresponding TEMpln modes. The mode
assignment and dtheo are summarized in 4.1 as well.

With the exception of the third mode, κ is large than one meaning that the resonator
is overcoupled. This is, however, desirable for pulsed EPR, as it reduces the dead time
due to cavity ringing. The cavity ringing time constant τ = 2QL

2π fres
for the fourth mode

reaches 10 ns which is leading to a dead time of about 200 ns. It has been shown [110]
that decreasing QL via overcoupling is much more beneficial for pulsed EPR compared
to lowering the unloaded Q-factor Q0 by the same amount.
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Table 4.1.: Mode assignment, experimental dexp and theoretical dth intermirror distance dexp,
unloaded Q0 and loaded QL factor and the coupling parameter κ of the first
four modes. The modes were assigned using eq. 4.1

Mode dexp / mm dth / mm Q0 Q0,th QL κ

1 (TEM000) 4.7(2) 4.75 900(40) 3300 404(1) 1.20(10)
2 (TEM100) 5.8(2) 5.82 1700(60) 4000 648(3) 1.70(4)
3 (TEM200) 7.2(2) 7.15 1930(30) 5000 997(3) 0.93(2)
4 (TEM001) 9.2(2) 9.22 5560(20) 6500 1142(2) 3.87(1)

The unloaded Q-factor Q0,th = 2π fres
2d
cβ

depends on the intrinsic losses β inside the
resonator which are diffraction losses and electric losses due to the finite conductiv-
ity at the metal mirrors. The electric losses βe = 4

√
π fresε0ρ of a reflection at one

metal mirror can be calculated from the bulk resistivity ρ of the material [107] which
is ρbrass = 6 ·10−8 Ω · cm at room temperature for brass. If the electric losses dominate
all losses, the total loss rate becomes β = 2βe. Q0,th for each mode is shown in Table
4.1 next to the experimental values. For the lowest three TEMxx0 modes, the theoretical
value differs more than 100% from the experimental values. Q0 of the TEM002 mode is
about 85% of the theoretical value.

Generally, the electric losses can increase by a factor up to two if the surface rough-
ness of the metal mirrors is much larger than the skin depth of the radiation [111]. Thus,
the slightly reduced Q0 of the fourth mode (TEM001) can be explained by a finite surface
roughness of the mirrors. This does, however, not explain the much lower Q0 of the three
TEMxx0 modes. Here, additional losses like diffraction losses may occur. Therefore, the
modes were simulated with the electromagnetic field simulation tool CST-Studio in the
next section.

Microwave simulations

Microwave simulations were carried out using CST-Studio 2018. The Fabry-Pérot res-
onator was modeled as built and the Eigenmode Solver was used to simulate the field
distributions of the different modes. A tetrahedral mesh in combination with the mesh
refinement (frequency deviation of the modes < 0.001 GHz) was used.
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Figure 4.10.: Simulated 3D magnetic field distribution (left side) of the first four modes
occurring in the Fabry-Pérot resonator. 2D field projections on the bottom
mirror are shown as well (right side). The modes were originally assigned
as TEM000 (first mode), TEM100 (second mode), TEM200 (third mode) and
TEM001 (fourth mode). However, only the fourth mode shows a pure Gaussian
mode behavior.
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Figure 4.10 shows the 3D magnetic field distribution of the first four modes and a 2D
projection of the field at the bottom mirror. All four modes exhibit a small degree of
astigmatism due to the coupling from a rectangular wave guide. The first three modes
deviate from the pure Gaussian modes which can be seen especially well for the first
mode (assigned as TEM000) which should have no nodes at all. The simulation of the
fourth mode, on the other side, resembles perfectly the field distribution of a TEM001

Gaussian mode.
It is most likely that the decreased Q0 originates from the field distribution of the

first three modes. Especially the first mode has a significant magnetic field density at
the edge of the mirrors and the casing leading to a surface current through the mirrors
and the casing. The current paths can be easily disrupted if the casing does not sit
perfectly tight. Furthermore, the modes have a much larger spot width compared to the
real gaussian modes. Thus, diffraction losses can be larger.

From further simulations it turns out that the field distributions of the first three modes
are strongly affected by the coupling hole size. Removing the hole completely would
allow a perfect TEM000 mode as it can be seen in Figure 4.11 were the structure was
simulated without a coupling hole. This is, of course, no option as the structure could
no longer be fed with microwaves. Increasing the inter mirror distance and thus going
to higher modes seems to tackle this problem as well as the TEM001 is already available
in the built resonator. The reason for this behavior might be the interaction of the near
field of the coupling hole with the lower mirror as the distance between them is only
about λ/2 in case of the first mode.

Figure 4.11.: Simulated 3D magnetic field distribution (left) and a 2D projection on the
bottom mirror (right) of the first mode if no coupling hole is employed. A
perfect Gaussian mode is obtained.

To conclude the characterization of the resonator, the next section will deal with the
pulsed EPR performance of the first four modes.
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Pulsed EPR

Pulsed EPR experiments were carried out on a 2.1 mg 5 w.% BDPA in polystyrene sam-
ple. The sample was disc shaped with a diameter of 5 mm and a height of 0.2 mm.
Hahn-echo and Rabi nutation experiments were performed on the first four modes at
1249.2 mT, 35 GHz and room temperature. For the Hahn-echo measurements, the pulse
lengths of the π/2 and π pulses were fixed at 20 ns and 40 ns, respectively. The mi-
crowave power was adjusted to achieve the maximum spin echo signal. For the first
mode, it was not possible to achieve a full π/2 or π pulses even with the maximum
available power at fixed pulse lengths. For the Rabi nutation experiments, the same
pulse lengths were used for generating the spin echo. However, the maximum available
power of 5 W was used for all experiments.

Figure 4.12.: Single shot Hahn-echos of a 2.1 mg 5 w.% BDPA in polystyrene sample at
1249.2 mT, 35 GHz and room temperature. Each echo was recorded while
utilizing one of the first four modes.

Figure 4.12 shows the spin echos for the first four modes. The signal intensity does
not change monotonically with the mode number. The largest intensity is reached using
the fourth mode. The intensity decreases with the second mode to the third mode and
finally to the first mode.
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The intensity of the signal Vs is affected by Q0, QL and the filling factor η =
∫

sample B2
1dV∫

cavity B2
1dV

with the equation [110, 112]

Vs,th ∼ η

√
QLQ0−Q2

L (4.2)

The filling factor can be extracted from the simulations performed in CST-Studio con-
sidering the sample size. Using the measured Q-factors, the theoretical signal intensity
normalized on the fourth mode Vnorm,th =Vs,th/Vs,th,4 can be calculated . η , Vnorm,th and
the experimental signal intensity Vnorm,exp normalized on the fourth mode are shown in
Table 4.2.

Table 4.2.: Normalized signal intensities Vnorm,exp extracted from the Hahn-echos shown in
Figure 4.12 of the first four modes. Additionally, the filling factor η calculated
with CST-Studio and the theoretical signal intensity Vnorm,th based on equation
4.2 are shown. The theoretical intensity of the first mode marked with an
asterisk includes a correction due to the imperfect pulse angles.

Mode η Vnorm,exp Vnorm,th

1 (TEM000) 1.4% 0.15(1) 0.73 (0.15)*
2 (TEM100) 0.7% 0.78(5) 0.70
3 (TEM200) 0.4% 0.50(5) 0.46
4 (TEM001) 0.4% 1 1

With an exception of the first mode, the theoretical intensity matches very well to the
observed intensity. The worse performance of first mode can be explained by the fact
that not enough power was available to reach a full π/2 respectively π pulse. The real
pulse angles for the first mode were determined by Rabi nutation measurements to π/5
respectively 2π/5 (see Figure 4.13a). The expected echo intensity compared to a normal
Hahn-echo sequence with π/2 and π pulses can be calculated with I = |sinβ1|sin2 β2

2

[42] where β1 is the pulse angle of the first pulse and β2 the angle of the second pulse.
This results in a signal reduction by a factor of five for the first mode. The corrected
value is shown in Table 4.2 as well and fits very nicely to the experiment.

Figure 4.13 shows the Rabi nutation experiments for all four modes. An oscillatory
behavior of the echo intensity with respect to the nutation pulse length can be observed
for all four modes. The damping behavior, however, is different for each mode. An
exponential decay with the phase memory time Tm = 680(10) ns measured before by a
Hahn-echo decay measurement (see Appendix Figure A.7) is shown as well. Only the
fourth mode is dampened with this time constant.
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(a) First mode (b) Second mode

(c) Third mode (d) Fourth mode

Figure 4.13.: Rabi nutations (blue dots) of a 2.1 mg 5 w.% BDPA in polystyrene sample
measured at 1249.2 mT, 35 GHz and room temperature. The nutations
were measured utilizing the first four modes. An exponential decay based
on Tm = 680(10) ns of the sample is shown as well (red dotted line). The
nutations were simulated (red line) based on the simulated magnetic field
distribution at the sample.
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Theoretically, the damping of the Rabi nutations should be only affected by Tm. How-
ever, this assumes a homogeneous field distribution over the sample. If this is not the
case, each spin depending on its spatial position experiences a different B1 field and thus
has a different nutation frequency ωnut. In the end, this causes an additional damping
as the oscillations of each spin sum up. The nutation frequency can be calculated with
ωnut =

gµB
h̄ B1. Thus, the B1 field from the mode simulations shown before was sampled

over the sample (approximatly 104 field points) for each mode. For each point, the Rabi
nutation I(τnut) = cos(ωnutτnut) was calculated. All calculated nutations were summed
up and normalized by the number of points. The result for each mode is shown in Figure
4.13 as well which fit astonishingly well to the experiments. As the fourth mode has a
very homogeneous field distribution over the sample, the damping is only caused by Tm.

To sum it up, the first four modes occurring in the Fabry-Pérot resonator were thor-
oughly characterized by a combining experimental and simulation methods. The modes
were attributed to the TEMpln modes according to the inter mirror distance d at which a
resonance at 35 GHz occurs. Furthermore, the Q-factors and the couplings were char-
acterized by measurements with a VNA. It turned out that the resonator is over coupled
for most of the modes. The unloaded Q0-factors of the first three modes did not fit to
the theoretical predicted ones. By simulating the first four modes with CST-Studio it
came to light that the first three modes can not longer be described by simple TEMpln

modes as the coupling hole strongly influences the modes if the inter mirror distance
is short compared to the coupling hole size. Thus, the lower Q0-factors were attributed
to the disturbed field distributions. Beside the Q-factors, the EPR performance of the
first four modes was investigated by the means of Hahn-echo and Rabi nutation exper-
iments. Combining the Q-factor measurements and the field distributions of the modes
obtained by the simulations, the experimental observed Hahn-echo intensity could be
perfectly described. Furthermore, the Rabi nutation experiments confirm the field dis-
tribution inside the resonator. In the end, the fourth mode (TEM001) delivered the best
EPR performance due to its high Q0 and homogeneous field distribution.

4.3. Thin films

After the characterization of the resonator, pulsed EPR measurements on thin films of
MQBs were performed. First, a thin film of copper(II) phthalocyanine (CuPC) in a
matrix of pure phthalocyanine (H2Pc) on sapphire was prepared and measured. This
system was chosen, as it was already studied as thin film before and thus the measure-
ments performed in the new resonator can be compared to the already published ones.
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Furthermore, the films of this system are very stable under ambient conditions and can
be prepared on many substrates. The second measurement series was performed on thin
films of BDPA in poly(methyl methacrylate) (PMMA) spin coated on silicon. The sys-
tem was chosen for several reasons. First, the stable BDPA radical has a very narrow
EPR line, thus it is possible to excite nearly all spins with a single pulse. The spin coat-
ing procedure was chosen as it allows to quickly produce thin films with a controllable
thickness in the nanometer region. Spin coating works best in conjunction with a poly-
mer. Furthermore, BDPA has to be dispersed in some medium anyway in order to reduce
spin-spin diffusion. Here, PMMA was chosen because it is a well studied polymer used
for spin coating [113]. Furthermore, during preliminary experiments it turned out that
PMMA dissolves BDPA very well, even in thin films. Silicon as substrate was chosen to
demonstrate that is in principle possible, to investigate a silicon based working device.

4.3.1. Copper(II) phthalocyanine thin films

A film of CuPc and H2Pc in the ratio 1:5 was evaporated on a 2.5 cm square 0.2 mm
thick sapphire substrate. AFM measurements (see Appendix Figure A.8) reveal a film
thickness of about 60 nm. Dr. Bastian Kern at the Max-Planck Institute in Stuttgart
prepared the films and performed the AFM characterization.

ESE-detected EPR spectrum

Pulsed EPR measurements at 7 K and 35 GHz were performed on this film utilizing
the Fabry-Pérot resonator. First, an echo-detected EPR spectrum was recorded between
1100 mT and 1260 mT. The resulting spectrum can be seen in Figure 4.14.

The intensity of the spectrum increases step wise from 1120 mT to 1200 mT. From
there, it increases further with a maximum at 1218 mT. Above this field, the intensity
quickly decreases to the baseline.

The CuPc molecule has the typical g- and hyperfine anisotropy like many square pla-
nar copper(II) complexes and can be described with the spin Hamiltonian in equation
4.3 [114]. The four steps at lower fields in the spectrum are the hallmark of a axial
copper(II) powder EPR spectrum. Here, resonances of the CuPc molecules oriented
with the gzz = g‖ axis parallel to the magnetic field can be observed. Furthermore,
the resonances are split in four lines due to the parallel component of the copper hy-
perfine interaction ACu,‖. Typically, at higher fields a large peak can be observed due
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Figure 4.14.: ESE-detected EPR spectrum (black line) of the 60 nm CuPc and H2Pc (1:5)
film on sapphire measured at 7 K and 35 GHz. Two simulations based on
the spin Hamiltonian parameters published in [114] are shown. The first
simulation (red dotted line) assumes a full powder average. The second (red
solid line) includes a partial ordering of the molecules as described in the text.
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to resonances of molecules where the magnetic field lies in the gxx = gyy = g⊥ plane.
Sometimes, depending on the line width caused by strains, this peak is split in four lines
as well due to the axial component of the copper hyperfine interaction ACu,⊥. However,
in the observed spectrum no splitting at g⊥ is visible.

H = g‖µBŜzBz +g⊥µB(ŜxBx + ŜyBy)+ACu‖ŜzÎz +ACu⊥(ŜxÎx + ŜyÎy) (4.3)

Figure 4.15.: Sketch of a standing CuPc molecule on a sapphire substrate. The principal
axes gxx and gyy are implied as well as the angles θ and φ which describe the
rotational orientation of the molecule.

A simulation (red dashed line) of a powder spectrum of CuPc based on the known
[114] spin Hamiltonian parameters is shown in Figure 4.14 as well. It can be seen
that the g⊥ peak in the observed spectrum is much smaller compared to the simulation.
Furthermore, the steps at g‖ are not flat anymore. The discrepancies can be explained
with a partial ordering of the molecules on the surface. It has been shown [115] that
CuPc molecules tend to stand (illustrated in Figure 4.15) on technical substrates like
ITO or sapphire and lie flat on very smooth surfaces like on Si(111) [116].
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Partial ordering can be included in a spectrum simulation with Easyspin. Instead of
performing a full powder average and thus including any possible orientation of the
molecule with respect to the field, a weighted average can be calculated. Figure 4.15
shows the relevant angles θ and φ for the molecular orientation and the axes of gxx and
gyy which lie in the plane of the phthalocyanine ligand. Here, the gyy axis is parallel
to the surface normal and gxx perpendicular to it. In the bulk material, these axes are
equivalent but this may change on a surface due to surface interactions. The angle φ

describes a rotation about the surface normal, while θ is connected to a rotation around
the gxx axis.

Figure 4.16.: Orientation probability for the angles θ and φ used for the simulation in Figure
4.14 including partial ordering.

Table 4.3.: Spin Hamiltonian parameters used to simulated the spectrum shown in Figure
4.14 as well as the values published before.

Sample gxx gyy gzz |ACu,xx| |ACu,yy| |ACu,zz|
60 nm Film 2.039(1) 2.070(1) 2.158(1) 80(20) 80(20) 650(2)
Powder [114] 2.0390(5) 2.0390(5) 2.1577(5) 83(3) 83(3) 648(3)
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For a simulation including partial ordering, the weighting function p(θ)= exp
(

λ

2 (3cos2 θ −1)
)

with λ =−4.5 for the angle θ was used while the angle φ was not restricted (see Figure
4.16). Furthermore, the known spin hamiltonian parameters (see Table 4.3) were used
with an exception of gyy which was chosen slightly smaller. The resulting simulation is
shown in Figure 4.14 (red solid) as well. The simulation perfectly agrees with the mea-
sured spectrum. Thus, EPR can be a valuable tool to determine the molecular ordering
on a surface. The film is much thicker than a potential monolayer of molecules. Still,
the ordering is visible, thus it is propagating along the molecular layers.

Relaxation times

The relaxation times T1 and Tm of the 60 nm CuPc and H2Pc film were measured as well.
Here, inversion recovery respectivley Hahn-echo decay experiments were performed at
35 GHz, 7 K and 1218 mT which corresponds to the intensity maximum in the spectrum
shown before. The resulting decays can be seen in Figure 4.17.

(a) Inversion recovery experiment (b) Hahn-echo decay

Figure 4.17.: Measured (black dots) inversion recovery experiment and Hahn-echo decay
of the 60 nm CuPc and H2Pc (1:5) film on sapphire at 7 K, 35 GHz and
1218 mT. A single exponential fit (red line) is shown as well.

Both decays show a exponential behavior and are imposed by a small oscillation.
With a monoexponential fit, the relaxation times T1 = 7.1(1) µs and Tm = 400(19) ns
can be extracted from the inversion recovery experiment respectively Hahn-echo decay.
These rather short times can be explained by the high concentration of CuPc which
causes electron spin-spin diffusion. In previous investigations [100], the concentration
dependency of T1 and Tm of CuPc in H2Pc was studied. Although the highest concentra-
tion measured was 10%, the measured relaxation times here fit very well to the expected
extrapolated values for a 20% concentration T1,ext ≈ 10 µs and Tm,ext ≈ 300 ns.
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The CuPc and H2Pc film was about 60 nm thick, nearly one order of magnitude thin-
ner compared to previous studies. Furthermore, the film sample was not mechanically
processed and thus measured in situ. This demonstrates that the Fabry-Pérot resonator
is an excellent tool for the investigation of MQBs on surfaces.

60 nm is already quite thin but still far away from a single layer of MQBs and thus
any surface effects except the ordering might be screened. The signal-to-noise ratio in
the measurements presented was already quite low (about 0.5 for a single shot measure-
ment) thus going to lower thicknesses with this system will be tricky. Increasing the
copper concentration is no option as it would further decrease Tm which is already close
to the spectrometers deadtime. One of the main problems of the presented system is the
large anisotropy of CuPc. Therefore, even at the field where the spectrum reaches its
maximum in intensity, a 20 ns pulse only excites about 1% of all spins.

To overcome this issue, a different system will be investigated in the next section
containing the organic radical BDPA, which has a much more narrow spectrum.

4.3.2. Spin coated polymer films with organic radicals

Pulsed EPR measurements on thin films of 5% BDPA in PMMA with thicknesses rang-
ing from 10 nm to 100 nm (thickness determined by AFM, see Appendix Figure A.9-
A.14) spin coated on a quadratic silicon wafers (1.5 x 1.5 x 0.05 cm) were performed at
35 GHz and 7 K utilizing the Fabry-Pérot resonator. Furthermore, a 1 mg bulk sample
of 5% BDPA in PMMA was measured for comparison.

ESE-detected EPR spectra

First, ESE-detected EPR spectra of all films and the bulk sample were recorded between
1240 mT and 1255 mT. The resulting spectra, which were measured with the exactly
same settings, can be seen in Figure 4.18 (see Appendix Figure A.15 and A.16 for the
decays).

A single line (FWHM about 2 mT) can be observed for all films. The intensity in-
creases as the film thickness increases with an exception of the 40.8 nm thick film which
is a little bit less intense. The spectrum of the bulk sample looks essentially the same as
the film spectra.
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Figure 4.18.: ESE-detected EPR spectra (colored dots) of the spin coated thin films of 5%
BDPA in PMMA measured at 7 K and 35 GHz. Furthermore, the measure-
ment of the bulk sample is shown as well (black crosses).
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First of all, the more or less linear increase of intensity with the film thickness is
a good sign that the BDPA concentration is more or less the same for all films mea-
sured. Thus, aggregation of BDPA, commonly observed for small molecules in thin
films [117], does not play a significant role. The spectrum of the thinnest film (9.7 nm)
looks a little bit different compared to the rest as it has a small shoulder at 1250 mT.
Here, surface effects might already effect the EPR spectrum as the thickness of the film
corresponds to about ten monolayers. However, as the echo intensity of this film was
already very low, experimental imperfections may be the reason for this as well. To
further investigate this matter, the relaxation times of the sample were measured.

Relaxation times

The relaxation times T1 and Tm of all films and the bulk sample were determined at
1249 mT utilizing the Saturation by Fast Repetition (SFR) respectively Hahn-echo de-
cay sequence. The resulting relaxation times are visualized in Figure 4.19.

Figure 4.19.: Relaxation times T1 (blue dots) and Tm red dots of the spin coated thin films of
5% BDPA in PMMA measured at 7 K, 35 GHz and 1249 mT. As a comparison,
the relaxation times of the bulk sample are shown as well.
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Tm and T1 are nearly constant over the whole thickness range with a small tendency
for Tm to decrease and for T1 to increase. The bulk sample has essentially the same
relaxation times as the films. Although this seems to be rather unspectacular, it shows
that the properties of MQBs are very robust even when they prepared as a very thin film.

To sum it up, it was possible to measure a very thin film of 9.7 nm of BDPA 5 w.% in
PMMA on a silicon substrate without any mechanical treatment of the sample. This is a
very promising step towards characterizing spins on a potential silicon based quantum
chip. The important relaxation times of the films were fairly unaffected by the film
thickness and are essentially the same as the ones of the bulk sample. This demonstrates
the excellent robustness of the system for further investigations like contacting the spins
electrically.

4.4. Conclusion

In this chapter, it was shown that pulsed EPR on very thin films can be performed
very comfortably with a Fabry-Pérot resonator. The principals of how to design such
a resonator for EPR measurements were explained in the first part of this chapter. The
manufactured resonator was thoroughly characterized by a combination of VNA and
pulsed EPR measurements with electromagnetic field simulations in CST-Studio. It
turned out that the field distribution of the first four modes occurring in the resonator
are strongly affected by the coupling hole through which the microwaves are coupled
in. This leads to a lower Q-factor and worse field homogeneity of these modes. Thus,
the best mode in terms of field homogeneity and signal strength was the fourth mode
occurring in the resonator which was identified to be the TEM001 mode. The resonator
was used to measure a 60 nm thin film of CuPc in H2Pc (1:5). The film was prepared
on a 2.5x2.5 cm sapphire substrate, still it was possible to measure this film without any
mechanical treatment like cutting thanks to the large dimension of the resonator. The
measurements were in a good agreement with measurements performed before [100] on
a much thicker film (400 nm). Furthermore, it was possible to observe ordering of the
CuPc molecules by interpreting the EPR spectrum under consideration of partial order-
ing. Therefore, EPR can be a great addition for investigating molecules on surfaces. In
the end it was demonstrated that it is possible to investigate spins on the semiconduct-
ing platform silicon. Here, pulsed EPR measurements on thin films of 5 w.% BDPA
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in PMMA were performed. The system proven to be very robust which manifest into
thickness independent relaxation times down to a thickness of 9.7 nm. Again, the thin
films were directly measured without any post mechanical treatment which is necessary
if a smaller resonator is used.

The results are a very promising step towards the characterization of spins in an actual
working quantum chip based on, for example, a silicon interface. The resonator was
already employed to characterize MQBs in a thin film of conducting polymer [41] which
will be used to electrically address the incorporated MQBs. In a next step, the film could
be coated on an electrical readout structure where the spins are controlled utilizing the
resonator and read out through the electrical interface.
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5. Strong coupling of photons with
molecular quantum bits

This chapter is based on the research papers

Strong coupling between resonators and spin ensembles in the presence of ex-
change couplings, Samuel Lenz, David Hunger and Joris van Slageren, Chem. Com-

mun., 2020, 56, 12837-12840

and

Room-Temperature Quantum Memories Based on Molecular Electron Spin En-
sembles, Samuel Lenz, Dennis König, David Hunger and Joris van Slageren, Chem.

Commun., 2019, 55, 7163-7166

and uses parts of it. David Hunger performed the temperature dependent measurements
(SQUID and VNA) on both spin ensembles , Dennis König provided additional mea-
surements of the quantum memory efficiency which are not included in this Chapter.

5.1. Introduction

In order to perform quantum computing, qubits are obviously one of the main ingredient
for processing quantum information (QIP). However, during computation information
has to be transferred and stored in analogy to our classical computers. Photons are the
natural choice for transporting quantum information as those quantum objects travel
with the speed of light. For a highly efficient transfer of quantum information from a
matter based MQBs to a photon, it is necessary to strongly couple the spins of MQBs
with the electromagnetic field of a photon. Devices operating in the strong coupling
regime can act as a quantum memory [47, 118] and could play an important role as a
quantum repeater in a photon based quantum network [119].
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In this context, strong coupling means that the interaction between photons and MQBs
has to exceed all losses occurring during the interaction. In order to enter this regime,
the electromagnetic field of a photon is enhanced by using a cavity confining the field
[61]. However, the interaction between a spin and the magnetic field of a photon is usu-
ally to weak to satisfy the strong coupling condition. Fortunately, the interaction can be
enhanced as an ensemble of spins collectively interacts with the photon [118, 120].

Currently, strong coupling between microwave photons and spins has been demon-
strated for NV-Centers in diamond [59, 121], phosphorus impurities in silicon [58], sev-
eral molecular systems like transition metal ions [122] and organic radicals[123, 124].
It has been demonstrated that inhomogeneous broadening of a spin ensemble could be
the key for storing quantum information [47, 60, 125] in strongly coupled systems as it
allows a controllable coupling between spins and photons by utilizing dark states.

Most of the studies involve superconducting cavities and/or millikelvin temperatures
in order to achieve the strong coupling limit. Furthermore, only very few studies cover
the dynamics of the system and only present steady state results. Last but not least, the
interaction between spins is usually neglected.

In order to tackle this open ends, strong coupling using simple molecular radical sys-
tems as α ,γ-bisdiphenylene-β -phenylallyl-benzene (BDPA) complex and 2,2-diphenyl-
1-picrylhydrazyl (DPPH) will be demonstrated utilizing the Fabry-Perot resonator pre-
sented in Chapter 4. The investigations show that high cooperativities up to room tem-
perature are possible. Furthermore, the interaction between spins will be observed and
included in the theoretical description of the system. Last but not least, the dynamics of
the the strongly coupled systems will be explored utilizing a simple pulsed EPR setup.
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5.2. Magnetic characterization of the spin ensembles

The coupling of a spin ensemble with a microwave resonators is dependent on the num-
ber of active (e.g. unpaired) spins in the ensemble. Therefore, samples of BDPA·Bz
and DPPH which will be used for the following experiments were characterized by the
means of SQUID magnetometry. This technique allows to extract the number of active
spins per mass of the material for a wide range of temperature.

5.2.1. SQUID magnetometry of BDPA·Bz

The magnetic moment µ of a 18.0 mg pressed pellet of BDPA·Bz was measured from
1.8 K to 50 K at 1000 Oe and from 50 K to 300 K at 10000 Oe applied magnetic
field. From the data, the molar paramagnetic susceptibility χ = µ/(nH) was calcu-
lated where n is the amount of sample in mol and H the magnetic field strength in Oe.
The data was corrected for a diamagnetic contribution of -550 cm3·mol−1 in order to
obtain the correct behavior at high temperatures. Figure 5.1 shows the measurement
(left, black dots), χ increases towards lower temperatures until 5 K, where it reaches
a plateau and then again starts to rise. The product χT is shown as well (right, black
dots), it features a constant value of 0.371 cm3 K mol−1 above 200 K, whereas at lower
temperature it bends towards zero. In order to reach the expected high temperature value
of 0.371 cm3 K mol−1, an amount of sample n half as much as calculated for a 18 mg
BDPA·Bz pellet and a diamagnetic contribution double as large as expected from the
molar mass has to be assumed. This indicates that the sample, although freshly bought,
contains only 50% active spins. This will be confirmed by the steady state measure-
ments of the strongly coupled system in Section 5.3.

The high temperature behavior of χT can be described by Curie’s law. Assuming a
spin with S= 1/2 and a g-value of 2.0027 [78], a Curie constant C = 0.375 cm3 K mol−1

can be calculated, which fits very well to the observed value and to what was reported
in the past [126]. At lower temperatures, χT starts to deviate from the Curie’s law due
to antiferromagnetic interactions. It was reported [126] that BDPA·Bz behaves like a
Heisenberg antiferromagnet described by the Hamiltonian

H = gµBB0

Nc

∑
i

Ŝz,i−2J
Nc

∑
i

ŜiŜi+1 (5.1)
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Figure 5.1.: Magnetic susceptibility χ of the BDPA·Bz sample (left, black dots) and the
product χT (right, black dots) in the temperature range of 1.8 K to 300 K. A
corresponding calculation (left and right, red line) based on the Hamiltonian in
eq. 5.1 is shown as well.

with an exchange constant J and the chain length Nc→ ∞. The magnetic susceptibility
χAF of such a system can be approximated by a ring with a finite Nc [127]. The result
improves, if the susceptibility is calculated for an even and odd number of spins to form
the mean χ̄ = [(Nc−1)χNc +(Nc)χNc−1]/(2Nc− 1) ≈ χAF. Therefore, the magnetic
susceptibility was calculated for rings of the size Nc = 12,11 using the Matlab package
Easyspin and the mean was formed. The resulting χ and χT per single spin with J/kB =

−4.9 K are shown in Figure 5.1 as well (red solid line). To account for the small
rise at very low temperatures, an uncoupled S = 1/2 impurity (4% with respect to the
coupled amount) with g = 2 was added to the calculation. The calculate χ and χT

are in a good agreement with the measured susceptibility. The fitted exchange constant
J/kB = −4.9 K is in a perfect agreement with the reported [127, 128] values of -4.2 K
to -5.75 K for BDPA·Bz so far.

In summary, the BDPA·Bz sample contains about 50% active spins and still shows
the expected behavior of a antiferromagnetic chain with an exchange constant J/kB =

−4.9 K. Therefore, it is most likely that beside BDPA·Bz the sample contains a very
similar diamagnetic impurity. As the antiferromagnetic properties match the ones from
pristine material, it will be still used for the hybrid system measurements keeping in
mind the lower amount of active spins.
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5.2.2. SQUID magnetometry of DPPH

SQUID magnetometry and preliminary data analysis on the DPPH used for the hybrid
systems was performed by David Hunger during his master thesis.

The magnetic moment µ of a 11.4 mg pressed pellet of DPPH was measured from
1.8 K to 300 K at 1000 oe. The data was corrected for a diamagnetic contribution
of -330 cm3·mol−1. Figure 5.2 shows that χ increases towards lower temperatures
until 9 K where it reaches a maximum after which it decreases towards 2 K. A small
increase at temperatures below 2 K can be observed. The product χT is shown as well
(right, black dots), it features a constant value of 0.368 cm3 K mol−1 above 200 K,
whereas at lower temperature it bends towards zero. In order to reach the expected high
temperature value of 0.368 cm3 K mol−1, an amount of sample n = 0.84nw, where nw

is the amount calculated for a 11.4 mg DPPH pellet, has to be assumed. This indicates
that the sample contains about 84% active spins. This will be confirmed by the steady
state measurements of the strongly coupled system in Section 5.3.

Figure 5.2.: Magnetic susceptibility χ of the DPPH·Bz sample (left, black dots) and the
product χT (right, black dots) in the temperature range of 1.8 K to 300 K. A
corresponding calculation (left and right, red line) based on the Hamiltonian in
eq. 5.1 is shown as well.

The high temperature behavior of χT can be described by Curie’s law. Assuming a
spin with S= 1/2 and a g-value of 2.0036 [129], a Curie constant C = 0.375 cm3 K mol−1

can be calculated, which fits very well to the observed value of 0.368 cm3 K mol−1 and
to what was reported [129] recently. At lower temperatures, χT starts to deviate from
the Curie’s law due to antiferromagnetic interactions. It was reported [129, 130] that
solvent free DPPH forms antiferromagnetic dimers described by the Hamiltonian
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H = gµBB0(Ŝz,1 + Ŝz,2)−2JŜ1Ŝ2 (5.2)

with an exchange constant J. These dimers contribute with χDim. to the total mag-
netic susceptibility. Even in freshly prepared DPPH single crystals, approximately 10%
uncoupled (J = 0) spins are present [129] giving a contribution χuncoupled to the total
susceptibility. In order to extract J from the SQUID measurements, the magnetic sus-
ceptibility χtot. = aχDim./2+(1− a)χuncoupled was calculated using the Matlab pack-
age Easyspin. The resulting χ and χT per single spin with 2J/kB = −17.7 K and
a = 0.92 are shown in Figure 5.2 as well (red solid line). The calculate χ andχT are
in a good agreement with the measured susceptibility. The fitted exchange constant
2J/kB = −17.7(5) K is in a perfect agreement with the reported [129, 130] value of
-17.5 K for DPPH.

In summary, the DPPH sample contains about 84% active spins and shows the behav-
ior of antiferromagnetic dimers with an exchange constant 2J/kB =−17.7(5) K. About
8% uncoupled spins are present in the sample. It will be interesting to see, whether the
type of antiferromagnetism (chain or dimer) has any influence on the hybrid systems
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5.3. Steady-state measurements

A simple way to investigate a spin ensemble in the strong coupling regime, is to per-
form reflection measurements on the system by the means of a VNA. The data can be
evaluated using the Equation 2.77 in order to extract the dissipation rates κ , γ and the
collective coupling Ωeff.

5.3.1. Mode dependent measurements

Initial measurements were performed on a 18 mg, 5 mm pressed pellet of BDPA·Bz con-
taining approximately N = 1.1 ·1019 spins. The spin ensemble was tuned into resonance
using an electromagnet. The used sweep range of the magnet was 1230 mT to 1260 mT.
Before the magnetic field was applied, the resonator was tuned to 35.00 GHz with the
sample mounted and S11 was measured in order to extract the dissipation rates κi and κe

by fitting the data as described in Section 4.2.2. Measurements were performed for the
first four modes occurring in the resonator.

(a) Experiment (b) Simulation

Figure 5.3.: Magnitude of the measured reflection parameter S11 (left Figure) at room tem-
perature of a 18 mg, 5 mm pressed pellet of BDPA·Bz inside a copper Fabry-
Pérot (first mode) resonator as a function of the probe frequency and the
applied external magnetic field. An anti-crossing is visible when ωs approaches
ωc indicating that the system is in the strong coupling regime. A simulation
based on Equation 2.77 using the parameters from Table 5.1 is shown on the
right side. Slices along specific fields for both experiment and simulation are
shown in Figure 5.4.
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Figure 5.4.: Slices trough the exerimental data (blue dots) and simulation (red line) pre-
sented in Figure 5.3 at the fields 12355.7 Gauss(left), 12485.4 Gauss (middel)
and 12620.8 Gauss (right)

Figure 5.3a shows a measurement of the system at room temperature utilizing the first
mode of the Fabry-Pérot resonator. At 1240 mT, the broad cavity resonance can be seen
at ωc/2π = 35.00 GHz while the spin resonance occurs at about ωs/2π = 34.75 GHz.
By increasing the magnetic field, ωs increases linearly and eventually reaches ωc = ωs.
A clear anti-crossing is observed in this region. S11 was fitted to the data according to eq.
2.77, and the simulation can be seen in Figure 5.3b. The parameters Ωeff/2π = 28.0(5)
MHz, κi/2π = 8(1) MHz, κe/2π = 13(1) MHz and γ/2π = 1.5(5) MHz were used
and ωs was calculated from the magnetic field B0 assuming only isotropic Zeeman-
interaction ωs =

gisoµBB0
h̄ with giso = 2.0028. For a better comparison, the data and

calculation were sliced at different fields which can be seen Figure 5.4.
The measurement on the next three modes were analyzed in the same way, and the

parameters are summarized in Table 5.1.
The observation of an anti-crossing already demonstrates that the system is in the

strong coupling regime. The fulfillment of the condition κ,γ < Ωeff , derived from
the fits, further confirms this. A collective coupling of Ωeff = 28 Mhz is one of the
largest couplings at room temperature reported for strongly coupled radicals so far [123,
124, 131]. For a coherent exchange of a single photon, Ωeff has to be compared to
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the dissipation rates γ and κ = κi + κe. The Figure of merit here is the cooperativity
C = Ω2

γκ
. An outstanding value of C = 24.9 is reached for the first mode, comparable

to other similar hybrid system which, however, operate at millikelvin temperatures [59,
132, 133].

Table 5.1.: Measured dissipation rates, collective coupling constants and cooperativities of
a 18 mg BDPA·Bz sample inside the copper Fabry-Pérot resonator at room
temperature. The values were obtained by fitting eq. 2.77 to the measured
reflection data. The single spin coupling constant was calculated from CST-
Simulations of the first four modes inside the Resonator.

Mode γ/2π κi/2π κe/2π Ωeff/2π gs,sim/2π C
(MHz) (MHz) (MHz) (MHz) (Hz)

First 1.5(2) 8.0(5) 13.0(5) 28.0(5) 0.139 25(5)
Second 1.5(2) 6.5(5) 7.0(5) 19.0(5) 0.099 17(3)
Third 1.5(2) 4.0(5) 7.0(5) 12.0(5) 0.072 9(2)
Fourth 1.5(2) 4.0(5) 4.0(5) 13.0(5) 0.076 14(2)

At a first glance, it seems to be a little odd that such a dense spin ensemble can
be described by just an isotropic giso value with a very narrow linewidth of γ/2π =

1.5 MHz. The line should be heavily broadened by unavoidable dipolar interactions
ωdip/2π ≈ 50 MHz calculated from the crystal structure [134] of BDPA·Bz. However,
an isotropic antiferromagnetic exchange J/kB = −4.9 K much larger then the dipolar
fields is present in crystalline BDPA·Bz [126] leading to an effect called exchange nar-
rowing. In a nutshell, the exchange averages out the dipolar interactions in time leading
to a much narrower line which eventually becomes lorentzian if J/h̄� ωdip [135]. In
summary, this effect leads to an effective description of the spin system were a spin en-
semble of identical spins with a single resonance frequency ωs and a single relaxation
rate γ can be assumed.

The collective coupling Ωeff =
√
−2N

〈
Ŝz
〉
gs (see Equation 2.77) depends on the

number of spins N = 1.1 ·1019, their polarization
〈
Ŝz
〉

and the single spin coupling con-
stant gs = |Bx,Photon|gµB

2h̄ which depends on the magnetic field strength of a single photon
inside the cavity. |Bx,Photon| can be derived from the microwave simulations of the Fabry-
Pérot modes discussed in chapter 4. This is accomplished by normalizing the simulated
field |Bx,sim| on the number of photons |Bx,Photon,sim|= |Bx,sim|/

√
Np [59]. The numbers

of photons can be estimated from the stored energy inside the resonator. As CST mi-
crowave simulations using the Eigenmode-Solver always normalize the stored energy to
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Figure 5.5.: Measured collective coupling Ωeff (black dots) of the 18 mg BDPA·Bz sample
for the first four modes occurring in the Fabry-Pérot resonator with respect to
the simulated single spin coupling of the given mode. The values are presented
in Table 5.1 as well.

1 J, the simulated fields correspond to Np = 1J/h̄ωc ≈ 4.3 ·1022 photons. The resulting
single spin coupling constants gs,sim for each mode are shown in Table 5.1. In addition,
Figure 5.5 shows Ωeff plotted against gs,sim. A clear linear relationship can be observed
proving the reliability of the microwave simulations.

For a reliable calculation of gs,exp the exception value
〈
Ŝz
〉

has to be know (see eq.
2.79. With a probe power of -20 dBm, the VNA populates the resonator with approx-
imately 1 · 109 photons, i. e. much less then the number of spins. Therefore, the po-
larization of the spins does only change insignificantly due to excitation and can be
approximated with the thermal equilibrium polarization

〈
Ŝz
〉

eq (T ) ≈
〈
Ŝz
〉

which only
depends on the temperature T . As this quantity should be affected by the antiferromag-
netic exchange coupling, it will be investigated in more detail in the following section
by the means of temperature depended measurements.



Steady-state measurements 109

5.3.2. Temperature dependence of strong coupling in BDPA·Bz

Temperature dependent measurements of BDPA·Bz and preliminary data analysis were
performed by David Hunger during his master thesis. The measurements in the range of
7 K to 293 K were performed on a 9.4 mg, 5 mm pressed pellet of BDPA·Bz containing
approximately N = 0.6 · 1019 spins. The sample was mounted in a copper Fabry-Pérot
resonator in a way as shown in Figure 4.6. The spin ensemble was tuned into resonance
using an electromagnet. The used sweep range of the magnet was 1230 mT to 1260
mT. Before the magnetic field was applied, the resonator was tuned to 35.00 GHz with
the sample mounted and S11 was measured in order to extract the dissipation rates κi

and κe by fitting the data as described in Section 4.2.2. The first mode occurring in the
resonator was used for all measurements.

(a) Experiment (b) Simulation

Figure 5.6.: Magnitude of the measured reflection parameter S11 (left Figure) at 7 K of
a 9.4 mg, 5 mm pressed pellet of BDPA·Bz inside the copper Fabry-Pérot
(first mode) resonator with respect to the probe frequency and an applied
external magnetic field. An anti-crossing is visible when ωs approaches ωc
indicating that the system is in the strong coupling regime. A simulation based
on Equation 2.77 using the parameters from Table 5.2 is shown on the right
hand side.

Figure 5.6b shows a measurement at 7 K, again the cavity resonance can observed at
35 GHz and the spin resonance at 34.7 GHz at 1240 mT. Compared to the room temper-
ature measurements shown in Figure 5.3a before, the gap of the anti-crossing is much
larger. Furthermore, a faint line passing the anticrossing is visible which will be dis-
cussed in Section 5.3.4 To extract the relevant parameters, the data was fitted using eq.
2.77. The resulting simulation for 7 K can be seen in Figure 5.3b. The same procedure
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to analyze the data was carried out on the measurements at higher temperatures. The
resulting parameters are summarized in Table 5.2. Ωeff(T ) is visualized in Figure 5.7
for all measured temperatures. As the larger gap in Figure 5.6b already suggests, Ωeff

increases towards lower temperature.

Table 5.2.: Measured dissipation rates, collective coupling constant and cooperativity of a
9.4 mg BDPA·Bz sample inside the copper Fabry-Pérot resonator at different
temperatures. The values were obtained by fitting eq. 2.77 to the measured
reflection data.

Temperature γ/2π κi/2π κe/2π Ωeff/2π C
K (MHz) (MHz) (MHz) (MHz)

7 1.5(5) 2.0(5) 13.0(5) 80(3) 290(90)
9 1.5(5) 2.0(5) 13.0(5) 78(3) 270(90)

11 1.5(5) 2.0(5) 13.0(5) 73(3) 240(80)
13 1.5(5) 2.0(5) 13.0(5) 71(3) 220(70)
15 1.5(5) 2.0(5) 13.0(5) 68(2) 200(70)
20 1.5(5) 2.0(5) 13.0(5) 62(2) 170(60)
25 1.5(5) 2.0(5) 13.0(5) 58(2) 150(50)
30 1.5(5) 2.0(5) 13.0(5) 53(2) 120(40)
50 1.5(5) 2.0(5) 13.0(5) 41(2) 70(20)
70 1.5(5) 2.5(5) 13.0(5) 36(2) 60(20)
90 1.5(5) 2.5(5) 13.0(5) 31(2) 40(10)

100 1.5(5) 2.5(5) 13.0(5) 31(2) 40(10)
120 1.5(5) 2.5(5) 13.0(5) 29(2) 40(10)
180 1.5(5) 3.0(5) 13.0(5) 24(2) 25(10)
200 1.5(5) 3.5(5) 13.0(5) 23(2) 21(7)
240 1.5(5) 4.5(5) 13.0(5) 20(2) 15(5)
291 1.5(5) 5.5(5) 13.0(5) 19(2) 13(5)

An increase of Ωeff is expected as the absolute value of the spin polarization
〈
Ŝz
〉

should increases at lower temperature. For simple spin S = 1/2 system, the polarization
can be calculated according to Boltzmann with the equation

〈
Ŝz
〉

eq. (T ) =−0.5tanh
h̄ωs

kT
(5.3)

Using the definition Ωeff =
√
−2N

〈
Ŝz
〉
gs together with N = 0.6 ·1019 and eq. 5.3, the

measured Ωeff(T ) can be fitted using a single spin coupling constant gs/2π = 0.14(1)
Hz (Figure 5.7, red dashed line). However, the fit deviates quite a lot from the ex-
perimental values at lower temperatures. The reason for this is the antiferromagnetic
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Figure 5.7.: Measured collective coupling constants of a 9.4 mg BDPA·Bz sample inside
the copper Fabry-Pérot resonator (black dots) at temperatures between 7 K to
293 K utilizing the first mode. Two fits are included, the first one (red dotted
line) assumes a temperature dependent spin polarization of a single S = 1/2
system (eq. 5.3) and the second one (red solid line) uses a spin polarization
based on a linear antiferromagnetic chain (see text for details) with 12 chain
members.
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exchange present in pure BDPA·Bz, which has a strong impact on the polarization. As
pointed out in Section 5.2.1, the antiferromagnetism of BDPA·Bz sample can be de-
scribed with the Hamiltonian described in eq. 5.1 with an exchange constant J/kB =

−4.9 K and the chain length Nc = 12.
The Matlab package Easyspin was used to calculate

〈
Ŝz,i
〉

eq. (T ) for every chain
member. The mean polarization of a single spin inside the chain was calculated us-
ing the equation

〈
Ŝz
〉

eq. (T ) = 1/Nc ∑i
〈
Ŝz,i
〉

eq. (T ). Again, the measured Ωeff(T ) was
fitted using the calculated mean polarization of a linear chain with Nc = 12 and a single
spin coupling constant gs/2π = 0.145(6) Hz. The result is shown in Figure 5.7 as a
red solid line. It fits perfectly over the whole temperature range proving that the an-
tiferromagnetic exchange can not be neglected in order to understand the temperature
dependent behavior. The fitted single spin coupling constant gs = 0.145(6) Hz is in a
very good agreement with the simulated constant of the first mode gs,sim/2π = 0.14 Hz.

According to the definition of Ωeff, it should scale with square root of the number
of total spins

√
NS as well. The temperature dependent measurements where carried

out on a 9.4 mg sample which approximately contains halve as much spins then the
one used for the mode dependent measurements. In fact, the collective coupling at
room temperature of the 18 mg sample used for the mode dependent measurements is
Ωeff,18mg/2π = 28 MHz which is very close to

√
2Ωeff,9.4mg = 27 MHz. The maximum

reasonable amount of sample for the first mode is approximately 30 mg of BDPA·Bz
before the pellet size becomes bigger than the mode volume. Therefore, a collective
coupling constant Ωeff,30mg/2π = 140 MHz could be reached for BDPA·Bz at 7 K im-
plicating a cooperativity C ≈ 1000. Unfortunately, this measurement was not possible
due to the availability of the material.

Besides the collective coupling, the internal loss κi inside the resonator decreases
with the temperature as well. This is not unexpected, as κi depends on the resistivity of
the resonator material which decreases with temperature. In the case of copper used for
machining, the resistivity does not further decrease at temperatures below 50 K due to
impurities inside the metal [136]. This explains why κi does not decrease below 50 K.

In summary, the temperature dependent behavior of BDPA·Bz can be perfectly de-
scribed with the antiferromagnetic chain model introduced in Section 5.2.1 and the ex-
tracted single spin coupling constant gs = 0.145(6) Hz fits very well to the electromag-
netic field simulations of the resonator. In order to cross check the influence of the
exchange coupling, the temperature dependent behavior of DPPH will be investigated
which features a pair-wise antiferromagnetic exchange interaction.
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5.3.3. Temperature dependence of DPPH

Temperature dependent measurements of DPPH and preliminary data analysis were per-
formed by David Hunger during his master thesis. The measurements in the range of
7 K to 293 K were performed on a 11.4 mg, 5 mm pressed pellet of DPPH contain-
ing approximately N = 1.46 · 1019 spins. The spin ensemble was tuned into resonance
using an electromagnet. The used sweep range of the magnet was 1230 mT to 1260
mT. Before the magnetic field was applied, the resonator was tuned to 35.00 GHz with
the sample mounted and S11 was measured in order to extract the dissipation rates κi

and κe by fitting the data as described in Section 4.2.2. The first mode occurring in the
resonator was used for all measurements.

Figure 5.8.: Measured collective coupling constants of a 11.4 mg DPPH sample inside the
copper Fabry-Pérot resonator (black dots) at temperatures between 7 K to
293 K utilizing the first mode. The fit (red line) included is based on the
spin polarization of an antiferromagnetic dimer as determined in the SQUID
measurements in Section 5.2.2

The evaluation of the data was performed analogically to the BDPA·Bz sample in Sec-
tion 5.3.2 using Equation 2.77 to extract the relevant parameters which are summarized
in Table 5.3. Again, κi starts to increase at temperatures above 70 K due to the increase
in the electrical resistance of the copper. Furthermore, the spin line width γ increases
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Table 5.3.: Measured dissipation rates, collective coupling constant and cooperativity of
a 11.4 mg DPPH sample inside the copper Fabry-Pérot resonator at different
temperatures. The values were obtained by fitting eq. 2.77 to the measured
reflection data.

Temperature γ/2π κi/2π κe/2π Ωeff/2π C
(K) (MHz) (MHz) (MHz) (MHz)
2.3 13(2) 2.0(5) 13.0(5) 98(3) 50(10)
3 12(2) 2.0(5) 13.0(5) 100(3) 60(10)
3.5 13(2) 2.0(5) 13.0(5) 101(3) 50(10)
4.1 10(2) 2.0(5) 13.0(5) 102(3) 70(20)
5 5.0(5) 2.0(5) 13.0(5) 105(2) 150(20)
7 3.0(5) 2.0(5) 13.0(5) 106(2) 250(60)
9 3.0(5) 2.0(5) 13.0(5) 107(2) 250(60)
9.5 3.0(5) 2.0(5) 13.0(5) 107(2) 250(60)

10 3.0(5) 2.0(5) 13.0(5) 107(2) 250(60)
10.5 3.0(5) 2.0(5) 13.0(5) 108(2) 250(60)
11 3.0(5) 2.0(5) 13.0(5) 106(2) 250(60)
13 3.0(5) 2.0(5) 13.0(5) 102(2) 230(50)
15 3.0(5) 2.0(5) 13.0(5) 100(2) 220(50)
20 3.0(5) 2.0(5) 13.0(5) 91(2) 180(40)
25 3.0(5) 2.0(5) 13.0(5) 87(2) 170(40)
30 3.0(5) 2.0(5) 13.0(5) 80(2) 140(30)
50 3.0(5) 2.0(5) 13.0(5) 69(2) 100(20)
70 3.0(5) 2.0(5) 13.0(5) 57(2) 70(20)
90 3.0(5) 2.5(5) 13.0(5) 52(2) 60(10)

110 3.0(5) 2.5(5) 13.0(5) 48(2) 50(10)
150 3.0(5) 3.0(5) 13.0(5) 42(2) 40(10)
180 3.0(5) 3.0(5) 13.0(5) 36(2) 30(10)
210 3.0(5) 3.5(5) 13.0(5) 34(2) 23(5)
240 3.0(5) 4.5(5) 13.0(5) 32(2) 20(4)
282 3.0(5) 4.5(5) 13.0(5) 30(2) 17(4)
294 3.0(5) 5.0(5) 13.0(5) 30(2) 17(4)

towards lower temperatures. This indicates faster spin relaxation at lower temperatures
which seems to be counter-intuitive. However, the increase of line width originates from
inhomogeneous broadening, as DPPH features g-anisotropy at low temperatures [129].
The correct treatment of such a case will be explained in Section 5.3.4.
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The temperature dependence of the collective coupling Ωeff is visualized in Figure
5.8 (black dots). Similar to BDPA·Bz, Ωeff increases towards lower temperature. At
temperatures below 10 K, however, it starts to decrease. Again, this behavior is at-
tributed to the thermal polarization

〈
Ŝz
〉

eq. (T ) of the spins. Therefore,
〈
Ŝz
〉

eq. (T ) was
numerical calculated with Easyspin using the spin Hamiltonian described in eq. 5.2
with 2J/kB =−17.7(5) K which was determined by the SQUID measurements in Sec-
tion 5.2.2.

Furthermore, 10% uncoupled spins (meaning J = 0) as determined from the SQUID
measurements have to be considered. The temperature dependent collective coupling
can then be calculated with eq. 5.4 using the computed polarization

〈
Ŝz,1
〉

Dim (T ) of
the antiferromagnetic dimers and the one of the uncoupled spins

〈
Ŝz,1
〉

uncoupled (T ) in
conjunction with the numbers of spins N = 1.46 ·1019 of the DPPH sample.

Ωeff(T ) =

√
−2N

(
0.9
〈
Ŝz,1
〉

Dim (T )+0.1
〈
Ŝz,1
〉

uncoupled (T )
)

gs (5.4)

The single spin coupling constant gs/(2π) = 0.143(5) Hz was obtained by fitting eq.
5.4 to the data (red line in Figure 5.8). The fit is in a very good agreement with the
measured collective coupling at temperatures down to 5 K. Below, it starts to deviate a
bit most likely because the sample temperature deviates from the cryostat temperature.
As DPPH and BDPA·Bz both are S = 1/2 radicals with a very similar g-value, gs should
be the same for both systems. Indeed, gs,DPPH/(2π) = 0.143(5) Hz and gs,BDPA/(2π) =

0.145(6) Hz are essentially the same and in a very good agreement with the simulated
value of gs,sim/(2π) = 0.14 Hz.

In summary, the temperature dependence of DPPH can be described very well with
the model of antiferromagnetic dimers introduced in Section 5.2.2 and the single spin
coupling constant gs,DPPH/(2π) = 0.143(5) Hz is basically identical to the one deter-
mined for BPDA·Bz and in a good agreement with the one obtained from the electro-
magnetic field simulations.

For both radicals, the antiferromagnetic interaction is not directly included in the
Jaynes-Cummings Hamiltonian but only considered for thermal occupation. This is
valid in the strong exchange limit where the exchange interactions exceeds the Zeeman
interaction. Here, the spin ensemble of exchanged coupled S = 1/2 systems can be con-
sidered as an ensemble of spins with S = 1/2, 1, 3/2, ... where each spin multiplet has
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a different energy but does not interact with the other multiplets. In the case of isotropic
exchange, there is no interaction of the mS states inside the multiplet. Combining strong
and isotropic exchange, the system can be effectively described by a S = 1/2 with a
modified thermal occupation as it was demonstrated in this section.

Up to now, it was assumed that the spin systems can be described with a single reso-
nance frequency ωs leading to the effective coupling Ωeff defined in eq. 2.77. However,
at low temperatures, both radicals show inhomogeneous line broadening. The reason
for the broadening is g-anisotropy which appears at low temperature [128, 129]. The
presence of inhomogeneous broadening leads to spin packets with different ωs. As a
consequence, an effect called cavity protection and the coupling to former dark states
emerge which will be covered in the next section.

5.3.4. Inhomogeneous broadening and the cavity protection
effect

The presence of inhomogeneous broadening of the BDPA·Bz resonance line can be
recognized by a carefully reexamination of the VNA measurement at 7 K shown before
in Figure 5.6a. In Figure 5.9a the same measurement but with a slightly different color
scale is shown. There, a faint line crossing the anti-crossing can be observed. This line
marks states which should have no cavity part and thus are called dark states. However,
inhomogeneous broadening of the spins leads to a small coupling to the cavity field and
thus making it possible to measure this states by VNA measurements [137–139].

This behavior can be calculated by discretizing the spin ensemble into N sub ensem-
bles where each sub ensemble contains Nid,j identical spins having the same resonance
frequency ωs, j (Equation 2.81).

Nid,j has to be calculated with the help of a discrete spectral density ρ(ωs, j) from the
total numbers of spins N.

Nid,j =
Nρ(ωs, j)

∑
N

ρ(ωs, j)
(5.5)
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(a) Experiment (b) Simulation

Figure 5.9.: Magnitude of the measured reflection parameter S11 (left Figure) at 7 K of a
9.4 mg, 5 mm pressed pellet of BDPA·Bz inside the copper Fabry-Pérot (first
mode) resonator with respect to the probe frequency and an applied external
magnetic field. This Figure shows the same date as presented in Figure 5.6a
but with a different color scale. Here, a faint line crossing the anti-crossing
is observed. The line originates from a inhomogeneous spectral density of the
spin system and can be reproduced (right side) with eq. 2.81.

The measured data shown in Figure 5.9a was simulated using a q-Gaussian spectral
density (see eq. 5.6 and 5.7). This spectral density becomes Gaussian for q→ 1 and
Lorentzian for q = 2. It was chosen as the broadening of DPPH and BDPA can not
be described by either a Gaussian nor a Lorentzian line [128, 129] and because it was
demonstrated that the q-Gaussian distribution can be applied successfully in such cases
[54].

ρ(ωs, j) =

[
1− (1−q)

(ωs, j−ωs,c)
2

∆2

] 1
1−q

(5.6)

γinh = 2∆

√
2q−2
2q−2

(5.7)

The resulting simulation with a full width at half maximum of γinh = 11.9(3) MHz
and the q-parameter q = 1.1 is shown in 5.9b, the appearance of the faint line in the
simulation can be clearly seen. Slices at certain fields are shown in Figure 5.10, the
coupling to dark states can be seen as a side band at the spin resonance in the dispersive
region ωc 6= ωs and as a small hump when the cavity is on resonance with the central
spin frequency ωc = ωs,c.
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Figure 5.10.: Slices trough the exerimental data (blue dots) and simulation (red line) pre-
sented in Figure 5.9 at the fields 12416.9 Gauss(left), 12480.0 Gauss (middel)
and 12613.3 Gauss (right)

Interestingly, inhomogeneous broadening does not affect the line width of the polari-
ton modes Γ = (κ + γ)/2, where γ is the homogeneous line width. Furthermore, it does
not decrease the splitting Ωeff if Ωeff � γinh. This effect was described first in 1996
[139] where the author suggested to use it in order to measure the homogeneous line
width of an inhomogeneous broadened system of interest. In the recent literature [137,
138, 140] the effect is called cavity protection because it effectively removes spin de-
phasing caused by inhomogeneous broadening similar as the spin echo experiment and
hence protects the quantum information.

In summary, the BDPA·Bz sample resonance is inhomogeneously broadened due to
g-anisotropy at temperatures below 12 K. This leads to a small coupling to formal dark
states, which is visible in the VNA measurements as a faint line crossing the anticross-
ing. The behaviour can be simulated by discretizing the spin ensemble into sub en-
sembles using a q-gaussian spectral density. The line width and hence the losses of the
polaritons are not affected due to the cavity protection effect.

Up to now, only steady state measurements on the hybrid systems were performed by
the means of a VNA. In the next section, time domain measurements performed with a
pulsed EPR spectrometer will be discussed.
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5.4. Time-domain measurements

The hybrid system of BDPA·Bz in the Fabry-Pérot resonator was probed in time domain
using a home built pulsed EPR setup [103]. The BDPA·Bz radical was chosen because
of its lower spin losses γ/(2π) = 1.5 MHz compared to DPPH. All measurements in
the time domain were simulated using the approach published in [60] and explained in
Section 2.4.3 in order to treat the inhomogeneously broadened spin system.

The time domain measurements are organized in three parts. In the first part, vacuum
Rabi oscillations under a weak driving pulse and the cavity protection effect are inves-
tigated. The second one covers echo measurements and the last part demonstrates how
such hybrid systems can work as a quantum memory.

5.4.1. Low-power vacuum Rabi oscillations

Exciting a strongly coupled system with a short microwave pulse can stimulated vacuum
Rabi oscillations, where the photons injected into the cavity oscillates back and forth
between the cavity and the spin system [58, 137]. As long as the number of photons
is small compared to the number of spins, the Rabi frequency does not depend on the
microwave pulse power [54]. Furthermore, each photon will be fully absorbed and
emitted from the spin system several times, depending on the cooperativity, before it
decays.

To demonstrate vacuum Rabi oscillations, the 9.4 mg BDPA·Bz pellet characterized
in Section 5.3.2 was mounted in the copper Fabry-Pérot resonator and cooled down to
7 K. The resonator was connected to the pulsed EPR setup via a waveguide. The first
mode of the resonator was tuned to ωc = 35.000 GHz and a magnetic field of 1248.8 mT
was applied to tune the spin ensemble to ωs = 35.000 GHz as well. The hybrid system
was stimulated with a 65 ns long pulse with different carrier frequencies and a pulse
power of about 5 µW corresponding to a maximum of 2 ·109 photons inside the cavity.
The response of the system was measured by down conversion to the baseband.

Figure 5.11 shows the response of a probe pulse with a carrier frequency of ωp/2π =

35.00 GHz. As the pulse is applied, the main part of the signal comes from the re-
flection of the pulse before it enters the cavity. Still, oscillations with a frequency of
Ωeff/2π = 78 MHz are visible on top of the reflected pulse. After switching off the mi-
crowave radiation, the system undergoes Rabi oscillations with the same frequency. The
measurement is further superimposed by a slow oscillation coming from the detection
circuit.
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Figure 5.11.: In-Phase signal (blue line) of a reflection measurement on a 9.4 mg BDPA·Bz
pellet at 7 Kand 1248.8 mT in time domain. The system was excited by a
65 ns rectangular pulse with a pulse power of 5 µw and a carrier frequency of
35.00 GHz. A simulation (red dotted line, see text for details) based on the
method described in 2.4.3 is included as well.

The Rabi oscillations can be qualitatively understand [54] using the eigenstates (po-
lariton modes) of the Jaynes-Cummings Hamiltonian. When the cavity frequency matches
the spin frequency ωc = ωs, the polariton modes are given by

〈±〉= 1√
2
(〈1 ↓〉±〈0 ↑〉)

with the energies E±/h̄ = ωc+ωs
2 ±Ωeff. As the system is excited by a rectangular probe

pulse with the frequency ωp = ωc = ωs a coherent superposition

1√
2
(〈+〉+ 〈−〉) = 〈1 ↓〉

can be formed which evolves in time in a frame rotating with ωp according to

1√
2

(
e−iΩefft 〈+〉+ eiΩefft 〈−〉

)
= cos(Ωefft)〈1 ↓〉− isin(Ωefft)〈0 ↑〉
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where the excitation bounces back and forth between the cavity and the spin system.
A simulation according to the method described in Section 2.4.3 was carried out with
the parameters extracted from the VNA measurements in Section 5.3.2. The simulation
only considers the intra-cavity field and thus does not capture the reflection of the pulse.
The Rabi oscillation decays with Γ = κ+γ

2 ≈
κ

2 as the spin loss γ/2π = 1.5 MHz is
small compared to cavity loss κ/2π = 15 MHz. Furthermore, this demonstrates the
cavity protection effect as the inhomogeneous broadening of γinh. = 11.9 MHz has no
effect on the decay rate.

Figure 5.12.: In-Phase signal (blue line) of a reflection measurement on a 9.4 mg BDPA·Bz
pellet at 7 K and 1248.8 mT in time domain. The system was excited by a
65 ns rectangular pulse with a pulse power of 5 µw and a carrier frequency of
34.922 GHz. A simulation (red dotted line, see text for details) based on the
method described in 2.4.3 is included as well.

Figure 5.12 shows the same measurement except that the carrier frequency was changed
to ωp =

ωc+ωs
2 −Ωeff = 34.922 · 2π GHz. Again, a large reflection from the incoming

pulse is observed. After the radiation is switched off, an exponential decay superim-
posed by an oscillation with a frequency of 2Ωeff/2π = 156 MHz can be observed.

In this case, the lower polariton mode is predominantly excited during the pulse which
decays exponentially after the pulse is switched off. The sharp edge of a rectangular
pulse has a large bandwidth and excites the other polariton mode as well thus oscillations
are visible at the pulse edges. Again, this behavior can be perfectly described with a
corresponding simulation.
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This preliminary measurements do not yield any new information about the hybrid
system but demonstrate that the pulsed EPR setup is suitable to investigate the system
in time domain. The system response can be perfectly described by the parameters ex-
tracted from the VNA measurements by using the approach described in Section 2.4.3
supporting the treatment of the system so far. From this basis, further pulsed experi-
ments were carried out. In the next section two-pulse sequences will be employed in
order to perform echo spectroscopy.

5.4.2. Echo spectroscopy

Figure 5.13.: In-Phase signal (blue line) of a modulated recorded on a 9.4 mg BDPA·Bz
pellet at 7 K and 1248.8 mT. The modulation frequency corresponds to
Ωeff/2π = 78 MHz. The system was excited by two 25 ns rectangular pulse
with a pulse power of 5 W and a carrier frequency of 35.00 GHz. The pulses
were spaced by τ = 1 µs and the echo emerges after 2τ = 2 µs. A simulation
(red dotted line, see text for details) based on the method described in 2.4.3
is included as well.

If an inhomogeneously broadened spin system is only weakly coupled to a cavity,
there will be no cavity protection effect and the spins dephase due to their different
frequencies. This is the usual case when pulsed EPR is applied to investigate spin en-
sembles. To overcome the dephasing, echo spectroscopy is employed. In the case of the
strongly coupled BDPA·Bz sample, echo spectroscopy should not yield a better relax-
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ation time because the strong coupling and thus the cavity protection effect effectively
removes spin dephasing due to static inhomogeneities. However, in contrast to this ex-
pectation, an echo with a much longer relaxation time was observable in this sample
which will be investigated in this section.

The 9.4 mg BDPA·Bz characterized in Section 5.3.2 was mounted in the copper
Fabry-Pérot resonator and cooled down to 7 K. The resonator was connected to the
pulsed EPR setup via a waveguide. The first mode of the resonator was tuned to
ωc = 35.000 GHz and a magnetic field of 1248.8 mT was applied to tune the spin
ensemble to ωs = 35.000 GHz as well. The hybrid system was stimulated with a pulse
of variable length and a 25 ns long pulse with a carrier frequency ωp/2π = 35.000 GHz
and a pulse power of about 5 W corresponding to a maximum of 2 ·1015 photons inside
the cavity which is less than the number of active spins of 3 · 1017. The pulses were
separated by an inter pulse delay τ between 0.5 µs to 5.5 µs. The response of the system
was measured by down conversion to the baseband.

Figure 5.13 shows an echo occurring at 2τ using a pulse sequence of two 25 ns pulses
with an inter pulse delay τ = 1 µs. It is modulated with a frequency of Ωeff/2π =

78 MHz.
The emergence of an echo at 2τ = 2 µs was surprising and puzzling as the spin re-

laxation time of BDPA·Bz is T2 =
1
γ
= 1

2π·1.5 MHz ≈ 100 ns (see [141] for reference as
well) and thus any coherence should have decayed. Furthermore, the echo is modu-
lated by Ωeff which means that long lasting coherence at the frequency of both polariton
modes is required. Therefore, the long lasting coherence has to be stored in an inho-
mogeneous spin ensemble with a non negligible spin density at the frequencies of both
polariton modes. In Section 5.3.4, a q-gaussian shaped spectral density with a FWHM
γinh/2π = 11.9 MHz was determined for the BDPA·Bz sample. In that case, the spec-
tral density at the polariton modes ω(s±Ωeff)/2π = 35.000±0.078 GHz is about 10−7

times smaller compared to the maximum at 35 GHz which can be considered as negli-
gible. In conclusion, the echo can not be explained (and not reproduced by simulation)
with the current model of the BDPA·Bz sample.

In order to shed more light on this finding, τ was varied between 0.5 µs and 5.5 µs
and the peak to peak amplitude of the modulated echo was recorded in order to extract a
relaxation time. The result is shown in Figure 5.14. The amplitude decays exponentially
with a decay constant Tm = 1.4(1) µs which correspond to a decay rate of γm/2π =

0.114(8) MHz i. e. much smaller then any line width observed in the system so far.
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Figure 5.14.: Peak to peak amplitudes (blue dots) of echos of a 9.4 mg BDPA·Bz pellet at
7 K and 1248.8 mT. The echos were generated by two 25 ns rectangular pulse
with a pulse power of 5 W and a carrier frequency of 35.00 GHz. The spacing
between the pulses was varied between 0.5 µs to 5.5 µs. The decay can be
fitted by a monoexponential decay (red dotted line) with an decay constant
Tm = 1.4 µs which corresponds to a decay rate γm/2π = 0.114 MHz
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In Section 5.2.1 SQUID measurements revealed that the sample contains about 4%
of spins which show no exchange interaction. These spins should be not exchanged
narrowed and thus may feature a broad spectral density due to dipolar interactions and
strains. Including a second spin ensemble with a gaussian spectral density characterized
by the FWMH γinh/2π = 50(20) MHz and a homogeneous linewidth of each spin packet
γm/2π = 0.114 MHz in the simulation, the echo can be reproduced very well as shown
in Figure 5.13. The exact spectral density of this second spin ensemble is unknown, it
is only important that it features a non negligible density at the polaritons.

Figure 5.15.: Wavelet transformation of a 200 ns long rectangular pulse showing its time
dependent frequency components. The large bandwidth at the pulse edges is
clearly visible.

The simulation also helps to understand the echo on a qualitative level. Although
the probe frequency is not in resonance with the polaritons, the edges of the first pulse
excites them due to the large bandwidth at the pulse edges. The wavelet transform of a
rectangular pulse in Figure 5.15 visualizes the time dependent bandwidth of a rectangu-
lar pulse. The second spin ensemble has a relatively large spin density at the polariton
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modes, thus coherence is transferred from the polaritons to second spin ensemble and
dephases there. The second pulse refocuses the coherence which dephased. After 2τ ,
the coherence is fully refocused on the second spin ensemble and photons are released
which excite again both polariton modes.

Figure 5.16.: In-Phase signal (blue line) of an modulated double echo of a 9.4 mg BDPA·Bz
pellet at 7 K and 1248.8 mT. The modulation frequency corresponds to
Ωeff/2π = 78 MHz. The system was excited by one 280 ns followed by an
25 ns rectangular pulse both with a pulse power of 5 W and a carrier frequency
of 35.00 GHz. The pulses were spaced by τ = 1 µs and the echo emerges after
2τ = 2 µs. A simulation (red dotted line, see text for details) based on the
method described in 2.4.3 is included as well.

An interesting effect can be observed, if the length of the first pulse is varied. Figure
5.16 shows the emergence of two echos after 2τ = 2 µs utilizing a pulse sequence of
one 280 ns followed by an 25 ns pulse. The two echos are modulated with Ωeff/2π =

78 MHz and spaced by the pulse length of the first pulse. As only the edges of the pulse
excite the polaritons, coherence is only generated at the beginning and end of the pulse.
Both events will be refocused and create the double echo as shown. This behavior can
be reproduced very well by simulation as shown in Figure 5.16 as well.

To my best knowledge, this kind of edge echo measurements in the strong coupling
regime have not been demonstrated so far. The really interesting aspect here is that two
different spin ensembles are coupled via a cavity. The coupling depends on the spectral
overlap between the polaritons of the strongly coupled system with the weakly coupled,
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spectrally broad spin ensemble. In further experiments, the coupling could be switched
by designing and implementing a system which allows to control the frequency of the
polaritons. This has been demonstrated for NV-centers [58], where Ωeff is controlled by
changing the spin polarization with laser pulses.

The experiments shown in this section are working with the pulse edge in order to
excite the polaritons. For this reason, only a fraction of the pulse energy interacts with
the hybrid system. The double echo experiment could be thus seen as a storage of
weak excitations in an inhomogeneously broadened spin system, a technique which is
recently discussed [47, 60, 142] to allow the storage of quantum information on a single
photon level. In the next section, the possibility to use the presented hybrid system as a
quantum memory will be explored.

5.4.3. Storage and retrieval of low-power excitations

The idea to store information in an inhomogeneously broadened spin system was al-
ready presented in 1955 [143, 144] shortly after the discovery of the spin echo by Erwin
Hahn in 1950 [145]. In a nutshell, weak pulses containing the information are used to
generate coherence in an inhomogeneously broadened spin system which quickly de-
phases. A strong refocusing pulse is applied after a time τ and echos containing the
stored information will appear after 2τ . It is necessary to use weak pulses for writ-
ing in order to prevent that further write pulses will alter the information stored before.
However, no commercial device was produced up to now because the capacity of the
memory is rather low and the whole device can not be miniaturized very well.

60 years later, after the discovery of cavity QED, this approach has become appealing
again. The idea is to use a strongly coupled system with an inhomogeneous spin ensem-
ble, to store quantum information on a single photon level [47, 60, 142]. A cooperativity
C > 1 ensures that the quantum information of a single photon will be fully transferred
to the spin system before it dephases there. The Figure of merit here is the efficiency
η = nr/ni ≈ Er/Ei. which is the ration between the number of retrieved nr and input
photons ni which can be approximated by the ration between the input Ei and retrieved
pulse energy Er. In the weak coupling regime [142], η = 1 · 10−10 has been achieved
while the record in the strong coupling regime [47] is η = 2 ·10−4 at mK temperatures.

With the setup used in this thesis, measuring at a single photon level is not possible.
However, the efficiency of a quantum memory could be still approximated by comparing
the energy of the input and retrieved pulse.
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Figure 5.17.: In-Phase signal (blue line) of three echos of a 9.4 mg BDPA·Bz pellet at 7 K
and 1248.8 mT. The system was excited by three 30 ns pulses with a pulse
power of 5 mW and a carrier frequency of 35.062 GHz. The phase of the
second pulse was inverted. After τ = 1.4 µs, the system was excited by a
25 ns pulse with a pulse power of 5 W a carrier frequency of 35.062 GHz.
The three echos appear after 2τ = 2.8 µs. A simulation (red dotted line, see
text for details) based on the method described in 2.4.3 is included as well.
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In order to do so, a 5.5 mg BDPA·Bz pellet was mounted in the copper Fabry-Pérot
resonator and cooled down to 7 K. The resonator and center spin frequencies were
tuned to ωs/2π = ωc/2π = 35.000 GHz. The collective coupling Ωeff = 62 MHz was
determined with the VNA as described in the previous sections. A pulse sequence with
three weak (5 mW) 30 ns long pulses spaced by 290 ns and a strong (5 W) 22.5 ns long
pulse after τ = 1.4 µs was employed. The phase of the second pulse was inverted using
a 180 degree phase shifter. The carrier frequency was set to ωp/2π = 35.062 GHz to
match with the upper polariton mode. The resulting echos emerging after 2τ = 2.8 µs
are shown in Figure 5.17. The echo emerging from the second pulse is inverted and the
amplitudes of the echos decay with γm/2π = 0.114 MHz.

By exciting predominantly one polariton mode, the echos are no longer modulated.
Furthermore, less microwave power is reflected and thus a better inversion for the refo-
cusing pulse is achieved. The first three pulses are rather weak compared to the refocus-
ing pulse, thus no additional echos from the first three pulses are observable. The phase
information of the pulses is stored as well, therefore the second echo is inverted. The
experiment can be perfectly reproduced by the model described in the last section. This
proof of principle experiment demonstrates the storage of weak excitations quite nicely.
Unfortunately, no more pulses can be stored as the pulse amplifier duty cycle is already
at its limit. Furthermore, in order to attenuated the first three pulses, a switch coupled
with an attenuator has to be used. The switching speed of this assembly is about 1.4 µs,
thus no shorter value for τ can be used.

Efficiency

In order to estimate the storage and retrieval efficiency, the experiment was repeated
with one 5 mW 300 ns long weak pulse instead of three pulses. The resulting echo
appearing after 2τ = 2.8 µs is shown in Figure 5.18. A simulation reproduces most of
the features observed in the measurement except the top of the echo. The reason of this
might be a distorted pulse shape due to the bandwidth of the pulse amplifier.

The integral over the squared amplitude of the signal is proportional to the energy of
the signal. Therefore, this quantity was determined for the echo and a fully reflected
5 µW pulse. Because a 5 mW pulse was used in the experiment, the reference value has
to be adjusted accordingly. The resulting η = Er/Ei = 2 ·10−6 lies somewhere between
the state of the art [47] value of η = 2 · 10−4 at mK temperatures and the efficiency
η = 1 ·10−10 reported in the weakly coupled regime [47, 142].
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Figure 5.18.: In-Phase signal (blue line) of an echo of a 9.4 mg BDPA·Bz pellet at 7 K and
1248.8 mT. The system was excited by a 300 ns pulse with a pulse power of
5 mW and a carrier frequency of 35.062 GHz. After τ = 1.4 µs, the system
was excited by a 25 ns pulse with a pulse power of 5 W a carrier frequency of
35.062 GHz. The echo appears after 2τ = 2.8 µs. A simulation (red dotted
line, see text for details) based on the method described in 2.4.3 is included
as well.
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For a high fidelity quantum memory, an efficiency close to one would be required.
Therefore, it is important to understand where losses occur. The main loss mechanism
should be spin relaxation. The squared amplitude decays with e−2γm2τ = 0.018 and thus
decreases the efficiency by a factor of 50. However, the total efficiency is still much
lower than expected from spin relaxation alone. Thus, the whole storage and retrieval
process will be explained in the following in order to understand where the additional
losses occur.

Storage process During storage, photons enter the cavity governed by the coupling
rate κe. Inside the cavity, photons decay with a rate κe + κi. Furthermore, photons
interact with a rate Ωeff with the spin system. Here, the resulting excitations diffuse
with a rate γinh and decay with the spin relaxation rates γm,1 of the exchanged coupled
system and γm,2 of the inhomogeneously broadened system. The diffusing process is
the actual storage process, because the involved spins are loosing their phase relation
which suppresses the coupling to the cavity.

For an optimum storage process, the collective coupling Ωeff should be κe + κi <

Ωeff < γinh in order to minimize cavity losses during the transfer to the spin system and
to avoid that the excitation is transferred back to the cavity during the spin diffusion
process. Furthermore, the spin relaxation rates should be as small as possible. Last but
not least, κe +κi determines the bandwidth of the stored signal and should be only as
large as needed. Increasing the external coupling κe is in principle more useful, as it
increase the efficiency of the retrieval process.

Retrieval process In order to retrieve the stored pulse, the spins containing the infor-
mation need to be inverted in order to bring them back into phase. For a full inversion,
one photon for every spin is needed as long as the condition κe +κi < Ωeff is fulfilled.
Therefore, pulse duration and power has to be adjusted such that the area of the pulse
contains the required amount of photons. After the inversion, the dephasing will be
reverted and the spins start to emit photons back to the cavity. Based on the rate κe,
photons exit the cavity and can be detected.

The main requirement for an efficient retrieval process is that the inversion pulse is
strong enough the invert all spins. Generally, the bandwidth of the pulse should match
the spectral density of the inhomogenous broadened spin system for an optimum use
of the pulse energy. The ideal condition for the collective coupling strength during
the readout process would be κe > Ωeff > γinh such as the all photons can leave the
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cavity before they interact with the spin system again. This contradicts the condition
for optimum storage. Thus, either a compromise has to be found or κe and γinh can be
controlled during the experiment by an electrical coupling mechanism [60] respectively
magnetic field gradients [142].

Analysis of the observed efficiency In order to analyze the observed efficiency, a
simulation of the experiment was carried out. The inhomogeneous line width γinh,2/2π =

31 MHz of the smaller spin ensemble was fitted to the observed efficiency. The remain-
ing parameters needed for the simulation are shown in Table 5.2. They were all deter-
mined from the different experiments presented in the preceding sections. The output

Figure 5.19.: Input pulse (black line) and output echo (blue line) of the experiment pre-
sented in Figure 5.18. Included are two quantitative simulations, the first one
(red line) is based on the model with two spin ensembles. The second one
(red dashed line) is a simulation which excludes the main spin ensemble.

pulse based on the current model is shown in Figure 5.19 (red dotted line), it matches
very well with the observed pulse (blue line). Comparing the parameters with the con-
dition for optimum storage and retrieval, the low efficiency is not unexpected. First, the
inhomogeneous broadening of the exchanged coupled spin system γinh,1 is much lower
compared to Ωeff and κe +κi. Second, γm,1 of the main spin system is relatively high.
Thus, the main spin system does not contribute to the storage of information. In fact, it
just opens up an additional loss channel.
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Table 5.4.: Total amount of active spins N1 and N2, inhomogeneous line width γinh,1 and
γinh,2 and spin relaxation times γm,1 and γm,1 for the spin systems used for the
simulations in Figure 5.19. Furthermore, Ωeff based on the total number of
active spins N1 +N2 and the single spin coupling constant g/2π = 0.145 Hz is
shown. The cavity loss parameters were determined in Section 5.3.

Parameter Both Spin System Main Spin System excluded
N1 1.9 ·1017 -
N2 7.8 ·1015 7.8 ·1015

γinh,1/2π / MHz 11.9(3) -
γinh,2/2π / MHz 31(3) 31(3)
γm,1/2π / MHz 1.5(2) -
γm,2/2π / MHz 0.114(5) 0.114(5)
gs/2π / MHz 1.4(1) 1.4(1)
Ωeff/2π / MHz 62(2) 12.4(3)
κi/2π / MHz 2.0(5) 2.0(5)
κe/2π / MHz 13.0(5) 13.0(5)

Therefore, a simulation without the main spin system only containing the inhomoge-
nously broadened spin system was performed. The resulting output echo (blue dotted
line) can be seen in Figure 5.19 as well. Interestingly, removing the exchanged coupled
system increases the efficiency by nearly four orders of magnitude. Compared to the
simulation with the main spin system, Ωeff is now smaller compared to γinh. Further-
more, κe +κi is a little bit higher than Ωeff which hurts the storage process a little bit.
However, it can be seen as a compromise for the contradicting requirements between the
storage and retrieval process. From here, the spin relaxation is the dominant factor on
the efficiency which could be further improved by choosing a spin system with longer
spin relaxation times.

To sum it up, it is possible to use the hybrid system of BDPA·Bz and the Fabry-Pérot
resonator as a quantum memory for weak excitations. At the moment, the efficiency
of the storage and retrival process is about two orders of magnitude worse compared
to the state of the art at mK temperatures. However, it could be improved by up to
four orders of magnitude improving the spin system. Experimentally, a polymer sample
highly doped with organic radicals could already improve the quantum memory.
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5.5. Conclusion

In the previous sections of this chapter, it was demonstrated that the strong coupling
regime can be reached with the organic radicals BDPA·Bz and DPPH and a Fabry-Pérot
resonator operating at 35 GHz up to room temperature. An outstanding collective cou-
pling strength of 110 MHz and a cooperativity of 290 were achieved at 7 K. The strong
exchange coupling occurring in both spin ensembles was identified to have an strong
impact on the temperature dependence of the system because it determines the spin po-
larization in thermal equilibrium. In further experiments, the cavity protection effect,
protecting quantum information from dephasing caused by inhomogeneous broadening,
was demonstrated for BDPA·Bz in the time and frequency domain. Echo spectroscopy
on the BDPA·Bz revealed a second type of spin ensemble in the sample with a long
coherence time of 1.4 µs. The strongly coupled first spin ensemble couples to this sec-
ond spin ensemble via the cavity. In additional pulses experiments it was demonstrated,
how quantum information can be stored in this second spin ensemble. An efficiency of
2 ·10−6 was reached for the storage and retrieval of quantum information at 7 K which
is only two orders of magnitude worse than in recent state of the art experiments at mK
temperatures. By improving the spin system, the efficiency is expected to increase by
four orders of magnitude. It has to be stressed out that all experiments have been per-
formed in a temperature range between 3 K to 293 K and without any superconducting
material. Thus, this hybrid system is a excellent platform for further experiments in the
strong coupling regime as it is much more flexible and easier to use then the current
devices.
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6. Experimental Section

6.1. Chemicals

The chemicals listed in table 6.1 were used for measurements and sample preparation

Table 6.1.: Purity and supplier of the used chemicals
Chemical Purity Supplier

α,γ-Bisdiphenylene-β-phenylallyl complex with
benzene

pure Sigma Aldrich

Polystyrene Mw 350k >95% Sigma Aldrich
Poly(methyl methacrylate) Mw 350 000 Sigma Aldrich
Toluene 99.9% Sigma Aldrich
2,2-Diphenyl-1-picrylhydrazyl Sigma Aldrich
Glycerol-D8 >98% atom % D Sigma Aldrich
Water-D2 >98% atom % D Eurisotope
Glycerol >99.8% Alfa Aesar

6.2. Luminescence spectroscopy

Luminescence measurements were carried out on a AMINCO-Bowman Series 2 Spec-
trofluorometer by Thermo Fisher Scientific. The sample was ground and placed inside
an Oxford Instruments Spectromag 10 T optical cryomagnet. Excitation of the sample
was performed with an 450 nm, 5 mW laser. The luminescence coming from the sam-
ple was collected by collimating the light using a plano-convex lens and filtered by a
550 nm longpass filter. The light was directed through the emission monochromator of
the spectrometer and detected with the built-in photomultiplier detector.
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6.3. MCD spectroscopy

Magnetic Circular Dichroism (MCD) spectra were recorded on an Aviv 42 CD spec-
trometer equipped with an Oxford Instruments Spectromag 10 T optical cryomagnet
using a photomultiplier detector. The sample was dissolved in the corresponding sol-
vent, filled into the sample compartment, shock frozen in liquid nitrogen and the put
into the cryostat.

6.4. Q-Band pulsed EPR-spectroscopy

All measurements were carried out on a home built pulsed [103] EPR spectrometer
operating at 35 GHz. The duration of the π-pulse was usually set to 40 ns. The pulse
angles were adjusted by tuning the microwave power to get the maximum signal for a
Hahn-echo sequence. The repetition time of a sequence was usually set to 5 ·T1. The
baseline of the signal was corrected and the echoes were fully integrated. Solution
samples where degassed by three "Freeze-Pump-Thaw" cycles. .

6.4.1. ESE-detected Spectrum

ESE-Detected EPR spectra were recorded by performing a spin echo experiment at
different magnetic fields. The magnetic field range was usually 1000-1300 mT and the
simulation was performed with Easyspin [43]

6.4.2. Phase memory time Tm

The phase memory time Tm was determined with a simple spin echo sequence with
varying τ . The data was fitted with either a monoexponential or biexponential fit.

6.4.3. Longitudinal relaxation time T1

The longitudinal relaxation time T1 was determined with either the inversion recovery
sequence described in section 2.2.3 or the saturation by fast repetition experiment (spin
echo with varying repetition time). In any case, the data with either a monoexponential
or biexponential fit.
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6.5. High-field EPR Spectroscopy

High Field EPR Spectroscopy measurements were carried out on a home built [146]
spectrometer. The powder samples were ground and pressed into a 5 mm pellet. For
detection, the magnetic field was modulated with an amplitude of approximately 10 G
and frequency of about 1000 kHz.

6.6. Thin Films of BDPA in PMMA

Thin films of the BDPA radical in PMMA with thicknesses ranging from 10 nm to
100 nm were prepared by spin coating solutions of 2 g

l to 20 g
l PMMA in toluene at

1500 RPM under ambient conditions. The solutions contained 5 w.% BDPA based on
the PMMA mass. The films were coated on quadratic (1.5 x 1.5 x 0.05 cm) silicon
wafers doped with boron (doping concentration about 1013 cm-3). Directly before the
spin coating process, the wafers were rinsed with acetone, cleaned with a CO2 snow jet
and treated with oxygen plasma for ten minutes.

6.7. Vector Network Analyzer Measurements

Vector network analyzer measurements were performed on a Anritsu MS46322B VNA.
The VNA was connected with a WR28-2.92mm coax transition to the Fabry-Pérot res-
onator. The VNA was calibrated between 34.5 GHz and 35.5 GHz up to the coax con-
nection with a SOLT calibration kit. Residual errors were corrected by recording a
baseline with the resonator tuned far away from the observed frequency range. The
measurements of the reflection parameter S11 were divided by the this baseline mea-
surement.

6.7.1. Strong coupling

For CW-measurements on strongly coupled spin ensembles, the samples were loaded
in the Fabry-Pérot resonator on the lower, flat mirror. A static magnetic field was ap-
plied using a Varian V-3800 electromagnet, equipped with an Elektro-Automatik EA-PS
9200-140 power supply. The VNA and power supply were controlled by an computer
running a self written LabView program. The probe power was set to -20 dBm.
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A. Appendix

A.1. [Cr(ddpd)2][BF4]3 a photoactive molecular quan-
tum bit

A.1.1. Pulsed EPR

Figure A.1.: ESE-detected EPR spectra (colored line) of the different compound and solvent
combinations (1 mM) at 7 K and 35 GHz.
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Figure A.2.: ESE-detected EPR spectra of 1 mM Cr-H in Sol-H at different temperatures
and 35 GHz.

Figure A.3.: Inversion recovery experiments of 1 mM Cr-H in Sol-H at different tempera-
tures and 35 GHz.
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Figure A.4.: Inversion recovery experiments of 1 mM Cr-H in Sol-D at different tempera-
tures and 35 GHz.

Figure A.5.: Inversion recovery experiments of 1 mM Cr-D in Sol-H at different tempera-
tures and 35 GHz.
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Figure A.6.: Inversion recovery experiments of 1 mM Cr-D in Sol-D at different tempera-
tures and 35 GHz.

A.1.2. Derivation of the Λ-Tensor

The derivation of the Λ-Tensor was performed by the author of this thesis (S. Lenz) and
was published in [147]. The following paragraph is a literal citation.

In case of the lighter transition metal ions, magnetic properties are mainly dominated
by the spin momentum due to the quenching of angular momentum. However, in the
most cases there is still some residual angular momentum left which can be described by
second order perturbation using a crystal field basis. The properties of interest can then
be calculated by evaluating the Λ-tensor [148] which connects the crystal field states
with the same multiplicity via the angular momentum operator L̂.

Λab = ∑
k 6=0

〈
0
∣∣L̂a
∣∣k〉〈k∣∣L̂b

∣∣0〉
Ek−E0

(A.1)

For example, the ZFS parameters D and E can be calculated from the Λ-tensor:

D = −1
2

ζ
2 (2Λzz−Λxx−Λyy) (A.2)

E = −1
2

ζ
2 (Λxx−Λyy) (A.3)

The Λ-tensor for Cr-H is calculated by evaluating the matrix elements
〈
0
∣∣L̂a
∣∣k〉 in oc-

tahedral symmetry O for a d3 electron configuration and account for the real symmetry
D2 of the molecule by applying the chain of groups O ⊃ D4 ⊃ D2. In octahedral sym-
metry, the ground state of our system transform as A2 while the excited states transform
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either as E, T1 or T2. As the angular momentum operator transform as T1 and states with
different spin-multiplicity are orthogonal only the 4T2 excited state has to be taken into
account. Furthermore, only the diagonal elements of the Λ-tensor are non-zero. The
remaining matrix elements

〈4A2
∣∣L̂a
∣∣4T2

〉O⊃D4⊃D2 can be decomposed into a reduced

matrix element
〈4A2

∣∣∣∣LT1
∣∣∣∣4T2

〉O, a 2jm and a 3jm using the Wigner-Eckhart theorem
(see Table A.1 for the irrep. branching table):

〈4A2
∣∣L̂x
∣∣4T2

〉O⊃D4⊃D2 =

(
A2

B1

)
O
D4
·
(

B1

A1

)
D4
D2
·
(

A2 T1 T2
B1 E E

)
O
D4
·
(

B1 E E
A1 B3 B3

)
D4
D2

·
〈4A2

∣∣∣∣LT1
∣∣∣∣4T2

〉O
(A.4)〈4A2

∣∣L̂y
∣∣4T2

〉O⊃D4⊃D2 =

(
A2

B1

)
O
D4
·
(

B1

A1

)
D4
D2
·
(

A2 T1 T2
B1 E E

)
O
D4
·
(

B1 E E
A1 B2 B2

)
D4
D2

·
〈4A2

∣∣∣∣LT1
∣∣∣∣4T2

〉O
(A.5)〈4A2

∣∣L̂z
∣∣4T2

〉O⊃D4⊃D2 =

(
A2

B1

)
O
D4
·
(

B1

A1

)
D4
D2
·
(

A2 T1 T2
B1 E E

)
O
D4
·
(

B1 E E
A1 B1 B1

)
D4
D2

·
〈4A2

∣∣∣∣LT1
∣∣∣∣4T2

〉O
(A.6)〈4T2

∣∣L̂x
∣∣4A2

〉O⊃D4⊃D2 =

(
T2

E

)
O
D4
·
(

E
B3

)
D4
D2
·
(

T2 T1 A2
E E B1

)
O
D4
·
(

E E B1
B3 B3 A1

)
D4
D2

·
〈4T2

∣∣∣∣LT1
∣∣∣∣4A2

〉O
(A.7)〈4T2

∣∣L̂y
∣∣4A2

〉O⊃D4⊃D2 =

(
T2

E

)
O
D4
·
(

E
B2

)
D4
D2
·
(

T2 T1 A2
E E B1

)
O
D4
·
(

E E B1
B2 B2 A1

)
D4
D2

·
〈4T2

∣∣∣∣LT1
∣∣∣∣4A2

〉O
(A.8)〈4T2

∣∣L̂z
∣∣4A2

〉O⊃D4⊃D2 =

(
T2

E

)
O
D4
·
(

E
B1

)
D4
D2
·
(

T2 T1 A2
E E B1

)
O
D4
·
(

E E B1
B1 B1 A1

)
D4
D2

·
〈4T2

∣∣∣∣LT1
∣∣∣∣4A2

〉O
(A.9)

The reduced multielectron matrix element
〈4A2

∣∣∣∣LT1
∣∣∣∣4T2

〉O can be related to the re-
duced single electron matrix element

〈
t2
∣∣∣∣lT1

∣∣∣∣e〉O using the concept of fractional coef-
ficents described in [149].

〈
t2
∣∣∣∣lT1

∣∣∣∣e〉O can be directly calculated from SO3:〈4A2
∣∣∣∣LT1

∣∣∣∣4T2
〉O

=
〈4T2

∣∣∣∣LT1
∣∣∣∣4A2

〉O

=
〈
t2
∣∣∣∣lT1

∣∣∣∣e〉O

=

(
2 11 2
T2 T1 E

)
SO3
O

√
l (l +1)(2l +1)

=

(
−
√

2√
5

)
√

30 =−2
√

3 (A.10)
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The remaining 2jm and 3jm factors can be looked up in the tables of Butler [150], for
example: (

A2

B1

)
O
D4
·
(

B1

A1

)
D4
D2
·
(

A2 T1 T2
B1 E E

)
O
D4
·
(

B1 E E
A1 B3 B3

)
D4
D2

=

(
0̃
2

)
O
D4
·
(

2
0

)
D4
D2
·
(

0̃ 1 1̃
2 1 1

)
O
D4
·
(

2 1 1
0 1̃ 1̃

)
D4
D2

= 1 ·1 ·
√

2√
3
· −1√

2
(A.11)

Finally, we arrive at:〈4A2
∣∣L̂x
∣∣4T2

〉O⊃D4⊃D2 =
〈4T2

∣∣L̂x
∣∣4A2

〉O⊃D4⊃D2 = +2 (A.12)〈4A2
∣∣L̂y
∣∣4T2

〉O⊃D4⊃D2 =
〈4T2

∣∣L̂y
∣∣4A2

〉O⊃D4⊃D2 = −2 (A.13)〈4A2
∣∣L̂y
∣∣4T2

〉O⊃D4⊃D2 =
〈4T2

∣∣L̂y
∣∣4A2

〉O⊃D4⊃D2 =+2 (A.14)

The elements of the Λ-tensor are then:

Λxx =

〈4A2
∣∣L̂x
∣∣4T2

〉O⊃D4⊃D2
〈4T2

∣∣L̂x
∣∣4A2

〉O⊃D4⊃D2

E1−E0
=

4
E1

(A.15)

Λyy =

〈4A2
∣∣L̂x
∣∣4T2

〉O⊃D4⊃D2
〈4T2

∣∣L̂x
∣∣4A2

〉O⊃D4⊃D2

E2−E0
=

4
E2

(A.16)

Λzz =

〈4A2
∣∣L̂x
∣∣4T2

〉O⊃D4⊃D2
〈4T2

∣∣L̂x
∣∣4A2

〉O⊃D4⊃D2

E3−E0
=

4
E3

(A.17)

Table A.1.: Branching table for the important irreducible representations for the chain O⊃
D4 ⊃ D2. The symbol in round brackets corresponds to the Butler notation
O D4 D2

A2

(
0̃
)

B1 (2) A1 (0)

T1 (1) A2

(
0̃
)
+E (1) B1

(
0̃
)
+B2 (1)+B3

(
1̃
)

T2

(
1̃
)

B2

(
2̃
)
+E (1) B1

(
0̃
)
+B2 (1)+B3

(
1̃
)



Pulsed EPR on thin film samples 153

A.2. Pulsed EPR on thin film samples

Figure A.7.: Hahn-echo decay (black dots) of a 2.1 mg 5 w.% BDPA in polystyrene sample
measured at 1249.2 mT, 35 GHz and room temperature. A monoexponential
fit with Tm = 680(10) ns (red line) is included as well.
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Figure A.8.: AFM image of the edge of the CuPc and H2Pc film (left hand side). A white
line indicates a slice through the AFM measurement (right hand side) which
was used to determine the film thickness of 58 nm.

Figure A.9.: AFM measurement of a 5% BDPA in PMMA thin film spin coated from a 2 g/l
solution in toluene. A scratch was induced by the means of a wooden needle,
the thickness was measured across that scratch.



Pulsed EPR on thin film samples 155

Figure A.10.: AFM measurement of a 5% BDPA in PMMA thin film spin coated from a
4 g/l solution in toluene. A scratch was induced by the means of a wooden
needle, the thickness was measured across that scratch.

Figure A.11.: AFM measurement of a 5% BDPA in PMMA thin film spin coated from a
6 g/l solution in toluene. A scratch was induced by the means of a wooden
needle, the thickness was measured across that scratch.
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Figure A.12.: AFM measurement of a 5% BDPA in PMMA thin film spin coated from a
8 g/l solution in toluene. A scratch was induced by the means of a wooden
needle, the thickness was measured across that scratch.

Figure A.13.: AFM measurement of a 5% BDPA in PMMA thin film spin coated from a
10 g/l solution in toluene. A scratch was induced by the means of a wooden
needle, the thickness was measured across that scratch.
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Figure A.14.: AFM measurement of a 5% BDPA in PMMA thin film spin coated from a
20 g/l solution in toluene. A scratch was induced by the means of a wooden
needle, the thickness was measured across that scratch.

Figure A.15.: Hahn-echo decays (colored dots) of the 5% BDPA in PMMA thin films with
a thickness between 9.7 nm and 96.5 nm at 7 K and 35 GHz. Exponential
fits (red lines) used to extract the corresponding Tm are shown as well.
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Figure A.16.: Saturation recovery experiments (colored dots) of the 5% BDPA in PMMA
thin films with a thickness between 9.7 nm and 96.5 nm at 7 K and 35 GHz.
Exponential fits (red lines) used to extract the corresponding T1 are shown as
well.
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A.3. Strong coupling of photons with molecular quan-
tum bits

The following Matlab scripts can be used to solve the differential equations presented
in Section 2.4.3. Main.m is the file where the initial conditions are defined which starts
the simulation. cQEDODEsKappas.m contains the differential equations and pulse-
Train.m can be used to model the driving field using rectangular pulses.

clear,close all
omega=78*pi*2;
Nges=omega.^2/((1.4e-7*2*pi).^2)*0.2;
%Nges=10
%Nges=2e16;
res=0.5*2
bw=200*2*pi
bw2=100*2*pi
res2=50*2*pi;

%sPData=dlmread(’BDPA_9.4mg_7K_35.000
↪→ GHz_12488Gauss_SinglePulse_LowPower.dat’,’’,1,0);

kappaE=13*1*2*pi;
kappaI=13*1*2*pi;
w=0%1500
deltaCS=0*2*pi;
FWHM=11.9*2*pi

freq1=-bw/2:res:bw/2;

freq2=-bw2/2:res2:bw2/2;

gamma1=[0.5;0.01]*2;
gamma1=repmat(gamma1,1,length(freq1));
gamma2=[1.5;0.0000]*pi*2;
gamma2=repmat(gamma2,1,length(freq2));
gamma=[gamma1 gamma2];

a=0
b=1-a
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FWHM=70*2*pi
q=1.001
sigma=FWHM/2/sqrt((2^q-2)/(2*q-2));

rho1=(1+(1-q)*-(1/(2*sigma.^2))*(freq1).^2).^(1/(1-q));

q=1.11
FWHM=11.9*2*pi*1
sigma=FWHM/2/sqrt((2^q-2)/(2*q-2));
rho2=(1+(1-q)*-(1/(2*sigma.^2))*(freq2).^2).^(1/(1-q));

Nm1=b*1*Nges*1*rho1./sum(rho1);
Nm2=a*Nges*1*rho2./sum(rho2)*1;
freq=[freq1 freq2];

Nm=[Nm1 Nm2];

y0=zeros(length(freq)+2,1);
gm=ones(size(freq))*1.4e-7*2*pi;

cov=zeros(2+3*length(freq));
for j=1:length(gm)

y0(2+3*j)=-Nm(j)/2;
end

options = odeset(’RelTol’,1e-5,’AbsTol’,1e-4,’InitialStep’,0.005);

pl=[0.065 0.065];
phase=[0 0];
tw=0.29
pStart=[0.037 0.3];
pwrA=[1e13 2e14];
tspan=0:0.0025:0.8;

beta=@(t) pulseTrain(t,pl,phase,pStart,pwrA,w);

odes2solve=@(t,y) cQEDODEsKappas(t,y,gm,kappaE,kappaI,beta,deltaCS
↪→ ,freq,gamma,Nm,cov);

[t,y]=ode45(odes2solve,tspan,y0,options);
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tg=t;
yg=y;

H=yg(:,1);
E=yg(:,2);

EM=H+1i*E;
alpha=0
%EM=EM.*exp(1i*(-w*2*pi*tg+alpha/180*pi));

clf

figure(1)

hold on
plot(tg,real(EM)*sqrt(kappaE)-real(beta(tg)))
%plot(sPData(:,1)*1e6-0.097,(sPData(:,2)*-1e6)*-0.4)
hold off

function dydt=cQEDODEsKappas(t,y,gm,kappaE,kappaI,b,deltaCS,deltam,
↪→ gamma,Nm,cov)
dydt=zeros(length(y),1);
dydt(1)=-1*(kappaI+kappaE*1)*y(1)+deltaCS*y(2)-sum(gm.*sqrt(2)

↪→ .*y(4:3:end-1)’)+2*sqrt(kappaE)*real(b(t));
dydt(2)=-1*(kappaI+kappaE*1)*y(2)-deltaCS*y(1)-sum(gm.*sqrt(2)

↪→ .*y(3:3:end-2)’)+2*sqrt(kappaE)*imag(b(t));
for j=1:length(gm)

dydt(j*3)=-gamma(1,j)*y(j*3)-deltam(j)*y(1+j*3)-sqrt(2)*
↪→ gm(j)*(y(2+3*j)*y(2)+cov(2+3*j,2));

dydt(1+j*3)=-gamma(1,j)*y(1+j*3)+deltam(j)*y(j*3)-sqrt
↪→ (2)*gm(j)*(y(2+3*j)*y(1)+cov(2+3*j,1));

dydt(2+j*3)=sqrt(2)*gm(j)*(y(j*3)*y(2)+cov(j*3,2)+y(1+j
↪→ *3)*y(1)+cov(1+j*3,1))-gamma(2,j)*(y(2+j*3)+Nm(j))
↪→ ;

end
end

function beta=pulseTrain(t,pl,phase,pStart,pwrA,w)
if isrow(t)

t=t’;
end
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beta=zeros(length(t),1);
tspanP1=zeros(2,1);
for i=1:length(pl)

pulseL=pl(i);
tspanP1(1)=pStart(i)-1.5*pl(i);
tspanP1(2)=pStart(i)+2.5*pl(i);
pwr1=pwrA(i);
beta=beta+imag((sqrt(pwr1)./pi.*log(((t-(tspanP1(2)+tspanP1

↪→ (1))*0.5)/pulseL+0.5)./((t-(tspanP1(2)+tspanP1(1))
↪→ *0.5)/pulseL-0.5)))).*exp(1i*(w*2*pi*t+phase(i)/180*pi
↪→ ));

end
end
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