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Zusammenfassung

Das Spielen von Computerspielen ist eine der häufigsten und unterhaltsamsten Ak-
tivitäten im modernen Lebensstil. Menschen mit motorischen Beeinträchtigungen,
die Maus und Tastatur nicht benutzen können, sind jedoch nicht in der Lage, mit
Computergeräten so zu interagieren, wie es das Spieldesign erfordert. In dieser Hin-
sicht können neuartige Interaktionstechniken eine freihändige Steuerung mit Blick
und Stimme als Eingabemodalitäten ermöglichen, um Menschen mit motorischen
und sprachlichen Beeinträchtigungen zu unterstützen. Dies ist die erste Evaluierung
einer Videospiel-Steuerungsmethode, die aus einer Kombination von Eye-Tracking
und nonverbalen Sprachbefehlen (z.B. Summen) besteht und in einer 2D-Jump-and-
Run-Spielumgebung angewendet wird, die wesentliche räumlich-zeitliche Interak-
tionen beinhaltet. Um die Machbarkeit der Interaktion zu beurteilen, bestand die
Evaluationsstudie sowohl aus qualitativen als auch aus quantitativen Maßnahmen.
Zusätzlich wurde die Machbarkeit mit einer Nutzerzielgruppe von Menschen mit
motorischen Beeinträchtigungen validiert. Insgesamt deuten die Ergebnisse auf eine
geringere, aber konkurrenzfähige Leistung bei gleichzeitiger Erhöhung des Spaß-
faktors hin.

Abstract

Playing computer games is one of the most common and enjoyable activities in the
modern lifestyle. However, people with motor impairments who cannot use mouse
and keyboard are not able to interact with computing devices as required by the
game design. In this regard, novel interaction techniques can enable hands-free
control using gaze and voice as input modalities to assist people with motor and
speech impairments. This is the first evaluation of a video game control method
consisting of a combination of eye tracking and non-verbal voice commands (e.g.
humming) applied in a 2D jump-and-run game environment involving essential
spatio-temporal interactions. To assess interaction feasibility, the evaluation study
consisted of both qualitative and quantitative measures. In addition, the feasibility
was validated with a target user group of people with motor impairments. Overall,
the results indicate a lower but competitive performance while increasing the fun
factor.
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1. Introduction

Restrictions in motor movement have a severe impact on everyday life. Depending
on the effect, simple household activities cannot be carried out at all or only with the
help of others. This does not only apply to those who have such a disability from
birth; it can affect anyone. For example, strokes or accidents with spinal cord injury
can quickly lead to paralysis. While physical activities such as cycling or swimming
are often not readily available, digital media at first glance offer great potential for
entertainment. The computer, in any form, has become an indispensable part of
modern life. It is not for nothing that video games are an established means of
entertainment for many people [6]. In the pandemic year 2020, there were about
2.7 billion gamers worldwide, representing about a third of the world’s population
[31]. Video games can be found on every platform: The classic desktop PC, the game
console, or simply on the smartphone.

However, if we look at how we interact with these devices, we quickly realise that
this promising entertainment value is not accessible to people with motor impair-
ments. The mouse for guiding the pointer requires precise movements of the hand
and arm. The keyboard seems more straightforward at first, but it also requires cer-
tain dexterity to hit the right keys. The controllers of game consoles require a lot of
sensitivity and flexibility of the fingers as well. In summary, computer interaction in
general, but especially regarding video games, is not an easy obstacle to overcome
if no precise motor movement is possible.

Novel computer interaction technologies can solve this problem. Eye tracking
allows the user’s point of view to be captured, thus replacing the physical mouse.
It requires no motor movement of the extremities but offers comparable accuracy.
Voice control is often used as a secondary modality. With modern algorithms, words
or sentences can precisely execute all kinds of commands. Phrases like “Turn on the
coffee machine” or “Play my music” are nothing new these days. For smart assis-
tants, this offers a good range of functions, but new problems arise. Users who
are not able to speak clearly will be excluded again. Furthermore, verbal com-
mands need a relatively long time to be spoken aloud and can only be processed
afterwards. But there are many more ways to process voice as input. Instead of
pronouncing complex words, non-verbal noises are much more accessible. For ex-
ample, humming can be detected and processed by the computer in real-time, while
most people with disabilities can make sounds.

1.1. Aims and Objectives

This thesis investigates the feasibility of hands-free multi-modal control in computer
games. A game specially developed for this purpose is the core of a user study to
record playability and persuasiveness during play. The aim is to determine whether
this can be a possible future of entertainment for people with motor impairments or
whether the gaming experience is still limited due to the input modalities and the
current state of technology.
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Objectives

1. Develop a game in a suitable and representative format that makes use of
spatio-temporal qualities.

2. Design the game so that hands-free modalities are applicable and efficient.

3. Evaluate the reliability and performance of novel interaction techniques in
video games, both individually, i.e. gaze for spatial orientation and humming
for temporal bracketing, and in combination as a complete interaction system.

4. Evaluate the different perceptions of the game through the interaction tech-
niques.

5. Evaluate the feasibility of novel interaction modalities for people with motor
impairments.

1.2. Hypotheses

The research study focused on the reliability, engagement, and feasibility of gaze
and non-verbal input as a spatio-temporal channel in human–avatar interaction.
Specific hypotheses tested are:

1. Game Control

a) Gaze is a reliable input (as accurate as mouse movement) for spatial ori-
entation of an avatar in gameplay.

b) Humming is a reliable input (as accurate as key press-release) for tempo-
ral bracketing of the actions of an avatar in game play.

c) Gaze and Hum is a reliable multi-modal input for spatio-temporal con-
trol in human-avatar interaction.

To test the reliability, the focus was mainly on quantitative measures like time, dis-
tance travelled, etc. to quantify the control for gaze, hum, mouse and keyboard. The
perceived control from subjective assessment strengthened the hypothesis test.

2. Game Engagement

a) Gaze and Hum as natural input provides a more immersive (also referred
to as perceived realism, sensory and imaginative immersion) experience
compared to a physical device control intervening between human and
avatar.

b) Gaze and Hum as natural input provides a better flow and persuasive-
ness (e.g., time went by quickly while playing this game) compared to
physical device control.

c) Gaze and Hum as a novel input provides a more challenging experience
(contributing to joy) compared to physical device control.
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To test the engagement, the focus was mainly on qualitative measurements. The
correlation from quantitative measurement strengthened the hypothesis test.

3. Feasibility

a) Gaze and Hum as a hands-free interaction medium provides a reliable
input for human-avatar interaction for people with motor impairment.

b) Gaze and Hum as a hands-free interaction medium provides an engaging
game play experience for people with motor impairment.

c) Gaze and Hum as a hands-free interaction medium enables people with
motor impairment to perform as good as other individuals using gaze
and hum for game play.

To test the feasibility, the focus was mainly on the subjective feedback of perceived
control and engagement from the participants, who could represent the target group
where hands-free control for gaming could be useful in future.

1.3. Approach

For a systematic analysis of the characteristics of the new modalities, two user stud-
ies were conducted. The purpose of the first study was to find out how the new
hands-free control performs compared to the conventional combination of mouse
and keyboard. In the pilot study, which served to test the structure and procedure
of the study, but also to analyse the difficulty of the game, 13 young people took
part. In the main study there were a total of 15 participants. The second study ex-
plicitly focused on usability for people with motor impairments. They represent the
target group of this research and are thus an essential part of the feasibility analysis.
Ten people with motor and partly also speech impairments participated. Although
they all enjoyed the game and received a good impression, due to various circum-
stances, which will be explained in more detail later, only the quantitative data of
five participants could ultimately be used for a more detailed data analysis.

In order to investigate the subjective perception of playing as well as the perfor-
mance in detail, both studies relied on qualitative and quantitative measurements.
Previous work has looked chiefly at either user experience or performance com-
pared to standard interaction methods. In this work, both were investigated to get
a concrete impression of the developed control system.

The quantitative data was automatically collected by the game, which ran per-
manent measurements in the background. A wide variety of parameters were mea-
sured, which provide conclusions about each movement and the general movement
behaviour. A detailed list follows in the evaluation chapter. Two examples are each
movement’s start and stop coordinates and the duration for which a button was
pressed. Measurements were taken in milliseconds, as temporal actions can be very
fast in video games.

3



The qualitative evaluation consisted of a questionnaire that was specially com-
piled based on recommended questionnaires and previous work. Besides the par-
ticipant information, it consisted of twelve questions about experience and control
in form of a 5-point Likert scale.

The two-tailed t-test was used to make statements about the significance of differ-
ences in the data. Detailed values can be found in the appendix, whereas simplified
representations are used in the following.

1.4. Contribution

This paper shows how computer games with hands-free interaction can be made
accessible to people with motor disabilities using affordable means and without
complicated customisation. Based on previous research, eye tracking is now com-
bined with continuous non-verbal voice commands and presented in a specially
developed game. Two studies, which examine both the comparison to conventional
modalities such as mouse and keyboard, but also the feasibility for people with dis-
abilities, show great potential for the topic of accessible gaming.

The next chapter gives an overview of computer accessibility and explains previ-
ous work in the field of hands-free gaming to illustrate the current state of affairs.
Chapter three then presents the implementation of the control system and describes
the game design. Chapters four and five are devoted to the studies, with the former
first explaining the structure in more detail, while the latter presents the results. In
the last parts, the results are discussed and traced back to the hypotheses.
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2. Background and Related Work

The topic of accessible computer interaction is by no means new. There are many
products that attempt to simplify human-computer interaction, often through sim-
plified physical devices that require less motor ability than standard peripherals.
Equally new is the attempt to transfer accessibility to video games. Various ap-
proaches and possibilities in this field are discussed in this chapter.

2.1. Auxiliary Peripherals for Computer Interaction

The constancy of the input methodology makes it difficult to introduce new modal-
ities and thus build compatible peripherals that people with motor limitations can
operate. Individual organisations such as Able Gamers [4] are campaigning for ac-
cessibility in video games. Some work goes into simplified mechanical devices for
computer interaction, but as individualised as the effects of disabilities are, so too
must the devices be. The resulting costs are probably the biggest reason this area is
not explored more deeply by the industry.

According to the World Health Organisation (WHO), about one billion people
worldwide (15% of the population) live with some kind of disability [27], and about
65 million people (1% of the population) need a wheelchair [26]. The most common
causes are stroke, multiple sclerosis, spinal cord injury and cerebral palsy [5]. For
some, the effects are more pronounced than for others and not everyone requires
hands-free computer interaction. For those who still have some mobility in their
hands, a trackball mouse (figure 1a) is a good choice. Alternatively, joysticks (fig-
ure 1b) offer similar control and require even less accuracy.

(a) Trackball mouse (b) Joystick mouse

Figure 1: Assistive products for computer interaction [21]

However, none of them can be operated hands-free. One of the best-known prod-
ucts in the field of hands-free yet physically controlled peripherals is the Quadstick
[22], shown in figure 2 on the following page, which is controlled with the mouth.
This project raised over $27.000 on Kickstarter and is available for $449. This device
allows paralysed people to play on nearly game controller performance. Neverthe-
less, not everyone can cope with it or even operate it in the first place.
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Figure 2: Quadstick for playing video games operated with the mouth [22]

The Footmouse [29] in figure 3 is designed for a different part of the body. As the
name suggests, this device can be controlled with the feet, which is ideal for those
who cannot move their arms but can move their feet. With the help of this device,
a computer can be fully controlled as it provides a slipper for mouse input and
buttons for various actions. In addition to the model shown, there are many other
foot pedals, which are also known from dance games. They can be relatively easily
converted for computer interaction if no specially designed device is available.

Figure 3: Footmouse for operation with the feet [29]

2.2. Applications of Gaze Analysis

In 1879, the eye’s movement was studied for the first time through direct observa-
tion. Louis Émile Javal found that our eyes do not move evenly when we read, but
in small steps.

Nowadays, there are highly developed eye tracking devices for this purpose, al-
lowing the user’s point of view to be captured precisely. The most common are
optical trackers, which use cameras and infrared light to determine the gaze point.
They achieve this by analysing the pupil and the corneal reflection in the eyes, both
shown in figure 4.

(a) Bright pupil (b) Corneal reflection

Figure 4: Principles of optical eye trackers [8]
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Eye trackers are most commonly used to obtain information about the focus be-
haviour. For example, it is easy to create heat maps of where a user looks in the
results of a search engine or which points in a CV stand out first. Since the devices
have now reached a high level of accuracy, they can also be used for entirely differ-
ent purposes. For example, the mouse pointer can easily be controlled with the help
of eye tracking, which opens up completely new possibilities for hands-free com-
puter interaction. Another example is the gaze control based keyboard called “Eye-
Swipe” [17], which uses gaze paths to determine words, analogous to swipe typing
on smartphones. Especially people with paralysis get the possibility to operate a
computer more efficiently. However, it should be mentioned that visual disorders
such as squinting or eye twitching considerably reduce the accuracy of eye tracking.
Glasses, on the other hand, are usually not a big problem.

Some modern games use eye tracking as an additional input modality to enhance
the gaming experience by making the environment more interactive and responsive
to the player’s point of view. As of June 2021, 162 games support products from one
of the largest manufacturers of eye trackers for games. While “enhanced vision”
is progressing, the enormous potential of accessible computer interaction remains
largely untapped.

2.3. Games with Eye Tracking

The study of Isokoski and Martin [13] shows how gaze control can be used for aim-
ing in shooter games. They compared the three input methods: mouse-keyboard,
mouse-keyboard-eyetracking and a controller (Xbox360). Eye tracking was used for
aiming and the mouse and keyboard for movement. The setup with eye tracking
performed worse than the setup without, but better than the controller. They de-
scribed rotations with the avatar of up to 180 or 360 degrees, with the help of which
the environment is observed, as particularly difficult to implement. Although gaze
control did not perform better, eye trackers are becoming increasingly popular in
modern video games as a supporting input modality. For example, in the genres
and games [24]:

• Simulator: Euro Truck Simulator 2

• Racing: Formula 1 2020

• Other categories: Assasin’s Creed Valhalla, Shadow of the Tomb Raider

While the support role of eye tracking increases, games that only make use of eye
tracking are lacking — for a reason. Gaze alone is the same as a mouse without
buttons. Only minimalist games can make use of it, such as the 3D flying game in
figure 5 on the next page that has been used to compare the performance between
mouse and eye tracking [19]. Mouse interaction was considered easier to control
and less demanding. However, gaze control was more entertaining.
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Figure 5: 3D flying game [19]

In an evaluation with a special test environment (figure 6) instead of a game, the
performance between mouse and eye tracking was measured for the tasks target
detection and target tracking [1]. The gaze input almost reached the performance
of a mouse. Two different sizes of targets were used, and the larger one “had a sig-
nificant effect on the completion time” [1]. The conclusion is that the user interface
plays an essential role in the design of a game with gaze control: “aesthetics be-
come ergonomics” [28]. Therefore, elements need to be scaled for user interaction
to compensate for the inaccuracy of the eye tracker.

Figure 6: Test environment: circular layout [1]

2.4. Applications of Voice Analysis

Controlling something by voice commands is not a new idea of hands-free interac-
tion. As early as the 18th century, in the play “Les Mille et une nuits” by Antoine
Galland, the phrase “Sesame, open yourself” appeared. With the development of
technology, the first attempts to make voice control a reality also began. The first
research on this topic appeared in the 1950s, but it probably became popular mainly
through the science fiction films that were only too happy to simulate this gadget.
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Today, there are sophisticated algorithms that can interpret exact commands in
many languages. Verbal voice commands offer a vast range of functions, but they
are based on the principles of conversation. First, one speaks and then waits for a
response or answer.

In 2001, Igarashi and Hughes [11] showed a more direct approach of voice con-
trol, which can be compared to a keystroke: Non-verbal voice commands. This may
at first seem very limited compared to verbal commands, but it also offers some
advantages. Sounds such as humming can be detected and processed by the com-
puter in real time, which means that a reaction can also be displayed in real time.
In their work, they mentioned the control of the TV volume as a simple application
scenario with the command “Volume up, ahhhhhh” from a combination of verbal
and non-verbal commands. During the “ahhh” the volume is increased and stops
when it falls silent — just like holding a button. Besides the technical advantages,
non-verbal control also allows people with speech disorders to operate computers
by voice. This can go much further than just increasing the TV volume, as will be
shown below.

2.5. Games with Voice Control

Voice control can be divided into verbal commands (pronounce words) and non-
verbal commands (make noises or hum).

Verbal Commands For speech commands, whole words are spoken aloud as if
one was talking to the computer. This method has been used to create a game help-
ing people with speech sound disorders by including speech therapy exercises [18].

Speech recognition is, just like eye tracking, popular as a supporting input modal-
ity. Some virtual reality games use speech commands for certain tasks as no key-
board is available. There are only a few games that are controlled by speech alone.
The modified Tetris version of XiaoJie Yuan and Jing Fan [30] is an example. While
speech commands are powerful, they also come with drawbacks. People who have
difficulty speaking cannot use them, and in fast-paced games, the delay between
issuing a voice command and the reaction of the game is a noticeable disadvantage
[20] [23].

Non-verbal Commands Humming can be much better in terms of time and ac-
curacy. In a study comparing both types of voice commands using the game Tetris,
non-verbal voice commands were much more efficient and accurate than traditional
speech recognition, especially on advanced difficulties [23]. The voice pitch distin-
guished the commands, as outlined in figure 7 on the next page. Humming a sound
from high to low moves the Tetris block to the left. A short buzz turns the block.
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Figure 7: Non-verbal Tetris [23]

Harada et al. [9] developed a tool called Vocal Joystick Engine, shown in figure 8,
allowing to control the mouse cursor with voice only, but in a special way. Certain
sounds have been assigned certain functions, such as the sound “ck” from “click” for
a left click. Continuous voice input opens up a way to execute much more complex
commands and be more efficient at the same time [9]. One conclusion was that
non-verbal commands are up to 50% faster than speech commands [9].

Figure 8: Vocal Joystick Engine [9]

The fact that making sounds can also be more fun is confirmed by the mobile app
“Scream Go Hero” (figure 9 on the next page) from Ketchapp [15], which uses quiet
and loud noises as controls in a jump-and-run style game. If there is a soft noise,
the avatar runs, and if there is a loud noise, it jumps. The app reached over ten
million downloads in the Google Play store. However, the use of only one modality
limits the complexity of the game. The avatar can only move in one direction and
cannot perform any complex movements. While this makes the game entertaining
as a mini-game, it is not a perspective for larger games.
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Figure 9: Mobile game: Scream Go Hero [15]

2.6. Combinations of Gaze and Voice

One input method is not enough, which is why we typically use a mouse and a
keyboard. Following on from this point, O’Donovan et al. [20] developed a game
that is controlled by gaze and voice together. Their game Rabbit Run, screenshot in
figure 10, is a 3D first-person maze that uses gaze for spatial orientation and voice
commands for movement and interaction.

Video games in the first-person perspective are games whose displayed image
corresponds to the view of the avatar. Thus, the player sees the game through the
eyes of the avatar.

To change the orientation in the game of O’Donovan et al., semi-transparent but-
tons [3] are placed at the edge of the screen. Voice commands such as “walk” and
“stop” are for movement. Players with mouse and keyboard achieved better re-
sults and navigated the maze faster. However, 75% of the participants said that the
eye tracking variant was more enjoyable. They noticed a delay in voice commands,
which they solved by adding a manual delay between the user input and executing
a command to compensate for the timing.

Figure 10: Rabbit Run [20]

Another study, which focused more on different game mechanics, shows how
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eye tracking and other hands-free input methods could be integrated into video
games [28]. As a result, four mini-games have been developed, each with its unique
mechanic. For example, the selection of objects using gaze and voice, or smart text
that disappears when the programme recognises that it has been read. This work
illustrates that there are many different game types besides first-person that can
integrate eye tracking and voice commands as long as the user interface is designed
accordingly [28].

2.7. Other Variants of Hands-free Interaction

An excellent example of an alternative game control is again a version of the pop-
ular mini-game Tetris. This time it is controlled by gaze and brain activity using a
brain-computer interface (BCI) that allows the game to be played entirely hands-free
[16]. There was no comparison with other input methods, but the feedback gathered
suggested that it was easy to play, and the focus was on strategy rather than control.
An important factor, however, is that excitement affects the BCI and thus also the
control. So the more exciting a game is, the more difficult it becomes to play. It’s a
challenge and a fun factor at the same time, much like voice control.
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3. Implementation

The primary input method on a computer is the physical mouse because it is suitable
for both indicating locations (example: desktop environment with mouse pointer;
the game moorhuhn) and indicating directions (example: any first-person game).
A joystick or game-pad is excellent for directional orientation only and is the main
input control for consoles (Xbox, Playstation and similar). In this work, we use eye
tracking, which is why we focus on indicating locations, as this corresponds to the
point of view and thus enables intuitive use.

The most common interaction in gaming environments is spatio-temporal, which
combines both spatial and temporal qualities. One style of game that exploits spatio-
temporal interaction in a simple but popular design is Jump and Run. There are many
different games based on this principle, one of which is the famous SuperMario.
The advantage of such 2D environments is that they can be controlled by locations,
which correlate with gaze control. Hence, we investigated the feasibility of hands-
free control in a two-dimensional jump and run scenario.

3.1. Movement and Control

The difficulty of hands-free interaction lies in the design of the controls, as comput-
ers are not standardised for this type of input. Therefore, a precise adaptation of
controls to movements is essential for natural interaction.

3.1.1. Required Types of Movement

A jump-and-run game, as the name suggests, has a manageable variety of move-
ments: Jumping and running:

Run The simplest form of movement is running. The avatar can run to the left and
the right. Different speeds are an option but may require more variety in controls. A
separate button for sprinting is a standard solution. However, for the sake of clarity,
we consider walking at a constant speed.

Jump A jump is a simple upward movement to gain height that allows the player
to climb onto objects or take different paths. Jumping to the left or right is usually
performed with a run-jump combination, which is the most natural form of jump-
ing, as a long jump in the real world works the same way.

A jump can vary in height or distance. It is usually implemented by variable
acceleration time represented by a short or long key press.

Fall When the avatar goes over a cliff, he starts to fall. There are two ways to
implement falling: Either control is allowed in the air, or the avatar falls straight
and without any control. The lack of the possibility to move in the air is more in line
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with reality. However, in video games, it can be very advantageous to move in the
air, especially in a jump-and-run game where the challenge is dexterous movement.

3.1.2. Available Controls

The standard input devices for PCs are a mouse and a keyboard, whose functions
are straightforward and familiar to most people. Spatial movement of the mouse
pointer by physically moving the mouse and temporal actions by pressing keys on
both the mouse and the keyboard is the standard way of interaction. With alterna-
tive input methods, the control implementation is usually not immediately appar-
ent. They often have to be mapped to the principles of a mouse or a keyboard.

Eye tracking With eye tracking, the user’s point of view on the monitor is deter-
mined with the help of a corresponding device. It is very similar to the characteris-
tics of a mouse but is less precise, which is due to the way our eyes and our vision
work [25]. Thus, eye tracking instead reflects an area at which the user is looking.
With good calibration, however, eye tracking can undoubtedly be used as a mouse.
It just needs to be taken into account in, for example, the icon size on the desktop
or the scaling in video games. Gaze control thus offers good qualities for spatial
control in the sense of indicating locations.

Since eye tracking has neither a left nor a right-click, one quickly encounters the
Midas Touch Problem. It describes the difficulty of determining an interaction since
our eyes move or focus both consciously and unconsciously [14]. Often auxiliary
means are used such as [14]:

• Dwell time: Looking at a spot for a certain time to interact

• Wink: One wink corresponds to a click

• Extra input modalities: For example, a button or voice control

Non-verbal voice Non-verbal voice commands are sounds such as humming or
buzzing. Compared to verbal voice commands, they can be processed immediately,
and the programme does not have to wait for the end before interpreting the input
[23]. This fact shortens the programme’s reaction time considerably and makes it
much more responsive — a tremendous advantage in games.

This type of control can be implemented as binary input (sound or no sound), but
also in more complex forms such as:

• Pitch and its progression

• Tone duration

• Tone volume and its progression
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In this thesis, the focus is on a binary implementation of short and continuous voice
commands. They offer enough control options and require hardly any training,
which makes them very intuitive to use.

3.1.3. Mapping Controls to Movements

Typically, the arrow keys and the space bar are used to control jump-and-run games.
However, these would not make use of eye tracking and could not be compared with
it. Therefore, we are now introducing a new concept based on indicating locations.
This concept allows control with both conventional and hands-free interaction tech-
niques.

Indicating locations The control point determines the direction and type of the
movement. This point can be indicated either with the mouse or gaze. The control
system is shown in Figure 11 and means the following: For the movement direction
applies:

• Point to the left of the avatar⇒ Left

• Point to the right of the avatar⇒ Right

For the movement type applies:

• Point is on the ground or below⇒Walk

• Point is above the ground or over a cliff⇒ Jump

(a) On flat ground (b) At a cliff

Figure 11: Spatial control in the game

Temporal actions The direction and type of movement can be determined by in-
dicating locations, but no movement is executed. For that, the non-verbal voice
commands become essential. If an action is triggered, the movement specified by
the control point is carried out. The beginning of a sound or hum corresponds to
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the pressing of a key, the silencing corresponds to the release of a key. This enables
a temporal-stepless triggering of actions and makes small and long steps or jumps
possible.

The advantage of this type of control is not only that hands-free implementation
is possible, but it can still be operated with the mouse and keyboard, allowing the
different modalities to be compared with each other.

3.2. Game Design

The basic structure of the game is different from conventional jump-and-run games.
Instead of reaching the end on the far right, the player has to make it to the top,
making eye control more crucial as the player has to keep moving left and right. On
the way there, hills and cliffs have to be overcome without falling. The finish line is
represented by water into which the penguin has to jump. Before the actual game
begins, there is a small training world. In this world, the players can familiarise
themselves with the controls. This makes the game easier to play and reduces the
training effect when playing several times, as experience can be gained at the begin-
ning. Figure 12 shows a comparison of the main and the training world. The actual
game world is a lot bigger, but the training world is sufficient for its purpose. The
world was created with a free package from Bayat Games [7]. The simple structure
with blocks is ideal for eye tracking, as no super precise control is required, it offers
little distraction, and it can be scaled as desired.

(a) Training world (b) Original level (c) New level

Figure 12: Comparison of the original and adapted level design

The idea behind the game is that it is easy to understand, requires little train-
ing, and still offers some challenge. This challenge is difficult to assess, as a too
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easy game produces blurred data, while one that is too difficult reduces the fun and
leads to frustration. The pilot study, which will be explained in more detail in the
next chapter, showed that the game world was too difficult, so it was adapted. The
differences can be seen in figure 12 on the previous page. More blocks were added
to reduce falling in general. Furthermore, the level has been adjusted so that when
the avatar falls, it is noticeable, but it does not fall too far, which allows quick re-
covery. The figure also shows that the positioning of the fish has changed. Initially,
they were intended as an additional challenge and were therefore positioned in dif-
ficult spots. In order to simplify playing, they have been placed in the new design in
such a way that they support the player in some places by serving as a focus point.
The motto, “Look at the fish, and you make the jump”, makes some jumps more
manageable.

A penguin was chosen as the main avatar to make the game attractive and amus-
ing. A waddling flightless bird increases the fun of the game and thus the bond
between player and avatar. The penguin and the fish were designed and animated
by ourselves. In order to make the movement behaviour as transparent as possible
to the player, the penguin uses its body posture to indicate whether it will walk or
jump. If it leans forward slightly (figure 13b), it will walk when an action is trig-
gered.

(a) Penguin
idle

(b) Penguin
indicating
walking

(c) Penguin
walking

Figure 13: The penguin

The movement of the camera, which means the field of view, is also different from
conventional. Usually, the avatar is permanently in the centre of the image, which
was our first approach. However, this leads to the problem that when jumping, the
gaze point is no longer in the original spot, and the player thus tends always to
jump further than intended. It also leads to more distractions because the world
is constantly in motion, which can be fatal when using eye tracking. Therefore,
the camera movement was set so that it always follows with a delay, i.e. during
a movement, the image is almost still, and as soon as the avatar has landed, the
camera moves forward.
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3.3. Technical Details

The game was developed with the Unity game engine (2019.4.16f1). The sound de-
tection was integrated directly into the game, whereas the gaze control was reduced
to the functionality of the mouse pointer. This means that the game can be controlled
solely with the mouse as the primary input and with the keyboard or voice as the
secondary input. In order to be able to control the game with the gaze, more soft-
ware is required. First of all, the core software (version 2.16.6) from Tobii was used
to be able to address the eye tracker. Next, the programme Gaze Point, also from
Tobii, was set up to control the mouse pointer with gaze. This allows the physical
mouse to be replaced by the eye tracker. With the help of this software, games can
be implemented particularly efficiently because the eye tracker is not directly ad-
dressed and therefore does not have to be taken into account in the development of
the control system. Many participants in the studies found it easier when they could
see the gaze point. This is a feature of the core software that displays a floating circle
(figure 14) representing the approximate viewpoint.

Figure 14: Gaze trace provided by the Tobii software
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4. Evaluation

Two studies were conducted to gain an accurate insight into the conscious and un-
conscious user experience. The former is used to compare the hands-free variant
to conventional methods of computer interaction. The second study focuses on the
feasibility for people with motor and partly also speech impairments. It determines
whether the game control presented can be used effectively by the target group. In
this chapter, the structure and procedure of the studies are explained in more detail,
and information about the participants is presented.

4.1. Apparatus

We used the Eye Tracker 4C from Tobii and attached it to a laptop with a screen
diagonal of 13.5 inches which is in range of the supported screen size. The laptop’s
built-in microphone array was used for audio capture, so no extra headset was nec-
essary, making our control system more accessible to use. Especially for some of the
participants with disabilities, as it did not require any modification of the headrest.
In addition, the microphone arrays sensitivity could be fine-tuned to filter as much
background noise as possible while maintaining accurate voice detection. A mouse
pad was used to avoid interference from different table materials when playing with
mouse and keyboard. We increased the size of the mouse pointer by setting its size
in Windows to four to improve visibility in the game. The chosen key for performing
actions was the space bar, as this is the easiest to use and is more differentiated than
if a mouse button had been used. It also allows the analogy of using eye tracking
with a button instead of voice.

4.2. Procedure

The study took place both at a fixed location and at the participants’ homes, as
it was more convenient for some participants due to the pandemic, especially for
those with disabilities. Hygiene measures such as disinfecting the equipment and
spacing rules were observed throughout the study. In some cases, masks had an
effect on the eye tracker for participants wearing glasses, as they fogged up more
easily. Therefore, the participants were free to take off their mask while playing.

In the beginning, the participants were shown videos about the game in general
and the controls. This way, each participant received the same explanation and
guidance. A full game run consists of completing the small training and the main
world, both by the penguin jumping into the water. The first time the participants
took their time in the training world to familiarise themselves with the controls.
After that, the training world only served to get back into the game in all further
runs and was quickly mastered. Since a lot of practice could be done initially, no
significant training effect on the game was expected. Any difference in performance
between the two control methods should therefore be due to the type of control.
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In the first study and after the first two runs, participants were shown a third
video explaining the other control method, with which they also played two runs.
For counter-balancing, 8 of the 15 participants played first with Mouse+Keyboard
(MK) and then with Gaze+Voice (GV). Finally, the questionnaire comparing the two
control types was completed. In the study with people with disabilities, the partici-
pants only answered the questions about the hands-free variant.

4.3. Measurements

The questionnaire consists of three parts: the participant information, the experi-
ence and the control. The experience section is about enjoyment, challenge and
focus. In contrast, the control part focuses on the individual modalities and their
rating. The questions in both of these sections are answered for both MK and GV.
The complete questionnaire with scales is listed in table 3 on page 42. There are
many well-structured game experience questionnaires [10]. However, they focus
on the perceived experience from the game only. The control and the experience
it creates are usually not taken into account. However, it is precisely the percep-
tion by the control that is the focus of this work, which is why we had to compile
a new questionnaire based on recommended questionnaires [12][2] and previous
work [20].

The game took quantitative measurements while the participants played. Only
the main world was considered, while movements in the training world were not
recorded. The following data was collected for each run:

• Time to reach the finish line

• Time the avatar was in motion

• Number of collected fish

• For every movement has been collected:

– Time the avatar was in motion

– Time how long the button was pressed and held down

– Time to the last movement

– Start coordinates (take-off point)

– Stop coordinates (landing point)

– Movement was a walk or jump

This data could then be processed further so that, for example, the average distance
of a movement or the fatal movements that led to a fall could be determined. With
the help of the coordinates, each course of the game could be reconstructed for anal-
ysis.
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4.4. Pilot Study

First, a pilot study was carried out with 13 young people aged between 11 and 16. It
was noticed that the game was a lot too difficult because hardly anyone had made it
to the finish line, which had an apparent effect on the fun while playing. Therefore,
we adapted the level design (figure 12 on page 16) to make the game easier. In
addition to the challenging game design, many external influences, such as high
ambient noise, made playing hands-free significantly more difficult. Based on this
experience, we have further optimised the microphone settings and ensured good
environmental conditions. The task was to assess which microphone sensitivity was
sufficient to reliably pick up humming while at the same time ignoring background
noise.

4.5. Main Study

The first study focused on comparing the modalities MK versus GV. The control
with MK, which is familiar to the participants, serves as a reference line with which
the difference in performance can be determined and thus the practicality confirmed.
GV represents the maximum of hands-free interaction, which is why a combination
of eye tracking and keyboard, although practically relevant, is not investigated. The
effects of disabilities are very different, and substitutions to physical devices are al-
ways possible. For example, a physical button can easily replace voice control for
players who can move their fingers but have difficulty speaking. Further reasons
for an investigation of only two modalities are the lower effort for the participants,
as two control systems are easier to compare than three, and the total time spent
by a participant averaging 30 instead of 45 minutes also reduces the degradation of
motivation.

4.5.1. Participants

The first study involved 15 people averaging the age of 24. The participants con-
sisted of friends and acquaintances who are either studying or working and are
active in various fields other than computer science. Five of them said they are well
experienced with video games, while the other ten have low to medium experience.
None of the participants used eye tracking or voice-activated programmes before.
More demographic details are shown in figure 15 on the following page.

We reached a comparable number of participants for the second study through
various institutions such as special schools and associations for people with dis-
abilities. Ten people with motor and partly speech impairments took part and said
they have about medium experience with video games. However, this “medium”
cannot be compared with the one from the first study, as the situation is entirely
different. Through discussions with the participants, it was determined that these
are elementary games that cannot be compared to typical popular video games.
However, it also shows that there is interest in games and that the participants
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have knowledge by which they can judge our developed game better. The most
common diseases among the participants were duchenne muscular dystrophy, cere-
bral palsy and spastic tetraparesis. None of the participants used eye tracking or
voice-activated programmes before. Detailed participant information is shown in
figure 16.
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5. Results

This chapter presents the data collected for both studies. In the end, the two studies
are also compared with each other, using only the data from the first study in which
GV was played first to keep the comparison fair.

5.1. Study 1: Comparison of Input Modalities

Results of the first study comparing the two modalities MK and GV each in combi-
nation and individually. First, the collected data is analysed and then the question-
naire is examined.

5.1.1. Quantitative Measures

All values and the significance of the differences are visualised in table 1. A colour
difference, i.e. green to red, between MK and GV means that there is a significant
difference in the comparison of the two control modes. If the colours differ within
a modality, i.e. different shades of green or red, it means that there is a significant
difference between the two runs within that modality. Detailed information about
the two-tailed t-tests can be found in table 4 on page 43, 5 on page 43 and 6 on
page 44.

Measure MK 1 MK 2 GV 1 GV 2

Time to reach finish line (min:sec) 1:41 1:22 3:06 2:18

Proportion of motion to total time 63.09% 66.95% 47.81% 51.90%

Time between movements (ms) 495 427 992 850

Number of fatal movements 2.2 1.87 4.8 3

Walking percentage 20.88% 20.26% 25.05% 23.48%

Duration of temporal action (ms) 637 661 716 742

Distance of a movement (blocks) 2.19 2.31 1.93 2.05

Table 1: Study 1: Average values of collected data. Colours indicate significant dif-
ference for MK-vs-GV, MK run 1-vs-2 and GV run 1-vs-2.

Overall, the players finished 44% faster with MK (1:32 min) than with GV (2:43
min). While there was no significant improvement within MK (p = .2547) and GV
(p = .0506), players tended to improve more with the hands-free control, which
makes sense as this was new to the participants, resulting in a larger learning curve.
The proportion of motion in the total time is nearly identical for both runs with the
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conventional input control (Mmotion
MK1 ≈ 63%, Mmotion

MK2 ≈ 67%, p = .3192). It is, how-
ever, distinctly larger (p < .001) compared to the hands-free variant, which means
that players were more active when playing with mouse and keyboard. In the sec-
ond run with GV, the ratio increased to about 52% — a clear improvement on the
first run (Mactive

GV 1 ≈ 48%, p = .0465). Analogously, the proportion is reflected in
the time between the individual movements. With GV (M = 944ms), participants
spent twice as much time compared to MK (M ≈ 460ms). Here, too, a significant
(p = .0427) improvement of over 140ms can be observed in the second run of the
hands-free variant. In case of inaccurate movement, the avatar could fall down.
With the help of the collected data, each complete game sequence could be recon-
structed and thus the fatal jumps could be counted. With mouse and keyboard, the
players fell about two times, while with eye tracking and voice control they fell al-
most four times on average. Within both control variants, there was no significant
improvement in the second run (pMK = .7020, pGV = .0897). The percentage of
walking in all movements was approximately the same across all modalities. With
21% for MK and 25% for GV, it was higher for the hands-free variant, but not signifi-
cantly (p = .2531). Participants often mentioned that walking with eye tracking was
easier, but this seems to have had only a small effect. When conducting the study, it
was observed that the participants made longer temporal inputs with voice control
than with the keyboard. This is also reflected in the data: the average time of ac-
tion, i.e. the duration for which a key was pressed, lasted 650ms with the keyboard
and 724ms with voice control (p = .0407). At first glance, one could conclude that
the distances of the movements with GV are greater, but looking at this parameter
shows the opposite. On average the distance of a movement was 2.25 blocks with
MK and 1.97 blocks with GV (p = .0027). A block is the fixed unit in the game world.
The last two parameters of the table thus again indicate better dexterity with mouse
and keyboard.

The heat maps in figure 17 on page 26 represent the movement-stop coordinates
of all data of a control type. Overall, the two diagrams look very similar, which in
principle points to similar movement sequences and thus to equivalent control. For
a closer look, ten areas were marked which will now be explained:

1. The most prominent area is the first one. There are much darker spots in GV,
which has to do with the lower-left corner. There are many more data points,
which means that many players fell when jumping over the gap above. By
repeating the route, the number of data points increases.

2. This area reflects the whole diagram. In MK, the points are much closer to-
gether, which means that all the players moved in a similar way. This is un-
likely to be a coincident, so we can conclude that GV seems to be less accurate.

3. Similar to the last area, the data points are closer together, plus this area is split
in two in MK. There is a clear gap in the middle, indicating that the players
covered this path with two movements. In GV, the dots are more spread out
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and the darker spot on the right is the result of many players not making the
jump from area three to four.

4. The denser movement of the players with MK is again confirmed here. This
pattern does not apply to every area, but to many, which further confirms the
assumption of more precise control with MK.

5. This area shows that the two control variants are also very similar. There is
again a denser accumulation at MK, but compared to other places within the
tolerance.

6. The difference is more obvious in this area, as the data points in GV are dis-
tributed over the entire surface, whereas in MK the points gather exclusively
in the centre.

7. In some places, the different control also led to quite different behaviour, as
this area shows. While with GV most jumped on the post, with MK most
skipped the post completely. Only a few landed on the post and proceeded
from there.

8. In this area, the denser movement of MK is present again, and we can also
observe more fatal movements with GV near this area. At the bottom left of
the circle marking area eight, we can see many more data points in the pit.
Since the player has to jump back to area eight before reaching the next higher
point, this area is darker in GV.

9. The left side of this area is very similar between the two modalities. How-
ever, the right side shows more data points in GV, which means that the first
gap was a problem for both control types, while the second gap was mainly a
problem for players using the hands-free variant.

10. Here, too, the often made statement about similar movement sequences with
the classical control is confirmed. Not only are the points more distributed in
GV, but also the core (dark blue) extends over a larger area.

In summary, the graphs are similar overall, but show differences in detail and in-
dicate more precise control with mouse and keyboard. The movements of all par-
ticipants with MK were very similar, indicated by denser data points. With GV, the
points are usually more widely distributed and fatal movements occur more often.
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(a) Mouse + Keyboard (b) Gaze + Voice

Figure 17: Heat maps comparing MK and GV

5.1.2. Qualitative Measures

The core of the questionnaire is divided into Experience and Control. The answers
of the first part are visualised in figure 18 on the next page. When asked how well
the participants thought they had played (18a), the conventional MK (M = 4, SD =
0.75) performed only slightly better (t = 1.47, p = .15) compared to GV (M = 3.47,
SD = 1.19). In contrast, the result of the second question on how much fun the play-
ers had with the respective control methods (18b) is significant (t = −4.29, p < .001).
Here, hands-free control (M = 4.33, SD = 0.82) achieved much higher scores than
the familiar mouse and keyboard (M = 3.07, SD = 0.8). The same applies to how
challenging (18c) the game was to play (t = −4.71, p < .001). While the traditional
interaction methodology (M = 2.13, SD = 1.06) is not very difficult, the partici-
pants found eye tracking in combination with voice control (M = 3.93, SD = 1.03)
to be a greater challenge. Question number four about the excitement (18d) dur-
ing the game confirms that the increased challenge can definitely contribute to joy
(t = −6.96 p < .001). While MK scored just 2.2 on average (SD = 0.94), GV achieved
a rating of 4.3 (SD = 0.72). Only a few found the classic computer interaction simi-
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larly entertaining. However, the higher level of fun also has its price: concentration.
That is the result of the fifth question on how much the participants focused while
playing (18e). The participants had to concentrate only moderately on MK (M = 3.4,
SD = 0.98), but very strongly on GV (M = 4.67, SD = 0.49). There was no signifi-
cant difference (t = 1.20, p = .24) between the control types in the category of feeling
the time (18f). The time spent playing the game passed at a similar average rate for
MK (M = 3.67, SD = 0.97) and GV (M = 3.2, SD = 1.15), but responses for the
hands-free variant were more widely distributed.
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Figure 18: Study 1: Questionnaire result on experience

The results of the second part are shown in figure 19 on the following page. The
combination of modalities was examined, as well as each individual modality in
direct comparison. When considering the entire control system, i.e. MK and GV,
they performed very similarly (t = 1.47, p = .15) in terms of the precision of the
penguin’s control (19a). GV (M = 3.87, SD = 0.99) follows closely behind MK
(M = 4.33, SD = 0.72), but is more widely distributed. In the direct comparison of
mouse against gaze (19b), there is also no obvious winner (t = −0.77, p = .45). On
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average, the mouse scored 3.8 (SD = 1.15) and eye tracking only slightly more with
4.07 (SD = 0.71). The evaluation of keyboard versus voice is a little bit different.
The average values (MMK = 4.27, SDMK = 0.71, MGV = 3.67, SDGV = 0.9) are
again close to each other (t = 2.03, p = .05), but in figure 19c there is definitely
a tendency towards the keyboard, which is confirmed by the verbal feedback we
received. The reason for this result can be found in Figure 19e, which shows the
assessment of exhaustion by the control. Eye tracking and voice commands are with
3.27 (SD = 0.96) significantly (t = −4.06, p < .001) more strenuous than mouse and
keyboard with 1.73 (SD = 1.1). Despite the higher effort, the participants felt that
they progressed significantly (t = 2.23, p = .03) faster (19e) with MK (M = 3.93,
SD = 1.03) than with GV (M = 3.07, SD = 1.1). In an overall comparison, two-
third of the participants preferred gaze and voice over mouse and keyboard for this
game scenario.
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Figure 19: Study 1: Questionnaire result on control
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5.2. Study 2: Investigation of Feasibility for People with Disabilities

The results of the second study, which investigates the practical usability for people
with disabilities, will now be presented. Again, first the quantitative measurements
and then the qualitative feedback will be discussed. Only the data from five of the
ten participants could be used for a more in-depth analysis. For the others, there
were various difficulties, which is why a complete game run was only possible to
a limited extent or not at all. One reason for this was the eye tracker, which could
not work correctly depending on the participants’ limitations (e.g. squinting, eye
tremor). These participants were able to get an impression of the game and the
controls, but a more precise data analysis would be prone to errors. That is why the
data set for the quantitative study consists of only five participants (N = 5), but that
of the questionnaire consists of ten participants (N = 10).

5.2.1. Quantitative Measures

Following the same scheme as in the previous section, table 2 shows all values and
the significance of the differences. To keep the comparison fair, only the data from
study 1 was used, in which the participants had first played with GV. A colour
difference, i.e. green to red, between study 1 (S1) and study 2 (S2) means that there
is a significant difference between the results of the studies. If the colours differ
within a study, i.e. different shades of green or red, it means that there is a significant
difference between the two runs within that study. Detailed information about the
two-tailed t-tests can be found in table 7 on page 44, 8 on page 45 and 9 on page 45.

Measure S1 (1) S1 (2) S2 (1) S2 (2)

Time to reach finish line (min:sec) 3:14 2:16 7:01 4:47

Proportion of motion in total time 45.63% 52.39% 39.33% 37.52%

Time between movements (ms) 1125 850 1588 1660

Number of fatal movements 4.7 3 7.8 5.6

Walking percentage 18.90% 18.10% 19.12% 16.54%

Duration of temporal action (ms) 749 763 778 732

Distance of a movement (blocks) 1.91 2.05 1.73 1.88

Table 2: Study 2: Average values of collected data. Colours indicate significant dif-
ference for S1-vs-S2, S1 run 1-vs-2 and S2 run 1-vs-2.

Overall, it took the participants of the second study (5:54 min) about twice as
much time as the participants of the first study (2:55 min). Although the participants
improved on average in the second run, this is not significant for either S1 (p = .09)
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or S2 (p = .2085). The proportion of motion in the total time is higher in S1 (MS1 =
0.48, MS2 = 0.38), which explains the significant difference in the time between
movements (p = 0.012). The participants in S1 rested about 1.0 second, whereas
those in S2 rested about 1.6 seconds before issuing the next command. The players
with disabilities thus progressed more slowly overall. However, the increased time
to complete results not only from the activity, but also from the increased number
of fatal movements (MS1 = 4, MS2 = 6.7), which extend the playing time. A look
at the last three parameters shows that apart from time, the players in both studies
were very similar in the way they moved. Of all movements, the participants in
S1 walked 19% and in S2 18%, an insignificant difference (p = .7791). The same
applies to the duration of temporal actions, which are almost the same (p = .9047)
at 743ms in S1 and 755ms in S2. The average distances of a movement are equally
similar (p = .2478). In the first study this was 1.95 blocks and in the second study
1.8 blocks. In both studies, the movement distance increased by about 0.14 blocks in
the second run.

For visual comparison of the two studies, heat maps are again shown in figure 20
on the next page. The map for study 1 only contains the data of the participants
who first played with GV. It should be noted that due to the different data sets,
each heat map has its own colour coding. They are adapted to each other, but in a
direct comparison it should be taken into account. Overall, the two graphs are very
similar, which confirms the equal movement behaviour. Nevertheless, there are also
minor differences in detail which are explained below:

1. Immediately after the first jump, it can be seen that in S2 the players tended to
move a little further to the right. This is not helpful for the next jump and is
thus a sign of imprecise control.

2. This area illustrates that players in S1 liked to skip this step, whereas players
in S2 took every single step. The point here is to balance time gain against
safety and illustrates the different approaches of the players.

3. In contrast to area 1, it is easy to see that the participants of S2 had moved more
precisely at this location. This can be recognised by the denser distribution of
the points.

4. In table 2 we saw that participants in S2 had more fatal movements. This can
be seen very well in this area, as there are more points in S2 than in S1.

5. Once again, a denser cluster of dots is clearly visible in the left image, which
means that the players have moved in the same way, implicitly indicating
more precise control.

6. In both studies, the participants had similar problems in this area. In S2, how-
ever, the participants came out of the pit more elegantly.

It can be summarised that the two heat maps are very similar, which indicates a com-
parable control behaviour. The participants of the second study generally played a
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little slower, but the movement sequences were the same as in the first study. If we
take into account that the participants of S2 had an increased level of difficulty due
to the impact of their disabilities, we can conclude that they perform competitively.

(a) Study 1 (GV first) (b) Study 2

Figure 20: Heat maps comparing study 1 (GV first) and study 2

5.2.2. Qualitative Measures

The questionnaire was almost the same as that of the first study. The only difference
is that the questions about comparison with mouse and keyboard were omitted. In
order to be able to classify the answers, the results of the first study on GV are listed
again. These include all participants of the first study, as it does not matter for the
questionnaire which control type was played first.

When asked how well the participants felt they had played (21a), the participants
from S2 (M = 2.9, SD = 0.74) had rated themselves slightly worse (t = 1.34,
p = .1929) than those from S1 (M = 3.47, SD = 1.19). However, everyone was
unanimous (t = 0.73, p = .4748) on the question of whether the game was fun
(21b). With a score of 4.33 (SD = 0.82) for S1 and 4.1 (SD = 0.75) for S2, these
ratings are almost identical. This is pleasing, as a game that is not fun would not
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be of much use. Furthermore, all participants were of the opinion that the game
is quite a challenge with this control system (t = 0.28, p = .7794). The graphs in
figure 21c look nearly identical and S1 (M = 3.93, SD = 1.03) and S2 (M = 3.8,
SD = 1.32) only differ in minor details. The same applies to the excitement (21d)
while playing, which was very high for all participants (t = .44, p = .6672). The
second study achieved a score of 4.2 (SD = 0.79), which is close to the first study’s
score of 4.33 (SD = 0.72). The answers to the question about focus (21e) were differ-
ent (t = 3.08, p = .0053), with participants in the first study (M = 4.67, SD = 0.49)
feeling they had to focus more on the game than participants in the second study
(M = 3.8, SD = 0.92). All the more surprising is that the sense of time (21f) was
very similar for all participants (t = 0.23, p = .8174). Both studies had outliers in
all directions, but on average, study 1 (M = 3.2, SD = 1.15) and study 2 (M = 3.1,
p = 0.88) achieved strikingly similar results with approximately normal time per-
ception. In summary, the results of the questionnaire are almost identical, which
means in particular that this type of hands-free interaction offers great entertain-
ment value regardless of physical limitations.
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Figure 21: Study 2: Questionnaire result on experience
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Figure 22 shows the results of the control section. Again, the answers from the first
study with GV are given as a reference. The precision of the control (22a) was rated
worse (t = 2.21, p = .0375) by the participants of the second study (M = 3.1, SD =
0.57), which also corresponds to our observation. The lower score can be attributed
to several factors based on individual impairments. Examples are squinting and
twitching of the eyes. The results of the first study (M = 3.87, SD = 0.99) show
the potential of hands-free control and thus that eye-tracking and non-verbal voice
commands are not suitable as a supportive means of computer interaction for every
type of disability. All participants described the effort required by the game (22b) in
roughly the same way (t = 0.32, p = .7466). In figures, the first study scored 3.27
(SD = 1.1) and the second slightly less, namely 3.1 (SD = 1.45). This shows that
despite the higher physical demands, even less trained people do not have major
problems with continuous voice control. This becomes particularly important when
it is no longer possible to breathe independently and ventilators are used. These
can make humming long tones much more difficult. In the last question concerning
pace, S2 (M = 2.7, SD = 0.83) again scored minimally worse (t = 0.90, p = .3788)
than S1 (M = 3.07, SD = 1.1).
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Figure 22: Study 2: Questionnaire result on control
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6. Discussion

The results show a better performance and higher accuracy for MK compared to GV,
whereby the latter can be considered quite competitive, considering that the partic-
ipants are much more familiar with MK and never used eye tracking or non-verbal
voice commands before. That first-time users of hands-free computer interaction
can achieve comparable results shows the potential that can be realised with more
practice. It is unlikely, however, that this will result in exactly the same performance
as with MK, since a keystroke both gives better feedback and can be performed
faster and with less effort. A combination of eye tracking and a physical device is
both promising and realistic, as many people with motor disabilities still have some
mobility in their extremities. An example of such a device would be a simple button
for the hand or pedals for the feet.

In the second study with people with disabilities, difficulties repeatedly arose
when using the eye tracker. For example, depending on the type of eye twitches,
the accuracy was significantly reduced. The effects of the disabilities must therefore
be taken into account, and by no means everyone in the world can benefit from
this control system. That is why products for people with motor impairments are
very individualised, as a generalisation is difficult. However, it was also found that
participants with severe paralysis coped very well with gaze control.

Many participants had initially tried, both consciously and unconsciously, to con-
trol the penguin with head movements. It took them a while to focus on the gaze
point rather than the direction of the head. The eye tracker from Tobii supports the
recognition of the head position and orientation, which is why it would be possible
to implement this type of control. For players without cramps or muscle twitches,
this could be an intuitive alternative to eye tracking. However, it must be taken into
account that more complex control is not possible, since only four directions (up,
left, down, right) can be indicated.

The participants described the most difficult challenge as not being able to look at
the penguin, as otherwise, it would not move any further. The gaze trace function
(part of the Tobii software, figure 14 on page 18), which displays a circle representing
the rough point of view, made it easier for many to control the eye tracker as it gave
them a better feel for it. In addition, we observed that the fish, which were specif-
ically placed as a focus point, made it easier to move around because the player
could focus on the fish and not on the need to look at the penguin. For the same
reason, the camera (the scene displayed to the player) movement has been adjusted
after some testing. In the beginning, the camera moved exactly with the penguin,
as it is usual in jump-and-run games. However, this brought the difficulty that if
one looked at a certain point and then jumped, the point of view no longer corre-
sponded to the originally aimed point and thus tended to jump too far. This was
solved by having the camera stay almost still while the penguin moves and only
catch up when the penguin has landed. This makes it possible to focus on a spot,
jump and land precisely on the focused spot. Another advantage is that the player
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is not distracted by the constantly moving game world.
No sound effects or music were used in this game to create the best possible con-

ditions for the microphone. With the help of personalised voice recognition, they
could be added to the game. Using headphones is an easier solution, but for some
people this is not an option due to special headrests. In the scenario of a multiplayer
game over the internet, a special hum recognition would also be advantageous, as
players could communicate with each other without unintentionally giving instruc-
tions to the game.

Overall, two-third of the participants in the first study preferred the hands-free
version and described it as much more fun. In the study with people with motor
impairments, on the other hand, all found the game very enjoyable and could well
imagine this type of control in the future. It was surprising how little eye tracking
technology is known among this target group. It could make simple tasks on the
computer much more accessible in their daily life.
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7. Conclusion

This work presents a hands-free video game whose control system is based on eye
tracking and non-verbal voice commands. It is the first time that these two modal-
ities have been combined into a complete video game control system that has been
compared with conventional interaction techniques, but also the feasibility for the
target group has been examined more closely. Promising results were noted, in-
cluding a competitive performance of the hands-free version and a much higher fun
factor. However, there were difficulties for some participants with disabilities, and
a few could not finish a game run, which was due to the many different effects of
the disabilities. The use of eye trackers thus sets the frame for the user group, as
full operation is not possible in the case of intensive visual impairment. It should
be mentioned that the game shown is straightforward, so one cannot conclude fea-
sibility for all modern video games that are far more complex in control. This is a
topic for future work to integrate these controls into normal video games.

After all, we look at the results obtained together with the hypotheses made at the
beginning. In the first category about game control, we can conclude that Gaze is a
reliable input method and can keep up with the performance of the mouse. Mak-
ing non-verbal sounds (humming) is a viable method for temporal interaction with
the computer. It takes more effort and is not quite as precise as a keystroke, but
it enhances the fun of the game. Together, gaze and hum confirm themselves as a
well-functioning multi-modal input system for spatio-temporal control. The second
category regarding game experience shows that gaze and hum as a natural input
offer a more immersive and exciting experience than physical device control. That
being said, the flow and pace of the game is slower with hands-free controls, but
similar persuasive as with mouse and keyboard. It is also more sophisticated com-
pared to conventional peripherals. The last category answers important questions
about the feasibility for people with disabilities. The whole hands-free control sys-
tem would be of no use if the target group does not find an application for it. But
as it turns out, gaze and hum prove to be a reliable input methodology for people
with disabilities, as long as the effects of the disabilities allow operation in general.
Severe disturbances of the eye and head movement can considerably limit the func-
tionality of the eye tracker. Overall, playing with eye tracking and voice provides
engaging and entertaining game experiences for people with motor impairments.
The performance turned out to be lower compared to the players without physical
limitations but is still in the range of competition.

In conclusion, computer interaction in games based on gaze and hum has po-
tential for further projects and can already offer high value for people with mo-
tor impairments. Simple mini-games are easy to develop for the presented control
methodology and can thus offer high entertainment value to many people.
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