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Abstract

Ionic liquids (ILs) have been known to be environmental friendly, and chem-

ically/thermally stable media for many applications. However, in order to use

them in practical applications, further studies are needed, since their proper-

ties change significantly depending on the conditions such as IL species used,

solute species and concentration added into them, temperature, pressure, and

their interactionswith surrounding entities. The experimental studies can pro-

vide the information, which is directly related to practical applications such as,

for example, what kind of solute should be added to achieve a good operating

voltage in supercapacitors or rechargeable batteries. However, it may require

many trial and error investigations to reach reasonable conclusions regarding

the best conditions for selected applications. In order to avoid this, statistical

theories based onmolecular or atomistic descriptions can be used to rationalize

or deduce conclusions. However, the atomistic details, which are the input for
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the theories, are usually difficult to obtain directly by experiments. Thus, with

the help of the recent advance in computer devises and computational meth-

ods, computer simulations have been attracting intensive research attentions

since they can generate the data or ensemble for the theories in order to obtain

the experimental observable.

In this thesis, the focus is given on computational studies on the prop-

erties and microstructuring of the IL mixtures at surfaces in IL mixtures by

means of Molecular Dynamics (MD) simulations. These are especially rele-

vant to applications such using electrolytes in rechargeable batteries or as reac-

tion media in catalysis. In order to obtain the basic idea of IL-solute mixtures,

the study starts with simple bulk configurations of the mixtures of 1-Ethyl-

3-methylimidazolium dicyanamide ([EMIM]+[DCA]−) as IL and water or

dimethylsulfoxid (DMSO) as solute. The focus is given on the microstruc-

tural change in ILmixtures with respect to the solute concentration. The com-

parison between different approaches, namely the Kirkwood-Buff theory and

the effective interaction energy reveals a good agreement between them, which

also agrees with experimental observations. This way, this study highlights the

potential of simulations in explaining the microstructural change in IL-solute

mixtures.

Thereafter, the study moves to the IL mixtures in a confinement between

flat neutral surfaces with no electrical charge, where the focus is given on the

dependency of microstructuring of IL-water mixtures in front of the surface

on the concentration of water and the IL species. Specifically, three different
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ILs, namely [EMIM]+[DCA]−, 1-Ethyl-3-methylimidazolium tetrafluorob-

orate ([EMIM]+[BF4]−) and 1-Butyl-3-methylimidazoliumtetrafluorborat

([BMIM]+[BF4]−), are studied in order to elucidate how the difference in the

cation or anion of IL affects the microstructuring. For this purpose, the trans-

lational order parameter is introduced for the entropy estimation. The results

reveal that there is a strong correlation between the molecular size/shape and

the hydrophobicity of the IL species, and the accumulation of the molecules

at the interface. The study is further extended to the ILs-water/DMSO mix-

tures in confinement between charged surfaces. There, the influence of the sur-

face charge on the microstructuring of [EMIM]+[DCA]− and water/DMSO

mixtures is discussed. For this purpose, the Lattice-gas model is introduced

for the entropy estimation. The result reveals that there is a strong correlation

between the excess entropy and the accumulation of the molecules at the in-

terface. These studies are aimed to elucidate the mictrostructuring of the IL

mixtures with solutes which are miscible with ILs, such as water or DMSO.

Finally, the investigations in this thesis moves to more complex ap-

plications, such as the heterocatalysis in a supported ionic liquids phase

(SILP), where catalytic molecules are immobilized in the 1-Butyl-3-methyl-

imidazolium trifluormethansulfonat ([BMIM]+[OTF]−) phase within bi-

phasic IL and IL-immiscible heptane layers formed on top of the wet func-

tionalized surface of silica nanopores. The purpose is to reveal the microstruc-

tural and dynamical properties of molecules which is relevant to the high per-

formance in catalytic reactions in this template. The results indicates that a
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flexible material design is possible concerning where the catalytic reactions oc-

cur. To this end, this studywill contribute to elucidate the hiddenmicroscopic

pictures of molecular interactions in novel IL mixtures which otherwise is not

directly accessible by experiments.

These studies will be further extended by choosing different combinations

of IL species and solutemolecules, which will make the outcomesmore robust

or be improved. Furthermore, the detailed analysis on the dynamic properties

of the molecules, such as the accumulation dynamics of the molecules at the

interfaces and the diffusion of the molecules within mesoporous media. By

combining the static properties and the dynamic properties, clear view toward

the optimal material design will be achieved. For that, an extensive collabora-

tive research of experiments, simulations and theory is expected.

Overall, the information obtained within the framework of this doctoral

dissertation is essential in designing the optimal conditions in IL mixtures in

view of selected applications. The investigations carried out here provide a

combined computational and analytic approach that provides a deep insight

of such complex mixtures. This insight is not accessible by experiments, but

can provide input for designing relevant experiments. Accordingly, this thesis

paves the way for more detailed investigations in the field of ionic liquid solu-

tions for novel complex applications.
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Zusammenfassung

Ionische Flüssigkeiten (ILs) sind als umweltfreundliche und

chemisch/thermisch stabile Medien für viele Anwendungen bekannt.

Für ihren Einsatz in der Praxis sind jedoch weitere Studien erforderlich, da

sich ihre Eigenschaften je nach den verwendeten IL-Spezies, den gelösten

Spezies und der Konzentration, die ihnen zugesetzt werden, der Temperatur,

dem Druck und den Wechselwirkungen mit der Umgebung erheblich

verändern. Die experimentelle Untersuchungen können Informationen

liefern, die für praktische Anwendungen unmittelbar relevant sind. Diese

Informationen beziehen sich, zum Beispiel, auf der Art von gelösten

Stoffen die hinzugefügt werden sollte, um eine gute Betriebsspannung in

Elektrolyt-basierten Batterien zu erreichen. Dennoch kann es viele Versuche

und Irrtümer erfordern, um einer aussagekräftige Schlussfolgerung für die

beste Bedingung für ausgewählten Anwendungen zu treffen. Um dies zu
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vermeiden, können statistische Theorien auf der Grundlage molekularer oder

atomistischer Beschreibungen verwendet werden, um die Schlussfolgerung zu

rationalisieren oder abzuleiten. Allerdings sind die atomistischen Details, die

den Theorien zugrunde liegen, in der Regel nur schwer durch Experimente

ermittelbar. Mit den jüngsten Fortschritten bei den Computergeräten und

Berechnungsmethoden bieten Computersimulationen daher eine sehr gute

Alternative. Diese können die Daten oder das Ensemble für die Theorien

generieren, um die experimentellen Observablen zu erhalten. In dieser

Arbeit liegt der Schwerpunkt auf einer rechnerischen Untersuchung der

Eigenschaften und der Mikrostrukturierung von IL-Gemischen an Ober-

flächen mit Hilfe von Molekulardynamiksimulationen (MD), was besonders

für Anwendungen wie Elektrolyte in wiederaufladbaren Batterien oder

Reaktionsmedien in der Katalyse relevant ist.

Um eine grundlegende Vorstellung von IL-Gemischen zu erhalten, be-

ginnt die Studie mit einfachen Bulk-Konfigurationen von Gemischen aus

1-Ethyl-3-methylimidazoliumdicyanamid ([EMIM]+[DCA]−) als IL und

Wasser oderDimethylsulfoxid (DMSO) als gelöster Stoff. DieWechselwirkung

von ionischen Flüssigkeiten (IL) mit Zusatzstoffen oder Verunreinigungen

ist entscheidend für die Leistung von IL in technologischen Anwendungen.

Um die Wechselwirkung zwischen diesen zu verstehen, ist ein Einblick in die

mikroskopische Anordnung der Moleküle erforderlich. Daher liegt der Schw-

erpunkt auf der mikrostrukturellen Veränderung in IL-Mischungen in Ab-

hängigkeit von der Konzentration der gelösten Stoffe. Es werden verschiedene
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molare Anteile von DMSO und Wasser untersucht, um den Einfluss der

Konzentration der gelöstenMoleküle auf die Strukturierung der ILs zu klären.

Zu diesem Zweck werden Kirkwood-Buff-Integrale (KBI) und effektiveWech-

selwirkungsenergien berechnet, um die Veränderung der Ionenstrukturen

in Abhängigkeit von der Konzentration der gelösten Stoffe zu beschreiben.

Der Vergleich zwischen verschiedenen Ansätzen, nämlich der Kirkwood-Buff-

Theorie und der effektiven Wechselwirkungsenergie, zeigt eine gute Übere-

instimmung zwischen ihnen, die auch mit experimentellen Beobachtungen

übereinstimmt. Die Ergebnisse zeigen, dass DMSO-[EMIM]+[DCA]−- und

Wasser-[EMIM]+[DCA]−-Gemische durch recht unterschiedliche moleku-

lare Wechselwirkungen zwischen den Spezies definiert sind. Erhöht man

die DMSO- oder Wasserkonzentration, so werden die gelösten Moleküle von

den Ionen abgestoßen, während sie sich in letzterem Fall näher an den Io-

nen ansammeln. Die Unterschiede ergeben sich aus der Schwächung der

Wechselwirkungen zwischen den Ionen durch die Anwesenheit von Wasser-

molekülen, während DMSO eine Verstärkung dieser Wechselwirkungen be-

wirkt. Dementsprechend liefert diese Studie ein tiefes Verständnis des IL-

Verhaltens in Kombinationmit neutralen gelöstenMolekülen und ermöglicht

eine angemessene Auswahl von IL-Lösungs-Kombinationen im Hinblick auf

spezifische technologische Anwendungen.

Die Fortsetzung der Studie fokusiert auf IL-Mischungen zwischen flachen

neutralen Oberflächen ohne elektrische Ladung. Hier liegt der Schwerpunkt

auf der Abhängigkeit der Mikrostrukturierung von IL-Wasser-Mischungen
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vor der Oberfläche von der Wasserkonzentration und der IL-Spezies.

Konkret werden drei verschiedene ILs, nämlich [EMIM]+[DCA]−, 1-

Ethyl-3-methylimidazoliumtetrafluoroborat ([EMIM]+[BF4]−) und 1-Butyl-

3-methylimidazoliumtetrafluorborat ([BMIM]+[BF4]−) untersucht, um zu

klären, wieUnterschiede imKation oderAnion der IL-Spezies dieMikrostruk-

turierung beeinflusst. Zu diesemZweck wird der translatorischeOrdnungspa-

rameter für die Entropieschätzung eingeführt. Die Ergebnisse zeigen eine en-

tropiegetriebene Anreicherung von Wassermolekülen vor Grenzflächen mit

geringen, aber technologisch relevanten Unterschieden. Es zeigt sich, dass es

eine starke Korrelation zwischen derMolekülgröße/-formund derHydropho-

bizität der IL-Spezies und der Akkumulation derMoleküle an der Grenzfläche

gibt. Die lokale Wasserdichte hängt entscheidend vom Wassermolanteil, von

lokalen Ordnungseffekten und von derMolekularstruktur der ionischen Flüs-

sigkeiten (IL) ab. Die Ergebnisse dieser Studie ermöglichen die Definition zu-

verlässiger Kriterien für vorteilhafte Wasser-IL-Kombinationen im Hinblick

auf verschiedene Anwendungen.

Die Studie wird weiter auf die ILs-Wasser/DMSO-Gemische im Ein-

schluss zwischen geladenen Oberflächen ausgedehnt. Konkret werden 1-

Ethyl-3-methylimidazoliumdicyanamid ([EMIm]+[DCA]−)mitWasser- oder

Dimethylsulfoxid (DMSO)-Gemischen im Einschluss zwischen zwei Gren-

zflächen untersucht. Die Analyse basiert auf dem Vergleich der beteiligten

molekularen Spezies und des Ladungszustands der Oberflächen, die entweder

positiv oder negativ geladen sind. Der Schwerpunkt liegt auf dem Einfluss un-
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terschiedlicherWasser/DMSO-Konzentrationen auf dieMikrostrukturierung

und die Anreicherung der einzelnen Spezies, nämlich Kationen, Anionen und

gelöste Stoffe. Thermodynamische Aspekte, wie zum Beispiel. die entropis-

chen Beiträge zu den beobachteten Trends, werden aus den Simulationen

unter Verwendung einer Gittergastheorie gewonnen. Die Ergebnisse unter-

streichen deutlich die Unterschiede in diesen Eigenschaften für Wasser- und

DMSO-Gemische und enthüllen die zugrunde liegenden Mechanismen und

inhärenten Details. Die Bedeutung der Größe und der dielektrischen Eigen-

schaften der Moleküle bei der Steuerung ihrer Mikrostrukturierung vor den

Oberflächen sowie ihre Wechselwirkungen mit letzteren, d. h. die Wechsel-

wirkungen zwischen Lösung und Oberfläche wird hervogehoben. Die Anal-

yse der molekularen Akkumulation an den Grenzflächen ermöglicht es uns

vorherzusagen, ob die Akkumulation entropie- oder enthalpiegetrieben ist,

was sich auf die Entfernung der molekularen Spezies von den Oberflächen

auswirkt. DurchunsereAnalyse lassen sichmakroskopischeEigenschaftenwie

der elektrochemische Potenzialabfall an den Grenzflächen und die Bedingun-

gen für die Beibehaltung eines stabilen elektrochemischen Fensters ermitteln.

Das Ergebnis zeigt, dass es eine starke Korrelation zwischen der Überschussen-

tropie und der Anhäufung vonMolekülen an der Grenzfläche gibt. Diese Un-

tersuchung zielt darauf ab, die Mikrostrukturierung von IL-Mischungen mit

gelösten Stoffen, diemit ILsmischbar sind, zu untersuchen. Die Studie ist von

großer Bedeutung, da sie ein grundlegendes Verständnis für die effiziente und

gezielte Entwicklung von elektrochemischen Elementen liefert.
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Schließlich geht die Arbeit zu einem Beispiel für realistische Anwen-

dungen über, nämlich der Katalyse in einer unterstützten ionischen Flüs-

sigkeitsphase (SILP). Hier werden katalytische Moleküle in der 1-Butyl-

3-methyl-imidazoliumtrifluormethansulfonat-Phase ([BMIM]+[OTF]−) in-

nerhalb von zweiphasigen IL- und IL-unmischbaren Heptan-Schichten im-

mobilisiert werden, die auf der nassen funktionalisierten Oberfläche von

Siliziumdioxid-Nanoporen gebildet werden. Es wird ein Modellierungsansatz

für atomar aufgelöste Studien von katalytischen Systemen in mesoporösem

Siliziumdioxid mit Hydroxyl- und funktionellen Gruppen an der Oberfläche

vorgeschlagen. Ziel ist es, die mikrostrukturellen und dynamischen Eigen-

schaften der Moleküle aufzudecken, die für die hohe Leistung bei katalytis-

chen Reaktionen in dieser Vorlage relevant sind. Zunächst wird ein Kraft-

feld für den Ru-basierten divalenten Katalysator entwickelt. Zweitens wird

sein Solvatationsverhalten in einemZweiphasensystem ausHeptan und IL un-

tersucht. Drittens werden die statischen und dynamischen Eigenschaften des

eingeschlossenen Systems analysiert. MitHilfe klassischerMolekulardynamik-

simulationen können auf dieser Art experimentell nicht zugängliche Eigen-

schaften untersucht werden, die für eine Optimierung eines SILP-Systems zur

Durchführung einer ringschließenden Metathesereaktion wichtig sind. Die

Ergebnisse zeigen, dass ein flexibles Materialdesign für die katalytischen Reak-

tionen möglich ist. Zusammenfassend, wird diese Doktorarbeit dazu beitra-

gen, die verborgenenmikroskopischenAbbildungen dermolekularen Interak-

tionen in neuartigen IL-Mischungen zu erläutern, die sonst nicht direkt durch
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Experimente zugänglich sind. Die durch diese Arbeit gewonnenen Informa-

tionen, sowie die Modellierungsaspekte und analytische Methoden, können

dazu verwendet werden, die optimalen Bedingungen für die IL-Mischungen

für ausgewählte Anwendungen zu erläutern und definieren.
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1
Introduction

Ionic Liquids (ILs) are multipurpose liquids which constitute of complex

combination of cations and anions like normal salts such as sodium chloride

(NaCl). What makes them different from normal salts is the fact that they

can stay in a liquid state under relatively low temperature (∼150◦C) com-

pared to the normal salts (∼800◦C for NaCl). Especially, ILs which can
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stay in a liquid state under room temperature are called room temperature

ionic liquids (RTILs). ILs have been long studied due to their potential use

for a wide range of technological applications59. These applications range

from electrolytes, fuel cells, batteries, carbon captures, etc56,61,60. The first IL

(ethanolammoniumnitrate)was reportedback in188869 and then in1914first

RTIL (ethylammonium nitrate) was reported211. Despite these early finding

of ILs and RTILs, the air stable and water stable 1-ethyl-3-methylimidazolium

([EMIM]+) based RTILs were first invented in 1992224. After then, much

attention was put on the ILs, and the research on ILs are now still growing

and attracting the attentions from the point of views of the wide range of ap-

plications in biology, electrochemistry, environmental study and engineering,

etc. One of the important applications of ILs is the electrolytes in rechargeable

batteries such as Lithium ion batteries. Moreover, as another important appli-

cation ILs are used as reaction solvents in catalytic reactions. Therefore, the

study in this thesis is purposed in view of these applications.

There are two subsets of ILs. One is protic ILs (PILs) and the other is apro-

tic ILs (AILs). PILs are made by mixing of a Brønsted acid and a base, such as

ethylammonium nitrate ([C2H5NH3]
+[NO3]

−) and ethanolammonium ni-

trate ([HOC2H4NH3]
+[NO3]

−). Theprotonmoves from the acid to thebase

to form the cation and the anion. After the synthesis of these acid and base,

water is removed to purify the ILs. Therefore, the producing process is sim-

ple. PILs are expected to be useful, for instance, as proton conductors in fuel

cells118,141. On the other hand, AILs substitute the protonic site in the PILs by
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other groups, typically alkyl groups, and the synthesis is not as simple as PILs.

The detail of synthesis methods can be found in Ref.217. Common cations

for AILs are imidazolium such as 1-ethyl-3-methylimidazolium ([EMIM]+),

pyrrolidinium such as 1-Butyl-1-methylpyrrolidinium ([Pyr14]+) , quatenary

ammonium such as bis(2-ethylhexyl)dimethylammonium ([BEDEMA]+) and

piridinium such as 1-butyl-4-methylpyridinium ([B4MPY]+), etc. Com-

mon anions are hexafluorophosphate ([PF6]−), tetrafluoroborate ([BF4]−),

bis(trifluoromethylsulfonyl)imide ([TFSI]−), etc. These AILs are extensively

studied in view of the application as the electrolytes in lithium ion batteries132.

The basic properties of ILs are low flammability, low volatility and also

thermal stability. These features made ILs be considered as good alternatives

to conventional organic solventswhich are usually toxic and flammable58. The

other advantage of ILs over other solvents is that depending on the combina-

tion of cations and anions, the thermal properties like viscosity, melting point,

glass transition can be fine tuned59. These are just a few aspects of the variety

of technological and industrial applications of ILs. The study on these applica-

tions is in progress and at the same time study on the basic mechanism behind

these applications and the relevant restrictions31,91,80,96,97,214,185,89,138.

Here, some advantages and some relevant questions or difficulties which

should be addressed are listed,

• thermal stability - identifying melting points and boiling points, eluci-

dating the dependency of properties on temperature
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• chemical stability - to what extent they are stable for specific purpose,

for example, for the electrolytes in fuel cells

• low volatility - difficulty in distillation, leads to the difficulty in purifi-

cation

• low toxicity - identifying the remaining toxicity and how toxic it is

• solubility - which ILs solvate inorganic solutes and which ILs solvate

organic solutes

In order to answer all these questions above, an interplay of experimental, the-

oretical and computational study is essential, and elucidating the hinderedmi-

croscopic mechanisms is the crucial task for the optimal design of ILs for spe-

cific purposes.

Focusing on the chemical stability and the solubility, one of the re-

strictions is the miscibility with water. Regarding the water solubility, ILs

can be classified into hydrophobic or hydrophilic ILs. Generally speaking,

hydrophobicity or hydrophylicity is controlled by the choice of the anion.

For example, [BF4]− and [Cl]− are thought to be hydrophilic, on the other

hand, [TFSI]− and [PF6]− are thought to be hydrophobic85. However, the

choice of the cation also affects the overall hydorophobicity/hydrophylicity of

ILs82,20. Even the hydrophobic ILs show some water affinities85, and because

of the high affinity of ILs with water, some water molecules can be mixed in

during production or application process57. It is reported that even a small

portion of water can affect negatively the expected properties of ILs220,221.
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In view of the use for electrolytes, the residual water decreases the viscosity of

ILs222, which leads to the increase of conductivity223. These are the positive

side of thewatermolecules in IL solutions. On the other handmajor drawback

is narrowing the electrochemical windows. In Ref.177, the narrowing in both

anodic and cathodic potential is reported with the narrowing of total ≈ 1.5

V for 1-butyl-3-methylimidazolium tetrafluoroborate ([BMIM]+[BF4]−)

in presence of wgt.3% of water. Therefore, investigation on the mechanism

of the influence of water molecules on the structure of IL-water mixture is

a crucial task to realize the practical use of ILs as electrolytes. Compared to

water, DMSO is also polarized but aprotic whichmeans that there is only little

proton transfer (hydrogen bonds) between ILs and solutes, although there is

still possibility to form weak hydrogen bonds between ILs and DMSO199.

The IL-DMSO mixures are also extensively studied due to its chemical

stability4,90,213,124,162,235,199. These studies highlight that the water can

change the ionic structure by well dissolving the ions while DMSO does keep

the ionic structures. Thus, one can expect that there is a distinct difference

in the microscopic structure between water and DMSO, even though both

are still mixable with ILs. The study on the different solutes (water/DMSO)

provide us with an insight about whether we should use water or DMSO, in

other words protic or aprotic solutes for specific purposes.

Now the question is why and how solute molecules (water/DMSO)

affect the properties of ILs, in other words, how water/DMSO molecules
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behave in ILs and affect the structures of ILs. There have been several studies

on the effect of water molecules in ILs. In Ref.180, regarding the miscibility

with water, it is pointed out that ILs with [BF4]− as the anion can be both

water soluble and insoluble depending on the cation. And it is said that the

longer the alkyl chain of the cation is, the less the solubility of water is. In

Ref.77, the computer simulations are performed for IL-water mixtures at

xH2O = 0.25, 0, 50, 0.75. It is shown that at xH2O ≤ 0.50, 40% of the water

molecules are isolated each other and no large water clusters or channels

are observed. Even at xH2O = 0.75, 20-30% of water molecules are still

isolated each other, but at the same time water channels starts to form. Other

computer simulations show that at high water mole fractions xH2O > 0.80,

the structure of ILs is destroyed by water clusters, and this leads to the strong

increase of diffusivity of the IL-water mixture91. An Experimental result

shows that at xH2O = 0.10, the small water clusters start to form and grow

till xH2O = 0.70. There, the formation of large scale water clusters starts to

disturb the structure of ILs63. Also, in Ref.31, it is noted that in the dilute

range of water content in RTILs, most of the water molecules don’t form

clusters, but bind anions forming anion-water-anion bridge. As a whole,

there are two questions which should be answered. Regarding the behavior

of water molecules, the question is if water molecules dispersed or clustered

in ILs as discussed in Ref.44,126. And regarding the effect of water molecules,

the question is if water molecules weaken the structure of ILs as discussed

in Ref.62. Regarding the influence of DMSO, experimentally it is proposed
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that DMSO forms weak hydrogen bonds with [EMIM]+ cations when

bis(trifluormethylsulfonyl)imid ([TFSI]−) is used as the anion. Increasing the

concentration of DMSO leads to loosing the cation-anion interaction due to

these hydrogen bonds between DMSO and cations199. Further experimental

study which compares water and DMSO revealed that adding DMSO into

[BMIM]+[Cl]− strengthen the cation-anion interaction162. In Ref.124,

the same conclusion is drawn by comparing water and DMSO-IL mixtures

discussing the influence on the diffusion behavior of ions in the solutions. It

is often said that the anion species mainly affect the IL properties. However,

in the combined study of simulation and experiment pointed out that there is

also the influence of the difference in cations213. The computational study

also highlights that there is not much difference in the interactions of DMSO

with cations and anions while water shows much stronger interaction with

anions than with cations235.

All the research mentioned above aims to elucidate the bulk properties of

IL-solutemixtures. However, in practical applications, we have to consider the

confinement effect in which the interfaces (IFs) between IL solutions and the

other materials such as electrodes, protein/DNA or nanopores exist and thus,

the performance of the ILs highly relies on the properties of IL solutions at

these IFs231,64,87,164,26,55.

In more detail, previous computational and experimental studies re-

ported that water accumulate at IFs at highly charged electrodes, which
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invoke electrochemical decomposition processes and hence cause a sig-

nificant degradation of electrochemical cells64,43,123. In contrast to this

disadvantage, the advantage of the accumulation of water at IFs at silver

electrodes was shown to facilitate CO2 electroreduction mechanisms, and

accordingly a higher efficiency of degradation processes is established165.

As a consequence, whether the occurrence of the accumulation of water

molecules at charged or uncharged interfaces is considered as a desired or

undesired effect depends highly on the specific technological purpose. So

far these studies mentioned above are mostly done on the properties of

low-concentrated solute molecules in ILs. However, also the opposite case

of highly concentrated solutes in ILs has received considerable attention.

As a representative example, a lot of research effort was devoted to aqueous

or hydrated ILs, which either increase or decrease the structural stability of

proteins38,135,39,148,234,181,187,122,144,173. Recent explanations for these use

preferential binding and exclusion mechanisms at IFs in terms of a statistical

thermodynamics187,49,144. With regard to previous theoretical, numerical,

and experimental approaches for solute-IL mixtures at various mixing ra-

tios180,6,225,91,176,174,195,182,175,232,32,10,80,35,161,201,17,119,121,120,160,104,145,64,215,43,93,

the question is whether the accumulation of water molecules occurs only at

charged IFs64,43,93 or whether it can also occur at uncharged IFs. Moreover,

what causes the structural differences for different IL-solute combina-

tion93,133,134,50,163 is unclear. The answers to these questions pave a rational

way towards an improved use of IL solutions for various technological
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applications.

Specifically speaking, a very important manifestation of the structural

change under confinement canbe seen in the layering structures of IL solutions

in front of IFs. Several layers in parallel to the surfaces are formed29,53,129,228

due to the Coulomb or dispersion interactions between the surfaces and the

molecules in the solutions. For RTILs mixtures, the type of solute can play

a crucial, whether it is negative or positive, role on the RTIL properties. For

a theoretical treatment of the layering of liquid solutions in front of charged

surfaces, the ”classical” Gouy-Chapman model was developed for dilute elec-

trolyte mixtures for the electric double layer (EDL) in front of charged sur-

faces36 . As this cannot be directly applied to the case of RTILs which is a

concentrated electrolyte, several other theories based on the Gouy-Chapman

theory have been developed to describe concentrated RTIL capacitors107. The

presence and influence of neutral solutes (or solvents) is typically included in

the theory through a background permittivity or a void not accessible by the

ions230.

Although, these theories could provide some insight on IL solutions, still

many effects governed by the atomistic details are missing. On the atomistic

scale, the charges are also carried by the atoms in the neutral species. This oc-

curs especially at IFs, where either positively or negatively charged atoms can

accumulate. In order to cover the gap and compare to the Gouy-Chapman

based theories, computational study by means of all-atomMolecular Dynam-
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ics (MD) simulations is needed. Through a comparison of different solutes,

namely water or DMSO at different concentrations, the influence of the so-

lute on themicrostructural characteristics of the IL solution in front of charged

surfaces can be further analyzed in addition to the results from the previous at-

tempts231,164,87,85,148,3. Specifically, the distinct features in the molecular dis-

tributions, clustering of the solutes, and the interactions of the solutes with the

IFs in terms of the enthalpic or entropic effect should be clarified as a funda-

mental level of understanding. For this purpose, the results from theMDsimu-

lations can be used and compared the Lattice-gas model107, which approaches

the IL mixtures through a free energy ansatz. This theory can be extended to

also include the distribution of molecules in front of the neutral surfaces.

These fundamental studiesmentioned above are aimed to elucidate themi-

croscopic behavior of ILs-solute mixtures in bulk or confinement in relatively

simple configurations, which highlights the fundamental properties of IL so-

lutions. In this thesis, the study goes further in view of practical applications

which consist ofmultiple components including bulk, surface, solutes and sol-

vents. As a representative technological application, the ILs in catalysis is stud-

ied in this thesis. The advantage of the confinement in the catalytic reactions

has been discussed in last few years, where the catalytic reaction rate or selec-

tivity is enhanced by the distinct heterogeneous geometry, which consists of

mesoporous silicamaterials with surface-anchored functional groups74,127,212.

A specific example is an immobilized Rh-complex on SBA-15 particles, where

1-octene hydroformulation rate was enhanced compared to the homogeneous
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analogue. The explanation for this was given as the suppression of the forma-

tion of inactive forms of the catalyst inside the pores128. Other examples are

olefin or cyclooctanemetathesis reactions carried out inmesoporous silica ma-

terials25,156 or synergetic effects between multifunctional groups anchored in

close proximity in confined spaces229, which show high selectivity. Selectivity

and conversion of reactions can be highly affected by the spatial distribution

and the mobility of reactants and products which may be controlled by the

various factors such as molecular size, shape, polarity, pore geometry, prop-

erties of the pore surface, and the interaction between the constituents of the

system.

For the application and rational design of functionalized mesoporous

materials, establishing a reliable model which can predict how pore dimension

and surface functionalization influence the properties of the fluid under

confinement is essential18. However, due to the complex interplay between

the constituents in the mesoporous media, it is still a challenging task to exper-

imentally observe the properties of fluids inside the pores such as the solvent

composition and phase behavior. This makes it difficult to find an optimize or

tune the configuration of the system. The dynamics of the molecules within

the mesoporous media has a crucial importance in heterogeneous catalysis.

It can be affected by various macroscale factors such as grain boundaries

and particle packing, as well as by mesoscale factors such as particle size and

connectivity of pores. These factors are in the end built uopn the microscale

factors such as the atomic level interaction between the constituents84.
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Therefore, there is a growing interest in computational modeling studies of

relevant systems in order to provide a fundamental molecular-level description

of confinement effects78,71,100,66,233,21,86,98,150. These studies contributed to

an unified description of diffusion inside porous media110 or to rationalizing

the effect of surface chemistry on olefin metathesis in confined geometries236.

Among the mesoporous catalysts, an important example is supported ionic

liquid phase (SILP) catalysis46,209,125,216,52,13,207,151,67,79. MD simulations

could allow us to provide a fundamental insight into SILP catalysis, relevant

for electrochemical systems or the water-gas shift reaction24,198,210. Due to

the complexity of the system, coarse-grained models can be used in order to

run significantly larger length and time scales than models with atomistic

resolution72,7,200. Nevertheless, It is still essential to further extend the

microscopic knowledge by increasing the complexity of the studied systems in

an atomistic scale. Thus, in this thesis a study of a linker-free incorporation

of a Ru-based catalyst inside a wet functionalized mesoporous media filled

with a two phase fluid consisting of heptane and an ionic liquid is carried

out. To this end, the above mentioned studies provide an insight on the

microscopic description of the relevant technological applications. This leads

to the optimal tuning of the parameters relevant to the performance of the

system involving ILs at the surface, and efficient use of the materials which

overcome the environmental problems in terms of re-usability, safety and the

energy conversion efficiency.
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2
Computational Methods

In this chapter, the computational methods used in this study are outlined. In

section 2.1, the basics of the Molecular Dynamics simulations are explained

including the methods used in the simulations. In section 2.2, the concept of

density functional theory (DFT) is introduced. Since the purpose of the DFT

calculation in this study is limited to the generation of the input parameters
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(force-field) of MD simulations, only the basics relevant to this is explained in

detail.

2.1 Molecular Dynamics Simulations

Here, the basic idea or concept of Molecular Dynamics (MD) simulations is

described in terms of the advantages as well as the limitation. There is other

simulationmethods such asMonteCarlo (MC) simulations. However, for the

research carried out in this thesis where the dynamic properties of the system

such as diffusion constant or ionic conductivity are relevant, MD simulations

are the most useful tools.

Since the dynamics of a many-particle system which has more than three

particles is in principle impossible to solve analytically, we have to use computer

simulations. In MD simulations, particles follow the Newton’s second law,

Fi = miai, where Fi,mi and ai denote the force, mass, and acceleration of the

ith particle, respectively. The force Fi acting on the ith particle can be derived

from the derivative of the potential V(x, t) with respect to the ith particle’s

position xi, which leads to the equation of motion of ith particle,

ai =
d2xi
dt2

=
Fi
mi

= − 1
mi

dV(x, t)
dxi

(2.1)

Note that, the potential V(x, t) depends on the collective positions of all the

particles x and also t when there are time-dependent external fields. The main

task of MD simulations is to solve this equation of motion for all the atoms
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involved in the dynamics. Accordingly, using the relation dxi(t)
dt = vi(t) and

dvi(t)
dt = ai(t), integrating Eqn.(2.1) with respect to time yields the equation of

motion of the system,

xi(t) = xi(0) +
dxi(t)
dt

t (2.2)

vi(t) = vi(0) +
dvi(t)
dt

t, (2.3)

where xi(t) and vi(t) are the position and velocity of ith particle at time t. The

positions and velocities of the particles can be determined by giving the values

of initial positions and velocities of ith particle xi(0) and vi(0) and the poten-

tialV(x, t).

The initial particle positions or the initial configuration can be specified

in an empirical or a random way depending on the system. They can be also

determined by using ab initio calculations which will be explained later in this

chapter. The potentialV(x, t), which is called a force field inMD simulations,

can be also determined in an empirical way or by ab initio calculations. In the

MD simulations, the interaction between particles are treated in a classical way

using several approximations.

• A particle is treated as a point-like particle located at a certain point in

space.

• A mass and electrical charge are assigned to this point-like particle.
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• The interaction between particles are calculated by predefined interac-

tion parameters which consist of bonded and non-bonded interaction

parts.

Accordingly, the potential is divided into two part, bonded interactions

partVbonded and non-bonded interactions partVnon−bonded.

Vtotal = Vbonded + Vnon−bonded (2.4)

The bonded interactions are further divided into the bond, angle and im-

proper/proper dihedral interactions as depicted in FIG.2.1. The non-bonded
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(c) Dihedral angle
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Figure 2.1: Schematic explanation of bonded interactions in a MD simulation. (a) Bond, (b)
bond angle, (c) (left) proper dihedral angle, and (right) improper dihedral angle.
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interactions are also divided into two parts. One is the Coulomb interaction,

derived from the electrostatic interaction which is written as,

Vcoul(r) =
q1q2
4πε0r

(2.5)

where, q1 and q2 are the electronic charges of atom 1 and atom 2 respectively,

ε0 is the vacuum permittivity, and r is the distance between atom 1 and atom

2. The another is the dispersion interactions which stem from, for example,

Van derWaals interactions. However, these description are also the approxima-

tion, which should be fitted to empirical data or ab initio calculations. Most

commonly used potential for the dispersion interaction is Lenard-Jones (LJ)

potential which is written as,

VLJ(r) = 4ε
[(σ

r

)12
−
(σ
r

)6
]

(2.6)

where, ε and σ are fitting parameters which should be defined for each pair of

atoms. There are different force fields which parameterize these potentials de-

scribed above depending on the purpose or the system of study. Those param-

eters are quite system dependent, thus even for the same atoms or molecules,

care should be taken about whether it is in liquid, gas, or solid state and the

molecular combination of the system of interest. Once the potential is deter-

mined, the equation of motion Eqns.(2.1), (2.2), and (2.3) can be solved nu-

merically.
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2.1.1 The Leapfrog integration

In order to solve Eqns.(2.2) and (2.3) numerically, the leapfrog integration is

used by following equations.

xi(t+ Δt) = xi(t) + Δtvi(t+
1
2
Δt) (2.7)

vi(t+
1
2
Δt) = vi(t−

1
2
Δt) +

Fi(t)
m

Δt (2.8)

Both positions and velocities are integrated by time step Δt, but the velocity

used for the position calculation is shifted by 1
2Δt. In a same way, the ac-

celeration used for the calculation of the velocity is also shifted by 1
2Δt. The

schematic explanation of the algorithm is depicted in Fig.2.2.

Eqns.(2.7) and (2.8) can be solved iteratively by giving the initial atomic

positions at t = 0, x⃗i(0) and the initial velocities at t = − 1
2Δt, v⃗i(−

1
2Δt).

The force F⃗i(t) acting on atom i is calculated at each time t by adding all the

contribution from neighboring atoms by

F⃗i(t) =
∑
j
F⃗ij(t) = −∂Vtotal

∂xi
(2.9)

2.1.2 Velocity rescaling temperature coupling

For most of the cases, the simulations are performed under constant tempera-

ture. Therefore, tomaintain the constant temperature, it is necessary to imple-

ment the temperature coupling scheme called thermostat. There are several
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ΔtΔt

r(t)

v(t + 1/2Δt)v(t - 1/2Δt)

r(t + Δt)r(t - Δt)

Figure 2.2: Schematic explanation of the leapfrog integration in MD simulations.

thermostats used in MD simulations, such as Berendsen thermostat16, An-

dersen thermostat5, Nosé-Hoover thermostat142,83, and the velocity-rescaling

thermostat27. In this thesis, the velocity-rescaling thermostat is used exclu-

sively. Therefore, only the detail of the velocity-rescaling thermostat is ex-

plained.

In the scheme of the velocity rescaling temperature coupling, the system is

virtually coupled to a heat bath such that the temperature decays exponentially

to the reference temperature T0. In order to achieve this, the kinetic energy

K =
Nf
2 kBT is updated at each time step as
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dK = (K0 − K)
dt
τT

+ 2

√
K0K
NfτT

dW, (2.10)

where τT is a time constant, which can be set as a parameter,Nf is the number

of degrees of freedom,K0 =
Nf
2 kBT0 and dW is the Wiener noise.

2.1.3 Pressure coupling

The simulations are not performed only under constant temperature but

also under constant pressure. To guarantee the constant pressure dur-

ing the simulation, several coupling methods are used such as Brendsen16,

Parrinello-Rahman146,143, and Martyna-Tuckerman-Tobias-Klein (MTTK)

pressure couplings131. Here the Brendsen and Parrinello-Rahman pressure

couplings are used in thesis. Thus, only these methods are explained in detail

below.

Berendsen pressure coupling

In a similar manner as the Brendsen temperature coupling, the pressure of the

system is corrected at each time step so that it converges to the reference pres-

sure P0ij as
dPij
dt

=
P0ij − Pij

τp
, (2.11)

where τp is a coupling constant which can be set as a parameter and i, j are x, y

or z. Accordingly, at each time step, the position of the atoms and the box size
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are rescaled by scaling factor matrix

μij = δij − 3
Δt
τp

βij
(
P0ij − Pij(t)

)
, (2.12)

where βij is the compressibility of the simulation box, which is in case of water

4.6 × 105 bar−1, and δij is the Kronecker delta. Accordingly, the position of

atoms and the box length l⃗ = lx, ly, lz are corrected as follows.

ri(t+ Δt) = μri(t) (2.13)

l⃗(t+ Δt) = μ⃗l(t) (2.14)

The box volume is also corrected as

V(t+ Δt) = det(μ)V(t) (2.15)

Due to the work done by the pressure coupling, this energy should be sub-

tracted at each time step by

−
∑
i,j

(μij − δij)PijV =
∑
i,j

2(μij − δij)Ξij (2.16)

where Ξij is the virial of the system.

This method aims to correct the pressure so that the average pressure is

kept at the reference pressure P0, but does not yield correct NPT ensembles.

Therefore, the ensemble average calculated by the simulation trajectories may
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not be correct. Accordingly, it is mostly used for the system equilibriation,

where only the final output of the simulation matters.

Parrinello-Rahman pressure coupling

In the frame of the Parrinello-Rahman pressure coupling, the simulation box

cell vector matrix b = {b1, b2, b3} is corrected with respect to the time as

follows,
d2b
dt2

= VWb′−1(P− P0), (2.17)

where b′ is the transpose matrix of b, andW is the coupling matrix which de-

termine how strongly each component is coupled to the external pressure P0

expressed in an explicit form as

W−1
ij =

4π2βij
3τ2pL

(2.18)

with L is the longest simulation box length. The Hamiltonian of the system is

modified to

H = U+ K+
∑
i
PiiV+

∑
i,j

1
2
Wij

(dbij
dt

)2
, (2.19)

where U and K are the potential and kinetic energy of the system respectively.

Accordingly, the equation of motion must be modified as

d2ri
dt2

=
Fi
mi

− b−1
[
b
db′

dt
+

db
dt

b′
]
b′−1 · dri

dt
(2.20)
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In contrast to the Berendsen pressure coupling, this methods yields the

correctNPT ensemble. Therefore it is used for the final production runwhich

generates the trajectory for the calculation of the thermodynamics properties.

2.2 Density Functional Theory

As mentioned in the previous section, the potential of the atoms or molecules

can be derived from the non-empirical methods such as ab initio calculations.

Ab initio calculations are based on the quantum physics which is described by

Schödinger equation, and hence, in general, the system consists of the atoms

with nuclei and electrons.

The time dependent Schödinger equation of the system can be written as

iℏ
∂Φ
∂t

= ĤΦ (2.21)

where Ĥ is the Hamiltonian of the system, ℏ = h/2π with h the Planck con-

stant, and Φ is the wave function of the total system. Using the explicit form

of Ĥ of the N particle system including both electrons and nuclei, Eqn.(2.21)

is described as,

iℏ
δΦ
δt

=


N∑
i=1

− ℏ2

2mi
∇2 +

 N∑
i=1

V(ri) +
N∑
i=0

∑
j<i

U(ri, rj)

Φ (2.22)

Where V is the potential applied on the particles located at position ri and

U(ri, rj) is the interaction energy between the particles i and j. Except for Hy-
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drogen atom, it is impossible to solve the Eqn.(2.22) analytically. Therefore,

several approximations have been developed. There are mainly two methods

used in computational physics or chemistry. One is the Hartree-Fock method

and the another is Density Functional Theory (DFT). Due to the computa-

tional cost and the accuracy, DFT is more widely used in the computational

physics. Therefore, in this thesis only the basics of DFT is explained. The

technical detail, such as computational implementation and several variants,

should be referred in Ref. 8,12.

Regarding the relation ofDFTwithMD simulations, as the systemwhich

is simulated by MD consists of several ten thousands to several million atoms,

the number of degrees of freedom of the system (positions and momenta of

all the nuclei and electrons) is too enormous to solve the equation Eqn.(2.22)

within a reasonable computational time. This is why the MD simulations are

developed to encompass the basic statistical properties of the dynamics and the

statics of the system by approximating the detail of the dynamics of the elec-

trons as described in the previous chapter. For the approximation used inMD

simulations, following properties are needed;

1. the optimized positions of the atoms within a molecule,

2. the charge distribution within a molecule,

3. the description of bonded and non-bonded interaction between atoms.

These properties can be derived either through empirical ways or by DFT cal-

culations. DFT calculations can be used for the electronic structure determi-
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nation of materials as well, such as electronic conductivity. However, in this

thesis, they are exclusively used for the abovementioned purposes. For the first

property, the optimized positions are derived by the ground state nucleus po-

sitions. For the second property, usually electron density is calculated from

DFT calculations. However, using the CHELPG program23,197, the partial

charge are assigned on each atom in amolecule. The third property can also be

calculated by the energy change with respect to relevant variables such as bond

lengths, bond angles, and dihedral angles. In the study in this thesis, the first

and the second properties are calculated explicitly for a certain molecule, and

the third properties are approximated fromprevious similarwork or very crude

approximationwhichwill be explained in the corresponding part in this thesis.

Regarding the approximations used to solve the Eqn.(2.22) , the first im-

portant approximation is theBorn-Oppenheimer approximation22. In this ap-

proximation, nuclei are much heavier than electrons and thus, the velocities of

nuclei aremuch lower than that of electrons. Therefore, electronsmove instan-

taneously together with nuclei and the dynamics of the electrons only depends

on thepositions of thenuclei but not on themomentumof thenuclei. Accord-

ingly the wave function Φ of the system can be decomposed into the product

of the wave functions of the nuclei and the electrons.

Φ = Φn(R)Φe(R, r), (2.23)

where R, r are the positions of the nuclei and electrons respectively and Φn,
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Φe are the wave functions of the nuclei and the electrons respectively. Now

the dynamics of the system is decomposed into nuclei part and electron part.

Explicitly, it is written as,

iℏ
∂Φe

∂t
= ĤeΦe (2.24)

with

Ĥe =

Ne∑
i=1

− ℏ2

2mi
∇2

r+
1
2

Ne,Ne∑
i ̸=j

1
|ri − rj|

+
1
2

Ne,Nn∑
i̸=j

Zj

|ri −Rj|
+
1
2

Nn,Nn∑
i̸=j

ZiZj

|Ri −Rj|
(2.25)

for the electron part, where Ne and Nn are the number of the electrons and

nuclei respectively, and Zi is the electric charge on ith nucleus. And for the

nuclei part,

iℏ
∂Φn

∂t
= (T̂n + Ĥe)Φn (2.26)

T̂n + Ĥe(R) =
Nn∑
i=1

− ℏ2

2mi
∇2

R,+Ĥe(R) (2.27)

,where T̂n is the kinetic energy of the nuclei. The nuclei moves on the ground

state potential surface created by the electrons. This way, solving Eqn.(2.22)

becomes simple. First Eqn.(2.24) is solved with fixed nuclei positions R and

thenEqn.(2.26) is solved using the potential Ĥe(R) obtained. However, due to

themassive number of electrons involved in the dynamics, it is still not possible

to calculate completely the wave functions of the nuclei and the electrons. The
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nuclei part Eqn.(2.26) is sometimes solved by classicalNewton’s equations due

to significantly slow motions of the nuclei compared to the electrons. How-

ever, the electron part Eqn.(2.24) needs to be treated in a quantummechanical

way. Therefore, in the reminder of this section, only the electron part is dis-

cussed. The main complexity of solving equation Eqn.(2.24) and (2.25) arises

from the number of the degrees of freedom which is 3Ne. In order to sim-

plify the solution, the number of the degrees of freedom should be reduced,

where the density functional theory (DFT) comes in. DFT is based on the

Hohenberg–Kohn theorems which guarantee,

1. The external potential vext is uniquely determined by the ground state

electron density n(r).

2. There is an energy functional of Ev(n(r))which gives the ground state

energy and the ground state electron density n(r) at its global mini-

mum.

Based on these theorems, the ground state energy EG can be written as a

functional of n(r),

EG(n(r)) = Ts(n(r)) + J(n(r)) + EXC(n(r)) (2.28)

where Ts(n(r)) is the kinetic energy and J(n(r)) is the electron-electron

Coulomb interaction energy , and EXC(n(r)) is exchange–correlation energy

which contains any other interaction energies. EXC(n(r)) is proven to exist
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but the exact form of it is not known at all. Therefore, several approxima-

tions are needed for EXC(n(r)). The main advantage here is the significant

decrease of the number of degrees of freedom from 3Ne to 3. In this frame

work, there were some attempts for this approximation such as Thomas-Fermi

model202,65. However, therewas still a problem in accuracy of the calculations.

To overcome this difficulty, Kohn-Sham proposed Kohn-Sham (KS)

ansatz in 1965106. According to the KS ansatz, the interacting many particle

systems have the same ground state electron density n0(r) and ground state en-

ergy E0 with an auxiliary non-interacting particles system with orbitals Φi for

ith particle. In this auxiliary system, the kinetic energy of the system is calcu-

lated by

Ts(n(r)) =
N∑
i

∫
Φ∗

i (r, s)
(
− 1
2
∇2

)
Φi(r, s)drds, (2.29)

which is the sum of the kinetic energy of each electrons and spin s, and the

electron density n(r) is written as

n(r) =
N∑
i

∑
s

Φ∗
i (r, s)Φi(r, s) (2.30)

Note that, the atomic unit ℏ = e = me = 4π/ε0 is used for simplicity. There-
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fore, the total energy in the Kohn-Sham ansatz is written explicitly as

EKS(n(r)) = Ts(n(r)) + J(n(r)) + EXC(n(r)) + Vext(n(r)) (2.31)

=

N∑
i

∫
Φ∗

i (r, s)
(
− 1
2
∇2

)
Φi(r, s)drds

+
1
2

∫ ∫
n(r)n(r′)
|r− r′|

drdr′ + EXC(n(r))

+

∫
vext(r)n(r)dr,

where the basis set Φi must be orthonormal as

∫
Φ∗

i (r, s)Φj(r, s)drds = δij, (2.32)

and Vext(n(r)) is the potential energy due to the external potential by the nu-

clei, and Ts(n(r)), J(n(r)), EXC(n(r)) are the kinetic energy, the Coulomb in-

teraction energy between electrons, the exchange-correlation energy of the aux-

iliary non-interactionN electron system in the KS ansatz. Note that,Ts(n(r)),

J(n(r)) and EXC(n(r)) in Eqn.(2.32) are not necessarily same as the corre-

sponding terms in Eqn.(2.28). The KS energy EKS(n(r))must take the mini-

mum value at the ground state density n0(r). Therefore, δEKS(n(r))δn(r) = 0 must

be satisfied under the constraint of the conservation of the particle number∫
n(r)dr = N. This yields following N independent Kohn-Sham(KS) equa-

29



tions.

[
− 1
2
∇2 + vext(r) + vHartree(r) + vxc(r)

]
Φi(r, s) = εiΦi(r, s), (2.33)

where vext(r) is the external potential from the nuclei , and vHartree(r) =

δJ((r))
δn(r) =

∫ n(r′)
|r−r′|dr

′ is the electron-electron Coulomb interaction poten-

tial, and vXC(r) = δEXC((r))
δn(r) is the exchange-correlation potential which con-

tains the difference between the many interacting particles system and the N

single particle systems in KS ansatz, and finally εi is the eigenvalues of the

KS equation. In computation, it is reasonable to decompose the wavefunc-

tions Φi(r, s) into limited number of basis sets for the calculations8,12. The

exchange-correlation potential vXC(r) term can be approximated by several

methods such as the local density approximation (LDA), the generalized gra-

dient approximation (GGA), and their mixture, namely hybrid functionals, as

well asmanyothers. LDAassumes that the exchange-correlation energy vXC(r)

at a position r is as same as the case in the homogeneous gas which has the elec-

tron density of n(r). On the other hand, GGA includes the correction of the

gradient of the ground state electron density gradient, namely ∇n(r). LDA

can provide relatively good results. However, it depends on the system of in-

terest and it is not always guaranteed that the GGA has the better results than

LDA. It also depends on the balance between the accuracy of the computa-

tion and the computational costs. Note that the eigenvalues εi of Eqn.(2.33)

do not have any physical meanings. Details of further applications, limitations
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and variants of functionals are out of this scope. Therefore, those explanations

must be referred to Ref. 8,12.

2.2.1 Self-consistent calculations

As the problem now is simplified into solving the Eqn.(2.33), it can be solved

numerically by the self-consistent calculations with appropriate exchange-

correlation functionals and the basis sets. As a initial guess, the electron density

n(r) should be given, which is usually the superposition of the single atomelec-

tron densities. For the geometry optimization, which is the main purpose of

the use of DFT calculation in this thesis, the initial position of atoms should

be given. The self-consistent calculation with geometry optimization follows.

1. Calculate the effective Kohn-Sham potential vKS = vext(r) +

vHartree(r) + vxc(r) in Eqn.(2.33) by substituting the electron density

n(r).

2. Use vKS calculated above to solve the KS equations in Eqn.(2.33).

3. Use the obtainedΦi(r, s) for the calculation of the new electron density

n(r).

4. If the criteria such as difference in force, energy, electron density, etc,

then move to the next step. Otherwise move the nuclei and start from

step 1.
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As a result, the optimized geometry of the atoms which has the minimum

ground state energy is obtained. In this thesis later inChapter. 7, the optimized

geometry of the catalyst molecule using this methods is used for the force field

development for the MD simulations.
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3
Theory

In this chapter, several theories which are relevant to the study in this thesis are

explained.
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3.1 Kirkwood-Buff Theory

Acknowledgement : Part of the sentences in this section is reproduced

from (T. Kobayashi, J. E. S. J. Reid, S. Shimizu, M. Fyta and J. Smiatek, Phys.

Chem. Chem. Phys., 2017, 19, 18924 DOI: 10.1039/C7CP03717A)104 with

permission from the PCCPOwner Societies.

3.1.1 Kirkwood-Buff theory

A consistent description for IL-water mixtures, based on thermodynamic and

statistical mechanics arguments is provided by the Kirkwood-Buff (KB) the-

ory, which was originally developed as a molecular theory of solutions and so-

lution mixtures101,76,140,37,15,191,192,184,179,166,167,193,168,194,186,11,152,187. It has

to be noted that the KB theory does not assume any restrictions on the molec-

ular structure of the solute molecules and the ion species, such that the theory

is applicable for all systems in the liquid state. For different ion species, the

introduction of an indistinguishable ion approach is necessary113,191. Hence,

cations and anions have to be considered as one single species, which is denoted

as ions in the following. In this context, simulations allow us to study the bind-

ing of species to individual ions in more detail and to obtain results which are

inaccessible to inverse KB approaches, as it will be pointed out in the remain-

der of this chapter.

In this thesis, focus is given on the analysis of the binding behavior between

the ions, as denoted by the index ’2’ and solute molecules with the index ’1’.
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In this way, three local binding modes according to ion-ion, solute-solute and

ion-solute binding can be defined. For the analysis, the KB integral, which is

the most essential ingredient of the KB theory is defined as

Gij = 4π
∫ ∞

0
r2[gij(r)− 1] dr (3.1)

which can be approximated by

Gij ≈ Gij(rc) = 4π
∫ rc

0
r2[gij(r)− 1] dr (3.2)

where gij(r) corresponds to the radial distribution function between two

species i and j, and rc is a finite cutoff distance as defined through gij(r) = 1

for all values r ≥ rc 37,192,152. The KB integrals can be interpreted as excess vol-

umes corresponding to the non-ideal distribution of molecular species with

the requirement of symmetry, Gij = Gji. In contrast to an ideal gas, real

molecules of species k have a fixed size ak, such that all values Gij(ak) < 0

for r ≤ ak < rc expressing the excluded volume of the molecule. Moreover,

one can find Gij(ak) < Gij(an) for ak > an. The corresponding number of

excess particles or molecules can be calculated by Nxs
ij = ρjGij with the bulk

number density ρj and the additional requirementNxs
ij ̸= Nxs

ji . Although the

original KB theory and the KB integrals were formulated in order to describe

molecular fluctuations in the grandcanonical μVT ensemble, it was shown that

identical expressions can be derived equivalently in several other ensembles and
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specifically in theNVT and theNpT ensemble15,153. Amore detailed overview

on the KB theory should be referred to Refs. 15,76,140,152,179.

More detailed approaches to study charged systems in terms of the KB the-

ory can be found in Refs. 113,114,115,116,169 and for ILs in Refs. 161,160.

Hence, assuming that IL cations and anions contribute equivalently, one can

define the ion-ion KB integral G22 in presence of cations (+) and anions (−)

according to218,73,68

G22 =

(
n+
n±

)2
G++ +

(
n−
n±

)2
G−− +

n+n−
n2±

(G+− + G−+) (3.3)

with n± = n+ + n− and G+− = G−+, where nj with j = +,− denotes the

number of ion species or stoichiometric coefficients in the corresponding ion

dissociation/association equilibrium. The resultingKB integral for ion-solvent

interactions is defined by

G21 = G12 =
n+
n±

G+1 +
n−
n±

G−1 (3.4)

withG21 = G±1 = G1±.

Based on the KB integrals, one can define a preferential binding coeffi-

cient152,179

νji = ρi(Gji − Gjj) (3.5)
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with i, j = 1, 2 and i ̸= j. For values νji > 0, one can observe a preferential

binding of species i to species j according to the relation152,179

νji = Nxs
ji −

ρi
ρj
Nxs

jj (3.6)

and equivalently, a preferential exclusion for νji < 0187. The preferential bind-

ing coefficient at a temperature T with the Boltzmann constant kB is also con-

nected with the transfer free energy187

F∗ji = −kBTνji (3.7)

which estimates the free energy that is needed to bring two species infinitely

apart in close contact.

Although the KB integrals and the KB theory can be derived from rigorous

statistical mechanical arguments, some problems in their computational eval-

uation remain unresolved. The KB integrals need to show a good convergence

at large distances in order to provide reasonable values. Recently, several tech-

niques were proposed in order to achieve this aim and to introduce further

modifications in computer simulations172,111,171,70,40. An older approach also

corrects the values of KB integrals in closed systems117. Accordingly, it is pos-

sible to deduce reliable results even from non-convergent KB integrals. Specif-

ically, for long-range ordered fluids like ILs119, the evaluation of these values

is a challenging task. Fortunately, if the underlying radial distribution func-
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tion gij(r) is well-behaved at large distances, i. e. showing regulatory oscil-

lations with approximately constant periods, the values of Gij(r) for r ≫ 1

nm oscillate around a constant number as well. In this respect, the running

average Ḡij(r) in this region fluctuates around Gij and establishes the relation

Ḡij(r) ≈ Gij. The fluctuations can be used to determine the standard devia-

tion ofGij.

Another problem arises due to the constraints of the indistinguishable ion ap-

proach, which prohibits amore detailed analysis of the solute binding behavior

to the individual ion species, namely cations and anions separately. The limita-

tions of the KB integrals for standard simulation approaches172,111,171 can be

circumvented by introducing the local/bulk partition coefficient41,184,183,

Kp
ij =

⟨Npi(r)⟩/⟨Npj(r)⟩
Ni/Nj

(3.8)

with i, j, p = 1, 2,+,−, and the definition ⟨· · · ⟩ for the average local number

ofmolecules of species i in comparison to species j aroundmolecules of species

p. The total number of molecules is defined by the relationNi = ρi · V with

volumeV and the cumulative local number of molecules

Nij(r) = 4πρj

∫ r

0
r2gij(r)dr (3.9)

can be used to calculate coordination numbers Nij(d) around specific

molecules by integration of Eqn. (3.9) up to a specific distance d, usually in-
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cluding the first solvation shell.

Although a direct connection between the local/bulk partition coefficient and

the KB theory is questionable183, a preferential exclusion or a preferential

binding mechanism of species indeed can be explained119,48,136,178. For in-

stance, at short distances in the local region around the reference molecule,

values of Kp > 1 and Kp < 1 indicate a preferential binding or a preferential

exclusion behavior, respectively. Hence, it is possible to compute different lo-

cal/bulk partition coefficients in order to distinguish between cation and anion

properties. Accordingly, the local/bulk partition coefficient provides a simple

and reliable analysis tool forbindingproperties in computer simulations119,187.

3.1.2 Inverse Kirkwood-Buff theory

Whereas the directKBapproach relies on an evaluationof the known radial dis-

tribution function, the inverse KB theory focuses on thermodynamic and ex-

perimental data for the calculation of the KB integrals in several mixtures14,15

and thus also in water-IL solutions161,160. In the following, the derivation of

KB integrals for binary solutions and more specifically for IL-solute mixtures

is briefly sketched. More detailed information can be found in Refs. 161,160.

Using the well-known relation for the derivative of the solute chemical activ-

ity152,161

a11 =
(

∂μ1
∂ ln ρ1

)
T,p

=

(
∂ ln a1
∂ ln ρ1

)
T,p

=
1

1+ ρ1(G11 − G12)
(3.10)
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with μ1 the chemical potential and a1 the activity of solute, one can define a

chemical equilibrium according to μV1 = μ1. This would be the chemical po-

tential of the solute vapor phase,

μV1 = μint1 + kBT ln ρV1 Λ
3
1 (3.11)

with the solute vapor phase density ρV1 . Most importantly, the intramolecular

contributions μint1 and the momentum partition function Λ3
1 do not depend

on the solute liquid phase bulk number density and thus Eqn. (3.10) can be

rewritten according to

ρ1(G11 − G12) =

(
∂ ln ρ1
∂ ln ρV1

)
T,p

− 1 (3.12)

as it was outlined in Ref. 161. An equivalent expression for the solute-ion KB

integral in agreement with Eqn. (3.1) can be derived from the relation

(ρ1G11 + 1)V1 + ρ2G12V2 − RTκT = 0 (3.13)

whereV1,V2 denote partialmolar volumes of the species and κT the isothermal

compressibility with the molar gas constant R. From the relation above, the

corresponding KB integrals can be written as

G12 = −V1

(
∂ ln ρ1
∂ ln ρV1

)
+ kBTκT (3.14)
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for the ion-solute,

G11 =
1
n1

(
n2V2

∂ ln ρ1
∂ ln ρV1

− 1
)

(3.15)

for the solute-solute KB integral and

G22 = −V1

(
1− 1

ρ2V2

)(
∂ ln ρ1
∂ ln ρV1

)
− 1

ρ2
+ kBTκT (3.16)

for the ion-ion KB integral, respectively. For the evaluation of the KB integrals

in the inverse KB approach, one needs experimental values for the solute and

ion bulk number densities ρ1, ρ2in the liquid mixtures, values for the solute

vapor densities ρV1 at specific mole fractions and the corresponding values for

the partial molar volumes of solute and ions V1,V2 in combination with the

isothermal compressibility κT of the solution.

As an alternative, a much more compact formulation of the KB integrals can

be derived by introducing the derivative of the solute chemical potential with

respect to the solute mole fraction x1, which reads

B =
x1
kBT

(
∂μ1
∂x1

)
T,p

=

(
∂ ln a1
∂ ln x1

)
T,p

(3.17)

as it was outlined in detail in Ref. 160. Due to the fact, that the data for the

inverse KB integrals rely on the original formulation, the outlined approach

formulated in Ref. 161 is used. By doing so, a crucial point is the numerical

evaluation of (∂ ln ρ1/∂ ln ρV1 ) in addition to the extraction of the correspond-
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ing values. A meaningful approach in order to establish a useful protocol was

recently presented in Refs. 161,160.

Additionally, KB integrals are also reasonable measure to explain the mi-

croscopic structure of the solution considering its relation with the partial

structure factors. The global properties of the solution can be studied through

the partial structure factors at different length scales. In particular, the use of

partial structure factors was already established for IL/solute mixtures91 ac-

cording to the expression

Sij(q) = 1+
4πρj
q

∫ ∞

0
r sin(qr)[gij(r)− 1] dr (3.18)

with q = 2π/r. This is equivalent to

Sij(⃗q) = 1+ ρjĜij(⃗q) (3.19)

with the corresponding Fourier-transformed KB integrals

Ĝij(⃗q) =
∫
V
[gij(⃗r)− 1] e−i⃗q⃗r d⃗r, (3.20)

which can be furthermodified in terms of Fourier-transformed excess numbers

of particles with N̂xs(⃗q) = ρjĜij(⃗q), such that Eqn. (3.19) then reads Sij(⃗q) =

1 + N̂xs(⃗q). The above introduced relations highlight the fact that the partial

structure factor is closely related to the functional form of the KB integrals

(Eqn. (3.1)) and thus also accounts for excess quantities.
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These protocols were used for the comparison of KB integrals between the

simulation by direct KB integrals and the experiments by inverse KB integrals

in Ref. 104 and showed a good agreement, which enhanced the validity of this

protocol and also the simulation methods used in this thesis.

3.1.3 Mean square displacement of molecules

In order to study the dynamic behavior of the considered species in solu-

tion, one can calculate the mean-square displacement (MSD) of the center of

mass for the corresponding molecules according to ⟨Δr2(t)⟩ = ⟨(R⃗cm(t) −

R⃗cm(t0))2⟩, which is related to the Einstein expression

⟨Δr2(t)⟩ = 6Dcm lim
t→∞

t (3.21)

with the diffusion coefficientDcm and the center-of-mass positions R⃗cm at long

times t → ∞. The introduction of the parameter α according to51

√
⟨Δr2(t)⟩ ∼ tα (3.22)

allows us to distinguish between different diffusion regimes. Diffusive behav-

ior, as indicated by α = 0.5, dominates for long times according to the Einstein

expression, and a different value of α ̸= 0.5 can be observed at shorter times

or for glass-like liquids51. Although the diffusion properties are usually esti-

mated by the diffusion constant Dcm introduced above, the poor statistics of
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the data available for the long time regime in Eqn.(3.21) is problematic in large

scale simulations or in the simulations which involvesmacro-molecules such as

proteins due to the limited simulation time or limited number of these macro-

molecules. In this case, the MSD profiles can be used to estimate the differece

in the diffusion behavior between different species in the solution.

3.2 Effective Interaction Energies

Acknowledgement : Copyright 2021Wiley. Part of the sentences in this

chapter is used with permission from (Kobayashi, T., Smiatek, J. and Fyta, M.

(2021), Energetic Arguments on the Microstructural Analysis in Ionic Liq-

uids. Adv. Theory Simul., 4: 2100114. https://doi.org/10.1002/ad

ts.202100114).

The KB integrals (KBIs) provide an important insight on how each species in

the IL solutions, namely cation, anions, and solute, preferably interacts each

other from the information of molecular configuration around each species.

Intuitively, it can be speculated that if the molecules preferably interact each

other, the interaction energy between those molecules is low. Therefore it is

natural to try to relate KBIs and the interaction energy between the species.

In order to provide a detailed analysis of this energetic contributions to the

preferential interactions between the species, the respective conservative long-

and short range interactions between the different molecules in the IL-solute

mixtures is described by ”effective interaction energy”. The term ”effective”
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comes from the fact that the influence of the concentration of the molecules is

removed, whichmay hinder the change of the interaction energy caused by the

microstructural change. The argument discussed here is reliable based on the

force field methodology which already has shown its merits in the context of

atomistic MD simulations for a broad range of systems. In the following, the

indices i, j denote different species, namely cation, anion or solute. In atom-

istic MD simulations, the intermolecular potentials are typically represented

by long-range (long) and short-range (short) interactions due to the cut-off ra-

dius of the direct calculation of the pair-wise interactions. It has to be noted

that the interaction energies betweenmolecules are typically evaluated between

the interaction between atoms ofmolecules but here this point is neglected and

assume short- and long range interactions as the sum ofmolecular interactions

between the atoms of distinct species. The total interaction energy between

molecules i and j per unit volume is expressed by

Eij = Eshortij + Elongij (3.23)

= (Eshort,LJij + Eshort,Coulij ) + Elongij (3.24)

where both the short-range interaction energy Eshortij and long-range inter-

action energy Elongij are taken into consideration, respectively. Furthermore

the short range interaction is divided into Lennard-Jones part Eshort,LJij and

Coulomb part Eshort,Coulij . In order to provide a reliable estimate of interaction

energies, 1 nm is set as a cut-offdistance for the short-range interaction both for
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Lennard-Jones and Coulomb interactions after which a bulk behavior can be

observed as shown in section III ’Results’. In order to assess the interaction be-

tween each species in the solution, the effective interaction energy γij between

distinct molecular species i and j is defined through

γLJ/Coulij =


Eshort,LJ/Coulij

ninj/2
, i = j

Eshort,LJ/Coulij

ninj
, i ̸= j

(3.25)

where ni, nj are the numbers of species per unit volume. For i = j, a fac-

tor of 1/2 is needed to avoid double counting. The effective interaction en-

ergy is actually an indication of how well each species interacts with the other

species and thus an indicator of the local arrangementwithin a cutoff-distance.

Thereby, this parameter allows us to condense all relevant information on the

local arrangement onto a single value. In view of non-identical mole fractions,

Eqn.(3.25) is normalized with respect to a mean interaction energy per pair

of species. The spatial short-range mean interaction energy between species i

and j, Eij, can otherwise also be expressed using the molecular distribution of

species i around species j (or similarly as the distribution of species j around

species i) as

Eshort,LJ/Coulij =


1
2
ni
∫ rcut

0
4πr2ELJ/Coulij (r)nij(r)dr, i = j

ni
∫ rcut

0
4πr2ELJ/Coulij (r)nij(r)dr, i ̸= j

(3.26)
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where Eij(r) is the average interaction energy between one molecule of species

i and one molecule of species j separated by a distance r. The prefactor ni is

included as the species of type i are used as a reference. In order to take into

account all molecules from species of type i and j within the volume slice, the

corresponding value with the local number density nij(r) of species j around

onemolecule of species i ismultiplied. SubstitutingEqn.(3.26) intoEqn.(3.25)

by taking also into account the definition of the radial distribution function

gij(rij) of species j around species i, and also the cutoff radius rcut = 1 nm for

the short-range interaction yields

γLJ/Coulij =


1
2

∫ rcut

0
4πr2ELJ/Coulij (r)gij(r)dr, i = j∫ rcut

0
4πr2ELJ/Coulij (r)gij(r)dr, i ̸= j

(3.27)

Eqn.(3.25) and Eqn.(3.27) are different expressions for the same entity as-

suming homogeneous solutions. Notably, Eqn.(3.27) introduces a fixed ref-

erence position due to the introduction of the radial distribution function,

whereas Eqn.(3.25) considers a bulk volume-like behavior. From the simula-

tions, Eshortij can be calculated directly , thus, γLJ/Coulij using Eqn.(3.25). γLJ/Coulij

can be also expressed in a different way by Eqn.(3.27) using the radial distri-

bution functions gij(r). These values, γLJij and γCoulij at a certain molecular con-

centration, indicate by definition howmuch are the contributions of Lennard-

Jones andCoulomb interactions in a local interaction betweenmolecules i and

j at the corresponding molecular concentration. By accessing the change of
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these values with respect to the molecular concentration, one can estimate the

change of the contributions of Lennard-Jones interactions and Coulomb in-

teractions to the preferential interaction between each species.

3.3 Lattice-gasModel

In order to study themolecular structure in front of the surface, the Lattice-gas

models107 for bothneat ILs, aswell as IL solutions are discussed. Of interest are

the free energies of the species in the solutions and the corresponding chemical

potentials. The respective theories are used together with the data from the

simulations in order to evaluate the behavior and structuring of the species in

the solution close to charged and neutral IFs. In this framework, the system

is sliced into slabs parallel to the surface (xy-plane) at the distance z from the

surface. Furthermore, each slab is divided into sites which can be occupied by

the species, namely cations, anions and solute molecules. The schematic view

of each slab is sketched in FIG. 3.1.

3.3.1 Free Energy Calculations

Within the framework of the Lattice-gas model107, the free energy F of the IL

mixtures can be calculated through

F = eΦ(N+ −N−) + B+N2
+ + B−N2

− + CN+N− − kBT lnW , (3.28)
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Figure 3.1: A schematic viewof the slab in xy plane. The slab is divided into lattice. Different
species can occupy different number of sites depending on their molecular size.

where Φ is the mean field electrostatic potential,N+ andN− are the numbers

of the cations and the anions, respectively, B+ and B− and C are the coeffi-

cients for the cation-cation, anion-anion and cation-anion interactions, and

kB lnW = S is the mixing entropy of the mixture. The latter can be expressed

as

S = kB lnW = kB ln
N!

(N− n+N+ − n−N−)!(n+N+)!(n−N−)!
, (3.29)

wherekB is the knownBoltzmannconstant andN thenumberof the total avail-

able sites for each species within the slab parallel to the xy plane, and n+ and

n− are the number of the sites occupied by a cation and an anion, respectively.

The Lattice-gas theory was originally developed for the ions in dilute elec-

trolytes, but can be extended to describe also a neutral solute in the mixture,
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along the same lines. Accordingly, the free energy F can be written as

F = eΦ(N+ −N−) +
∑
i
(UIF

i Ni)− d⃗ · E⃗Ns + B+N2
+ (3.30)

+B−N2
− + BsN2

s +
∑∑

i ̸=j

CijNiNj − TS,

where, in addition to the notation used in Eqn.(3.28), the subscript s denotes

the solute, and i, j = +, −, s, and d⃗ is the mean dipole moment of the so-

lute molecules, and E⃗ is the mean electric field, and Ns is the number of the

solutes, and Bs is the coefficient of the solute-solute interaction, and Cij is the

coefficient of the interaction between the species i and j. In order to express the

non-Coulomb interactions between all species in the solution and the surface,

the interaction energy between one molecule of species i with the surface,UIF
i

needs to be added. The entropy now reads as

S = kB lnW (3.31)

= kB ln
N!

(N− n+N+ − n−N− − nsNs)!(n+N+)!(n−N−)!(nsNs)!
,

where, in addition to the notations used in Eqn.(3.29), ns is the number of the

sites occupied by a solute molecule.

3.3.2 Chemical Potentials

The chemical potentials of each species can be calculated from the derivatives

of free energy (Eqn.(3.31)) with respect to the numberNi of each species using
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the Stirling formula (lnN! ≈ N lnN+N)

μ+ =
dF
dN+

(3.32)

= eΦ + UIF
+ + 2B+N+ + C+−N− + C+sNs

−kBT ln
n+N+

N− n+N+ − n−N− − nsNs

μ− =
dF
dN−

(3.33)

= −eΦ + UIF
− + 2B−N− + C+−N+ + C−sNs

−kBT ln
n−N−

N− n+N+ − n−N− − nsNs

μs =
dF
dNs

(3.34)

= −d⃗ · E⃗+ UIF
s + 2BsNs + C+sN+ + C−sN−

−kBT ln
nsNs

N− n+N+ − n−N− − nsNs

In a well equilibrated system, the chemical potentials of each species are the

same everywhere in the solution. By equating the chemical potential in bulk

μbulki and at the IF μIFi , setting the interaction term 2BiNi +
∑

j̸=i CijNj = Ei,

and using the relations for Φ = 0, d⃗ · E⃗bulk = 0 and Ubulk
i = 0 in the bulk,

the following relations can be obtained:

ΔH+ − TΔS+ = (Ebulk+ − EIF+)− eΦIF − UIF
+ (3.35)

−kBT ln
Nbulk

+ · (N− n+NIF
+ − n−NIF

− − nsNIF
s )

NIF
+ · (N− n+Nbulk

+ − n−Nbulk
− − nsNbulk

s )

= 0,
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ΔH− − TΔS− = (Ebulk− − EIF−) + eΦIF − UIF
− (3.36)

= −kBT ln
Nbulk

− · (N− n+NIF
+ − n−NIF

− − nsNIF
s )

NIF
− · (N− n+Nbulk

+ − n−Nbulk
− − nsNbulk

s )

= 0,

ΔHs − TΔSs = (Ebulks − EIFs ) + d⃗ · E⃗IF − UIF
s (3.37)

−kBT ln
Nbulk

s · (N− n+NIF
+ − n−NIF

− − nsNIF
s )

NIF
s · (N− n+Nbulk

+ − n−Nbulk
− − nsNbulk

s )

= 0,

where ΔH+ = (Ebulk+ − EIF+) − eΦIF − UIF
+, ΔH− = (Ebulk+ − EIF+) −

eΦIF − UIF
+, ΔHs = (Ebulks − EIFs ) + d⃗ · E⃗IF − UIF

s , and Δsi =

kB ln
Nbulk

i ·(N−n+NIF
+−n−NIF

−−nsNIF
s )

NIF
i ·(N−n+Nbulk

+ −n−Nbulk
− −nsNbulk

s )
. In these, −ΔHi and −TΔSi are the ex-

cess enthalpic and excess entropic contributions to the chemical potentials at

the IF compared to the bulk solutions. Accordingly, by calculating either ex-

cess entropic contribution or excess enthalpic contribution, one can know the

other contribution. In this thesis, by calculating the excess entropic contribu-

tion−TΔSi, the structural change at the IF with respect to the solute concen-

tration is accessed in terms of whether the change is governed by the enthalpic

change or entropic change.
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4
Ionic Liquids in Bulk

4.1 Motivation

Here, the motivation is to find a way to describe the microscopic structural

change of IL-solute mixtures with respect to the solute concentration. For this

purpose, Kirkwood-Buff integrals (KBIs) and effective interaction energies are
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calculated to describe the change of ionic structures with respect to the solute

concentrations. As introduced in the previous chapter 3, Kirkwood-Buff (KB)

theory is a solution theory, fromwhich Kirkwood-Buff integrals (KBIs) are de-

rived to describe the preferential interactions between the species in the solu-

tion, namely between cations, anions, and solutes. The difficulty of using KB

theory for the computational study arises from the fact that there has not been

any direct comparison of KB integrals between experiments and simulations,

which validates the simulation methods in terms of describing the preferen-

tial interactions between species in the solution. In my master thesis, a direct

comparison between experimental data and simulation data were attempted

in collaboration with J. E. S. J. Reid and S. Shimizu from the University of

York, UK104 with successful agreement between the derivation from the ex-

perimental data and the simulation data. In this PhD thesis, further theoret-

ical framework is developed by means of effective interaction energies. While

KB integrals contain the microstructural information through the radial dis-

tribution functions (rdfs), the effective interaction energies contain further in-

formation of the interaction energy between the species. Since the validity of

KBIs in terms of describing the preferential binding between the species is al-

ready confirmed inRef.104, the comparison between theKBIs and the effective

interaction energies highlights the validity of the argument of effective interac-

tion energy discussed in Ref.105. The KBIs have difficulty in convergence due

to the fluctuation of the rdfs in a long distance, while the effective interaction

energy does not have such an issue. Therefore, more robust and stable analysis
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can be done using effective interaction energy.

In this chapter, the mixtures of [EMIM]+[DCA]− as IL, and wa-

ter/DMSO as solutes with different solute concentrations between xsol =

0 to 0.875 are studied. The atomic structures and the detail of the simula-

tion setups are written in FIG.4.1 and A.1 respectively. Due to the statisti-

cal problem arising from the limitation on the size of the simulation box and

the computational time which leads to a poor convergence of the single KBI

calculation, the united ions (cations and anions) is used for the KBIs calcu-

lations. The focus here is given on the preferential binding coefficient G12 -

G22 (in Eqn.(3.5), where G12 is the KB integral between ions and solutes (wa-

ter/DMSO), and G22 is the KB integral between ions and ions. The cut-off

length of the integration in Eqn.(3.2) is set to 1.5 nm. After the comparison

between KBIs and the effective interaction energies, further analysis is done in

order to elucidate themicrostructural changes behind of theKBIs and effective

interaction energy observations.

4.2 Results

4.2.1 KB integrals and effective interaction energies

For the comparison between KBIs and the effective interaction energies, first,

the preferential binding coefficientG12 -G22 was calculated in FIG.4.2, where

Gij is the KBI between species i and j. There is a distinct difference between

the DMSO mixtures and the water mixtures. As the solute concentration in-
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(a) (b) (c) (d)

Figure 4.1: The atomic structures of (a) [EMIM]+, (b) [DCA]−, (c) DMSO and (d) water. The
carbon (C), nitrogen (N), oxygen (O), and hydrogen (H) atoms are colored in cyan, blue, red, and
white, respectively. Copyright 2021 Wiley. Used with permission from Ref. 105.

creases, DMSO is more excluded from the ions, which can be seen from the

decreasing trend of the red line in FIG.4.2. The opposite case is for the water

mixtures. Water accumulates near the ionswith respect to thewater concentra-

tion. These results indicate that DMSO keeps the ionic structure intact, while

water disturbs or breaks it.

In order to verify the abovementionedobservation in terms of an energetic

argument, the total effective interaction energies γij = γLJij +γCoulij are calculated

between each species in the IL-solute mixtures at different solute concentra-

tions using Eqn.(3.25). The calculated values are shown in FIG.4.3. As clearly

seen on the purple lines which refer to the cation-anion interactions, the values

decrease for the DMSO mixtures, while the values increase for the water mix-

tures. These results indicate that the addition of DMSO into IL increases the

strength of ionic structure and the addition of water does the opposite. This

shows a fairly good agreement with the analysis of the KB integrals in FIG.4.2.
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the bulk DMSO‐[EMIM]+[DCA]− (filled symbols) and water‐[EMIM]+[DCA]− (open symbols)
mixtures at different solute concentrations. The species types and their combinations are la‐
belled according to the legends. Copyright 2021 Wiley. Used with permission from Ref. 105.

This also agrees with experimental observations99. This way, the effective in-

teraction energy γij can be used as a measure to estimate the change of ionic

structure in IL-solvent mixtures. These calculations of KB integrals and effec-

tive interaction energies show a good agreement, which highlights the valid-

ity of the framework of the effective interaction energy and that these are very

useful method to analyze the change of ionic structure in the IL-solute mix-

tures. In the following, the further detailed analysis regarding the microstruc-

tural change with respect to the solute concentration is made.
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First, the effective interaction energies between the species in the solutions

as calculated through Eqn.(3.25) are further divided into the contributions

from Lennard-Jones and Coulomb interactions. The results of the bulk solu-

tions for all IL mixtures throughout the solute concentration range are sum-

marized in Fig.4.4. As a first observation, in the Fig. 4.4 (top) the DMSO

has stronger LJ interaction with other species due to the larger size than wa-

ter molecule. Themain difference between the DMSOmixtures and the water

mixtures is found in the cation-cation interaction (dark green lines with circle

symbols). While the DMSO mixtures show decreasing trend, the water mix-

tures show the opposite. Note, that the cation-DMSO interaction almost coin-

cides with the anion-DMSO interaction in the bottom panel of this figure and

these two lines seem to overlap. For the Coulomb interaction in the Fig. 4.4

(bottom), the interaction involving DMSO is decreasing while the water in-

teraction is increasing with respect to the solute concentration. Moreover, the

cation-cation interaction increases in the DMSO mixtures while in the water

mixtures it decreases at xsol = 0.125 and reaches plateau. The cation-anion in-

teractions show the opposite trends between the DMSO and water mixtures,

which decreases in the DMSO mixtures and increases in the water mixtures.

Furthermore, the strong anion-solute interaction in the water mixtures should

be attributed to the hydrogen bonds betweenwater and the anions as explained

in the reminder of this chapter.

The comparison between the LJ and Coulomb interactions provides an

insight on the strong contribution of LJ interaction to the difference in cation-
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solute interactions between the DMSO andwater mixtures. The cation-solute

Coulomb interactions show a negligible difference, while the cation-DMSO

has stronger LJ interaction than the cation-water. The repulsive DMSO-

DMSO Coulomb interaction is significantly compensated by LJ interactions.

Due to its small size water has negligible LJ interactionswith other species. Wa-

ter interacts mostly through Coulomb interactions with anions forming hy-

drogen bonds. According to these observations, the local ionic structure rep-

resented by the cation-anion interaction is strengthened in the DMSO mix-

tures by adding DMSO and weakened in the water mixtures by adding water.

In the DMSO mixtures, DMSO tend to strongly interact by the interactions

such as dipole-charge or dipole-dipole interactions with other molecules in a

longer range than water molecules do. This is due to the fact that the dipole

moment of 4.42D forDMSO is larger than the value of 2.35D forwater, as cal-

culated from the simulations. Note, that the respective experimental values are

3.960D for DMSO and 1.855D for water1. Although these values from sim-

ulations deviate from the experimental values, the difference between DMSO

and water must be still captured. These trends in the dipole moments and the

strong hydrogen bonds between water and anions are linked with the observa-

tion that the solute molecules in the second solvation shell around each species

contribute more to the dipole interactions in the case of DMSO compared to

water. DMSO interacts with other molecules equally within a distance of 1

nm. Water, though, interacts strongly in the close vicinity but weaker in larger

distances. Therefore adding solutes does not require a rearrangement of the
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local ionic structure in the case of the DMSO mixtures, but requires a local

rearrangement of ions in the water mixtures as discussed later in this chapter.

4.2.2 Radial distribution functions

These trends can be confirmed by the radial distribution functions (rdfs) de-

picted in Fig.4.5. In the (top) panel of this figure the rdfs for cations-anions are

depicted, while in the (bottom) panel the ion-ion rdfs are shown. For the lat-

ter, united ions description is used, where both the cations and anions are con-

sidered as ions. The cation-anion rdfs capture the interaction between direct

cation-anion pairs. On the other hand, the ion-ion rdfs provide more insights

into the total ionic structure of the ILmixtures by including also the contribu-

tions from the cation-cation or anion-anion rdfs. An comparison of the cation-

anion rdfs in the (top) panel reveals an interesting trend in the first peaks. For

water and DMSO the first peaks in the cation-anion rdfs are found at 0.4 nm

at xsol > 0.625 in water mixtures and 0.6 nm for the rest of the cases. At first,

this shows the more closely bound ion-pair in water compared to the case in

DMSO. However, in the case of DMSO mixtures, the cation-anion rdfs have

their first peaks at the same position for all DMSO concentrations. The first

peaks increase with the DMSO concentration, showing that the cation-anion

ion pairing persists. This can be seen in a decreasing cation-anion effective in-

teraction energies for DMSO mixtures in Fig.4.3 (dark green line with filled

circle symbols). In the case of the water mixtures, increasing the concentra-

tion of water leads to a shift of the first cation-anion peaks to shorter distances
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Figure 4.5: The (top) cation‐anion and (bottom) ion‐ion radial distribution functions in the
DMSO‐[EMIM]+[DCA]− and the water‐[EMIM]+[DCA]− mixtures for the whole range of
solute concentrations as described in the legend. Copyright 2021Wiley. Usedwith permission
from Ref. 105.
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(0.6 nm -> 0.4 nm), while the number of the molecules within the first peak

(0.3 ∼ 0.7 nm) remains almost constant, which indicates that the amount of

associated cation-anion pairs decreases in the same manner as the decrease of

ionic concentration in bulk. The water molecules, which increase in number,

are mixed with the ILs, so that they only change the favorable orientation be-

tween the cations and the anions, which reflects the shift of the first peak. The

change in effective cation-anion interaction confirmed through the results in

Fig.4.4 is based on the persistent ion pairs in the DMSOmixtures and the ori-

entational change in the water mixtures. Further analysis on the rdfs between

center ofmass of the cation and each atom in anion (atomic labels are shown in

Fig. 4.9) reveals additional details on the orientational change of anions around

the cation in Fig. 4.6.

Based on this figure, as the solute concentration increases, the peaks of the

rdfs between cation and each atom in the anion inDMSO-mixtures increase in

the same manner. On the other hand, in water mixtures, there is distinct dif-

ference in the rdf between cation and N4/N5 atom in the anion compared to

the rdfs between cation and the N1 or C2/C3 atoms. The first and the second

peaks around 0.2 nm and 0.35 nm decrease and the third peak at 0.4 nm in-

creases by increasing water concentration. This implies that the N4/N5 atoms

lose the capability to interact with the cations in the high water concentration

of xsol = 0.875. This relates to the fact that the over-accumulation of thewater

molecules around those atoms disturb the interaction between cation and the

anions. This is explained more in detail in the following preferential position
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analysis later in the chapter. In the ion-ion rdfs in the (bottom) panel in Fig. 4.5

for the water mixtures, the first peak shifts to shorter distances at high water

concentrations (0.6 nm -> 0.4 nm), while the peak height converges to unity.

This shift of the first peak and the decreasing peak value attribute to the change

in the favorable orientationbetween cations and anions and theweakened ionic

interactions including all cation-anion, cation-cation and anion-anion interac-

tions. On the other hand, in DMSO mixtures, no shift of the peak position

(0.6 nm) is observed, while the height increases by increasing DMSO concen-

tration. This trend implies that the cation-anion pair and the interactions be-

tween these pairs remain stable even by increasing DMSO concentration.

4.2.3 Potential of mean forces

Next, in order to estimate the free energy with respect to the distance between

the ions, the potentials of mean forces (PMF) between cation and anion, and

between ion and ion are calculated from the radial distribution functions in

Fig.4.7 using the following equation

A(r) = −kBT ln
gij(r)

gij(r = ∞)
(4.1)

with the Boltzmann constant kB. As observed in this figure, in DMSO mix-

tures, a steep minimum at r = 0.6 nm occurs throughout the whole DMSO

concentration range for both PMFs between cation and anion, and between

ion and ion. As discussed in Ref. 149, this indicates that the ions are more
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associated at higher solute concentrations. A comparable behavior can be ob-

served in IL-water mixtures for cation-anion PMF. However, for the ion-ion

PMF water mixtures shows distinct difference. Up to xsol = 0.625, where the

ions show a pronounced negative PMF at the nearestminimumat r = 0.6 nm,

while at xsol = 0.750, the local minimum at r = 0.6 nm has a positive value

and a new localminimum shows up at r = 0.4nm,which naturally reflects the

shift of the first peak of the rdf due to the relation between rdfs and PMFs. As

a consequence, at this higher concentration, the local minimum at r = 0.6 nm

turns to be a local maximum and the local minimum at r = 0.4 nm becomes

more apparent. Furthermore, the value is always higher than unity, which ex-

plain the reasonwhy ions are dispersed in thewatermixtures at highwater con-

centrations. Accordingly, higher water concentrations induce a significant re-

arrangement of the local composition around the ions. These results are in a

quite good agreement with experimental observation158.

4.2.4 Local/Bulk partition functions

Based on Eqn.(3.8), the local/bulk partition functions of solute around cation

and anion for both mixtures are calculated in Fig.4.8. Both DMSO and wa-

ter mixtures reveal a decreasing trend in the height of the peaks (~0.5 nm for

DMSO mixtures and ~0.3 nm for water mixtures) with respect to the solute

concentration. This indicates a saturation of solute molecules near the ions

even for very dilutedmixtures (xsol = 0.125). Regarding the decreasing values,

it can thus be concluded that the added solute molecules tend to be located in
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the bulk region instead in close distance to the individual reference molecules,

namely ions in both the water and DMSOmixtures. However, there still exist

distinct differences between DMSO mixtures and water mixtures. For exam-

ple, because of the small size of the water molecules, these accumulate more

than the DMSO molecules around the ions, which reflects the difference in

the height of the first peaks. In addition, whileKi
sol > 1 holds even at the high-

est water concentration indicating the persistent preferential binding of water

molecules to the ions, Ki
sol < 1 holds for the DMSO mixtures at the highest

DMSOconcentration xsol = 0.875 indicating the repelled behavior ofDMSO

molecules from the ions. These results support the conclusions obtained from

the analysis in the effective interaction energies and their difference between

the DMSO and water mixtures showing strengthened ion-ion interactions in

the DMSOmixtures and the weakened ion-ion interactions in the water mix-

tures.

4.2.5 Preferential molecular positions

These observations are further related to the orientation of the species around

other species. Distinct difference is again observed between DMSO and wa-

ter mixtures as evident from Fig.4.10 for the solute molecules around the an-

ions. In this figure, the preferential positions of the solute molecules around

the anions are shown. Note, that in this and the following figures about the

preferential positions, the probability depicted is calculated by the number of

occurrences at each rectangular grid point with 0.1 nm distances and divided
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by the total number of occurrences within 0.8 nm from the center of mass of

the reference molecule. It is evident that the solutes accumulate differently in

DMSOmixtures and water mixtures. In DMSOmixtures, DMSOmolecules

accumulate near the negative side of the dipole moment direction in anions at

the whole DMSO concentrations. The dipole moment is calculated by

μ⃗ =
∑
i
qi(x⃗i − x⃗c), (4.2)

where qi is the partial charge of atom i in a molecule and x⃗i is the position of

this atom. xc is the center of mass of the molecule. The partial charges and the

direction of the dipole moments are shown in Fig.4.9. The calculated values

of |⃗μ| for each species are 1.77D for [EMIM]+, 0.90D for [DCA]−, 4.42D for

DMSO, and 2.35D for water.

In water mixtures, the water molecules accumulate near the highly nega-

tively charged atoms, namely N4/N5/N1 atoms. This difference between the

DMSO and water mixtures arises from the different sizes of DMSO and wa-

ter. The smaller water molecule can more flexibly reorient and find the posi-

tions, and thus interacts strongly with charged atoms. For the larger DMSO

molecule, the interactions with neighboring ions are more dispersion interac-

tion orientated, and thus orientational preferences are absent. Closer look at

the localization effect reveals that it is stronger at low water concentrations,

while it decreases as more water is added into the mixtures. The accumulation

close to the two nitrogen atoms (N4/N5 atoms in Fig.4.9), can be understood
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based on the fact that the hydrogen atom inwater has the largest positive charge

and these two nitrogen atoms in [DCA]− has the region of the highest nega-

tive charge including neighboring C2/C3 carbon atoms. In combination with

the small size ofwater, these atoms interact strongly and formhydrogen bonds.

The average numbers of the hydrogen bonds between the N4/N5 atom or N1

atom in [DCA]− and water molecule for different water concentrations are

calculated in Table 4.1. At lower water concentrations, each water molecule

forms nearly two hydrogen bonds with theN4 orN5 atom of [DCA]−, which

indicates that most of the water molecules are trapped between two [DCA]−

molecules by forming hydrogen bonds with them. Apparently at lower solute

concentration up to xsol =0.5 thewatermolecules accumulate near theN4/N5

atoms about ten times asmuch as near theN1 atoms. At high solute concentra-

tions, the water accumulation near N4/N5 atom seems to be weakened com-

pared to the increased accumulation near the N1 atoms, which is reflected at

the ion-ion structural changes observed in the rdfs (Fig.4.5). This region has

a total negative charge greater than−1 and interacts strongly with the cations.

In fact, this charge is about -1.1838e arising from theN1 atom in [DCA]−, the

H1(H2), and O1 in water in Fig.4.9. In this way, water mediates the interac-

tion between cation and anion due to the high electronegativity and chemical

hardness, which leads to the strong affinity to the anion188,189,190 and further

leads to a weak cation-anion interaction in watermixtures. On the other hand,

due to the smaller electronegativity, the preferential position of the species does

not change inDMSOmixtures, leading to the cation-anion interaction remain-
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ing strong. In the case of the preferential position of solute molecules around

the cations, the results in Fig. 4.11 reveal that the positions of the highly lo-

calized area are clearly different between the DMSO and water mixtures. For

water mixtures they are in plane of the imidazolium ring in the cation, while

theDMSOaccumulate at the top/bottomof the imidazolium ring. For thewa-

ter molecules the localized area can be interpreted as near the nitrogen atoms

in anions localized in Fig. 4.13 (anions around the cation) implying that these

localization is mediated by the accumulation of water around the anion due

to the much stronger interaction of water with anions. Accordingly, it can be

concluded that the weakening of the ionic structure in the water mixtures oc-

curs due to the strong accumulation of water around anions, thereby leading

to the weak cation-anion interactions.

Table 4.1: The average numbers of hydrogen bonds per N4/N5 atom or N1 atom in [DCA]−

molecules and water molecules at different water concentrations. For the atom labeling refer
to Fig.4.9.

Mole fraction of solute xsol
0.125 0.250 0.375 0.500 0.625 0.750 0.875

Number of hydrogen bonds
per N4/N5 atom 0.132 0.295 0.503 0.764 1.085 1.490 2.073
per N1 atom 0.008 0.020 0.039 0.074 0.149 0.320 0.705

per water molecule 1.900 1.833 1.741 1.603 1.391 1.100 0.693

Regarding the preferential position of the anions around the cations in Fig.

4.13, at xsol = 0.000, the preferential position of the anion is close to that of
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Table 4.2: The average numbers of hydrogen bonds per C5/C7 atomor C3 atom in [EMIM]+

molecules and water molecules at different water concentrations. For the atom labeling refer
to Fig.4.9.

Mole fraction of solute xsol
0.125 0.250 0.375 0.500 0.625 0.750 0.875

Number of hydrogen bonds
per C5/C7 0.014 0.029 0.046 0.068 0.094 0.127 0.175
per C3 atom 0.013 0.028 0.047 0.071 0.101 0.141 0.201

the highest positively charged region as depicted in Fig. 4.9. This preference

does not change qualitatively with respect to theDMSO concentration. How-

ever, in the water mixtures at the highest water concentration (xsol = 0.875),

the localization area of anion is shifted to the top/bottom of the imidazolium

ring. This shift reflects the peak shift of the cation-anion rdfs in Fig. 4.5. On

the other hand, the preferential positions of the cations are close to the neg-

atively charged side of the anion in Fig. 4.12. These preferential positions do

not change with the addition of either DMSO or water even at high concen-

trations other than at the highest water concentration at xsol = 0.875. At

xsol = 0.875 in the water mixtures, the preferential position is localized more

on the top/bottom of the plane of the anion triangle, which is again the mani-

festation of the peak shift of the cation-anion RDFs in Fig. 4.5.

In order to analyze the DMSO-cation interactions, the average number of

weak hydrogen bonds (C-H–O) between C3, C6 and C7 atoms in [EMIM]+

as the donor and O2 atom in DMSO as the acceptor in Fig. 4.9 (the donor-

acceptor distance is< 0.32 nm and the angle is< 90◦ as stated in Ref. 196) is

calculated. In Table. 4.2 the average number of weak hydrogen bonds between
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[EMIM]+ (C6/C7/C3) andDMSO (O2) for differentDMSOconcentrations

is summarized. Although there is a slight difference between the C6 and C7

atoms in [EMIM]+ due to the asymmetric shape of [EMIM]+, these atoms

are treated similarly due to the systematic constraint. It has been reported that

the attachment ofDMSOto these atoms viaweakhydrogenbondsweakens the

cation-anion interaction in the imidazolium-based ionic liquids199. The simu-

lation results reveal the similar trends to the result fromRef. 199 regarding an

increasing trend of average hydrogen bondswith respect to theDMSOconcen-

tration. However, the simulation results conclude the opposite, which is that

the attachment of DMSO to the cations does not weaken the anion-cation in-

teraction but the anion-cation interaction is strengthen even if the attachment

of DMSO to cations increases. The increasing hydrogen bonds stems from

the increasing DMSO concentration. Anion-cation interactions are not dis-

turbed by this due to the nature of the DMSO-cation interactions as inferred

from Fig. 4.4, in which the Lennard-Jones contribution is much higher than

the Coulomb contribution in the cation-DMSO interaction due to the large

size of the cation and DMSO. As a final remark, the structural change around

each molecule in DMSO-[EMIM]+[DCA]− mixtures with respect to the so-

lute concentration is negligible as can be observed from the Figs. 4.10, 4.11,

4.12 and 4.13.
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Figure 4.10: The preferential positions of the solute molecules around the anion for both
solutes at different concentrations as denoted by the legends on the left. The red colors and
larger spheres denote a higher occurrence probability of the molecules. Copyright 2021Wiley.
Used with permission from Ref. 105.
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Figure 4.11: The preferential positions of the solute molecules around the cation for both
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Figure 4.12: The preferential positions of the cations around the anion for DMSO‐
[EMIM]+[DCA]− and water‐[EMIM]+[DCA]− mixtures at different solute concentrations as
denoted by the legends on the left. The red colors and larger spheres denote a higher occur‐
rence probability of the molecules. Copyright 2021 Wiley. Used with permission from Ref.
105.
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Figure 4.13: The preferential positions of the anions around the cation for DMSO‐
[EMIM]+[DCA]− and water‐[EMIM]+[DCA]− mixtures at different solute concentrations as
denoted by the legends on the left. The red colors and larger spheres denote a higher occur‐
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4.3 Summary and Conclusions

In this chapter, the microstructural change in bulk DMSO-

[EMIM]+[DCA]− mixtures and water-[EMIM]+[DCA]− mixtures

with respect to the solute concentration is studied. The preferential binding

behaviors of the molecules calculated by Kirkwood-Buff theory and the

effective interaction energy draw the same conclusion, which proves the

validity of the argument of the effective interaction energy. The DMSO

mixtures and water mixtures show distinct differences in the microstructural

changes. It is revealed that in DMSO mixtures the cation-anion interactions

increase by adding DMSO, but decrease in water mixtures by adding water.

This attributes to the fact that the cation-anion pairs are weakly bonded in

water mixtures at high water concentrations and strongly bonded in DMSO

mixtures even at high DMSO concentrations. These differences can be

explained by the higher electronegativity and chemical hardness of water

compared to DMSO leading to the strong interaction of water with [DCA]−

by hydrogen bonds disturbing the cation-anion interaction. These results

highlight the fact that the charge distributions of the molecules play an impor-

tant role in the interaction between the species in IL-solute mixtures, which

in the end leads to the dispersion oriented interaction of DMSO with other

molecules and strong hydrogen-bonded interaction of water with anions,

which in the end mediate the anion-cation interactions in the mixtures. In

principle, the solute molecules, which have a high electronegativity like water,
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interact strongly with ions containing highly charged atoms (in this case

[DCA]−) by the Coulomb interaction or hydrogen-bonds in this case. On

the other hand, the solute molecules, which have a low electronegativity such

as DMSO interact with the charged particles by the dispersion interactions

leading to the weak disturbance on the ion-pair, which is interacting by the

strong Coulomb interaction. Accordingly, as a main finding, in order to

maintain an optimal interaction between ions, the solute molecules with low

electronegativity such as DMSO is a proper choice for practical applications

requiring the persistence of ion pairs. On the oder hand, in order to break

an interaction between ions, the solute molecules with high electronegativity

such as water is a proper choice. These results serve an important insight onto

the optimal design of IL-solute combination and the solute concentration for

specific purposes.
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5
Ionic Liquids in Confinement between Neutral Surfaces

5.1 Motivation

In this chapter, the focus is given on the microscopic structure of IL-solute

mixtures in confinement between flat, structure-less, and neutral surfaces,

especially on the structural change at the interfaces (IFs) with respect to
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the solute concentration. Specifically, the mixtures of [EMIM]+[DCA]−,

[EMIM]+[BF4]− and [BMIM]+[BF4]− as ILs and water as solute with wa-

ter concentration in the range of xH2O = 0 to 1 between flat, uncharged, sili-

con surfaces separated by the distance of 14.5 nm are studied in order to ana-

lyze the structure of three different ILs. A snapshot of the simulation and the

molecules studied in this chapter is shown in FIG.5.1. The other simulation

details are explained in Appendix. A.2. In case of the practical applications

1 
2 

3 

4 5 

EMIM+ 

1 

2 

3 

4 5 

BMIM+ DCA- BF4
- 

Figure 5.1: Top: A snapshot of awater‐[EMIM]+[DCA]−mixturewith awatermole fraction
of xH2O = 0.25. The uncharged silicon walls are represented through the blue boxes on either
ends of the figure. Water molecules are shown in a van‐der‐Waals representation, whereas
[DCA]− is colored in cyan and [EMIM]+ in gray. Bottom: The molecular structures of the
[BMIM]+ and [EMIM]+ cations with labels for atoms in the imidazolium ring. The molecular
structure of the anions [DCA]− and [BF4]− is depicted on the right side. Hydrogen, nitrogen,
and carbon atoms are colored in white, blue, and gray, respectively. The fluoride atoms in
[BF4]− are represented as light blue spheres, whereas the central boron atom is colored in
light red. Reprinted with permission from Ref. 102.

of the ILs, the reactions occurring at IFs play a significant role. A represen-

tative example within battery applications is the IFs between electrodes and
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electrolytes. The red-ox reactions occurring at these IFs, as well as the trans-

port properties of the electrolyte, govern the total performance of the battery.

The microscopic structure at IFs is a basis of the red-ox reactions and thus,

the study of the structure is attracting research attention. Furthermore, the

addition of solutes into ILs causes a structural change at the IFs, in a sim-

ilar manner as bulk ILs discussed in the previous chapter. Despite that the

charged surface is more realistic for the battery application, which is discussed

in the next chapter, the study of the neutral surfaces itself has importance in

some applications such as lubricants for example. In terms of fundamental

research, the accumulation behavior of solutes should be divided into the in-

fluence of the physical existence of the surface, and other surface properties,

one of which is the surface charge in this thesis, in order to elucidate the mi-

croscopic mechanism of the accumulation of solutes at the IF. All outcomes

in this chapter highlight entropically-driven accumulations of watermolecules

in front of neutral surfaces. It is revealed that the local water density depends

crucially on the water concentration, local ordering effects, and the molecular

structure of the ionic liquids (ILs). Additionally, the influence of hydropho-

bicity/hydrophilicity and the size of the ions play important roles as well. The

outcome of this study defines a reliable criteria for beneficial water-IL combi-

nations in view of selected applications.
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5.2 Results

5.2.1 Local normalized atomic number density and the

water/ion fractions at interface

First, in order to explain the basic difference between different ILs, the local

normalized atomic number densities ρNIL(z) = ρIL(z)/ρ
bulk
IL of the combined

cations and anions of three different neat ILs (xH2O = 0), are shown inFig. 5.2,

where ρbulkIL denotes the ion density in the middle of the box (bulk phase at

z ≈ 7.25 nm from the surface) and ρIL(z) is the local ion number density at

a distance z from the wall. This figure reflects the difference of the molecular

structure between different ILs at the solid-liquid interface. As can be seen,

layer structures described as the density peaks disappear around z ≈ 1.5 –

2 nm converging to the bulk behavior, which shows a good agreement with

previous findings for other ILs119,121. At the first peak (z ≈ 0.25 nm from

the surface), the highest ion density can be observed for [EMIM]+[DCA]−,

followed by [EMIM]+[BF4]− and then [BMIM]+[BF4]−. Additionally,

[EMIM]+[DCA]− also shows shortest distances between the peaks, which

points to the highest ionic packing fraction of [EMIM]+[DCA]−. Since the

density profiles for [EMIM]+[BF4]− and [BMIM]+[BF4]− show a similar-

ity, it can be inferred that anions may determine the different density distribu-

tions and packing fractions. Furthermore, it should be noted that the height

of the first peak at around z ≈ 0.25 nm in [EMIM]+[DCA]− is significantly

higher (ρNIL(z) ≈ 2.5) compared to the other ILs (ρNIL(z) ≈ 2.0). This can
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Figure 5.2: Normalized local atomic number density ρNIL(z) of the combined cation and
anion species in neat ILs with xH2O = 0 at distances z from the wall for [EMIM]+[DCA]− (red
line), [EMIM]+[BF4]− (blue line), and [BMIM]+[BF4]− (black line). The green horizontal line
shows ideal bulk value behavior with ρNIL(z) = 1. Reprinted with permission from Ref. 102.

be attributed to the spatial orientation of flat-shaped [DCA]− anions, which

enhances a more compact ion distribution near the solid/liquid interface.

This observation can be confirmed by the distribution of the individual ion

species in the neat ILs as shown in Fig. 5.3. As can be seen, [DCA]− reveals

a more ordered structure at short distance from the surface when compared

to [BF4]−, thereby inducing a more compact ion layer structure. In more de-

tail, [DCA]− ions orient parallel to the surface while [BF4]− shows a wider

first layer due to its spherical shape. The corresponding double-peak structure

for [BF4]− at the first and the second layers within z ≤ 0.7 nm compared

to [DCA]− can be attributed to the various orientations of the anion with

the boron atom at the center preferably located at the center between the two

peaks within each double peak. Thus, [DCA]− can be found in a more well-
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Figure 5.3: Normalized local atomic number density ρNIL(z) of the cation, anion and so‐
lute in (left) neat ILs and (right) at xH2O = 0.125 at distances z from the surface for (top)
[EMIM]+[DCA]− , (middle) [EMIM]+[BF4]−, and (bottom) [BMIM]+[BF4]−. Reprinted with
permission from Ref. 102.
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Table 5.1: Molecular volumes Vm and octanol–water partition coefficients log10 P for
the individual ion species and water molecules as calculated by Ref. 137. P = csC8OH/c

s
H2O

where csC8OH and csH2O denote the corresponding concentration of the ions in octanol and wa‐
ter phase. Molecular volumes are obtained by fitting the sum of fragment contributions for
a training set of about twelve thousand molecules after optimization using the semiempirical
AM1 method 47. Reprinted with permission from Ref. 102.

Species Vm [nm3] log10 P
[EMIM]+ 0.118 -3.10
[BMIM]+ 0.152 -2.04
[DCA]− 0.056 -3.34
[BF4]− 0.073 -2.60
H2O 0.019 -0.29

ordered orientation parallel to the interfaces when compared to [BF4]−. In-

teresting is that the [EMIM]+ distribution of [EMIM]+[DCA]− is also more

ordered than [EMIM]+ from [EMIM]+[BF4]−. Therefore, it can be inferred

that the distribution of anions influences the distribution of cations and vice

versa. Therefore, It can be assumed that the differences in the density profiles

between these three ILs can be mainly assigned to the molecular size, as well

as the planar ([DCA]−) or spherical ([BF4]−) shape and arrangement of the

anions.

Regarding this assumption, the values for the molecular volumes Vm of all

ions (Tab. 5.1) support this assumption. The smaller sizes of [DCA]− and

[EMIM]+ in comparison to [BF4]− and [BMIM]+ are apparent and thus

rationalize a higher local packing fraction for [EMIM]+[DCA]− compared

to the other ILs. Moreover, smaller ions also reveal a lower hydrophobicity,

thereby showing the following ordering [DCA]− > [EMIM]+ > [BF4]− >
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[BMIM]+ with decreasing polarity. Hence, it can be expected that [DCA]−

and [EMIM]+ show a stronger water binding behavior compared to [BF4]−

and [BMIM]+. Interestingly, the distribution of the ions does not significantly

change for low water contents of xH2O = 0.125 compared to neat ILs as can

be seen in Fig. 5.3, which can be observed in bulk IL/watermixtures in the pre-

vious chapter. The position of the ion layers remains nearly identical and the

long-range decay of layering structure differs slightly.

To compare the water accumulation behavior at the IFs between different

water concentrations and different ILs, the water fractionKH2O(Δ) in the first

layer within distances z ≤ Δ is calculated by

KH2O(Δ) =
ρH2O(Δ)
ρall(Δ)

, (5.1)

where Δ denotes the distance at the first minimum in the local total

number density ρall(Δ) = ρIL(Δ) + ρH2O(Δ) with Δ = 0.38 nm

for [EMIM]+[DCA]− and Δ = 0.44 nm for [EMIM]+[BF4]− or

[BMIM]+[BF4]− respectively, such that the molecules within the first layer

are considered in the calculations. The result is shown in Fig. 5.4.

As intuitively understood, the water fraction increases with respect to the

water concentrations. Thewater fraction is in the order of [EMIM]+[DCA]−

> [EMIM]+[BF4]− > [BMIM]+[BF4]−. At high water concentrations, with

the definition KIL(Δ) = 1 − KH2O(Δ), the local fraction of ions KIL(Δ) at

xH2O ≥ 0.98 is the highest for [BMIM]+[BF4]− (KIL(Δ) = 0.52), followed
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tively. Reprinted with permission from Ref. 102.
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by [EMIM]+[DCA]− (KIL(Δ) = 0.34) and [EMIM]+[BF4]− (KIL(Δ) =

0.33). According to these values, a significant amount of ions accumulates at

short distances in front of the surface. As a specific example, the local number

densities of ions and water molecules for a very high water concentration at

xH2O ≥ 0.980 are shown in Fig. 5.5.

5.2.2 Translational order parameter

In order to explain theoretically the above mentioned observations about the

accumulation ofwater/ions in front of the surface, a translational order param-

eterOIL
z for species α, either combined anions and cations (index ’IL’) or water

molecules (index ’H2O’) is introduced to analyze how the ionic structure in

front of the surface is ordered using the following equation102:

OIL
z =

2xIL
Lz

∫ Lz/2

0
dz

([
γIL(z) ln γIL(z)

]
−
[
γIL(z)− 1

])
, (5.2)

with γα(z) = ρα(z)/ρ
bulk
α , which is closely related with the expression for the

translational entropy as introduced inRef.204,226. Note that, for a reliable eval-

uation of Eqn.(5.2), a bulk behavior with γα(z) ≈ 1 for z → Lz/2 has to be

guaranteed. In the simulations, this is guaranteed by setting enough large dis-

tances between the walls (Lz = 14.5 nm). As a consequence, the correspond-

ing value of Oα
z provides an estimate for the degree of translational ordering

with regard to the species α.

The corresponding values of OIL
z in Fig. 5.6 for neat ILs (xH2O = 0)
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are 0.82 for [EMIM]+[DCA]−, 0.63 for [EMIM]+[BF4]− and 0.51 for

[BMIM]+[BF4]−, which demonstrates that the highest degree of order of the

ionic structure is given for [EMIM]+[DCA]−, followed by [EMIM]+[BF4]−

and [BMIM]+[BF4]−. Although the order parameter decreases significantly

for all ILs with increasing water concentration, implying an increase of the

translational entropy, the corresponding values reveal that up to a very high

water concentrationof xH2O = 0.9 the corresponding order between three dif-

ferent ILs remains identical to the case of neat ILs, namely [EMIM]+[DCA]−

> [EMIM]+[BF4]− > [BMIM]+[BF4]−. In contrast, at higher water mole

fractions xH2O ≥ 0.92 the order parameter increases for all three ILs. A more

detailed explanation for these observations and differences between the ILswill

be presented in the reminder in this chapter. Further analysis of the order pa-
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rameter with respect to the distance from the surfaceOα
z(z) in Fig. 5.7 for neat

ILs implies that the largest contributions to the integral inEqn.(5.2) come from

short distances of up to 1 nm in front of the surface. In contrast, the contribu-

tions from large distances are rather negligible such thatOIL
z converges to con-

stant values for all z > 1 nm. This analysis reveals that the highest ordering of

ion species and vice versa the lowest translational entropy204 can be attributed

to the ionic structure at the interfacial regions upt to∼ 1 nm from the surface.

Accordingly, the neat IL [EMIM]+[DCA]− with the highest local ionic trans-

lational order, or the lowest translational entropy, is related to the highest wa-

ter content. The correlation between the water fraction and the translational

order parameter net differences at the interface remains valid up to water con-

centration of xH2O ≤ 0.75, implying the robustness of this observation. This

is an important indication that water accumulation at the interface follows the
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order of the translational order parameter between different ILs. Accordingly,

the water accumulates at the IF in order to increase the translational entropy,

in other word, in order to decrease the free energy by increasing the mixing en-

tropy up to the high solvent concentration of xH2O = 0.75. These observation

agreed well with the experimental results102.

As a result, following rational conclusions are drawn. At a low water con-

centration, the packing density as well as the ordering of the ions for all ILs

is very high. The largest contributions to the translational order parameter

come from the region at the interface in front of the surface. As a conse-

quence, the translational entropy is very small there. However, the presence

of water not only lowers the ion translation entropy, but also leads to a ben-

eficial increase in the local mixing entropy at the interfaces. Accordingly, as

the amount of water becomes larger, the entropy of mixing becomes larger

partially compensating for the unfavorable translational entropy. This con-

tribution is in the following order of [EMIM]+[DCA]− > [EMIM]+[BF4]−

> [BMIM]+[BF4]−, respectively, rationalizing the high amount of water at

the interface for highly ordered ILs. The reason for the highest ordering and

packing fraction of [EMIM]+[DCA]− is largely due to the small size, the pla-

nar shape, and the high polarity of the ions when compared to the other ILs

(Tab. 5.1).
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5.2.3 Kirkwood-Buff integrals

Further analysis is done by applying Kirkwood-Buff theory, namely, by cal-

culating the Kirkwood-Buff integrals (KBIs) between the surface and the ions

/water in the solutionmixtures using the equation Eqn.(3.2). Note that, origi-

nally KBIs are calculated in three dimensional homogeneous bulk using radial

distribution functions which converges to unity at the distance correspond-

ing to the bulk. In order to apply KB integrals to the analysis of the structure

in front of the surface, slight modification to incorporate the one-dimentional

anddistant-dependent nature of the local density profiles of the species in front

of the surface is needed as follows101,15,153,187 .

GWα = LxLy

∫ Lz/2

0
dz

[
γα(z)− 1

]
(5.3)

Here, GWα is the one dimensional KBI of the species α in front of the surface.

Lx,Ly, andLz are the simulation box length in x, y, and z direction respectively.

γα(z) is the normalized density of species α as used in Eqn.(5.2), which con-

verges to unity in the same manner as radial distribution functions. These val-

ues can be interpreted as excess volumes of species α at the IF compared to bulk.

As discussed in the previous chapter, the preferential binding coefficient as an

estimate for the hydration tendency of the surface is givenbyΓ = ρ0H2OΔVH2O,

where ρ0H2O denotes the total water density and ΔVH2O = GWH2O−GWIL the

corresponding differences between the water and the ion excess volumes. Posi-

tive values of Γ indicate a water attraction behavior and negative values a water
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exclusion behavior of the surfaces, respectively. Since ρ0H2O ≥ 0, the positive or

negative sign of Γ follows the sign of ΔVH2O. Therefore, ΔVH2O > 0 implies

a preferential attraction of water molecules to the surface, while ΔVH2O < 0

points to an exclusion187,144. The corresponding results in Fig. 5.8 reveal posi-

tive values for ΔVH2O for all ILs belowwater concentrations xH2O < 0.2. The

largest values of the excess volumes canbeobserved for [BMIM]+[BF4]−. This

finding is valid for low and moderate water content xH2O < 0.5 while for wa-

ter concentrations at xH2O > 0.9 a steep decrease of ΔVH2O to highly negative

values can be observed. The latter implies that a significant portion of water

molecules is replaced by the ions as already shown in Fig. 5.5.

As a result for the high water concentration at xH2O > 0.9, as the wa-

ter concentration increases, the role of the ILs changes from a solvent to so-

lute, thereby changing accumulation tendency of the solute at the interface.

The more hydrophobic properties of [BMIM]+ and [BF4]− when compared

to the other species as represented by the octanol-water partition coefficients

log10 P ( Table. 5.1) as well as excess volumes in Fig. 5.8 prefer an accumulation

of the ions at the interface in order to reduce the water-accessible surface area.

In contrast, [EMIM]+ and [DCA]− are more hydrophilic, which is in agree-

ment with the lower accumulation tendency of [EMIM]+[DCA]− compared

to the other ILs. Thus, the accumulation behavior of the ions in water mix-

tures in front of the uncharged surfaces is mainly driven by hydrophobicity at

the high water concentrations.
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5.3 Summary and Conclusions

The analysis done in this chapter reveals that the amount of water at solid/IL

interfaces is higher for small and hydrophilic ion species compared to hy-

drophobic and large ions. This result is valid for all water concentration and

can be explained by entropy-driven effects or the hydrophobicity of the ILs im-

posed by themolecular properties of the ions. In summary, the findings in this

chapter shed more light on the hidden mechanism behind the distribution of

water molecules in different ILs. Hydrophobic and bulkier ions show a lower

packing fraction when compared to small and hydrophilic ions with highly or-

dered individual ion layers at up to high water concentrations. In terms of ILs

with a high packing fraction, wherewater serves as solute, the presence ofwater
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molecules results in the formation of awater-rich first shell in front of the inter-

face due to the entropy driven accumulation. On the other hand, at highwater

concentrations, wherewater serves as solvent, the hydrophobicity of ions deter-

mines the accumulation of ions at the interface, which in turn determines the

amount of water altered by hydrophobic ions at the interfacial area. The pres-

ence of water molecules at interfaces can be whether favorable or unfavorable,

depending on the various technological applications. For example, for enzyme

catalysis or electro catalysis, it is favorable to use hydrophilic ILs with small

ions in order to increase the number of water molecules in front of the surface.

On the other hand, at the interface between electrodes and electrolytes for bat-

tery devices water has to be reduced, bringing ILs with bulky and hydrophobic

ions to the forefront. Finally, here, although the influence of uncharged in-

terfaces is studied, similar effects can be observed for charged surfaces64 and

for other ILs49. The study in this chapter has highlighted similarities and dif-

ferences, and has provided important insight into the underlying mechanisms

of IL-water mixtures at interfaces, which leads to the optimal combination of

water concentration and the IL species for specific purposes.
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6
Ionic Liquids in Confinement between Charged Surfaces

6.1 Motivation

Here, the focus is given on unraveling the microstructural change of the IL-

solute mixtures in front of charged surfaces with respect to the solute con-

centration. Specifically, the mixtures of [EMIM]+[DCA]− as IL and wa-
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ter/DMSO as solutes at solute concentrations in the range of xsol = 0 to 1

confined between flat, charged surfaces with a surface charge of±0.2C/m2 are

studied. The molecular structures of the IL and solutes used in this chapter

and the snapshots of the simulations are skeched in Fig. 6.1 and the further

simulation details are explained in Appendix. A.3. As references, the same sys-

tems without surface charge are also studied. Due to the crucial importance

of the solute accumulation at the interface (IFs) for the practical applications

explained in Chapter. 1, the influence of the surface charge on the molecular

structure of the ILmixtures in front of surface is studied. In the previous chap-

ter 5, the influence of the physical existence of the surface on the the accumu-

lation of solutes is studied using the translational order parameter and corre-

sponding entropic effect, and also hydrophobicity and the size/shape of the

ions. Focus here is given again on the influence of different water/DMSO con-

centrations on themicrostructuring and accumulationof each species at the in-

terfaces (IFs). Especially, the entropic contributions in the observed trends are

directly obtained from the simulations using a lattice-gas theory. The results

highlight the distinct differences in these properties of the water and DMSO

mixtures and unravel the underlying mechanisms. The importance of the size

and polarity of the molecules in guiding their microstructuring in front of the

surfaces, as well as their interactions with the latter, namely the solute-surface

interactions are pointed out. The analysis on the molecular accumulation at

the interfaces, allows us to predict whether the accumulation is entropy or en-

thalpy driven, which has an impact in controlling the accumulation of molec-
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ular species near the surfaces. Through the analysis, macroscopic properties,

such as the electrochemical potential drop across the interfacial area and the

conditions for obtaining a stable electrochemical window is discussed. The

study in this chapter provides an essential understanding towards a careful de-

sign of electrochemical devices, namely the choice of the solutes and the con-

centration of them for specific applications.
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6.2 Results

6.2.1 Density profiles at the interfaces

The analysis begins with the normalized molecular number density profiles of

each species in the solution mixtures, as directly obtained from the MD sim-

ulations. The normalized molecular density is defined as ρNi (z) = ρi(z)/ρ
0
i

with ρi(z) the local number density at the position z (perpendicular to the IFs)

and ρ0i the bulk density of species i, respectively. The density is calculated with

respect to the center of mass of each molecule and is given as a function of

the distance z from the surfaces. According to this definition, ρNi (z) should

converge to unity in the bulk near the center of the simulation box. Both in

front of charged and neutral surfaces, distinct layers are formed, which agree

with experimentally observed results92. A representative example of the layer-

ing structure in front of the neutral IFs at xsol = 0.5 is shown in Fig.6.2(top)

for both the water and DMSO mixtures. Inspection of these results reveals

that in both cases three distinct layers are formed. The height of the peak for

the solutes is about three times larger (≈ 6) for DMSO compared to water

molecules (≈ 2). The ions show the opposite order, namely less ions accu-

mulate in front of the surface in the DMSO mixtures compared to the water

mixtures. The first peaks are located at z1 = 0.3 nm for the cations and an-

ions, at z1 = 0.25 nm for water, and at z1 = 0.3 nm for DMSO. Now, in

order to evaluate the influence of the surface charge on the accumulation of

the species close to the surfaces, the normalized density of each species in front
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of both the negatively and positively charged surfaces are depicted on the bot-

tom of Fig.6.2 again for a solute concentration of xsol = 0.5. The layering

here differs from the case of the neutral IFs, as the position of the peaks shift

to z1 = 0.3 ∼ 0.35 nm for the cations, 0.3 nm for anions, 0.2 nm for water,

0.4nm for DMSO close to the negative IF, and 0.3 nm for DMSO close to the

positive IF. In the case of charged IFs, the relative heights of the first layer for

all species show the opposite trend compared to the neutral IFs, namely in the

water mixtures more ions and less solutes accumulate in front of the surfaces

compared to the DMSO mixtures. These results show the formation of elec-

tric double layers (EDLs), which consist of the counter-ion-rich layer in front

of the surface and the following co-ion-rich layer in front of both negatively

and positively charged surfaces. The watermolecules accumulate close to both

IFs, while DMSO is depleted from the negative IF. The water molecules are

much smaller than DMSO and can penetrate into the ion layers. The layers

extend further towards the bulk, while more layers are formed in the water (up

tp z ≈ 2 nm) than in the DMSOmixtures (up to z ≈ 1.5 nm).

In order to study the concentration dependency of the first layer in front

of the surface, the normalized number density ρNsol(z1) of each species within

the first layer at z1 (z1 for this calculation is explained above) close to each IF,

with respect to the solute concentration xsol are depicted in Fig.6.3. Interest-

ingly, a clear difference is observed in the water and DMSOmixtures for both

neutral (top) and charged IFs (bottom). Regarding the neutral surface, in the

water mixtures, the number of ions increases in the first layer with an increas-
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ing concentration xsol, while for theDMSOmixtures the number of ions, both

cations or anions, within the first layer decreases. With increasing solute con-

centration, the number of water molecules within the first layer close to the

IFs decreases with the concentration. In the DMSO mixtures, the number of

DMSO species increase up to a concentration of xsol = 0.625 and then drop.

Accordingly, comparing water and DMSO mixtures underlines a reversed be-

havior in terms of the accumulation of each species within the first layer close

to the neutral surface. This is a direct consequence of the different solute type,

its size and polarity. These trends are inferred to be related with the discus-

sion above on the molecular densities. In the case of the charged IFs shown

on the bottom of this figure, the behavior of all molecular species closest to

the surface is overall very different. Increasing the solute concentration xsol

leads to a decrease of the number of ions in front of the charged surfaces in

the water mixtures and an increase in the DMSO mixtures, which is the op-

posite trend to the case of the neutral surface. Regarding the solute accumu-

lation, in water this is enhanced at the negative side up to a concentration of

xsol = 0.875 and is depleted at the positive side. The DMSO accumulation is

depleted both at the negative and positive IFs. This higher accumulation of the

water molecules close to the negative IF is probably related with lower packing

fraction of cations in front of the surface and the small size of water allowing

them to penetrate into the cation layers. This distinct accumulation behavior

is crucial for selected practical applications of IL-solute mixtures, depending

on whether the accumulation of the specific molecular type is preferred or not
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in front of the surface.

6.2.2 Entropy and molecular accumulation

In order to provide an insight into the fundamental mechanism of molecular

accumulations at the IFs, the entropic contribution to the chemical potentials

as provided in Eqns.(3.36), (3.37), (3.38) is calculated. For that, it is first nec-

essary to estimate the term

niNi

N− n+N+ − n−N− − nsNs
=

ρivi/ai
1− ρ+v+/a+ − ρ−v−/a− − ρsvs/as

,

(6.1)

which can be found in Eqns.(3.34), (3.33), (3.35) for the chemical poten-

tials, where N is the number of the total available sites, and Ni is the num-

ber of the species i, and ni is the number of the sites occupied by a molecu-

lar species i, and ρi is the atomic number density of species i = +, −, s,

for the cations, anions, and solute molecules, respectively. The molecular vol-

ume, vi, is v+ = 0.116 nm3 for the cations, v+ = 0.0553 nm3 for the anions,

vs = 0.0196 nm3 for water, and vs = 0.0717 nm3 for DMSO as obtained

using van der Waals volumes and radii from the literature19. The number of

atoms in each species, ai, is a+ = 19 for the [EMIM]+ cations, a− = 5 for

[DCA]− anions, as = 10 for DMSO, and as = 3 for water. Using Eqn.(6.1),

the entropic terms −kBTΔSi in Eqns.(3.36), (3.37), and (3.38) are calculated

in Fig. 6.4 (top) for neutral surfaces at distances in the range 0.125 ∼ 0.375

nm from the surfaces. These distances include the first peaks of the normal-
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ized molecular number densities discussed above. Specifically, in water mix-

tures increasing entropy terms correspond to the ions and a decreasing term

to the water molecules. In DMSO mixtures, a increasing entropy term corre-

sponds to theDMSO and decreasing to the ions. These trends in both types of

mixtures follow those for the normalized molecular densities in Fig.6.2(top).

These results indicate the fact that the change in the accumulation behavior

of molecules is governed by changes in the entropy. Combined with the re-

sult from the previous chapter, which reveals the entropy driven accumulation

of water molecules near neutral surfaces, the accumulation of the molecular

species close to the IFs is entropy driven even in DMSOmixtures.

Regarding the charged surfaces, the same entropy calculation is summa-

rized in Fig.6.4 (bottom). Similar trends as for the normalized density in the

first layer in Fig. 6.3 (bottom) are observed in both water andDMSOmixtures

except for water and the anions in front of the positive surface, as for these the

entropy terms increase with the solute concentration while the corresponding

normalizeddensities decrease. The species except for anions at the positive IF in

water mixtures, show a distinct behavior, as their trends are in average reversed

compared to the neutral IFs. Regarding the DMSO-IL mixtures, the trends at

the same concentration of xsol = 0.5 as in Fig.6.2(right) show a stronger accu-

mulation of the ions at the charged IFs, followed by the DMSO molecules at

positive and negative IFs, respectively. This is the same trend observed in the

corresponding entropy terms for DMSOmixtures.

Overall, the analysis of entropy reveals the distinct difference in the en-
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tropy contribution in the water accumulation in front of charged IFs as com-

pared to DMSO mixtures. These results point to the fact that the accumu-

lation of the species are entropy driven, except for the case of the water and

the anion in front of the positive IFs. In these two exceptional cases, the accu-

mulation is enthalpy driven. As discussed in Chapter 4, adding aprotic solute

like DMSO does not change the molecular structuring at IFs, while a protic

solute like water considerably changes this structuring by interacting strongly

with the anions. The finding here unravels the underlying mechanism of the

accumulation of molecular species at interfaces, allowing a proper selection of

the species type in order to tune their interaction with surroundingmolecules,

thus their accumulations at the IFs. Through this choice, IFs and complexma-

terials for desired applications can be designed.

6.2.3 Dipole moments of solutes and their interactions

with IFs

The investigation up to this point, clearly discuss the entropic or enthalpic

contributions for the accumulations of molecules at IFs. In order to obtain

a deeper insight into the distinct features that the specific choice of molecu-

lar species can offer, the solute-surface interactions d⃗ · E⃗IF in Eqn.(3.38) are

studied and the corresponding results are summarized in Fig.6.5. Here, the

focus is given on the solute-surface electrostatic interactions, since the influ-

ence of the physical existence was already studied in the previous chapter. At

a first glance, the solute-surface interactions are more or less of the same order
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for all cases other than the water interaction with the negative IF. In the lat-

ter the solute-surface interactions are 2-4 times as strong as other cases. This

feature, again, reflects the higher dielectric constant of water (εr = 77.85 at

299.15K157) compared to DMSO molecules (εr = 46.39 at 299.15K157) to-

gether with the weak interaction between cations accumulating at the nega-

tive IF and water105. As observed above, in the case of water mixtures Fig.6.2,

the water molecules are closest to the negative IF, followed by the cations. Ac-

cordingly, water molecules can strongly interact only with the external field,

namely the electrostatic field generated by the surface charge, since there is only

weak interaction between water and cations. At the positive IF, though the

water molecules are again closest to the surface, these are also more closer to

the anions. As a result, the water molecules do not only interact with the IF,

but also with the neighboring anion layer forming the hydrogen bonds with

them. In the case of DMSO mixtures, the solute-surface interactions at the

negative IF are less strong than the water mixtures due to the lower dielectric

constant of DMSO and higher interaction with surrounding cations. DMSO,

thus does not prefer to reorient in order to maximize its interactions with the

charged surfaces. At the positive IF, the solute-surface interactions are about

two times stronger, as the surrounding anionsweakly interactwithDMSOand

the DMSO can reorient to interact wit the surface. These observations agree

with the analysis discussed in Chapter. 4.

In order to analyze further the solute-surface interaction, the average nor-

malized dipole moment of solutes are calculated. Due to the symmetric con-
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figuration along the x, y directions, the focus was given on the z component

of the average dipolemoment of the solutes with respect to their distance from

the surface, which is given through:

dz(z) =
1
N

∑
i

μz,i(z)
|⃗μ|

, (6.2)

where μz,i is the z component of the dipole moment of the solute i, and |⃗μ|

is the norm of the dipole moment of the solute, which is 2.35d for water and

4.416d for DMSO as calculated from the simulations. The sum is taken over

N solute molecules located at the distance z from the surface.

The results shown in Fig. 6.6 reveal that, even in front of the neutral sur-
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faces, the periodic orientational preference of solutes is observed. Inwatermix-

tures at neutral IFs, the first peak at z = 0.2 nm, corresponds to a positive av-

erage dipole moment for water up to a solute concentration of xsol = 0.750.

At this latter concentration, the first peak is shifted to z = 0.15 nm and corre-

sponds to a negative value for the average dipolemoment ofwater. This change

indicates that the strong interaction of the hydrogen atoms of water with the

anions is important up to high concentrations105. At these, the O-H bonds

of the water molecules are directed towards the surface, namely free hydrogen

atoms which do not form any hydrogen bonds are directed to the surface. At

the highest water concentration xsol = 0.875, most of the hydrogen atoms

in water form hydrogen bonds either with anions or waters, which reflects the

highly negative value of the z component of the water dipole moment at this

concentration. In the case ofDMSOmixtures at neutral surfaces, nomodifica-

tions in the shape inDMSOoccur, as DMSO interacts mostly through disper-

sion interactions with other molecules. These interactions are not highly in-

fluenced by changes in the solute concentration105 as discussed in Chapter. 4.

In front of charged surfaces, the amplitude of the average normalized

dipole moments is enhanced compared to the neutral surfaces due to the elec-

trostatic interaction between solutes and the surfaces. As observed in Fig.6.2,

the main differences between neutral surfaces and charged surfaces is the exis-

tence of the cation rich layer in front of the negatively charged surface and the

anion rich layer in front of the positively charged surface. In water mixtures,

in front of the negative IF, at a lower water concentration, the water dipole
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moments point to the surface due to the strong electric field between the sur-

face and the cation-rich layer at z = 0.3 nm. Furthermore, strong orientation

of dipole moment opposite to the surface is observed between the cation-rich

layer and the anion rich layer at z = 0.6 nm. At a high water concentration

of xsol = 0.875, the dipole moments of water molecules are oriented towards

the surface as water can penetrate through the ion layers and form clusters at

the interface, forming a hydrogen bonded network. Within this network only

weak interactionswith the cations occur. This reflects the significant variations

in the second peak (z = 0.4 ∼ 0.6 nm) of the average normalized dipole mo-

ments when increasing the water concentration. Close to the positive IF, the

water molecules interact with the anions at low water concentrations. At high

water concentrations, water starts to form again clusters and hydrogen bonded

networks with other water molecules. This observation is highly relevant to

the interaction energy between the surface and the solute ΦIF
s and d⃗ · E⃗IF in

Eqn.(3.38) and reveals that the term d⃗ · E⃗IF is important only in the case of

charged surfaces. It strongly influences the structuring of the ions in front

of the charged surfaces, enhancing the differences in the solute-surface inter-

actions between the positively and negatively charged surfaces as observed in

Fig.6.5. In contrast, the DMSOmixtures do not show any significant changes

with increasing the DMSO concentration in front of both positive and nega-

tive surfaces. As discussed in Ref. 105 the structuring of the ions at the IF is

not strongly affected by changes in the DMSO concentration. The difference

between the negative and positive IF for the DMSO mixtures in Fig. 6.5 may
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be attributed to the strength of the second peaks (∼ 0.5 nm), which weaken

the average surface-solute interactions, since the height of the second peak at

the negative IF (∼ 0.85) is higher than at the positive IF (∼ 0.8).

6.2.4 Electrostatic potential

For electrochemical applications, the electrostatic potential across the two IFs

near the electrodes is very important to determine the electrochemical window.

In order to access this, the charge distributions near the IFs are calculated at

different solute concentrations in Fig. 6.7.
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These results reveal the strong dependency on the solute concentration in

thewatermixtures at the negatively charged surface due to the accumulation of

hydrogen atoms at the surface. At the positively charged IF, the influence of the

solute concentration ismore evident at the second layer andnot at the first layer

next to the surface. In theDMSOmixtures and thenegative IF, due to the apro-

tic nature of DMSO, no influence of the solute concentration is observed. A

small effect can, though, be observedmainly at the second layer close to the pos-

itive IF. With increasing solute concentration the counter-charge drops from

about±50 q/nm3 below xsol = 0.5 to half this value for the high concentra-

tion.

From the charge distributions in the mixtures, it is possible to calculate

the electrostatic potential along the z direction Φ(z) in Eqns.(3.36) and (3.37)

through

Φ(z) =

∫ z

0

∫ z

0

q
ε0
dz2, (6.3)

where q is the charge, ε0 the dielectric constant and the integration is performed

on surfaces across the distance connecting the two IFs. The respective results

for both the water and DMSO mixtures are depicted in Fig.6.8. Note, that

the reference potential is set at z = 0 near the negatively charged surface in

each mixture. In the water mixtures, at the negatively charged surface, the

lower the water concentration, the lower the potential. As the number of wa-

termolecules increases, the potential increases faster and reveals an abrupt peak
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close to the surface. This peak can also be observed close to the negative IF,

though there the trends are similar compared to lower solute concentrations.

In the DMSOmixtures, only small variations in the electrostatic potential are

observed with respect to the DMSO concentration. This holds for both IFs.

The potential has a positive value at the negative IF, which drops to around

−1.5 V towards the bulk, shows a peak around the first layer close to the IF,

and decreasing to a negative value at the positive IF. These results, as also for

the water mixtures, reveal an asymmetry between the two IFs, as the electro-

static potential does not have the same absolute value in both IFs.

In order to further elaborate on these trends, we focus on the absolute po-

tential drop, |ΔΦ|, between the bulk and the surface at both IFs:

|ΔΦ| = |Φ(zIF)− Φ(zbulk)|, (6.4)

where Φ(zIF) and Φ(zbulk) are the electrostatic potentials at the IF and in the

bulk respectively. For the latter, we refer to the part of the mixture, which

is close to the midpoint between the IFs and has more bulk like properties

corresponding the plateau in Fig. 6.8. The respective bulk position is set at

zbulk = 7.25 nm. The results for both water and IL mixtures are shown in

Fig.6.9. At first, it is obvious, that more distinct trends can be observed in the

watermixtures at the negative IF. Calculating the potential drop from the pos-

itive IF towards the bulk shows a more or less steady behavior with a value just

below 3 V apart from the higher solute concentration, for which this value in-

122



creases another∼ 0.3 V. Taking as reference the negative surface, shows a large

drop from about 3.7 V in the neat IL solution down to 2.3 V. In the DMSO

mixtures, the potential drop from the negative and positive surfaces is close

to 3.75 V and 3 V, respectively throughout the solute concentration range.

Accordingly, a higher stability can be observed in the DMSO mixtures com-

pared to the water mixtures. The underlying reason can be again due to the

interaction of these solute molecules with surrounding molecules. The weak

interaction of water with cations compared to DMSO becomes more evident

as the solute concentration increases leading to a relatively strong reaction to

the external field, leading to the high drop in the potential especially close to

the negative IF. As already discussed above, the water molecules interact more

strongly with the surface charge influencing the potential drop. In the end, the

higher the water concentration, the larger the difference in the potential also

compared to the neutral IFs, where no potential drop at the IF is expected.

6.3 Summary and Conclusions

Confinedwater-[EMIm]+[DCA]− andDMSO-[EMIm]+[DCA]−mixtures

by twoneutral or oppositely charged structurelesswallswith a surface charge of

0.2C/m2 are studied. The influence of different water/DMSO concentrations

on themicrostructuring, accumulation and thermodynamics of each species is

assessed. For the latter, the contribution of the entropy directly from the simu-

lation results using a lattice-gas theory is evaluated. The results show a distinct
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differences in these properties betweenwater andDMSOmixtures. The results

strongly indicate that the microstructuring of the molecular species in front

of both neutral and charged surfaces are mainly governed by entropy changes

throughout the solute concentration range. An exception from this trend was

clear for water and the anions in front of the positively charged surface, where

the strong interaction between anions and water play an important role sup-

pressing the interaction of water with the positive surface. The observed po-

tential dropwas analyzed in detail with respect to themixture type and concen-

tration and the charged state of the surface. These potential drops is connected

to the explicit solute-surface interactions in the confined IL mixtures. The in-

vestigation of these, revealing the significant role of the interaction between

the surface charge and the dipole-moment of solutes, points to the observa-

tions that water reacts to the surface charge of the negatively charged surface,

while DMSO reacts less strongly to the surface charge of the positively charged

surface.

In view of practical applications, the different trends in the ILmixtures in-

cludingwater orDMSO, provide an essential understanding that allows a care-

ful design of electrochemical devises. At first, the observation that in DMSO

mixtures the accumulation of species at the charged IFs are still entropy driven

suggests that DMSO, which has a larger molecular size than water, can be

removed from the surface when the ILs are composed by large ions such as

[EMIM]+. On the other hand, removal of water from the surface is a challeng-

ing task due to the small size of the molecule. Water is a highly electronegative
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molecule and, as indicated in Chapter. 4, interacts more strongly with the an-

ions in front of positive IFs thanwith the positive IFs, which is a very important

point for a stable electrochemical window in the confined solution. Overall,

these results clearly show that the use of a large solute in combinationwith large

ions can suppress the accumulation of solute molecules in front of charged

surfaces. Through this choice, the interactions between surface charges and

the solutes during the dilution of ILs can be avoided. Alternatively, solutes in-

teracting strongly with ions can be chosen in order to reduce the interactions

between surfaces and the solutes. This is an important aspect for the chemical

stability of IL mixtures when adding solutes in order to increase their conduc-

tivity. In the end, the modelling and analysis discussed here provides valuable

insight into the choice of the molecular type and size in tailoring the cation-

anion combination in IL mixture. A proper choice can significantly assist and

accelerate the design of IL mixtures with desired properties in view of specific

purposes and applications.
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7
Catalysts in Supported Ionic Liquid Phase (SILP) System

7.1 Motivation

Here, a more complex system with IL and solvent mixtures in confinement

within mesoporous media is studied. The system of interest is the supported

ionic liquid phase (SILP), where catalysts are immobilized into the ionic liq-
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uid phase formed on top of functionalized silica surface in mesoporous media.

Since this system consists of solute(catalyst), solvent(heptane), surface, surface

charge, and ILs at the surface, the knowledge which is acquired through the

study in previous chapters can be utilized. This template shows good reaction

rates, improved selectivity, improved catalyst stability. Despite these advan-

tages, knowledge about their underlying reason on a microscopic scale is miss-

ing. To this end, thepurpose is set to assist in reaching anoptimal configuration

of such a system by MD simulations. For this purpose, the microscopic views

of the following should be elucidated:

1. the immobilization of catalysts within the IL phase

2. the interaction of catalysts with other species

3. the dynamics of the molecules within a pore

4. the influence of the pore size

5. the influence of the IL concentration

In this thesis, the items 1, 2, and 3 are discussed. To this end, the focus is given

on a biphasic solvent of heptane and [BMIM]+[OTF]− within a nanopore in

which catalysts are placed. Substrates (or reactants) are initially placed within

the heptane solution. The system set-up is depicted in FIG.7.1. The study

starts with a force field development for the Ru-based catalyst using density

functional theory (DFT) calculations. Then, its solvation behavior within a

bulk two-phase system of heptane and an IL is studied. Moreover, in order to
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Figure 7.1: The setup of the supported ionic liquid phase (SILP).The color conventions are
written in light grey color.

analyze the confinement effect, the static and dynamic properties of the con-

fined system are investigated. The simulation details are summarized in Ap-

pendix. A.4.

7.2 Results

7.2.1 Modeling the system

Force-field for the Ru-catalyst

The OPLS/AA force field used for the IL, the heptane, and the substrates

does not include a parameterization for the Ru-catalyst. Therefore, the respec-

tive parameters for the Ru-catalyst have to be developed based on quantum-

mechanical/ab initio calculations within the density functional theory as im-
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plemented in theORCAquantum chemistry code139. Specifically, the param-

eters for theRu-catalyst are generated using theB3LYP94 exchange-correlation

functional with the D3BJ dispersion correction75 and the def2-TZVP basis

set219. For the self consistent field (SCF) calculation the Pulay method155 is

utilized. The partial charges on the atoms are calculated through theCHELPG

program23,197. Under these methods, the geometry of the catalyst is relaxed

and the equilibrium structural properties is used for the force-field parame-

terization. All the partial charges on each atom are in the end multiplied by

the rescaling factor of 0.8 to match the reduced charge force field for ILs. A

semi-rigid model in which all bonds are constrained by the same harmonic po-

tential, is employed. The same values of Lennard-Jones parameters as Ref.236

are assigned to each atoms due to the similarity of the catalyst molecules used

in these research. The optimized structure with the labels of each atom in the

Ru-catalyst, as well as exact parameters of bond length, angles, partial charges

are given in Appendix. A.4.

Bulk solutions

The purpose of the bulk phase simulations is to observe that the catalyst is dis-

solved into the IL phase and that heptane and the IL form a stable two-phase

system with the catalyst residing in the IL phase. The detail of system com-

positions are summarized in Table. A.6. All the molecules, namely the cat-

alytic molecules, the IL ions, and heptane, are randomly inserted into the 3D-

periodic box. Snapshots of the simulations for the two types of bulk solutions
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Figure 7.2: Pore model with two cavities generated with PoreMS109,108. (a) Side view of
the simulation box indicating the length of the central silica block, the pore diameter, the cavity
separation distance, and the solvent reservoirs. (b) Front and (c) side view of the carved silica
block. The chemistry of the outer surface is based on the (111) face of β‐cristobalite silica.
The exterior planar and the interior curved surface are covered with Im‐groups, which are
randomly distributed on the silica surface. Further structural details are specified in Table A.7.
Color code: Si, yellow lines; O, red lines; Im‐groups, blue; silanol groups, yellow. Copyright
2021 Wiley. Used with permission from Ref. 103.
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Figure 7.3: Snapshots of the simulations of the bulk solutions. (a) The two phase IL/heptane
bulk system with the catalysts in the IL phase. (b) The bulk IL solution including the catalysts.
(c) The confined setup of the pore with the solution, the catalysts, and the substrates. The
IL, heptane, catalysts, substrates, pore, and chloride ions are colored in cyan, silver, orange,
purple, yellow, and green, respectively. (Note, that due to the presence of the IL solution, the
orange color of the catalysts in (a) and (b) is altered a bit.) Copyright 2021 Wiley. Used with
permission from Ref. 103.
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are depicted in (a) and (b) in Fig.7.3.

Confined catalyst within a nanopore

The geometry of the nanopore is created using the PoreMSPython package109

Version 0.2.0108. The nanopore consists of two capsule-shaped cavities at a dis-

tance of 2 nm carved out of a β-cristobalite block. The cavities are constructed

by combining a cylinder with half a sphere of the same diameter of 5 nm. Two

bulk reservoirs are attached on each of the exterior surfaces, representing the

(111) face of β-cristobalite. The interior pore surfaces have been functional-

izedwith [BMIm]+molecules with a coverage of 1.66 μmolm−2 and a residual

hydroxilation of 7.75 μmolm−2. The exterior surface is left unchanged with a

hydroxilation degree of 8.79 μmolm−2. The constructed pore system is de-

picted in Fig. 7.2 , while the structural details of this system are listed in Table

A.7.

7.2.2 Catalysts in the bulk solutions

First, in order to study the fundamental properties of the IL-heptane mix-

tures, the results related to the catalysts in the two-phase IL/heptane solution

(Fig. 7.3(a)) and then the catalysts in the bulk IL solution (Fig. 7.3(b)) are stud-

ied. For the former, the purpose is to observe that the heptane and the IL re-

main in two separated phases and do not mix. The catalyst remains through-

out the simulation time within the IL part of the two-phase solution. In order
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to quantify these results, the mass densities are calculated for all the species,

heptane, IL cation, IL anion, catalyst in the two-phase bulk solution. For the

calculation of themass density, the simulation box is divided into slices and the

average density of each slice is calculated. The results are depicted in Fig.7.4(a)

and are shown along the z-axis, which is perpendicular to the interface between

the IL and the heptane phase. It can be clearly observed that the heptane and

IL do not mix and form two phases. Some small fluctuations in the mass den-

sity can only be observed at the interface (at z ≈ 7.5 nm) due to the fluctuation

of molecules at this area. Furthermore, the peak in the mass density of the cat-

alysts lies well within the IL solution. Accordingly, it can be inferred that the

catalysts are dissolved within the IL and not within the heptane phase. This

is expected as the catalysts are divalent cations and strongly interact through

electrostatic interactions with the ionic species of the IL showing an attraction

towards the anions of the IL solution. Moreover, in order to confirm this obser-

vation theoretically, the free energies of the catalyst and substrate with respect

to the position in the two phase heptane and ILs are calculated using umbrella

sampling203 with the weighted histogram analysis method112 in Fig. 7.5 (a)

and (b). Note that, due to the slow dynamics of the IL species and the cat-

alysts, umbrella sampling is used to enhance the sampling along the reaction

coordinates. In umbrella sampling, the molecules are restrained by harmonic

potentials (bias potentials) at each reaction coordinate so that enough sampling

is obtained by independent simulations at different reaction coordinates. After

these independent simulations, the free energy along this reaction coordinate
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can be calculated from the combined statistics of these simulations using the

weighted histogram analysis method. Thereafter, in order to obtain the true

free energy, the applied bias potentials are subtracted from the calculated free

energy in the end. These results highlight again that the substrate has lower

free energy in the heptane phase, while the catalyst has lower free energy in the

IL phase. Therefore, it can be concluded that the substrates stay in the hep-

tane phase and the catalysts stay in the IL phase. Furthermore, a close look at

the profile reveals that the heptane and the catalysts have the minimum free

energy at the interface between heptane and ILs. Especially when the surface

is placed (Fig. 7.5 (c)), catalysts remain at the interface due to the electrostatic

repulsion between the catalysts and the surface, which is positively charged due

to the cationic surface functional groups. Therefore, it can be concluded that

the catalytic reaction may occur at the heptane/IL interface whenever the two

phase heptane-IL is formed.

In order to investigate the diffusion properties of all species in the bulk

solutions, the time evolution of the mean squared displacement (MSD) of all

species is calculated, since this quantity provides a very good estimation of the

mobility of each species as discussed in Chapter. 3. The MSDs for the two

phase bulk system are depicted in Fig.7.4(b). Inspection of this figure clearly

shows that the heptane molecules diffuse much faster than the other ionic

species (IL cations, IL anions, catalysts), which is important for delivering the

substrates fast. This is physically intuitive due to the fact that there is less elec-

trostatic interaction between the neutral species such as the heptanemolecules
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Figure 7.4: Results for the two phase bulk system with the catalysts in the IL phase. (a)
The mass density profile of each species in the system along the z axis, which is perpendicular
to the interface between two phases in the two phase system in bulk. (b) The mean square
displacements (MSD) of each species. The species types and their combinations are labelled
according to the legend. Copyright 2021 Wiley. Used with permission from Ref. 103.
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(a) (b)

(c) (d)

Figure 7.5: The free energy calculations for (a) the substrate in two phase heptane‐ILs, (b)
the catalyst in two phase heptane‐ILs, (c) the catalyst in two phase heptane‐ILs with a surface,
and (d) the catalyst in bulk IL. The reaction coordinates ξ are expressed by the figures (cyan
color: heptane, mixed color: IL, yellow & red: pore surface) under the each plots. For (a), (b),
and (c), ξ is the position of the molecule in the figure. For (d) ξ is the distance between two
catalysts (expressed by the arrow).
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Figure 7.6: Results for the catalysts in the bulk IL solution. (a) The center of mass radial dis‐
tribution (rdf) around the catalysts. (b) The mean square displacements (MSD) of each species.
The species types and their combinations are labelled according to the legend. Copyright 2021
Wiley. Used with permission from Ref. 103.

and the substrates. The IL cations and IL anions show a very similar diffusion,

with former moving a little faster within the IL phase. This observation is in

agreement with previous studies, investigating the various factors that control

diffusion in ionic liquids206,205,34. On the other hand, the Ru-catalysts diffuse

slower than the IL species due to their stronger electrostatic interaction with

the surrounding IL ions. Note that, not so smoothMSDcurve for the catalysts

arises from the small number of the catalytic molecules in the solution and the

corresponding poor statistics in gathering the respective data, as compared to

the other species (refer to Table. A.6).
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In order to study the solvation of the catalysts within the IL phase and

address issues of clustering and aggregation, the bulk IL simulations with the

catalysts placed in bulk IL are performed. For this solution, the center of mass

radial distribution functions (rdfs) is calculated between the catalyst and all the

species (IL cation, IL anion, catalyst). As revealed from Fig.7.6(a), the anions

form the first solvation shell around the catalyst due to the electrostatic interac-

tion between oppositely chargedmolecular species in the solution. The cations

which are positively charged follow in the second solvation shell. The catalysts

accumulate around the second solvation shell, which ismostly occupied by the

cations. These trends can be explained by the stronger electrostatic repulsion

between the divalent catalysts and the weaker repulsion between the catalysts

and the IL cations. In thisway, the order of the peaks in the rdf for the reference

catalyst follows the strength of interactions between the different species: the

first peak corresponds to the anions (attraction to catalysts), the second peak to

the cations (weaker repulsion to catalysts, but attraction to IL anions), and the

third shell to the catalysts (stronger repulsion to catalysts, weaker repulsion to

IL cations). This observation of the repulsion between catalysts are confirmed

by the free energy calculation depicted in Fig. 7.5 (d), where the free energy

with respect to the distance between two catalysts in a bulk IL solution is cal-

culated. As this figure clearly shows, the free energy decrease with increasing

distance between two catalyst molecules. Therefore, it is concluded that the

catalysts do not aggregate within the IL phase, which is important for retain-

ing the homogeneous catalytic reactions.
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The MSD dynamics of the IL and the catalysts in Fig.7.6(b) show the

trends as the two phase system in Fig.7.4(b). A small decrease in the MSD can

be observed in the case of the IL species as compared to the two phase solu-

tion. The reason could be attributed to the fact that the IL species have smaller

electrostatic interactions with the heptanemolecules at the interface than with

their own IL species in the bulk, thereby leading to a slightly higher diffusion

in the two phase system close to the interface. The same decrease in the MSD

and the diffusion can be seen also in the case of the catalysts for the same rea-

son as the catalysts interact weakly with heptane at the heptane/IL interaface.

Note that, due to the increased number of catalytic molecules, the statistics in

gathering the data for the MSD is better for the case of the bulk simulation,

thus the curve shows the expected linear behavior at longer times.

7.2.3 Confined catalysts within the nanopore

The main system of interest, namely the confined catalysts within nanopores

(Fig. 7.3(c)) are studied. In this system, substrates are also randomly placed

within the heptane solution. Note that, to neutralize the cationic surface func-

tional groups, corresponding number of chloride atoms are placed in the sys-

tem. Themass density profiles of all species along the axis perpendicular to the

pore surface are calculated in a same manner as in the previous section. Ini-

tially, the pore is filled only with the ILs and the heptane phase covered only

in the reservoir part. As the simulation runs, the heptane molecules enter the

pore andmove towards the bottom of the pore close to the catalyst as the black
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curve in Fig.7.7(a) indicates. However, the heptane phase does not reach the

bottom of the pore (z = 10 and 12 nm) where the ILs form a layer on the pore

surface. Nevertheless, the partial filling of the pore with the heptane allows for

the substrates to diffuse into the pore and reach the catalysts in order to even-

tually interact with the catalytic centers. The results show that the substrates

accumulate further away from the catalyst on the pore. This can be explained

by the fact that the surface area of the heptane-IL interface is larger outside of

the pore compared to the inside of the pore. Therefore, the density of sub-

strates at the pore exit shows the high density. Nevertheless, at many instances

the substrates approach and interact with the catalytic centers, but overall they

can be found at the heptane-IL interface as explained in terms of the free en-

ergy calculations. The IL species (cations and anions) accumulate at the inner

surface of the pore, as these interact strongly with the positively charged func-

tional groups on the pore surface. A close inspection of the cation and anion

curves shows a larger accumulation of the cations closer to the positively func-

tionalized surface, which at first seems counter intuitive. However, this process

is similar as in the case of electrical double layers (EDL), where the counter-ion

and co-ion rich layers are formed in front of charged surfaces as observed in

the previous chapter. Even for a positive charge on the surface the bulkier (and

fewer) cations accumulate closer to the surface with the help by the surround-

ing anions. The accumulation is especially evident at the bottom half of the

pore. Note, that the density results are shown with respect to the axis perpen-

dicular to the pore. Therefore, this perspective accumulates the 3D results on a
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2D representation within the pore. Accordingly, the IL phase and the heptane

do not coexist as falsely assumed by this representation, but still show a phase

separation within the pore as can be visually observed in Fig. 7.3(c). Note that,

compared to the bulk phase simulation, the pressurewas slightly elevated in the

pore phase simulation, thereby leading to the slightly higher density of heptane

outside the pore. The chloride ions can also be found mainly close to the pore

walls in order to play their role as counter-ions in that region. The catalysts

(blue curve) remain in the IL phase within the pore during the whole simula-

tion,which indicates that thesemolecules arewell dissolved into ILphase inside

of the pore and are immobilized by the IL solution accumulating on the pore

surface.

Regarding the dynamics, the dynamics of the IL cations, IL anions, and

catalysts in confinement are significantly slowed down compared to the bulk

simulations discussed above. The MSDs for these species in Fig.7.7(b) clearly

show a 10-fold decrease compared to the bulk simulations in Fig.7.6(b). This

points to the role of confinement within the nanometer-sized pore for the

linker-free immobilization of the catalyst. From all species in the solution, the

catalysts show the slowest diffusion revealing the fact that these aremore or less

immobilized in the pore. This immobilization ismade possible by the presence

of the IL solution. (Note again that the poor statistics of the few catalysts in

the solution leads to the low resolution of theMSD curve for large times). The

chloride ions and the IL anions have a similar diffusion followed by a slightly

larger diffusion of the IL cations. On the other hand, the heptane molecules
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Figure 7.7: Results for the catalysts in confinement within the pore. (a) The mass density
profile of each species in the system along the z axis perpendicular to the surface of the pore in
the confined system with pores. (b) The mean squared displacement (MSD) of each species for
the confined (solution, catalysts, substrates) system within the nanopore. The species types
and their combinations are labelled according to the legends. Copyright 2021 Wiley. Used
with permission from Ref. 103.
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show a diffusion of the same order as in the two phase solution in Fig.7.4,

which allows for the substrates with a diffusion of a similar order, flow into

the pore. Accordingly, the substrates can diffuse through the heptane phase

and reach the catalyst inside of the pore. This is very important for catalytic

reactions to take place inside the pore. In short, the simulation results indicate

that the heptane diffuses together with the substrates into the pore without

mixing with the IL. The substrates can access the catalytic center, whose diffu-

sion is strongly suppressed by the confinement and the presence of the IL ions.

This is an expected mechanism of the catalytic reaction within the framework

of the SILP technology. Note that, in this thesis, the focus is given on cap-

turing the essential conditions before the catalytic reaction occurs in order to

optimize the environment for the confined geometry. Therefore, the catalytic

reaction is not simulated.

7.3 Summary and Conclusions

In this chapter, three different systems, namely two-phase bulk solution, a bulk

IL solution, and a confined solution of heptane, IL, catalysts, and substrates

within a nanometer sized pore, are studied. The purpose is to model a two-

phase SILP system and understand the mechanism of dissolution of catalysts

in the IL phase under confinement as well as the catalytic reaction between

substrates and catalysts. The two phase simulation of heptane and IL shows

a stable phase separation between heptane and IL, as well as the dissolution of
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the catalysts in IL phase. This is an essential part for the success of the SILP

technology, namely the immobilization of catalysts by the IL solution. Fur-

thermore, according to the bulk IL simulations, the catalysts within the bulk

IL solution donot show any aggregation, which is also essential for the reaction

to take place homogeneously on the surface of the pore. Further analysis on the

free energies reveals that the catalysts and the substrates meet each other at the

heptane-IL interfaces, leading to the highly possible occurrence of the catalytic

reactions there. With these two steps related to the bulk solutions, whether

the conditions for the catalytic reaction in the IL solution can be reached, is

estimated. To confirm this observation, the confined system with the pore

filledwith the heptane solution, the catalysts, and the substrates is studied. The

mobility of the catalysts are significantly slowed down due to the electrostatic

interaction between the catalysts, the IL species (cations and anions) and the

functionalized pore surface. The respective results clearly show the dissolved

and immobilized catalysts in the IL phase within the pore. The IL ions are

slowed down significantly in the confined space due to the electrostatic inter-

action between the surface silanol group and the positively charged functional

groups, which leads to the slow down of the catalysts due to the electrostatic

interaction with the IL species. The heptane phase shows a considerably larger

mobility and enters the pore together with the substrate molecules. The latter

can thus reach the catalysts in the pore, thereby allowing for the catalytic reac-

tion between the substrates and the catalysts can occur at the heptane-IL inter-

face. In the end, the pore is filled with a two phase solution of IL and heptane,
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with the catalysts remaining in the IL phase on the surface and the substrates

mostly diffusing in the heptane phase, but occasionally moving closer to the

catalysts which are expected to remain near the heptane-IL interface. The sim-

ulations thus provide the information about the local substrate concentrations

within the pore, that are important for an overall analysis of the catalytic cycle.

In this chapter the important role of the electrostatic interactions between

the surface of the pore and ILs, and also between the ILs and the catalysts for

the dissolution of the catalysts into the IL phase, as well as their mobility, is

confirmed. The purpose is again not to model the whole cycle of the catalytic

reaction itself, but to study the conditions that are important for the catalysis

eventually to take place. For this purpose the whole system before the reaction

is set up, that pave the way for more in-depth investigation and analysis. These

results will allow to selectively set the conditions in the solution and the pore in

order to accelerate the catalytic process. These conditionsmaybe the density of

the surface groups, the pore size, and type of IL solution, the chemistry of the

catalytic centers, the concentration of the ILs, etc. In fact, the results indicate

the flexiblematerial design as far as the two-phase heptane and ILon the surface

is guaranteed. This may allow various pore sizes and pore geometries, since the

catalytic reactions take place at the heptane-IL interface in any case.
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8
Summary and Conclusions

In this thesis, the study startedwith the simple systemofbulk IL-water/DMSO

mixtures at different solute concentrations, where the preferential interactions

between different species were studied using the framework of Kirkwood-Buff

theory and the effective interaction energy. The results showed a fairly good

agreement with experimental observations which highlights the validity of the
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simulationmethods used in this study. In the end, the analysis underlined that

the strong influence of the protic solutes such as water on the ionic liquids

compared to the aprotic solutes such as DMSO. Further analysis on the inter-

facial properties of IL-water/DMSOmixtures revealed the higher contribution

from the entropic change to the accumulation of the molecules in front of flat

surfaces, whether the surfaces are charged or not. These results point to the im-

portance of the shape and the size of themolecules for the interfacial structures

of the IL-solute mixtures, also to the surface-charge-dependent molecular ac-

cumulation in front of the surface. For the practical application, it was shown

that the larger aprotic solutes can be used to avoid the accumulation of the

solutes at the surface, which may hinder the potential of ILs as electrolytes. In

the end, using the knowledge obtained through the study of the simple systems

above, the study of the more complex and realistic system, namely catalysis in

the supported ionic liquid phase, was carried out. The complex system was

successfully modeled. Through the analysis on the dynamics and static prop-

erties, themain findingwas the preferential occurrence of the catalytic reaction

at the solvent/IL interface, which leads to the flexible design of themesoporous

material irrelevant to the size and the shape of the pores assuming the bi-phase

of solvent/IL is formed on the pore surface. All the study conducted here can

be used further to pave the way of the rational design of the ILmixtures for the

selected practical applications, where the properties of the IL mixtures at the

surface are highly relevant to the total performance and efficient use of mate-

rials, which will contribute to tackling the environmental issues such as CO2
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reduction or efficient energy conversion in the end.
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A
Simulation Details

A.1 Ionic Liquids in Bulk

The details of the simulations performed in Chapter.4 are summarized

here. All atomistic Molecular Dynamics (MD) simulations are per-

formed for 1-ethyl-3-methylimidazolium dicyanamide [EMIM]+[DCA]−,
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at various solute mole fractions ranging from xsol = 0 (pure IL) to

xsol = 0.875 (highly diluted IL solution). Specifically, the mole fractions

xsol ={0, 0.125, 0.250, 0.375, 0.500, 0.625, 0.75, 0.875, 1.00} are considered

for the bulk solutions. For the initial configurations, computational boxes of

dimensions 6.3 nm - 6.5 nm in the periodic x, y, z-directionswere used inwhich

all species were randomly inserted using the software package PACKMOL130.

The correspondingnumbers ofmolecules and ions for the respectivemole frac-

tions are shown in Table A.1. Further details of MD parameters are summa-

rized in Table. A.2.

TableA.1: The number ofmolecules and the box sizes for theMD simulations for (a) DMSO‐
[EMIM]+[DCA]− and (b) water‐[EMIM]+[DCA]− mixtures. The box size is the length of the
equilibrated system.

(a)

Mole fraction of solute xsol
0 0.125 0.250 0.375 0.500 0.625 0.750 0.875 1

Number of ions ni 1000 1000 1000 1000 1000 750 550 320 0
Number of solute molecules nsol 0 143 333 600 1000 1250 1650 2240 3000
Box length in x,y,z directions (nm) 6.41 6.55 6.71 6.93 7.24 6.99 6.96 7.02 7.07

(b)

Mole fraction of solute xsol
0 0.125 0.250 0.375 0.500 0.625 0.750 0.875 1

Number of ions ni 1000 1000 1000 1000 1000 750 550 320 0
Number of solute molecules nsol 0 143 333 600 1000 1250 1650 2240 3170
Box length in x,y,z directions (nm) 6.41 6.45 6.49 6.55 6.65 6.17 5.80 5.33 4.56

150



Table A.2: The MD parameters for the simulations performed in Chapter. 4.

Software package : GROMACS 5.1.3208,154,2

Force field (OPLS/AA)
[EMIM]+[DCA]− : From Ref. 33

DMSO : From Ref. 30
Water : SPC/E95

Electrostatic interaction
Type : particle mesh Ewald (PME)45,54

PME order : 4
Fourier spacing : 0.16 nm
Cut-off radius : 1.0 nm

Van der Waals interaction
Type : Cut-off

Cut-off radius : 1.0 nm
Bonds

Constraint : All-bonds
Algorithm : LINCS81

Energy minimization Equilibration (NVT) Equilibration (NpT) Production run (NpT)
Integrator : Conjugate gradient Leapfrog Leapfrog Leapfrog
Time step : - 2 fs 2 fs 2 fs
Simulation time : - 10 ns 10 ns 300 ns
Temperature coupling

Coupling method : - Velocity-rescaling28 Velocity-rescaling Velocity-rescaling
Coupling constant : - 0.1 ps 0.1 ps 0.1 ps

Reference temperature : - 300 K 300 K 300 K
Pressure coupling

Coupling method : - - Berendsen16 Parrinello-Rahman147

Coupling constant : - - 2 ps 2 ps
Reference pressure : - - 1 bar 1 bar
Compressibility : - - 4.5 × 10−5bar−1 4.5× 10−5 bar−1

Output control
Energies : - - - 1 ps
Positions : - - - 10 ps
Velocities : - - - 10 ps
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A.2 Ionic Liquids in Confinement between Neutral Sur-

faces

The details of the simulations performed in Chapter.5 are summarized here.

All atomistic molecular dynamics (MD) simulations are performed for IL-

water mixtures with different water weight fractions xH2O = {0.000, 0.125,

0.250. 0.375, 0.15, 0.500, 0.625, 0.750, 0.875, 0.95, 0.96, 0.97, 0.98, 0.99}

in distinct ILs [EMIM]+[DCA]−, [EMIM]+[BF4]− and [BMIM]+[BF4]−.

The IL-watermixtures are randomly inserted into rectangular simulationboxes

of dimensions 6.3 nm – 6.5 nm in periodic x, y–direction and 14.5 nm in z–

direction using the software package PACKMOL130. The z–direction was

constrained by two impenetrable siliconwalls with Lennard-Jones (LJ) 9-3 po-

tentials. The semi-isotropic Parrinello-Rahman barostat147 (periodic x– and

the y–dimensions with fixed z–dimension) is used to fix the box length in

z direction. In order to avoid unrealistic interactions behind the surfaces, a

3D-Ewald summation method with the correction term227 was used assum-

ing empty boxes with a height of three times the box length in the z-direction

behind each surface. The MD parameters are summarized in Table. A.3. The

numbers of the molecules in the simulation box are summarized in Table. A.4

(a).
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Table A.3: The MD parameters for the simulations performed in Chapter. 5 and Chapter. 6.

Software package : GROMACS 5.1.3208,154,2

Force field (OPLS/AA)
[EMIM]+[DCA]− : From Ref. 33
[EMIM]+[BF4]− : From Ref. 33
[BMIM]+[BF4]− : From Ref. 33

DMSO : From Ref. 30
Water : SPC/E95

Electrostatic interaction
Type : particle mesh Ewald (PME)45,54

PME order : 4
Fourier spacing : 0.16 nm
Cut-off radius : 1.0 nm

Van der Waals interaction
Type : Cut-off

Cut-off radius : 1.0 nm
Bonds

Constraint : All-bonds
Algorithm : LINCS81

Energy minimization Equilibration (NVT) Equilibration (NpT) Production run (NpT)
Integrator : Conjugate gradient Leapfrog Leapfrog Leapfrog
Time step : - 2 fs 2 fs 2 fs
Simulation time : - 10 ns 10 ns 200 ns for neutral surfaces

(500 ns for xH2O = 0)
300 ns for charged surfaces

Temperature coupling
Coupling method : - Velocity-rescaling28 Velocity-rescaling Velocity-rescaling
Coupling constant : - 0.1 ps 0.1 ps 0.1 ps

Reference temperature : - 300 K 300 K 300 K
Pressure coupling (z direction)

Coupling method : - - Berendsen16 Parrinello-Rahman147

Coupling constant : - - 2 ps 2 ps
Reference pressure : - - 1 bar 1 bar
Compressibility : - - 4.5 × 10−5bar−1 4.5× 10−5 bar−1

Output control
Energies : - - - 1 ps
Positions : - - - 10 ps
Velocities : - - - 10 ps

A.3 Ionic Liquids in Confinement between Charged Sur-

faces

The details of the simulations performed in Chapter.6 are summarized here.

The simulation setups are as same as in Table. A.3 except for the simulation

time for theproduction runs is extended from200ns to 300ns. For the charged

surfaces, the surface charge is implemented by image charges on the surfaces so

that the absolute value of the charge density equals approximately 0.2 C/m2.

The left and right surfaces were negatively and positively charged, respectively
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Table A.4: The number of molecules and the box sizes for the MD simulations of water‐
[EMIM]+[DCA]− mixtures and DMSO‐[EMIM]+[DCA]− mixtures for different solute con‐
centrations. ’NIF’ and ’CIF’ refer to the neutral and charged IFs, respectively.

Mixture Mole fraction of solvent xsol
0 0.125 0.250 0.375 0.500 0.625 0.750 0.875

water-[EMIM]+[DCA]−
water-[EMIM]+[BF4]−
water-[BMIM]+[BF4]−

Number of ionsNi 2500 2310 2257 2187 2090 1946 1710 1254
Number of solutesNsol 0 330 752 1312 2090 3243 5130 8778

Box length in x/y directions (nm) (NIF) 6.82 6.61 6.61 6.60 6.58 6.56 6.53 6.46
Box length in x/y directions (nm) (CIF) 6.78 6.57 6.57 6.56 6.55 6.54 6.51 6.46

DMSO-[EMIM]+[DCA]−

Number of ionsNi 2500 2310 2190 2000 1760 1422 1110 640
Number of solutesNsol 0 330 730 1200 1760 2370 3330 4480

Box length in x/y directions (nm) (NIF) 6.82 6.76 6.83 6.86 6.87 6.77 6.93 6.99
Box length in x/y directions (nm) (CIF) 6.78 6.72 6.80 6.82 6.83 6.75 6.92 7.00

(see Fig.6.1). The corresponding numbers ofmolecules and ions for the respec-

tive mole fractions are shown in Table A.4.
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A.4 Catalysts in Supported Ionic Liquid Phase (SILP) Sys-

tem

The details of simulations performed in Chapter.7 are summarized here.

A.4.1 Simulation Details

Atomistic Molecular Dynamics (MD) simulations are performed for dif-

ferent model systems. First, a two-phase system made of 1-Butyl-3-

methylimidazolium trifluoromethanesulfonate [BMIM]+[Otf]− andheptane

is performed. Then a Ru-catalyst is placed within this two-phase bulk solution

and its diffusion is monitored. At a next step, only a bulk IL solution with the

Ru-catalyst is considered in order to investigate configurational aspects of the

catalysts in the solution. Having gained an insight from the behavior in bulk,

the Ru-catalysts, as well as substrates are placed within a nanometer-sized pore

and follow the dynamics of the system. The surface of the pore are covered by

silanol groups, resembling a fully hydroxylated surface88. The inner walls of

the pore have been functionalized with imidazolium (Im) molecules, in order

to tune the polarity of the pore and its interaction with the IL solution. In the

solution within the pore, chloride ions were added to play the role of coun-

terions and neutralize the surface functional groups inside of the pore. The

corresponding structures of all molecules considered in this work are shown in

Fig.4.1.

For the atomistic MD simulations the reduced charged model (× 0.8) for
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the IL is employed. Therefore, the partial charges of other ionic species in-

cluding the surface functional group, chloride atoms and the own developed

Ru-catalyst also uniformly reduced by the factor of 0.886,170. This approach is

commonly used to study bulk IL solutions. However, alternative approaches

do exist (refer to42,159. In order to resemble typical experimental conditions9,

all simulations were conducted atT = 353 K. For the confined system, the sim-

ulation was extended for 100 ns under the (NVT) ensemble. The simulations

of the bulk solutions, were performed under the (NPT) ensemble and the total

time of the NPT simulation was 50 ns. The details of the simulation parame-

teres are summerized in Table. A.5. Furthermore, the exact details and geome-

tries of the computational boxes are given in Table A.7 as well as in Fig. 7.2.

For the random insertion of molecules, the software package PACKMOL130

for the bulk simulations was used. The corresponding numbers of molecules

and ions are shown in Table A.6 for each type of simulations.

A.4.2 Chemical Structure of the Ru-catalyst

Chemical structure of the Ru-catalyst is sketched in Fig. A.1.
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Table A.5: The MD parameters for the simulations performed in Chapter. 7.

Software package : GROMACS 5.1.3208,154,2

Force field (OPLS/AA)
[BMIM]+[OTF]− : From Ref. 170

Surface functional group : From Ref. 170
Heptane : From Ref. 95
Substrate : From Ref. 95

Electrostatic interaction
Type : particle mesh Ewald (PME)45,54

PME order : 4
Fourier spacing : 0.16 nm
Cut-off radius : 1.0 nm

Van der Waals interaction
Type : Cut-off

Cut-off radius : 1.0 nm
Bonds

Constraint : Hydrogen-bonds
Algorithm : LINCS81

Energy minimization Equilibration (NVT) Bulk (NpT) Confined (NVT)
Integrator : Conjugate gradient Leapfrog Leapfrog Leapfrog
Time step : - 2 fs 2 fs 2 fs
Simulation time : - 20 ns 50 ns 100 ns
Temperature coupling

Coupling method : - Velocity-rescaling28 Velocity-rescaling Velocity-rescaling
Coupling constant : - 0.1 ps 0.1 ps 0.1 ps

Reference temperature : - 353 K 353 K 353 K
Pressure coupling

Coupling method : - - Parrinello-Rahman147 -
Coupling constant : - - 2 ps -
Reference pressure : - - 1 bar -
Compressibility : - - 4.5 × 10−5bar−1 -

Output control
Energies : - - - 1 ps
Positions : - - - 10 ps
Velocities : - - - 10 ps

Table A.6: Number of the species in the simulation boxes for the different type of simula‐
tions. Copyright 2021 Wiley. Used with permission from Ref. 103.

two phase in bulk bulk IL confined system with pores
[BMIM]+ 500 4000 200
[Otf]− 510 4080 210
Heptane 1000 - 1885
Catalyst 5 40 5
Substrates - - 20

Cl− - - 165
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Table A.7: Properties of the generated cavity pore model. Copyright 2021 Wiley. Used
with permission from Ref. 103.

Interior Exterior

Silica block xyz-dimensions (nm) 7.08; 7.02; 12.56
Simulation box xyz-dimensions (nm) 7.08; 7.02; 22.55
Pore drilling direction z
Pore diameter (nm) 5.03
Surface roughness (nm) 0.08 0.00
Cavity separation distance (nm) 2.00
Solvent reservoir z-dimension (nm) 5.00
Inner pore volume (nm3) 2×86.86
Solvent reservoir volume (nm3) 2×248.49
Surface area (nm2) 2×82.34 2×29.85
Surface chemistry before functionalization

Number of single silanol groups 654 252
Number of geminal silanol groups 140 32
Number of siloxane bridges 0 0
Total number of OH groups 934 316
Overall hydroxylation (µmolm−2) 9.42 8.79

Surface chemistry after functionalization
Number Im groups 165 0
Im groups density (µmolm−2) 1.66 0.00
Bonded-phase density (µmolm−2) 1.66 0.00
Number of residual OH groups 769 316
Residual hydroxylation (µmolm−2) 7.75 8.79
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Figure A.1: The chemical structure of the Ru catalyst. The number on each atom corre‐
sponds to the atom labels described in Table A.8. The hydrogen, carbon, nitrogen, and ruthe‐
nium atoms are labelled as H, C, N, and Ru, respectively. Copyright 2021 Wiley. Used with
permission from Ref. 103.
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A.4.3 The force field parameters for the Ru-catalyst

Table A.8: The force‐field parameters (partial charges, bonds‐lengths and bond‐angles) for
the Ru‐catalyst. The atom labels are depicted in Fig.A.1. The numbers in the bond and angle la‐
bels correspond to the atom labels of that figure. Copyright 2021Wiley. Used with permission
from Ref. 103

atom atom partial bond bond angle bond

label name charge (e) label length (nm) label angle (◦)

1 Ru1 0.7863296 1 - 2 0.2392 3 - 1 - 2 166.81

2 O1 -0.2447064 1 - 3 0.2005 5 - 1 - 2 83.97

3 C1 -0.3421256 1 - 5 0.2051 15 - 1 - 2 84.41

4 N1 0.3702056 1 - 15 0.2090 58 - 1 - 2 76.84

5 O2 -0.2785264 1 - 58 0.1856 10 - 1 - 2 97.77

6 N2 0.2548328 1 - 10 0.2300 1 - 2 - 69 108.03

7 C2 -0.1175416 3 - 4 0.1348 1 - 2 - 70 129.53

8 H1 0.0817368 3 - 6 0.1351 5 - 1 - 3 96.78

9 H2 0.0912664 4 - 17 0.1428 15 - 1 - 3 98.73

10 O3 -0.349272 4 - 7 0.1475 58 - 1 - 3 90.09

11 N3 0.2447184 7 - 8 0.1090 10 - 1 - 3 95.34

12 C3 -0.112416 7 - 9 0.1090 1 - 3 - 4 126.79

13 H3 0.092568 7 - 12 0.1525 1 - 3 - 6 125.34

14 H4 0.0912408 12 - 13 0.1091 15 - 1 - 5 158.17

15 O4 -0.1584904 12 - 14 0.1090 58 - 1 - 5 99.85

16 N4 0.1694488 6 - 12 0.1477 10 - 1 - 5 80.57

17 C4 -0.6333536 6 - 38 0.1432 1 - 5 - 80 127.11

18 N5 0.25618 38 - 39 0.1396 58 - 1 - 15 95.40

19 C5 0.5409208 38 - 45 0.1404 10 - 1 - 15 82.77

20 C6 -0.481388 39 - 46 0.1506 1 - 15 - 100 128.13
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21 H5 0.1526712 39 - 40 0.1397 10 - 1 - 58 174.48

22 C7 0.4426312 46 - 47 0.1091 1 - 58 - 60 120.99

23 C8 -0.4683016 46 - 48 0.1093 1 - 58 - 59 125.14

24 H6 0.1560968 46 - 49 0.1088 1 - 10 - 90 128.64

25 C9 0.4555552 40 - 41 0.1084 6 - 3 - 4 107.54

26 C10 -0.5066496 40 - 42 0.1389 3 - 4 - 17 129.16

27 H7 0.1298112 42 - 50 0.1504 3 - 4 - 7 113.60

28 H8 0.1288472 50 - 51 0.1091 3 - 6 - 12 113.24

29 H9 0.1501136 50 - 52 0.1091 3 - 6 - 38 129.32

30 C11 -0.427176 50 - 53 0.1093 7 - 4 - 17 117.12

31 H10 0.1076528 42 - 43 0.1396 4 - 17 - 25 119.45

32 H11 0.13308 43 - 44 0.1084 4 - 17 - 19 118.80

33 H12 0.1204384 43 - 45 0.1389 4 - 7 - 8 109.94

34 C12 -0.3940928 45 - 54 0.1502 4 - 7 - 9 110.09

35 H13 0.1254768 54 - 55 0.1091 4 - 7 - 12 102.63

36 H14 0.071236 54 - 56 0.1089 9 - 7 - 8 108.06

37 H15 0.1084232 54 - 57 0.1092 12 - 7 - 8 112.82

38 C13 -0.6217128 17 - 25 0.1396 12 - 7 - 9 113.20

39 C14 0.5407528 17 - 19 0.1400 7 - 12 - 13 113.04

40 C15 -0.5471624 19 - 26 0.1504 7 - 12 - 14 113.13

41 H16 0.1767272 26 - 27 0.1093 7 - 12 - 6 102.87

42 C16 0.4754224 26 - 28 0.1089 14 - 12 - 13 107.88

43 C17 -0.5286416 26 - 29 0.1088 6 - 12 - 13 109.85

44 H17 0.1718472 19 - 20 0.1391 6 - 12 - 14 109.99

45 C18 0.537564 20 - 21 0.1084 38 - 6 - 12 115.65

46 C19 -0.425668 20 - 22 0.1395 6 - 38 - 39 120.23

47 H18 0.1299544 22 - 23 0.1391 6 - 38 - 45 118.15

48 H19 0.1074888 22 - 30 0.1503 45 - 38 - 39 121.18

161



49 H20 0.0968672 30 - 31 0.1094 38 - 39 - 46 122.96

50 C20 -0.3555192 30 - 32 0.1091 38 - 39 - 40 118.27

51 H21 0.0919568 30 - 33 0.1089 38 - 45 - 43 118.42

52 H22 0.0965112 23 - 24 0.1084 38 - 45 - 54 121.11

53 H23 0.1155288 23 - 25 0.1392 40 - 39 - 46 118.73

54 C21 -0.4324256 25 - 34 0.1503 39 - 46 - 47 110.26

55 H24 0.1167016 34 - 35 0.1093 39 - 46 - 48 111.21

56 H25 0.1132192 34 - 36 0.1090 39 - 46 - 49 112.33

57 H26 0.1116272 34 - 37 0.1090 39 - 40 - 41 118.65

58 C22 -0.2556728 10 - 90 0.1241 39 - 40 - 42 122.02

59 H27 0.0875152 90 - 91 0.1091 48 - 46 - 47 106.76

60 C23 0.0850016 90 - 16 0.1327 49 - 46 - 47 107.93

61 C24 -0.148792 16 - 92 0.1455 49 - 46 - 48 108.13

62 H28 0.1282112 92 - 93 0.1088 42 - 40 - 41 119.27

63 C25 -0.130076 92 - 94 0.1091 40 - 42 - 50 120.92

64 H29 0.1335952 92 - 95 0.1092 40 - 42 - 43 118.11

65 C26 -0.0257104 16 - 96 0.1457 42 - 50 - 51 111.78

66 H30 0.1252088 96 - 97 0.1085 42 - 50 - 52 111.71

67 C27 -0.2669712 96 - 98 0.1091 42 - 50 - 53 110.36

68 H31 0.1529472 96 - 99 0.1091 43 - 42 - 50 120.91

69 C28 0.1954352 15 - 100 0.1249 52 - 50 - 51 108.70

70 C29 0.4448232 100 - 101 0.1090 53 - 50 - 51 106.95

71 H32 0.0102504 100 - 11 0.1320 53 - 50 - 52 107.12

72 C30 -0.4417632 11 - 102 0.1457 42 - 43 - 44 119.20

73 H33 0.098828 11 - 106 0.1459 42 - 43 - 45 121.95

74 H34 0.1286264 102 - 103 0.1089 45 - 43 - 44 118.84

75 H35 0.1109544 102 - 104 0.1092 43 - 45 - 54 120.47

76 C31 -0.4670712 102 - 105 0.1084 45 - 54 - 55 110.94
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77 H36 0.1446664 106 - 107 0.1088 45 - 54 - 56 110.55

78 H37 0.1304984 106 - 108 0.1091 45 - 54 - 57 111.87

79 H38 0.1039544 106 - 109 0.1091 56 - 54 - 55 108.38

80 C32 -0.0619744 2 - 69 0.1368 57 - 54 - 55 107.46

81 H39 0.1189752 2 - 70 0.1467 57 - 54 - 56 107.47

82 C33 -0.3707976 69 - 60 0.1416 19 - 17 - 25 121.36

83 H40 0.1323056 69 - 67 0.1387 17 - 25 - 23 118.39

84 H41 0.1392272 60 - 58 0.1438 17 - 25 - 34 121.37

85 H42 0.1336048 58 - 59 0.1090 17 - 19 - 26 121.28

86 C34 -0.2686904 60 - 61 0.1406 17 - 19 - 20 118.16

87 H43 0.1222616 61 - 62 0.1083 19 - 26 - 27 110.44

88 H44 0.1121408 61 - 63 0.1382 19 - 26 - 28 110.74

89 H45 0.107424 63 - 64 0.1081 19 - 26 - 29 112.41

90 C35 0.085796 63 - 65 0.1393 20 - 19 - 26 120.46

91 H46 0.0533928 65 - 66 0.1082 28 - 26 - 27 106.92

92 C36 -0.3504184 65 - 67 0.1394 29 - 26 - 27 107.43

93 H47 0.1207312 67 - 68 0.1079 29 - 26 - 28 108.70

94 H48 0.1342344 70 - 71 0.1088 19 - 20 - 21 118.82

95 H49 0.1337824 70 - 72 0.1516 19 - 20 - 22 121.97

96 C37 -0.2700856 70 - 76 0.1514 22 - 20 - 21 119.17

97 H50 0.107728 72 - 73 0.1092 20 - 22 - 23 118.13

98 H51 0.1148888 72 - 74 0.1090 20 - 22 - 30 120.62

99 H52 0.1165976 72 - 75 0.1090 30 - 22 - 23 121.25

100 C38 -0.091316 76 - 77 0.1088 22 - 23 - 24 119.29

101 H53 0.118888 76 - 78 0.1091 22 - 23 - 25 121.87

102 C39 -0.3296504 76 - 79 0.1089 22 - 30 - 31 111.29

103 H54 0.1279848 5 - 80 0.1251 22 - 30 - 32 111.09

104 H55 0.1258904 80 - 81 0.1090 22 - 30 - 33 111.53
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105 H56 0.116664 80 - 18 0.1317 32 - 30 - 31 106.89

106 C40 -0.3103728 18 - 82 0.1457 33 - 30 - 31 107.95

107 H57 0.1176832 18 - 86 0.1458 33 - 30 - 32 107.89

108 H58 0.125248 86 - 87 0.1085 25 - 23 - 24 118.83

109 H59 0.1249208 86 - 88 0.1090 23 - 25 - 34 120.22

86 - 89 0.1091 25 - 34 - 35 111.00

82 - 83 0.1088 25 - 34 - 36 112.03

82 - 84 0.1090 25 - 34 - 37 111.06

82 - 85 0.1090 36 - 34 - 35 107.08

37 - 34 - 35 106.62

37 - 34 - 36 108.81

10 - 90 - 91 120.85

10 - 90 - 16 124.47

16 - 90 - 91 114.68

90 - 16 - 92 121.18

90 - 16 - 96 121.61

16 - 92 - 93 109.71

16 - 92 - 94 110.32

16 - 92 - 95 110.14

96 - 16 - 92 117.17

94 - 92 - 93 109.24

95 - 92 - 93 108.86

95 - 92 - 94 108.53

16 - 96 - 97 109.05

16 - 96 - 98 109.85

16 - 96 - 99 109.89

98 - 96 - 97 109.61

99 - 96 - 97 109.84
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99 - 96 - 98 108.58

15 - 100 - 101 120.75

15 - 100 - 11 124.09

11 - 100 - 101 115.15

100 - 11 - 102 122.11

100 - 11 - 106 120.79

106 - 11 - 102 117.09

11 - 102 - 103 109.15

11 - 102 - 104 110.17

11 - 102 - 105 109.42

11 - 106 - 107 109.86

11 - 106 - 108 110.00

11 - 106 - 109 110.02

104 - 102 - 103 108.94

105 - 102 - 103 108.91

105 - 102 - 104 110.22

108 - 106 - 107 109.01

109 - 106 - 107 109.19

109 - 106 - 108 108.73

70 - 2 - 69 121.01

2 - 69 - 60 114.10

2 - 69 - 67 125.37

2 - 70 - 71 107.07

2 - 70 - 72 108.60

2 - 70 - 76 107.33

67 - 69 - 60 120.52

69 - 60 - 58 118.95

69 - 60 - 61 118.63
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69 - 67 - 65 119.13

69 - 67 - 68 121.93

60 - 58 - 59 113.72

61 - 60 - 58 122.38

60 - 61 - 62 118.50

60 - 61 - 63 121.02

63 - 61 - 62 120.47

61 - 63 - 64 120.62

61 - 63 - 65 119.14

65 - 63 - 64 120.24

63 - 65 - 66 119.78

63 - 65 - 67 121.52

67 - 65 - 66 118.70

65 - 67 - 68 118.94

72 - 70 - 71 110.40

76 - 70 - 71 108.64

76 - 70 - 72 114.49

70 - 72 - 73 110.95

70 - 72 - 74 110.05

70 - 72 - 75 110.33

70 - 76 - 77 111.41

70 - 76 - 78 109.09

70 - 76 - 79 110.50

74 - 72 - 73 108.14

75 - 72 - 73 108.64

75 - 72 - 74 108.66

78 - 76 - 77 108.95

79 - 76 - 77 108.68
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79 - 76 - 78 108.13

5 - 80 - 81 120.93

5 - 80 - 18 123.32

18 - 80 - 81 115.74

80 - 18 - 82 121.05

80 - 18 - 86 121.69

86 - 18 - 82 117.11

18 - 82 - 83 109.87

18 - 82 - 84 109.77

18 - 82 - 85 109.94

18 - 86 - 87 109.34

18 - 86 - 88 109.51

18 - 86 - 89 109.62

88 - 86 - 87 109.98

89 - 86 - 87 109.61

89 - 86 - 88 108.76

84 - 82 - 83 108.85

85 - 82 - 83 109.36

85 - 82 - 84 109.03
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