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Abstract

In this thesis, we present a novel approach, Deep3DP, to perform 3D pose estima-
tion of vehicles from monocular images intended for autonomous driving scenarios.
A robust deep neural network is applied to simultaneously perform 3D dimension
proximity estimation, 2D part localization, and 2D part visibility prediction. In
the inference phase, these learned features are fed to a pose estimation algorithm
to recover the 3D location, 3D orientation, and 3D dimensions of the vehicles with
the help of a set of 3D vehicle models. Our approach can perform these six tasks
simultaneously in real time and handle highly occluded or truncated vehicles. The
experiment results show that our approach achieves state-of-the-art performance
on six tasks and outperforms most of the monocular methods on the challenging
KITTI benchmark.

Keywords: 3D pose estimation, 3D vehicle detection, deep learning, computer
vision
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1 Introduction

1.1 Motivation

The autonomous vehicles (AVs) is the evolutionary direction of automobiles due
to its promising reliability and efficiency, as well as the underlying commercial
profits. The very essential step for AVs is to gain a comprehensive perception of
the driving environment. Object detection is one of the key challenges of per-
ception. Thanks to the remarkable advancement of deep neural networks, great
achievements have been made on 2D object detection, while 3D object detection
is still underdeveloped. For example, according to the KITTI Object Detection
Benchmark[42], the Average Precision (AP) of top 10 2D car detection algorithms
is over 90% whereas the best performance of 3D car detection is only 73.66%. This
gap results from the difficulty of adding the third dimension and the orientation
of the 3D bounding box.

For AVs, 3D information of the surrounding vehicles is indispensable because it
expresses the vehicle dimensions, locations and orientation in the real 3D envi-
ronment, which is essential for AVs to perform planning and decision making. To
find a safe and efficient route, the information of actual and potential movement,
dimensions, and location of other vehicles is necessary. In order to perceive the
movement, 3D localization, orientation, and time are used to recover the velocity.
The decision-making systems are more complicated and require more detailed 3D
information. For example, the Bosch’s Autonomous Emergency Braking systems
(AEB) requires the distance to each part of a foregoing vehicle to decide whether
or which level of the brake to apply. And it is common that some parts of the
vehicle are occluded by other objects or truncated by the boundaries of the im-
age. Thus, the exact location and the visibility property of each vehicle part are
necessary.

Here we propose an approach, Deep3DP, that can simultaneously estimate the 3D
dimensions, 3D localization, 3D orientation, 2D part location, and 2D part vis-
ibility of a vehicle by giving a monocular image and all the 2D bounding boxes
for vehicles in real time. Figure 1 shows the inputs and outputs of our approach.
When integrated with a 2D detector, our approach can perform 3D vehicle detec-
tion from monocular images and videos.
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Figure 1: Input and outputs of our approach: (a). One input KITTI image with
2D bounding boxes for vehicles of interest. (b). The corresponding output image
with the predicted 3D bounding boxes, 2D parts location, and 3D part visibility
property. (c). The corresponding estimated 3D bounding boxes in the Velodyne
3D view. (d). The corresponding estimated 3D bounding boxes in the bird’s-eye
view.
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1.2 Contributions

The first contribution of this thesis is a perception learning system that can predict
not only the 3D bounding box for each vehicle but also the 3D position of each
vehicle part, even if these parts are occluded by other objects or truncated by the
boundaries of the image. The foundation behind this is that vehicles are rigid ob-
jects and their geometric characteristics have a lot in common despite the vehicle
types. Therefore, these shared geometric characteristics serve as the prior which
make it reasonable that each vehicle can be expressed by a 3D model along with
a scaling vector. This 3D model is integrated by vehicle parts which are further
encoded by characteristic points. Besides, we apply regression rather than detec-
tion to search and locate these characteristic points. By doing so, our approach
can find all the parts, as long as it ascertains the existence of the vehicle object.
Therefore, even though some parts are invisible to the camera, our approach can
still localize them.

The second contribution is the proposed semi-automatic labelling process which
generates additional labels to create a new dataset for our approach. Deep neural
networks are greedy for data. Manual labelling is time-consuming and error-prone,
let alone it is infeasible to correctly label the very far vehicles or occluded parts
in the image. Therefore, we eliminate the human labour to the extent where
only the 3D models need to be labelled manually. Then the proposed process
automatically selects the best-matching model and projects this model into the
real image to generate labels, e.g. visibility and characteristic points. Besides,
this process can be easily generalized to other tasks, as long as they require 2D
geometry information in the image coordinate system and 3D geometry knowledge
in the world coordinate system.

The third contribution is the multi-task framework which includes a prediction
neural network and an inference block. The network can simultaneously perform
vehicle parts localization, visibility characterization, and dimension proximity pre-
diction at high accuracy level and consequentially, the inference block performs the
vehicle dimension estimation, 3D vehicle localization, and rotation recovery. All
these tasks can be completed in real time, 0.02s per image, which makes it ap-
plicable to directly process the video sequence captured by the front camera of
vehicles.

1.3 Thesis Outline

First, we present a thorough review of the state-of-the-art methods in 3D object
detection relying on different data sources in Section 2. Then in Section 3, we
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provide the necessary knowledge and techniques used in this thesis, including au-
tonomous vehicles in Section 3.1, deep learning in Section 3.2, and computer vision
in Section 3.3. Next, we describe our approach in Section 4, the dataset and la-
belling are presented in Section 4.1, the network phase is elaborated in Section 4.2,
and the inference phase is described in Section 4.3. In Section 5, we discuss the
design choices of our approach, evaluate our approach on six tasks and compare
the results with other methods. Finally, we discuss the deficiencies of our approach
and propose possible solutions as future improvements.
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2 Related Work

In this section, we present a thorough review of existing works on 3D object detec-
tion, especially on 3D vehicle detection, relying on different sensor sources.

2.1 Mono RGB Image Based Approaches

Most vehicles are equipped with monocular cameras and RGB images have detailed
texture information with high resolution so that plenty of approaches are developed
based on monocular RGB images. Images mainly contain 2D information so most
approaches in this category require other help.

One way is to utilize the geometry information of the vehicles. In this category, a
set of algorithms recover the 3D bounding box based on 3D car models. [119, 120]
model the 3D geometry representation of objects with 3D wireframe models. And
the 3D bounding box is estimated based on the geometry constraints of the vehicle
in the image and its corresponding 3D wireframe model. 3DVP [111] performs 3D
detection based on 3D Voxel Patterns which are generated from the KITTI dataset
[42] and a set of 3D CAD models to encode the geometric information of objects.
Mono3D [25] introduces 3D proposals. It exhaustively places 3D bounding boxes
on the ground-plane as proposals, then scores each proposal based on several hand-
crafted geometric features, and finally applies a CNN to score the most promising
candidates to generate the final 3D detections. Recently, CNNs are introduced
to estimate some key features for 3D detection. Deep3DBox [73] applies two
CNNs to estimate the orientation and dimensions respectively, makes use of the
geometric criterion that a 3D box should fit tightly within the 2D box of the
vehicle to estimate the translation, and finally integrates them to perform 3D
detection. Deep MANTA [23] performs 3D object detection based on successful
2D object detection. It applies a CNN to predict some 2D key points and the
template similarity of the vehicles in the image, recovers the corresponding 3D key
points and 3D dimensions with some 3D CAD vehicle models, and finally performs
3D detection via 2D-3D matching. Our approach is similar to Deep MANTA in
spirit.

Another way is to use temporal information. [33, 96] make use of motion structure
and ground estimation to perform 3D detection from 2D bounding box.
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2.2 Stereo RGB Image Based Approaches

A pair of stereo RGB images can provide the depth information of the current
scene. 3DOP [27] recovers depth from stereo images and generates 3D box pro-
posals with the constraints from the depth and other geometry characters, which
are forwarded to modified Fast R-CNN [43] pipeline for object detection and pose
estimation. [81] extends 3DOP by applying a separate CNN to extract features
from the depth and integrating them for the final 3D detection.

2.3 Point Cloud Based Approaches

A LiDAR point cloud is a collection of 3D points acquired by a LiDAR laser
scanner. It can represent 3D information of the surroundings but its resolution is
lower than that of images.

One set of approaches utilize a point cloud by converting it into a 2D array and
making use of the image-based methods to perform 3D detection tasks. This can
alleviate the inherent problem that the LiDAR point is often sparse and irregular
in 3D voxel representation. VeloFCN [67] projects the point cloud to the front view
to generate a 2D point map and then applies a fully convolutional neural network
to estimate the 3D bounding boxes for vehicles on this 2D point map. [110, 26]
also fall into this category. Besides, the pre-trained models based on RGB images
can be used to initialize the CNNs, which has been proven to be beneficial [48].
However, the 2D representation of LiDAR cloud points suffer from object size
variations because of its distance to the sensor and object overlapping.

Another category of approaches transforms the cloud point into a 3D voxel grid
representation. Various quantities are used to encode voxels [98, 97, 66, 104,
36]. For example, in [104, 36], the information in one non-empty cell is encoded
with six quantities while empty cells contain no information. For the single-stage
detectors, e.g. Sliding Shapes [98] and Vote3D [104], they slide window across the
3D voxel space and apply SVM classifiers to perform 3D detection. To improve the
performance, Vote3Deep [36] uses a voting strategy with a sparse 3D convolutional
network. And [66] feeds the point cloud voxel directly to a 3D FCN to generate
3D bounding boxes. For the two-stage framework, e.g. Voxelnet, it extends the
2D RPN [86] to 3D to generate 3D proposals and applies a refine network to score
these proposals [118]. 3D CNNs boosts the 3D detection performance while the
computation is very expensive and sparsity remains a challenge.
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2.4 Sensor Fusion Based Approaches

Images are of high resolution but lack depth, while LiDAR data has 3D information
but are sparse and irregular. Thus, many works have investigated combining these
complementary data sources together to build robust 3D object detectors.

One investigated direction is to extract information from these two sources sep-
arately for sub-functions. Frustum PointNets [83] first generates frustum point
cloud proposals based on 2D object detection, then performs 3D instance segmen-
tation in each frustum point cloud and finally applies a box estimation net to esti-
mate the final 3D bounding box for each object. Similarly, [34] first generates 2D
bounding boxes and estimate vehicle dimensions for the target vehicles in images.
Secondly, a model fitting algorithm estimates the 3D bounding box on a subset of
the point clouds which fall into the 2D bounding box after projection. Finally, a
refine 2D CNN performs the final 3D box regression and classification.

The other is to fuse these two kinds of data and process them as a whole. There
are various ways to fuse data. One intuitive way is projection. For example,
[35] converts the point cloud to a dense depth image and then appends it as an
additional channel of the image. [90] extends [35] via converting the cloud point
to a three-channel HHA map. Their 3D detection score is low mostly due to
the loss of 3D information during projection. The more advanced way is to fuse
their feature maps. MV3D [28] first generates 3D proposals in LiDAR’s bird’s-
eye view and projects these proposals to the features maps of the image and
the bird’s eye view and front view of LIDAR data. Then a deep network fuses
three RoI pooling regions and performs 3D detection based on the fused features.
PointFusion[113]simultaneously applies a ResNet [51] to extract appearance and
geometry features from image crops defined by the 2D bounding boxes and a
modified PointNet [84] to process the raw point cloud, and finally uses a novel
fusion network to integrate both features and estimate 3D bounding box. Recently,
Zining et al. [107] apply an innovative sparse non-homogeneous pooling layer to
fuse the features extracted from bird’s eye view of LiDAR data and front view
camera images by two separate CNNs before region proposal stage. And then
a single-stage detector adapted from [70] is designed to perform 3D detection
on these fused data without RoI pooling, which is 6 times faster then MV3D.
AVOD [63] applies double feature fusions. It uses two identical CNN to extract
features from images and LiDAR data respectively and exploits a Multimodal
Fusion Region Proposal Network to generate vehicle proposals from the fused
feature crops, projection regions of anchors in the feature maps. Finally, it applies
a Multiview Detection Network to perform 3D detection on the fused feature crops
corresponding to the proposals.
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3 Background

3.1 A Short History of Autonomous Vehicles

Autonomous Vehicles (a.k.a. Automated/Driverless/Unmanned/Robotic/Self-driving
Vehicles) is a relatively vague concept to the public. Actually, it covers a contin-
uum from traditional fully human-driving automobiles to fully self-driving vehicles,
as SAE classified in Table 1.

Table 1: Summary of levels of driving automation[8].

Contrary to the intuition, the idea of Autonomous Vehicles has a long history.
The experiments of this fictional idea can be traced back to the 1920s and the
technology behind it was radio control [7].

But the truly autonomous cars did not show up until the 1980s, even though they
could only move slowly on clear streets and required massive human intervention.
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Mercedes-Benz demonstrated a robotic van based on saccadic vision [91]. The Au-
tonomous Land Vehicle (ALV) project funded by The Defense Advanced Research
Projects Agency (DARPA) cultivated automatic vehicles based on Computer Vi-
sion, LIDAR, and autonomous robotic control [61]. Carnegie Mellon University
initially applied a neural network to control the vehicle [82].

In the 1990s, huge progress was made. The VaMP from Daimler-Benz drove more
than 1000 km, achieving the maximum speed of 130 km/h on a normal Pairs high-
way semi-autonomously [91]. The Navlab project in Carnegie Mellon University
achieved a 5000-km journey across America with only 1.8% human interventions
[5]. The ParkShuttle in the Netherlands could autonomously navigate itself on a
dedicated lane as an automated people mover [78].In this decade, the experiments
were mainly carried out in highway scenarios rather than urban scenes.

In the 2000s, competitions promoted this technology a lot. One of the most famous
competitions is The DARPA Grand Challenge in the U.S. who offered $ 1 million
for the first prize. In 2004, no vehicle completed the 241-km journey autonomously
while 5 teams achieved this goal in 2005 [59]. And in Grand Challenge III 2007,
known as Urban Challenge, 6 vehicles finished the event which was a 96-km urban
route involving traffic regulations and other vehicles [60].

In the 2010s, Autonomous Driving Technology starts to take off. Numerous events
and projects have been carried out and considerable companies, universities, and
research centers have engaged in this field. Based on the progress made before,
many autonomous vehicle systems are being tested or even brought into produc-
tion. Notable events includes the VisLab Intercontinental Autonomous Challenge
in 2010 [20] and the Intelligent Vehicle Future Challenges from 2009 to 2013 [74].
In industry, Tesla Motor released AutoPilot that is able to perform automated
parking and lane control with autonomous driving, braking and speed adjustment
in 2014, and Audi started the first production car, A8, reaching Level 3 of Au-
tomation in 2017 [4].

Based on the efforts in the last decades, Autonomous Driving is gradually trans-
formed from dream to reality. Its bonus covers safety guarantee, congestion reduc-
tion, land use efficiency, energy saving, emission reduction, economic benefits and
so on. However, the Level 5 vehicles are so far from maturity that further research
and development are in high demand.

3.2 Deep Learning Technology

Recently, Deep Learning (DL) has shown its impressive power in a variety of tasks,
especially in some complex tasks that cannot be explicitly programmed by hand,
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such as anomaly detection and online advertising. DL delivers the solutions by
learning from data automatically via a general learning procedure which domi-
nantly makes use of backpropagation and optimization algorithms, e.g. gradient
descent.

It attracts world-wide attention mainly by outperforming other classic machine
learning algorithms, e.g. Support Vector Machine (SVM), in many competitions
in image classification, object detection, or natural language processing. This is
because DL applies a deep automatic feature learning architecture, i.e., an artifi-
cial neural network model with multiple hidden layers, to learn deep distributed
hierarchical non-linear representations which yield better performance for learning
tasks, e.g. in terms of classification accuracy. Such representations bring many
good properties, such as feature reuse, parameter sharing, multiple levels of pro-
gressive abstraction, and invariance to local changes of the raw inputs, and thus
provide better predictive power than classic machine learning algorithms [14].

Convolutional neural networks (CNNs) is one of the major branches of artificial
neural networks. A CNN is a feed-forward multi-layer neural network, typically
consisting of one or more convolutional layers, interleaved by some pooling layers,
and finally followed by some fully-connected layers. This modern framework of
CNNs is established by LeCun et al. when he proposed the handwritten digit clas-
sifier LeNet-5 [64]. Afterwards, deeper architectures are emerged such as AlexNet
[89], VGGNet [92], GoogleNet [100] and ResNet [52]. In general, deeper archi-
tectures generate better feature representations and closer approximations to the
target function but they also result in more complex models which are more diffi-
cult to train and easier to be overfitting. Therefore, many approaches have been
proposed to address such problems.

CNNs are specifically designed to work with problems taking images as inputs,
such as image classification, object detection and pose estimation. The above-
mentioned CNNs examples all made the great performance in their respective
tasks, e.g. ResNet won the first prize in ILSVRC 2015.

The core building block, convolutional layers, is used to compute feature maps
with convolution kernels. Each neuron in a convolutional layer is connected to a
local region in the previous layer, called receptive field, and computes an output by
performing a convolution operation (element-wise matrix multiplication) between
its weights (kernel) and the connected region followed by a non-linear activation
function. A nice property of CNNs is that the kernel is shared by all receptive fields
in the preceding layer when computing the corresponding feature map. Thus, each
feature map is used to capture exactly the same feature at different locations. And
this characteristic can substantially reduce the number of parameters in CNNs,
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which leads to faster training [76].

The pooling layers perform a downsampling operation, typically max pooling [19]
and average pooling [105], along the spatial dimensions of feature maps to achieve
shift-invariance.

Normally, successive convolution layers detect more abstract features, e.g. wheels,
than the preceding ones that tend to detect low-level features, e.g. curves and
edges. Therefore, after the operations performed by several convolutional and
pooling layers, progressively higher-level features can be obtained to feed a fully-
connected layer whose goal is to perform high-level reasoning to generate the global
semantic information [92, 53].

For classification problems, the output layer of CNNs usually deploys the softmax
operator [89] or the SVM method [103] to output discrete results. Regression tasks,
on the other hand, require continuous-valued predictions so that the output layer
should have a linear activation function, e.g. weighted sum, along with a proper
cost function, e.g. mean squared error [117].

The training for CNNs is a global optimization problem by minimizing the defined
loss function. Normally, CNNs can be trained end-to-end efficiently with back-
propagation together with an optimization algorithm, such as stochastic gradient
descent [108]. The mechanism behind it is that gradient of the loss function w.r.t.
all parameters are calculated and then used to update the parameters to the di-
rection of minimizing the loss function based on iterations over the full batch or
mini batches of the training data.

3.3 Computer Vision

Computer vision is an interdisciplinary field that enables computers to interpret
images just as what we humans can do. Its goal is about automatic extraction,
analysis, and understanding of the information from images [6]. There are a huge
variety of ways to process images and a marvellous diversity of applications in this
board field, ranging from replicating human visual abilities to creating nonhuman
visual capabilities [47]. Some real-world applications include object recognition or
detection, 3D model building, motion capture, etc [102].

Despite all the progress achieved, computer vision systems are still so underdevel-
oped that they can’t match the visual ability against a 5-year-old child. Vision
is natural and effortless for humans but factitious and demanding for computers
[11]. The difficulty in part results from the fact that vision is an inverse problem
where we attempt to recover the unknowns, e.g. shape and illumination, based on
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insufficient information on their causes, e.g. models [102]. Therefore, it is hard
to explicitly generate clear problem-solving rules, especially for complex problems,
e.g. 3D object detection. But currently, Deep Learning seems to find a way out
and pushes a big step forward.

Next, in this section, we introduce some basic knowledge in computer vision related
to our approach.

3.3.1 Image Formation

Imaging systems or cameras are some devices that allow the projection of light
from 3D points to a 2D medium that records the light pattern. Figure 2 (a)
shows a pinhole imaging model which is able to capture the light pattern, the
inverted candle image, by allowing a very tiny cone of rays issued at every point
of the source, the real candle, to project on the image plane. This is called pinhole
perspective projection which is primitive but provides an acceptable approximation
of the imaging process [41].

The projection equation can be derived from Figure 2 (b), where (O, i, j, k) is the
pinhole camera coordinate system and the origin O is at the pinhole, p = (u, v, d)T

is a point in the image, and P = (x, y, z)T is a point denotes the source. As light
travels straight in the same medium, p,O and P are collinear, and Therefore, we
can deduce the Eq. 1:

{
u = dx

z
,

v = dy
z

(1)

Modern cameras are built on lenses that can gather more light to make the image
more bright while maintaining its sharpness. But the imaging process is very
similar to the pinhole camera. Lenses can also introduce some aberrations, e.g.
spherical aberration, radial distortion, and chromatic aberration [41]. Therefore,
correction is necessary.

3.3.2 Intrinsic and Extrinsic Parameters

To project a 3D point in the world coordinate system, we first have to transform
this point from the world coordinate system to the camera coordinate system and
then transform it into the image plane. The first transformation depends on the
extrinsic parameters while the second relies on intrinsic parameters.
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Figure 2: (a). the pinhole imaging model; (b). the geometric model for perspective
projection. [41]

Intrinsic parameters include the focal length f just like the d in Figure 2 (b),
the image coordinates origin (u0, v0), and the skewed angle θ of two image axes.
Coordinates in the image plane are usually expressed in pixel which can be square
or rectangular. So let us assume α and β are the value expressed f with hori-
zontal and vertical pixel-meter scales. Therefore, we can finally transform Eq. 1
into {

u = αx
z
− α cot θ + u0,

v = β
sin θ

y
z

+ v0
(2)

When it is written in matrix form as Eq 3, the 3 × 3 matrix K is the intrinsic
matrix of the camera. Note that PC is expressed in camera coordinate system and
P I is in the image coordinate system.

19



P I = KPC ⇔ 1

z

( u
v
1

)
=

α −α cot θ x0
0 β

sin θ
y0

0 0 1

xy
z

 (3)

Extrinsic parameters define a rigid transformation from world coordinate sys-
tem to camera frame. A rigid transformation has six degrees of freedom, including
three Euler angles expressed in a 3 rotation matrix R and three translation com-
ponents along each axis expressed in a 1 × 3 translation vector t. A 3D point
expressed in homogeneous coordinates is P = (x, y, z, 1)T . Homogeneous coordi-
nates can simplify various geometric transformations into matrix multiplication
[41]. Therefore, this rigid transformation expressed in homogeneous coordinates
is

PC = TCWP
W , where TCW =

(
R t
0T 1

)
(4)

PC and PW are coordinates of the same point expressed in world coordinate system
and camera coordinate system respectively. TCW is the extrinsic matrix of the
camera.

To put it all together, the projection equation in homogeneous coordinates is

P I =
1

z
MPW =

1

z
K

(
R t
0T 1

)
PW (5)

where M is the perspective projection matrix.
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4 Deep3DP Approach

Figure 3: The Architecture of our Deep3DP approach

In this section, we elaborate on our approach for 3D pose estimation of vehicles
in monocular images. Our approach is based on 2D vehicle detection, i.e., the 2D
bounding boxes of vehicles are given as prior, since 2D object detection techniques,
such as YOLO [85], Faster R-CNN [86], SSD [71], R-FCN [31], and FPN [69],
have achieved very high accuracy while 3D object detection performance is still
primitive. The overall architecture of the approach is illustrated in Figure 3. It
consists of two main phases. The first one is the Deep3DP Network which takes
the KITTI images and the 2D bounding boxes as inputs and predicts the visibility
property and 2D coordinates of all characteristic points, as well as the dimension
proximity. The details are presented in section 4.2. The other phase estimates
the 3D location, rotation, and dimension of each vehicle based on the 3D vehicle
dataset and the outputs of the Deep3DP Network. Section 4.3 demonstrated this
phase in detail. The KITTI dataset and the 3D vehicle dataset are described in
section 4.1.
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4.1 Data and Labelling

4.1.1 KITTI Dataset

The KITTI 2D/3D object detection challenge is dedicated to autonomous driving
and releases a dataset containing 7481 images for each one of 4 cameras and their
associated labels and calibrations [42]. The dataset covers scenarios of City, Res-
idential, Road, Campus, and Person. We only use the images taken by the left
colour camera. The example image is shown in Figure 4. The associated labels
are shown in Table 2. The calibration is given as transformation matrix.

Figure 4: Example image from KITTI dataset captured by the left colour camera.

#Values Name Description

1 type

Type of object:

Car, Van, Truck, Cyclist, Tram, Pedestrian,

Person sitting, Misc or DontCare

1 truncated
A float from 0 (non-truncated) to 1,

indicating the extent of the object out of the image

1 occluded

An integer indicating occlusion state:

0 = fully visible, 1 = partly occluded,

2 = largely occluded, 3 = unknown

1 alpha Observation angle of the object, ranging [-pi..pi]

4 bbox
2D bounding box of the object in the image (0-based index):

contains left, top, right, bottom pixel coordinates (x1, y1, x2, y2)

3 dimensions 3D object dimensions: height, width, length (in meters)

3 location 3D object location x,y,z in camera coordinates (in meters)

1 rotation y Rotation ry around Y-axis in camera coordinates [-pi..pi]

Table 2: Label specification of KITTI dataset
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4.1.2 3D Vehicle Dataset

This dataset is intended to encode the diversity of vehicles according to type,
dimension, and chassis shape. It is created based on a selected subset of synthetic
3D CAD models [39]. We only include the well-aligned and symmetrical models,
and also take the dimension and type into consideration. We classify all the models
into six categories: Mini, Hatchback, Sedan, SUV, Wagon, and Van. And for each
category, subcategories are marked out according to their dimensions and shapes
in order to make a refined selection. The statistic of dimensions is well distributed
and each existing vehicle can be classified into one category only.

Our final dataset consists of 54 valid vehicle models. Each vehicle model has a
3D CAD model, a 3D template, and a 3D sketch correspondingly, as shown in
Figure 5. All these three representations are aligned in canonical view and share
an identical object coordinate system. The CAD models are created based on
real vehicles and have all the geometry information with them. The 3D templates
represent the vehicles’ dimensions. The 3D template associated to the 3D model
k is denoted as tk = (hk, wk, lk) where hk, wk and lk represent the height, width,
and length of the model respectively.

The 3D sketches indicate the chassis shapes. Each 3D sketch consists of 20 charac-
teristic points around the chassis with each point denoting one part of the vehicle.
So the kth sketch is denoted as S3d

k = (p1, p2, ...p20), where pi = (xi, yi, zi). The
reason why we choose the points around chassis as feature points is that their
geometric relationship is more stable than points in other places. Because the
chassis part is more about functionality than appearance attraction compared to
other parts of the vehicle, e.g. the upper part. In this way, the sketches can
be more universal so that they can represent a wider range of vehicles, which
reduces the number of models required and further increases the computational
efficiency.

In order to create the 3D sketches, we implement a labelling tool, shown in Figure
6. It is capable to label the 3D coordinates for all the characteristic points asso-
ciated to each vehicle. These coordinates are expressed in the object coordinate
system.
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Figure 5: Six vehicle categories of the 3D vehicle dataset. Each vehicle model is
associated with a 3D CAD model, a 3D template, and a 3D sketch.

Figure 6: Labelling tool for 3D sketches
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4.1.3 Labelling for KITTI Dataset

Our approach requires three extra kinds of labels to training the Deep3DP Net-
work, i.e., 2D coordinates and visibility property of characteristic points and a
dimension proximity vector, as shown in Table 3. Labelling is never a trivial task.
Due to the demanding workload of manual labelling and the cases where it is
almost impossible to label the small vehicles in the image manually, we propose
an automatic label generation method. It is able to make use of the 3D vehicle
dataset and the KITTI dataset to generate these three additional kinds of ground
truth.

#Values Name Description

2x20 2D coordinate (x, y), the location of 20 characteristic points in the image coordinates

1x20 visibility

An integer indicating visibility property of each point:

0 = visible, 1 = occluded,

2 = self-occluded, 3 = truncated

3x54 dimension proximity
A vector Ti represents the dimension ratios

between each model and the vehicle

Table 3: Specification of three additional labels

4.1.3.1 2D Coordinates

2D coordinates of key points of each vehicle in the image coordinate system are
generated by projecting the 3D sketch of this vehicle to the image. The vehicle’s
3D sketch is selected via template-matching, i.e., the best-matching sketch is the
one whose associated template is closest to the vehicle’s dimensions. The 3D-2D
projection is performed based on the given intrinsic and extrinsic parameters, as
shown in Figure 7. The intrinsic parameters are given as calibration by KITTI
and the extrinsic parameters are given as 3D object dimensions and rotation ry
in KITTI labels. KITTI makes a simplified assumption here that the vehicle only
rotates around the yaw axis but not roll or pitch axis. One example of the labelled
2D coordinates is shown in Figure 8.
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Figure 7: 3D-2D projection

Figure 8: Example of 2D coordinates and visibility of one vehicle. The left image
is one patch of KITTI image. The right image is the one after labelling. The
points indicate the 2D coordinates and the color indicates the types of visibility:
red for visible, green for occluded, and blue for self-occluded.

Figure 9: Visibility labelling mechanism. The left image shows the rotation ry in
the camera coordinate system, which helps distinguish the visible and self-occluded
case. The right image shows the location of the vehicle in the camera coordinate
system, which helps define the occluded situation.
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4.1.3.2 Visibility

As an example of the labelled visibility shows in Figure 8, the visibility property
of characteristic points is classified into four scenarios:

i. Visible if the point can be seen directly;

ii. Occluded if the point is occluded by other objects;

iii. Self-occluded if the point is blocked out by the vehicle itself;

iv. Truncated if the point exceeds the boundaries of the image.

The visibility of each point is determined by its position, i.e., the 2D coordinate in
the image. Being visible or self-occluded is distinguished by means of rotation ry
of each vehicle. As the right schematic diagram in Figure 9 shows, the rotation ry
can indicate unambiguously which faces of the vehicle are facing to or away from
the camera. If the points are on the observable faces, they are labelled as visible,
otherwise they are classified as self-occluded. Occluded case happens when the 2D
coordinate of the point falls into the 2D bounding box of a former object. The
object is defined as former when it locates in the region enclosed by the axes and
two solid blue line in the left schematic plot of Figure 9 if the vehicle is on the first
quartile. And when the vehicle is on the second quartile, it is just a mirrored case.
Truncated is identified when the point’s 2D coordinate exceeds the boundaries
of the image. The size of KITTI images is determined. The truncated property
has the highest priority, the occluded underlies, the self-occluded or the visible is
considered at last.

4.1.3.3 Dimension Proximity

Dimension proximity of one vehicle is encoded as a vector Ti which is defined
as Ti = {rk}k∈{1,..,K}, where K denotes the number of 3D vehicle models and
rk = (rh, rw, rl) corresponds to three scaling ratios between the dimensions (i.e.,
height, width, and length) of each model and the vehicles respectively. The vector
Ti represents the similarity between each model and the vehicle. The most similar
model of a vehicle is the one whose rk is closest to (1, 1, 1).

4.1.4 Notations

In sum, based on the KITTI images and 3D vehicle models, each vehicle can be
defined by seven critical attributes:

{D,B2d, B3d, C2d, C3d, V, T}
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D = (h,w, l) represents the dimensions of the vehicle. B2d = (cu, cv, w, h) defines
the 2D bounding box in the image with (cu, cv) denoting its centre, w for its
width and h for its height. B3d = (o, θ, d) where o = (cx, cy, cz) is the centre, θ
is the rotation ry around the yaw axis, and d = (w, h, l) is its dimensions. C2d =
{(ui, vi)}i∈{1,...,20} represents the 2D part coordinates in the image plane, while
C3d = {(xi, yi, zi)}i∈{1,...,20} denotes the 3D part coordinates in world coordinate
system. V = {vi}i∈{1,...,20} is the visibility for all the characteristic points in the
vehicle. T = {(rh, rw, rl)k}k∈{1,...,54} is the dimension proximity vector.

4.2 Deep3DP Network

This subsection describes the details of the Deep3DP Network, including its ar-
chitecture, implementation, and training.

Figure 10: The Architecture of Deep3DP Network.

4.2.1 Architecture

The neural network is to learn a map from an N -dimensional input space to an
M -dimension output space. The map consists of several stages, called layers of
the network, written as

Y = lL(...l2(l1(X))),where Y ∈ RM , X ∈ RN (6)

Even though there are various layers, most layers are composed of neurons, the
basic computation element. Most neurons are realized by linear and non-linear
operations as

aij = σ(W T
ijXi + bj) (7)

where aij is the result of the ith neuron in the jth layer, σ(·) is the activation
function and Wij and bj are the weights vector and bias applied to input vector
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Xi. The pooling layer is a special case which performs downsampling operations,
such as max pooling [19] and average pooling [105].

As shown in Figure 10, our network follows the standard CNN architecture estab-
lished in LeNet-5 [64]. It stacks a set of convolutional layers and pooling layers
as a feature extractor, followed by 3 residual blocks and one fully-connected layer
to refine the features, and three kinds of output layers in the end. The goal of
this network is to learn the 2D coordinates and visibility property of 20 interest
points and the dimension proximity vector of the vehicle, given the RGB images
captured by a monocular camera.

4.2.1.1 Input Layer

The input layer accepts the RGB images and feeds them into the network. In
theory, images with arbitrary size can be accepted, but to make it more efficient,
we use images with fixed size (96 x 160 pixels). In this way, multiple images can
be processed in one batch in order to reduce the variance of parameter updates
and make the best use of highly optimized matrix optimizations during training
[87].

Since our approach is based on 2D object detection, each image contains at least
one whole vehicle. To obtain these images, we first crop the patches defined by
the 2D bounding box, then resize them to match one predefined dimension (96 or
160 pixels), and finally put the resized images in the centre of the 96 x 160 canvas
and padded with zeros for other pixel positions. We choose 96 x 160 as the fixed
size because they are the means of sizes of all original patches so that we don’t
have to rescale the patch too much. Some examples are shown in Figure 11.
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Figure 11: Examples of input images: a. the side view, b. the back view, c. the
front view, d. the occluded case

4.2.1.2 Hidden Layers

The hidden layers in Deep3DP network consist of a feature extractor, 3 residual
blocks [51], and a fully-connected layer. Both the feature extractor and residual
blocks are composed of convolutional layers and pooling layers.

The feature extractor is actually one of the available neural network models built in
the Keras library [29], i.e., VGG16, VGG19, Xception, ResNet50, etc.It is trained
to learn deep distributed hierarchical non-linear representations of the input im-
ages.

ResNet50 [51] is chosen to be the benchmark model because it can ease the training
and accelerate the convergence, especially for the fine-tuning. It is well known that
there are two main obstacles that hamper the training of deep neural networks:
the vanishing/exploding gradient problem [15, 45] and the degradation problem
that as the network is built deeper, the accuracy gets saturated or even degrades
sharply [50]. Residual nets are designed to address these two problems. Instead of
learning the direct mapping from input to output, it learns a residual mapping first
and then adds the input to it, just as Figure 12 (a) shows. The paper validates that
it is easier to learn the residual mapping than the direct one and the gradient can
always pass through along the short-cut connections. Figure 12 (b) and (c) shows
two building blocks in our network. (b) is an identity block where the dimensions
of input and output matches, while (c) is a linear projection block where the
right branch performs 1×1 convolution to match the dimensions because the final
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addition is performed element-wisely.

Figure 12: Residual network blocks: (a). a residual block [51], (b). an identity
residual block in our network, (c). a linear projection residual block in our network

The last three residual blocks and a fully-connected layer is designed to learn non-
linear combinations of the extracted features and then forward them to the output
layers.

For all hidden layers, we all apply ReLU as the activation function. The function
is

f(z) = max{0, z} where z = W TX + b (8)

This is a piecewise linear function consisting of two linear pieces, which makes the
gradients through a rectified linear unit stay large and consistent whenever the unit
is active. Papers [46, 75, 57] have validated that networks activated by ReLU can
achieve much better performance than others. ReLU preserves many properties
that make it easy for the model to optimize by using gradient-based methods and
generalize well, while introducing non-linearity into the model [47].

4.2.1.3 Output Layers

Our network has three kinds of output layer for the three tasks respectively. For
2D coordinates regression, a 40-neuron layer with linear activation function is pro-
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vided. Each neuron’s output indicates one coordinate value, i.e., xi or yi. 20
coordinates are arranged in an ascending order. For visibility characterization, we
implement 20 independent quaternary classifiers for 20 points. Each classifier is
associated with a softmax activation function [18] which outputs four values rep-
resenting the probabilities of each target class over all possible classes. Dimension
proximity is equipped with a 154-neuron linear layer for regression. Each neuron
indicates one ratio element of the dimension proximity vector. Eq.9 is a linear
activation function while Eq.10 is a softmax activation function.

outi = W T
i Xi + bi (9)

outi =
eW

T
i Xi+bi∑K

k=1 e
WT

k Xk+bk
(10)

4.2.2 Training

4.2.2.1 Multi-task Learning

As mentioned in Section 4.2.1.3, our network has totally 22 output layers. This
implementation makes use of multi-task learning (MTL) where multiple learning
tasks are trained in parallel based on the shared features. Caruana has validated
that tasks trained in MTL have better generalization performance than trained
in a single-task learning mode [21]. And he summarizes that this improvement
results from leveraging the domain-specific information contained in the training
signals of other related tasks [21]. Therefore, we follow this paradigm to design
our network in order to achieve better performance.

4.2.2.2 Loss Functions

The learning of 2D coordinates and dimension proximity are regression tasks so
that a robust smooth L1 loss function [43] is chosen for them. We modify it as

smoothL1(x) =

{
x2 if |x| < 0.25

|x| − 0.1875 otherwise
where x = ŷ − y (11)

Compared to L2 loss, it is less sensitive to outliers and no special attention is
required to pay in order to prevent gradient exploding problem[43]. Besides, when

32



applied with gradient-based optimization, L1 loss and L2 loss often result in poor
performance [47].

For visibility characterization, we develop a model for probabilistic classification
so that categorical cross-entropy is used as the loss function. It is also known as
the negative log-likelihood [47], defined as:

Lcce =
1

N

N∑
n=1

H(y, ŷ) = − 1

N

N∑
n=1

c∑
i=1

yn,i log ŷn,i (12)

where H(y, ŷ) denotes the cross-entropy between the ground truth probability
distribution y and the predicted ŷ, and yn,i represents the true probability of ith
class for the nth data example while ŷn,i is the estimated. It is a continuous convex
loss function which measures the discrepancy between the true and estimated
distributions of multi-class classification tasks [13], which means it can measure
the degree of correctness, i.e., it can distinguish between “nearly correct” and
“totally wrong” cases. It outperforms other loss functions in classification tasks
and then becomes ubiquitous in deep learning nowadays.

Therefore, training objective is expressed as the total loss of all tasks, written
as:

Ltotal = λcoordLcoord + λtempLtemp + λvisib

20∑
i=1

Lvisib i (13)

where λcoord, λtemp, and λvisib are loss weights for these three kinds of tasks respec-
tively. Loss with higher weights has more impact on the gradients and thus tunes
the parameters perform better for its corresponding task.

4.2.2.3 Normalization

Normalization is an important pre-processing step in deep learning which ensures
that each feature has a similar data distribution pattern. This is usually done
by restricting the features in a certain range or standardizing their ranges. It
can enhance the learning capability of the network and speed up the convergence
substantially because it can reduce the bias among features and decrease the low
and high-frequency noise in data [58]. The speed-up mechanism can be concluded
from Figure 13. If we initialize the network at point A in Figure 13 (a), the
gradient-descent update routine will oscillate along the long axis of the eclipse,
which definitely takes more time to reach the optimum than any arbitrary initial
point in Figure 13 (b) where the updated trajectory is almost a straight line for any
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starting point to the minimum. Besides, this also helps the performance because
the updated trajectory oscillates less around the minimum for case (b) than case
(a) so that it is more likely for case (b) to reach the optimum.

Figure 13: Effect of normalization: (a). data distribution before normalization,
(b). data distribution after normalization

Our network takes RGB images as input so that pixel intensity is the input feature.
The technique we use to normalize the image is channel mean subtraction, used
in [93, 44], which centers all the features around the origin along each dimension.
As mentioned in CS231N [3], mean channel subtraction is enough for CNNs and
the original range of pixel values is determined, i.e., [0, 255].

The range of ground truth influences the loss. In order to make the three types
of labels impact similarly on the loss, we normalize them. For visibility, we use
one-hot-encoding to encode its classes so that it only has value 0 or 1. The value
of 2D coordinates C2d = {p1, p2, ..., p20}varies greatly so that we normalize them
w.r.t. the associated 2D bounding box B2d = (cu, cv, w, h) [23]. The normalized

2D coordinates C
2d

= {p1, p2, ..., p20} ranges [−1, 1], where

pi = (
ui − cu
w

,
vi − cv
h

) (14)

The dimension proximity vector T is normalized with log function element-wisely
[23], resulting in T and its range falls into [−1, 1], too.

Moreover, as Sergey et al. [56] state the variation of each layer’s input distribution
during the training makes the training complicated and hard to converge quickly
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so that we apply Batch Normalization (BN) to alleviate the internal covariate shift
phenomenon. BN normalizes the summed activations of each layer to a distribution
of zero mean and unit variance. The mean and variance of each activation are
computed on each mini-batch. By doing so, much larger learning rate can be used
for training and no special attention has to pay on parameter initialization.

4.2.2.4 Regularization

Regularization techniques are used to address the overfitting problem in order to
make an algorithm not only perform well on the training data but also on the
test data, the previously unseen data [47]. Overfitting results from either that the
algorithm is too complicated for the data or that the sampled data is not able
to represent the internal pattern. Normally, we design an algorithm to model the
data pattern exhaustively first and then apply regularization techniques to make
the algorithm generalize well.

In the data aspect, we use data augmentation as a regularization. The best way to
address overfitting is to train the model on more data, but the amount of data is
restricted for one dataset. Therefore, we generate some synthetic data. Since our
network involves classification and regression tasks, we mainly enlarge the dataset
via horizontal flipping and scaling.

In the architecture aspect, Batch Normalization [56] is used as the regularization
in each layer. BN enables the network to obtain the information of the training
sample and the others in mini-batch simultaneously so that it does not generate
deterministic dependency on this training sample. Therefore, BN can replace
Dropout [99] to be the regularization for our convolutional network.

Besides, Multitask Learning is another technique we used to improve generalization
performance. In our network, the learning representation is shared across all tasks
so that the parameters shared are constrained from biasing towards one specific
task, i.e., only the representation that is useful for more than one tasks can be
kept [47]. Therefore, the statistical strength of the parameters is highly enhanced
[12].

During the training, early stopping is applied to prevent the model being trained
too complex to fit the test data. As Figure 14 (a) shows, we halt the training
when the validation error stops decreasing. The stopping point is when the learned
model can represent the pattern of validation data most. It regards the number of
training epochs as a hyperparameter and can effectively tune it to be optimal [16]
because early stopping can restrict the global learning capacity of a large network
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to fit simpler dataset without affecting the backpropagation to control the learning
capacity locally [22].

4.2.2.5 Parameter Initialization

Transfer learning is proposed to transfer the representation learned from one task
to another related task [79]. As it is known that CNNs learn more abstract features
in a deeper layer. It is not surprising to find that, for visual tasks, shallow layers
learn low-level features, e.g. edges, corners, changes in lighting, etc., which are
shared across datasets and tasks. Moreover, Yosinski et al. validate [115] that
initializing a network with transferred features can improve the generalization
capability hugely and Yoshua et al. [17] confirm that this initialization put the
start point closer to a local minimum than random initializations, resulting in
accelerating convergence.

Therefore, we initialize our feature extractor with parameters learned on ImageNet
dataset [89] and the three residual blocks with parameters trained on the KITTI
dataset. The fully-connected layer is initialized from a zero-mean Gaussian distri-
bution with standard deviation 0.01 and all the output layers are initialized with
zeros.

4.2.2.6 Learning Algorithms / Optimization

Optimization is a task of finding the value x in order to minimize or maximize
some objective function f(x). One most powerful optimization technique category
in deep learning is gradient-based.

As it is known, the derivative f ′(x) = dy
dx

specifies how to make a small change ε
of the input x to get the corresponding change in the function:

f(x+ ε) ≈ f(x) + εf ′(x). (15)

Thus, the derivative tells the direction to minimize a function, i.e. it can point
out how to change x to make a small update. One popular algorithm, gradient
descent [10], makes use of the derivatives and update the input x directly as:

x = x− αOxf(x) (16)

where α is the learning rate, a positive real value to decide the size of an update
step. The examples in Figure 14 (b) show how the update works. A deep network
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often consists of many layers so that back-propagation algorithm [88] is used to
compute the gradient for each parameter in different layers of the objective function
based on the chain rule of calculus.

Figure 14: (a). Early-stopping during the training. (b). examples showing how
gradient descent makes use of derivatives to reach a minimum [47], (c). perfor-
mance of optimization algorithms in the same setting [62]

In deep learning, the input of the objective function is often multidimensional so
that it probably has many local minima and saddle points, which renders huge diffi-
culties to optimization. Therefore, we usually take in a compromise scenario where
the value x makes f really low but not necessarily globally minimal [47].

The optimization algorithm we used is Adam [62] which is robust and efficient
in memory and computation for the optimization of stochastic objectives in a
high-dimensional parameters space. It makes use of both the gradient and its
momentum to update parameters as:

while xt not converged do
t = t+ 1;
gt = Oxf(xt−1);
mt = β1mt−1 + (1− β1)gt ;
vt = β2vt−1 + (1− β2)g2t ;
m̂t = mt

1−βt
1
;

v̂t = vt
1−βt

2
;

xt = xt−1 − α m̂t√
v̂t+ε

;

end

where t denotes the current iteration, α is the learning rate, β1 and β2 are two
exponential decay rates, and ε is a small scalar to prevent zero-division.

From the Figure 14 (c), we can see that Adam can make the learning task converge
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relatively faster and has lower training error. Thus, we follow this guide to apply
Adam to our optimization of Deep3DP Network.

4.3 Inference

As shown in Figure 15, the inference phase consists of two main steps: template
matching to obtain the 3D coordinates of characteristic points and 3D dimensions
for the objective vehicle and 2D-3D matching to recover the 3D vehicle location
and rotation.

Figure 15: The Architecture of our Approach

4.3.1 Template Matching

Template matching is based on the 3D template dataset and the learned dimension
proximity for the objective vehicle in the image. As defined in section 4.1.3.3,
dimension proximity vector, T = {(rh, rw, rl)k}k∈{1,..,K}, measures the dimension
similarity between the target vehicle and 3D vehicle models. The best matching
model is the one whose dimensions (h,w, l) has the least distance to the target
vehicle’s dimension (h̄, w̄, l̄), i.e., the corresponding scaling ratios, (rh, rw, rl), is
closest to (1, 1, 1).

Let us denote the best matching template for the target vehicle m as tj and
the dimension ratio between the target vehicle and the best matching model as
rj = (rh, rw, rl). Then its corresponding 3D sketch is S3d

j = (p1, p2, ...p20). To get
the target vehicle’s dimension Dm, we apply the scaling ratios, (rh, rw, rl), to tj
as

Dm = tj · rj = (hj, wj, lj) · (rh, rw, rl) = (hm, wm, lm) (17)
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In the same way, we can get the 3D coordinates of the interest points of the
objective vehicle, C3d

m , as

C3d
m = S3d

j · rj
= {(xi, yi, zi)}i∈{1,...,20} · (rh, rw, rl)
= {(xmi , ymi , zmi )}i∈{1,...,20} (18)

4.3.2 2D-3D Matching

Based on the projection mechanism described in section 3.3.2, the 2D coordinate
of one point in the image coordinate system can be generated via projecting the
3D point in the world coordinate system with the perspective projection matrix
to the image plane. This process is described in Figure 7. Now the Deep3DP
network predicts the 2D coordinates, C2d

m , of the 20 interest points of the target
vehicle m and the template matching process provides the corresponding 3D co-
ordinates, C3d

m . Then the 3D-2D projection equation in homogeneous coordinates
becomes:

C2d
m = K3×4

(
R3×3 t3×1

01×3 1

)
C3d
m (19)

where K3×4 is the given camera calibration matrix, R3×3 and t3×1 are the rota-
tion and translation to be computed. Figure 16 shows the 2D-3D correspondence
points for each vehicle and its model. It is easy to compute the rotation and trans-
lation of the target vehicle in the camera coordinate system with the standard
2D-3D matching algorithm, i.e., EPnP [65]. Its central idea is that each of the n
reference points can be expressed as a weighted sum of four virtual control points,
which makes these control points as the unknowns instead of the original n points.
Based on this, it can use the 3D-2D projection property to find a pair of rotation
matrix and translation vector that minimize the reprojection error non-iteratively,
as shown in Eq. 20:

R, t = argmin
R,t

∑
i

dist2(K[R|t]

[
C3d
m

1

]
i

, (C2d
m )i) (20)

The KITTI data simplifies the rotation to one dimension, ry, so that we follow this
convention. Translation is the 3D coordinate of the origin of the vehicle so that it
can represent the location of the vehicle in the camera coordinate system.
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Figure 16: Example of 2D-3D correspondence points. Left: C3d
m in object coordi-

nate system. Right: C2d
m in the image.

Figure 17: (a). Visualization sketch of 3D bounding box and orientation, (b).
Visualization of the 3D bounding box, key points, and their visibility. (c). 3D
visualization in the Velodyne 3D view, (d). 2D visualization in bird’s-eye view.
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4.3.3 Visualization

To visualize the 3D bounding box, we use the vehicle’s dimensions to determine
the eight corners of the cuboid and then project this cuboid into the image with
the projection matrix which is composed of the recovered rotation and translation.
And in order to show the rotation clearly, we project a line on the ground to show
the direction of the vehicle. This visualization mechanism is shown in Figure 17
(a) where the front face of the vehicle is coloured with magenta. Figure 17 (b)
shows a example of this visualization.

Besides, to better visually check the performance of our approach, we visualize the
estimated 3D bounding boxes in 3D view and bird’s-eye view. Figure 17 (c) shows
an example in 3D view where we plot the 3D bounding boxes in the cloud points
of the current frame and the pyramid denotes the forward direction. Figure 17 (d)
shows an example in bird’s-eye view where we can clearly illustrate the location
of vehicles.
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5 Experiment and Evaluation

In this section, we first describe the experiment setup and evaluation metrics in
Section 5.1 and 5.2. Second, we discuss the most crucial design choices for our
approach in Section 5.3. Finally, we evaluate our approach and its variations, and
compare our approach with the start-of-the-art methods on monocular 3D pose
estimation of vehicles in Section 5.4.

Figure 18: Examples of the output images of our approach. Image outputs are on
the left. bird’s-eye view outputs are on the right.
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5.1 Experiment Setup

We have presented the approach in Section 4.2 and 4.3 which is served as a baseline
model of our approach. Some other design choices are made based on it. The
benchmark network uses ResNet50 [51] as feature extractor, initialized with pre-
trained weights trained on ImageNet [89], and is trained with Adam [62]. The
network is implemented on Keras [29] using TensorFlow [9] as backend. Keras
supports running both on GPU and CPU.

We evaluate our approach and its variations on the dataset created based on KITTI
3D object detection benchmark [42], described in Section 4.1. Because the KITTI
only releases the ground truth for 7481 training images, we split them into train
and validation set for training and validation respectively. We follow difficulty
division policy of KITTI and extend to more detailed levels. We use 54 vehicle
CAD models [39] for semi-automatic labelling and template matching. Each model
is encoded with 20 points for its corresponding 3D sketch.

We evaluate six tasks: 3D bounding box estimation, orientation estimation, 3D
localization, 3D dimension estimation, 2D part localization, and 2D part visibility
prediction. 3D bounding box estimation is the ultimate task, representing the lo-
calization, orientation, and dimension of the 3D bounding box, which is Therefore,
used to assess all the design choices.

5.2 Evaluation Metrics

We use intersection over union (IoU) to measure the performance of 3D vehicle
detection. IoU is used to measure the similarity of 2D bounding boxes in various
2D object detection challenges, e.g. Pascal VOC [37] and ILSVRC [89]. It is
extended to measure 3D object detection with the formula:

IoU(b1, b2) =
V (bpre ∩ bgt)
V (bpre ∪ bgt)

(21)

where V (·) indicates the volume and bpre denotes the predicted 3D bounding box
while bgt is the ground truth. KITTI 3D object detection benchmark considers that
a 3D bounding box estimation is correct, if IoU ≥ 0.7 [42]. If multiple bounding
boxes are predicted for one vehicle, they are considered as false predictions.

For 3D orientation estimation, we use the measure, Orientation Score (OS), defined
in [73]. It is the mean score across all estimations in the validation set, written
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as:

OS =
1

N

N∑
i=1

(1 + cos(4θi))
2

(22)

where N denotes the number of examples in the validation set and 4θi repre-
sents the difference between the predicted orientation ry and the ground truth for
example i.

For other tasks, we follow the metrics defined in [23]. A 3D localization is con-
sidered correct if its distance to the ground truth is less than a threshold. Two
thresholds, 1 meter and 2 meters, are chosen. 2D part localization is measured the
same way and the threshold is 20 pixels. 3D dimension estimation is correct if the
predicted dimensions (h,w, l) satisfies the following conditions,∣∣∣∣h− hgthgt

∣∣∣∣ < 0.2 &

∣∣∣∣w − wgtwgt

∣∣∣∣ < 0.2 &

∣∣∣∣ l − lgtlgt

∣∣∣∣ < 0.2 (23)

where (hgt, wgt, lgt) is the ground truth. 2D part visibility prediction is a pure
classification problem so that the measure is the accuracy over 4 classes.

Task Metric

3D bounding box estimation IoU ≥ 0.5

3D localization ‖tpre − tgt‖ < 1/2 meters

3D orientation estimation OS

3D dimension estimation

∣∣∣d−dgtdgt

∣∣∣
d={h,w,l}

< 20%

2D part localization ‖ppre − pgt‖< 20 pixels

2D part visibility Vpre = Vgt

Table 4: Metrics for six tasks

5.3 Design Choices

5.3.1 Model Selection Strategy

We have mentioned in Section 4.1 that we match the vehicles with models based
on dimension similarity. Now we give the reasons why we choose this strategy. The
first reason is that the distribution of models’ dimension covers the KITTI vehicles’.
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Besides, this strategy achieves the best performance among possible strategies as
shown in Table 5. The CAD model dataset provides two sets of dimensions: real-
world dimensions and uniform dimensions where all the width is 1.8 meters. Dims
strategy means that the best model is the one whose dimension vector has the
least distance to the vehicle’s. Dim Ratios strategy is similar but bases on the
ratio vector (height/width, length/width) with the uniform dimensions. The rest
two are based on Dims and Dim Ratios, i.e., using one strategy to select 10 models
first and then applying the other to select the best one.

We use two metrics to evaluate these strategies: type accuracy and mean deviation.
The types are defined and presented in Figure 5. Vehicle types can present the
relative location of characteristic points of vehicles well because the 3D sketches
of vehicles vary greatly among different types but remain similar within the same
type. The dimension variation can be solved via scaling. Therefore, we label 1000
KITTI vehicles and test the type matching accuracy among these strategies. The
second metric, mean deviation, is the Euclidean distance between the dimension
vectors of the selected model and ground truth. Even though the performance of
Dims is not that good, it is the best one we can use based on the information
provided by the dataset. Figure 19 shows one labelled example where Dims has
the most accurate points labelled and the others all label the points around the
back wheel wrongly.

Dim Ratios Dims Dim Ratios & Dims Dims & Dim Ratios

Type Accuracy 0.256 0.463 0.137 0.160

Mean Deviation (m) 0.631 0.384 0.865 0.893

Table 5: Performance of four model selection strategies.

5.3.2 Difficulty Levels For Dataset Division

KITTI set three levels for 3D object detection based on three factors: the height
of the 2D bounding boxes, the degree of occlusion and truncation. In order to
compare the influence brought by these three factors, we extend the division into
nine levels, as shown in Table 6. And Level 4 is used to evaluate other design
choices because it is neither too complicated nor too simple.
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Figure 19: One labelled example of four model selection strategies. (a). Dim
Ratios. (b). Dims. (c). Dim Ratios & Dims. (d). Dims & Dim Ratios.

Difficulty level Min. bounding box height Max. Occlusion Max. Occlusion
Level 1 40 Px 0 0

Level 2 (Easy) 40 Px 0 15%
Level 3 40 Px 0, 1 15%
Level 4 40 Px 0, 1 30%
Level 5 32 Px 0, 1 30%

Level 6 (Moderate) 25 Px 0, 1 30%
Level 7 25 Px 0, 1, 2 30%

Level 8 (Hard) 25 Px 0, 1, 2 50%
Level 9 25 Px 0, 1, 2, 3 70%

Table 6: Levels of difficulty. Level 2, 6, and 8 corresponds to the Easy, Moderate,
and Hard defined by KITTI [42].

We train the network for these nine levels to their best with the identical foundation
and the results of six tasks are shown in Table 7. According to the performance
of Level 1-3, we can conclude that our approach is robust to a slight degree of
occlusion and truncation. The performance of Level 3-5 shows that the size of
vehicles in the image really affects the detection accuracy. Based on the decrease
from Level 3 to Level 4 and Level 7 to Level 8, truncation also has a large negative

46



impact on the detection accuracy. Compared with these two factors, occlusion has
weaker influence in our approach.

Besides, from the results we can see how error propagates in our approach. 3D
bounding box estimation is a summation of the location, orientation, and dimen-
sion estimation tasks. Therefore, even if these three individual task has relatively
good performance, their errors would propagate to and amplified the error of the
ultimate task, 3D bounding box estimation.

3D bounding
box estimation

3D localization
(Loc. < 1m)

3D orientation
estimation

3D dimension
estimation

2D part
localization

2D part
visibility

Level 1 34.28 69.68 99.83 99.88 99.96 98.23
Level 2 35.56 70.73 99.66 99.88 99.77 98.16
Level 3 35.44 71.23 99.33 99.93 99.58 96.24
Level 4 32.97 69.22 99.34 99.73 99.25 95.97
Level 5 30.39 64.00 99.29 99.73 99.42 95.86
Level 6 28.20 56.31 99.39 99.87 99.52 95.85
Level 7 28.01 57.77 99.03 99.64 99.22 95.56
Level 8 25.79 57.68 98.60 99.81 98.82 95.37
Level 9 25.58 58.02 98.48 99.48 98.06 94.77

Table 7: Performance of six tasks at different difficult levels.

5.3.3 Cost Function

We have described the loss function we used in Section 4.2.2.2 and here we give
reasons for our choice.

The categorical cross entropy loss is the standard choice for multi-class classifica-
tion but for regression, there are plenty of choices. We select out and do experiment
on the following loss functions: mean squared error [106], mean absolute error [109],
Huber loss [55], Charbonnier loss [24], a robust smooth L1 loss function defined in
[43], and our modified smooth L1 loss function defined in Section 4.2.2.2.

We experiment with these loss functions with the same setup on Level 4 and
evaluate their performance on six tasks with the validation data. The results are
shown in Table 8. Our modified loss for regression tasks (the first five) outperforms
all the others and only has a slight impact on the classification task. The main
reason for the modification is that we normalize the labels into the range [1, 1] and
most of them fall into the range [−0.5, 0.5].
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Loss function
3D bounding

box estimation

3D localization

(Loc. < 1m)

3D orientation

estimation

3D dimension

estimation

2D part

localization

2D part

visibility

Charbonnier loss

ε=0.01
28.94 58.57 98.30 99.59 98.09 93.95

Charbonnier loss

ε=0.0001
27.3 59.04 97.89 99.73 97.7 92.27

Huber loss

δ=0.5
25.87 58.77 98.42 99.59 98.06 94.54

mean absolute error 4.3 17.54 90.02 92.42 86.59 93.24

mean squared error 7.51 25.94 94.02 97.61 88.81 93.48

robust smooth L1 26.21 61.09 98.47 99.66 98.11 94.66

modified smooth L1 27.39 62.59 98.67 99.73 98.3 94.45

Table 8: Performance of six tasks with different loss functions.

Based on the experiment above, we tune the loss weights: λcoord, λtemp and λvisib,
defined in Eq 13. As mentioned in Section 4.2.2.3, we have normalized the magni-
tude of all labels into the same range [−1, 1]. This label normalization alleviates
the difficulties of loss weights tuning because we can focus on the importance of
tasks without paying special attention to their quantities.

We apply grid search to find the optimal loss weight combination which results
in best performance on the six tasks. Grid search is a common but sometimes
expensive practice [47] but the time to train our network is acceptable because we
use pre-trained models to initialize our network. The λvisib is assigned 1, λcoord and
λtemp are chosen from the set {1, 3, 10, 30} because 2D coordinates and dimension
proximity is much more important than visibility for 3D object detection. The
results are shown in Table 9. The (λcoord = 10, λtemp = 1) combination is optimal
among all choices i.e., it performs better on four tasks and only slightly worse
on the other two tasks than other weights combinations. This is because the 2D
coordinates are used to perform 2D-3D matching and a small deviation of one
point in the image can lead to a large difference in the world coordinate system.
Besides, the dimension proximity cannot diverge too much due to the matching
strategy where a big deviation only happens when all the predicted dimension
ratios vectors are ridiculously wrong.
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(λcoord, λtemp)
3D bounding

box estimation

3D localization

(Loc. < 1m)

3D orientation

estimation

3D dimension

estimation

2D part

localization

2D part

visibility

(1, 1) 29.35 63.89 98.53 99.66 98.39 94.98

(1, 3) 25.19 56.93 97.87 99.59 97.7 94.18

(1, 10) 24.71 53.65 98.05 99.66 97.61 94.41

(1, 30) 19.59 45.39 97.68 99.59 96.46 93.92

(3, 1) 29.28 61.84 98.78 99.59 98.56 94.71

(3, 3) 29.76 63.89 98.63 99.66 98.55 94.72

(3, 10) 25.67 58.7 98.04 99.52 97.56 94.28

(3, 30) 21.98 49.69 98.32 99.59 97.18 93.99

(10, 1) 34.06 68.46 99.16 99.66 98.98 95.18

(10, 3) 30.58 63.41 98.71 99.73 98.61 94.38

(10, 10) 32.7 66.28 98.60 99.59 98.62 94.52

(10, 30) 27.03 60.27 98.09 99.73 97.79 93.96

(30, 1) 33.17 66.96 99.24 99.66 98.95 94.91

(30, 3) 31.4 66.62 98.87 99.73 98.88 94.43

(30, 10) 31.74 68.12 98.69 99.66 98.61 94.46

(30, 30) 31.19 65.32 98.66 99.52 98.36 93.43

Table 9: Performance of six tasks with different loss weights combinations.

5.3.4 Learning Rate and Weight Decay

Learning rate is one hyperparameter that determines how much the parameters of
the network are updated with respect to the gradients of the cost function. It is
perhaps the most crucial hyperparameter because it plays a more complicated and
important role in affecting the effective capability of the model than the others.
There is a typical U-shaped relationship between the learning rate and the model’s
performance. If it is too small, the training is more stable but the time to train the
model is much longer and sometimes, the training might get stuck on a plateau
region or around a saddle point. On the other hand, if it is too large, the training
can converge more quickly but is more variable because it may fail to converge
or even diverge. Only a proper learning rate can achieve the best performance of
the model. Therefore, as Goodfellow et al. suggest that if you can only tune one
hyperparameter, tune the learning rate [47].

Automatic learning rate selection methods alleviate the difficulty hugely, but they
are too computational expensive so that we manually tune it. We first apply an
“LR range test” [94], training the network for several epochs with the learning
rate increasing linearly in a guessing range and then analysing the loss over these
learning rates. From the test result in Figure 20, the proper learning rate falls in
the range [10−6, 10−4].
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Figure 20: Results of “LR range test”: loss over monotonically increasing learning
rate.

Weight decay is a regularization technique which is used to prevent the weights of
the model getting too big as to be overfitting. Since Keras Optimizers [29] take
both learning rate and weight decay as input parameters, we apply grid search
for both of them together. The results are shown in Table 10. The combination
of (10−5, 10−6) for learning rate and weight decay respectively achieves the best
performance except for 2D part visibility classification with 0.2% lower. Therefore,
we select this combination. The best results in Table 10 is worse than those in
Table 9 because we set all loss weights as 1 here.
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(learning rate,

weight decay)

3D bounding

box estimation

3D localization

(Loc. < 1m)

3D orientation

estimation

3D dimension

estimation

2D part

localization

2D part

visibility

(10−4, 10−4) 25.05 56.38 97.65 99.66 98.15 94.84

(10−4, 10−5) 29.15 60.82 97.96 99.59 98.25 95.08

(10−4, 10−6) 26.69 56.59 97.80 99.73 98.38 95.09

(10−4, 10−7) 27.85 59.45 97.94 99.73 98.22 94.97

(10−5, 10−4) 26.96 59.59 97.90 99.39 97.51 93.17

(10−5, 10−5) 30.95 62.46 98.52 99.52 98.09 94.1

(10−5, 10−6) 32.06 63.07 98.62 99.73 98.56 94.87

(10−5, 10−7) 27.1 62.66 98.44 99.73 98.27 94.55

(10−6, 10−4) 18.16 44.23 96.15 99.04 95.1 89.17

(10−6, 10−5) 19.52 47.92 97.08 99.04 95.77 90.48

(10−6, 10−6) 17.82 46.01 96.85 98.84 95.18 89.71

(10−6, 10−7) 17.2 47.44 96.87 98.98 95.53 90.08

Table 10: Performance of six tasks with different learning rate and weight decay
combinations

5.3.5 Feature Extractor

Our baseline network uses ResNet50 as feature extractor. But there are several
other out-of-shelf networks with pre-trained weights so that we carry out experi-
ments on them. The other base nets we choose are VGG16, VGG19 [92], Incep-
tionV3 [101], Xception [30], DenseNet121, DenseNet169, DenseNet201[54].

As before, we train all the models with different base nets on the same setup on
data Level 4. Their performance on six tasks are shown in Table 11. According
to their performance, only VGG19 can perform better than ResNet50 overall.
Therefore, we include VGG19 for our final evaluation in Section 5.4.

Base Net
3D bounding

box estimation

3D localization

(Loc. < 1m)

3D orientation

estimation

3D dimension

estimation

2D part

localization

2D part

visibility

ResNet50 30.85 64.98 99.03 99.73 98.77 94.74

VGG16 29.22 57.82 98.54 99.86 98.44 95.76

VGG19 31.54 64.23 99.22 99.93 98.68 96.05

InceptionV3 27.51 63.07 97.90 99.25 97.82 93.83

Xception 21.09 49.83 96.05 98.91 95.22 89.17

DenseNet121 26.28 59.73 98.15 99.52 97.47 93.26

DenseNet169 30.24 65.05 98.27 99.59 98.05 93.8

DenseNet201 27.3 61.37 98.69 99.59 98.08 93.45

Table 11: Performance of six tasks with different base nets.
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5.3.6 Selection of Characteristic Points

The number of characteristic points is another factor that influences the perfor-
mance. Theoretically, the more points the better accuracy of 2D-3D matching be-
cause it is more robust to outliers. The outliers are eliminated via RANSAC [40]
during the 2D-3D matching. But the labelling of these points is time-consuming
and demanding. Moreover, the exact locations of points also affect the perfor-
mance. Some points may be hard to detect correctly with the network due to
their context in the image and some even distribute differently among various
shapes of vehicles.

Figure 21: The schematic diagram of 22 characteristic points. point 1 and 2
denotes the centre of two headlights; point 3-18 are around four wheels; point 19
and 20 denote two rear corners; and point 21 and 22 denotes the frontmost and
backmost points along the ordinate axis of the vehicle.

As the Figure 21 shows, we initially label 22 points for each model to construct
its corresponding 3D sketch. The points around four wheels are most important
because their geometric characters are most stable and rigid, and usually, half of
them are visible if not occluded by other objects. However, points 1, 2, 19, and
20 around the front and rear may vary a lot w.r.t. different shapes of the vehicles.
We still consider them because they have clear semantic meaning and we may
need these points when the points around wheels are not visible, e.g. when the
vehicle is following the target vehicle on the straight lane. The geometric property
of point 21 and 22 are stable but their context is not as clear as the points around
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the wheels.

Therefore, we do some experiment on the selection of these points. We select three
cases: 1). 16 points: points 3-18; 2). 20 points: points 1-18 and points 21-22; 3).
22 points: point 1-22. We train these three case on data Level 1-9 to compare their
influence thoroughly. The reason for training on nine levels instead of only Level 4
as before is that the size of the 2D bounding box and degree of the occlusion and
truncation impact the geometric appearance of vehicles in the images and thus
affect the detection of these points. The experiment results are shown in Table ??.
According to the results, the 22-point case works best or just slightly worse, which
justifies our guess. And a surprising phenomenon is that 16-point case performs
worst on most Levels. The reason might be that there is at most only one face can
be visible in 16-point case due to the occlusion and truncation and there is only a
small portion, one quarter, of fully visible cars in KITTI dataset.
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Level #points
3D bounding

box estimation

3D localization

(Loc. < 1m)

3D orientation

estimation

3D dimension

estimation

2D part

localization

2D part

visibility

Level 1

P16 32.43 65.1 99.74 99.88 99.71 97.73

P20 33.54 65.97 99.77 99.63 99.78 98.03

P22 35.27 68.94 99.72 99.88 99.77 98.04

Level 2

P16 31.28 64.81 99.75 99.88 99.48 97.82

P20 34 67.77 99.76 99.76 99.32 97.77

P22 34.83 69.43 99.16 99.76 99.35 97.73

Level 3

P16 30.84 64.02 98.95 99.84 98.96 95.21

P20 32.49 66.81 98.96 99.79 98.91 95.5

P22 31.89 61.93 99.1 99.92 99.37 95.03

Level 4

P16 29.69 62.12 98.99 99.66 98.87 94.45

P20 30.92 65.6 99.01 99.73 98.72 94.65

P22 31.47 66.48 98.86 99.73 98.94 94.96

Level 5

P16 28.1 58.61 99.09 99.78 98.99 94.87

P20 29.41 59.91 98.67 99.73 98.65 94.53

P22 28.98 60.89 98.68 99.62 98.99 94.01

Level 6

P16 25.39 56.22 99.05 99.64 98.88 94.98

P20 26.68 57.16 98.55 99.6 98.9 94.92

P22 28.16 57.21 98.86 99.64 98.89 95.02

Level 7

P16 23.7 53.1 98.81 99.6 98.61 93.87

P20 24.1 52.7 97.83 99.54 98.48 94.24

P22 24.73 55.55 98.03 99.7 98.46 94.02

Level 8

P16 24.04 53.39 98.53 99.55 98.28 94.15

P20 22.86 51.35 97.30 99.48 97.52 93.92

P22 24.26 53.56 97.5 99.48 97.8 93.45

Level 9

P16 22.51 50.46 97.48 99.24 96.89 93.16

P20 20.05 47.75 96.78 99.21 96.05 92.59

P22 24.27 52.86 97.13 99.3 96.94 93.44

Table 12: Performance of six tasks with different data difficulty level and different
point selection cases.
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5.4 Experiment Results

In this subsection, we present the best results of six tasks achieved by our approach
and compare them with the state-of-the-art works on 3D vehicle detection.

5.4.1 3D Bounding Box Estimation

3D vehicle detection refers to the 3D bounding box estimation of the target vehicles
in the images. A 3D bounding box is estimated correctly, if IoU > 0.7. Our
approach is based on 2D object detection, so in order to be comparable with
other methods, we eliminate the influence of this foundation by multiplying our
results with the top accuracy of 2D car detection in KITTI achieved by iDST-
VC [2]. Our results and the comparison are shown in Table 13. A LiDAR-based
method, VoxelNet++ [118], achieves the best performance currently. Based on
the assumption above, our method currently ranks at the middle (24th) on 3D
vehicle detection benchmark [1]. It can achieve similar performance as VoxelNet
basic [118]. It outperforms all traceable image-based methods and some of the
LiDAR-based methods. For more comparison, check [1]. Besides, our method
performs 3D detection for all cars and vans on KITTI dataset while the results
from other methods are for cars only. Therefore, theoretically, the performance of
our approach on cars is at least not worse than on both cars and vans.

Method Type Easy Moderate Hard

3D-SSMFCNN [77] Mono 2.39 2.28 1.52

A3DODWTDA [49] Mono 6.76 6.45 4.87

DoBEM [116] LiDAR 7.42 6.95 13.45

LMNetV2 [72] LiDAR 14.75 15.24 12.85

VoxelNet basic [118] LiDAR 29.70 24.35 23.52

VoxelNet++ [118] LiDAR 83.13 73.66 66.20

Ours (ResNet50) Mono 30.90 24.16 18.53

Ours (VGG19) Mono 30.36 23.92 20.11

Table 13: Comparison of the 3D bounding box estimation on official KITTI dataset
for cars (ours is for cars and vans)
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5.4.2 3D Localization

3D localization refers to the estimation of the location of the vehicle’s centre. We
follow the evaluation metric used by [73, 23] that a 3D localization is correct if
the distance between the true and predicted centre is smaller than a threshold
and 1 meter and 2 meters are used as thresholds. And we borrow the idea from
[73] to calculate the 3D Localization accuracy, which is the ratio between Average
Localization Precision (ALP) and Average Precision (AP), for other methods.
We present our results and the comparison in Table 14. Clearly, our method
outperforms all other monocular methods, while cannot match the performance
against the stereo 3DOP [26].

Method Type
Loc. <1m Loc. <2m

Easy Moderate Hard Easy Moderate Hard

3DOP [26] Stereo 83.69 65.96 65.71 98.57 88.08 91.56

DPM [38] Mono 34.33 29.02 29.18 56.48 46.69 46.17

3DVP [111] Mono 52.15 45.24 42.40 76.10 68.00 64.84

SubCNN [112] Mono 43.26 34.86 32.75 77.66 63.12 59.33

Ours (ResNet50) Mono 67.87 59.96 51.38 87.56 79.83 73.11

Ours (VGG19) Mono 68.25 56.58 54.53 88.39 78.63 77.49

Table 14: Comparison of the 3D localization accuracy on official KITTI dataset
for cars (ours is for cars and vans).

5.4.3 3D Orientation Estimation

3D Orientation Estimation refers to the estimation of rotation of vehicle along the
Y-axis (yaw axis), ry, in the camera coordinate systems. The evaluation metric is
Orientation Score (OS), which is the ratio between Average Orientation Estimation
(AOS) and Average Precision (AP) [73]. Table 15 shows the results of our methods
and other state-of-the-art ones. According to the statistics, our method achieves
the start-of-the-art level performance for 3D orientation estimation. The VGG19
version even achieves the best performance on Easy level.

56



Method Type Easy Moderate Hard

3DOP [26] Stereo 98.28 97.13 96.73

Mono3D [25] Mono 98.57 97.69 97.31

SubCNN [112] Mono 99.84 99.52 99.25

Deep3DBox [73] Mono 99.91 99.67 99.46

DeepMANTA (GoogLeNet) [23] Mono 99.85 99.75 99.55

DeepMANTA (VGG16) [23] Mono 99.88 99.69 99.49

Ours (ResNet50) Mono 99.88 98.78 97.39

Ours (VGG19) Mono 99.94 99.09 98.43

Table 15: Comparison of the Orientation Score (OS) on official KITTI dataset for
cars (ours is for cars and vans).

5.4.4 3D dimension estimation, 2D part localization, and 2D part vis-
ibility

Our approach is developed based on DeepMANTA [23], so only DeepMANTA
shares these three tasks with us. We present the results of DeepMANTA and our
approach in Table 16. And ours outperforms DeepMANTA on all these three tasks
at all difficulty levels.

Method Type
3D dimension estimation 2D part localization 2D part visibility

Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

DeepMANTA [23] Mono 97.54 90.79 82.64 92.48 85.08 76.9 94.04 86.62 78.72

Ours (ResNet50) Mono 99.76 99.6 99.48 99.32 98.9 97.52 97.77 94.92 93.92

Ours (VGG19) Mono 100 99.78 99.77 99.96 99.21 98.4 98.36 96.06 95.52

Table 16: Comparison of 3D dimension estimation, 2D part localization, and 2D
part visibility on official KITTI dataset for cars (ours is for cars and vans).
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6 Discussion

In this section, we discuss the deficiencies of our approach, analyse their causes
and propose some possible improvements.

6.1 Deficiency of 2D Coordinate Labelling

6.1.1 Deficiency of Our Labelling Approach

Our approach requires accurate 2D coordinates of characteristic points to perform
2D-3D matching to calculate the location and orientation of the vehicles. However,
precisely labelling these points is demanding and even impossible for some vehicles
with our semi-automatic labelling tool. The deficiency of labelling results from our
labelling approach and the KITTI dataset.

Due to the variety of dimensions and shapes of vehicles, it is very hard to find a
model that exactly matches the target vehicle with a small set of models. But if
we expand the model set to cover all vehicles, the required quantity is too huge
to satisfy. Therefore, we can only use a small set of models which means that
the approximation and scaling are inevitable. And this will introduce errors to the
labelling of 2D coordinates. Figure 22 (a) and (b) show two bad labelled examples.
The imprecision of (a) results from the approximation of model matching, i.e., most
points are labelled correctly but point 1-6 are not. This is because the model can’t
perfectly fit the vehicle. The wrongly labelled points around wheels in Figure 22
(b) results from the scaling the model to fit the vehicle so that, for example, the
distance between point 4 and 8 are larger than the diameter of the wheel. The
other pairs of points around the wheel have the similar situation so that most
points are not labelled correctly for this vehicle.

6.1.2 Deficiency of KITTI Dataset Labelling

Our labelling approach requires accurate labels of the dataset because 2D points
are very sensitive to the exact location of the target vehicle. But some of the
KITTI images are not labelled so well that our approach makes mistakes. There
are three main deficiencies of the KITTI labelling as shown in Figure 22 (f), (g),
and (h). (f) shows the 3D bounding box ground truth of this vehicle is not correctly
labelled. The 3D bounding box does not encompass the vehicle, especially the rear
part, which leads to wrong labelling. (g) and (h) shows that our approach wrong
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labels the 2D points due to the assumption of KITTI that the vehicle only rotates
along the yaw axis rather than the roll and pitch axis.

Figure 22: Labelling examples with the original vehicle size. (a). Approximation
results in inaccurate labels for point 1-6. (b). Scaling leads to bad labelling for
points around the wheels. (c). One of the very small vehicles is able to be labelled
with our approach. (d). The example that the side faces are not visible is can be
labelled with our approach. (e). The occluded vehicle can also be labelled with our
approach. (f). The 3D bounding box ground truth of this vehicle is not correctly
labelled in KITTI dataset. (g). KITTI does not consider the rotation along the
roll axis, which results in bad labelling. (h). KITTI does not consider the rotation
along the pitch axis, which results in totally wrong labelling.
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6.1.3 Possible Improvements

Despite the drawbacks of our labelling approach, it still has some advantages. Our
approach can label very small vehicles in the image as shown in Figure 22 (c).
Besides, it can label the self-occluded points as in Figure 22 (d) and the occluded
and truncated points in Figure 22 (e).

Therefore, if labelling labour is allowed, we can manually label the visible points
for big vehicles and use the projection property and the geometry constraints to
automatically generate the the labels for corresponding points. Therefore, we
have more accurate points for big vehicles. And for small and highly occluded
or truncated vehicles, it is suitable to use our approach to label them. Because
manually labelling these special vehicles is almost impossible and the error of our
labelling approach can be decreased due to the quantities.

6.2 Deficiency of Visibility Labelling

6.2.1 Deficiency of Our Labelling Approach

As described in Section 4.1.3.2, we label the visibility property of characteristic
points with the help of the rotation ry, other labelled objects, and the size of
images. But there are two main shortcomings. The first one is that the 2D
bounding box of a vehicle is larger in the image than its real shape which makes
our approach mistake the visible or self-occlude points as occluded. Figure 23 (a).
shows an example of labelling the self-occluded points as occluded, which leads to
wrong labels. Another shortcoming is that our approach can’t take the unlabelled
objects into consideration so that it automatically ignores them during labelling.
Figure 23 (b) and (c) show two examples for this case. Our approach cannot
consider the traffic sign in (b) and the building in (c) and thus, it fails to label
these occluded points correctly.
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Figure 23: Labelling examples for visibility with the original size. (a). The 2D
bounding box is larger than the vehicle’s real size, which results in labelling the
self-occluded points as occluded. (b). KITTI doesn’t label the traffic sign so that
our approach can’t label the occluded points correctly. (c). KITTI doesn’t label
the building so that our approach can’t label the occluded points correctly. (d),
(e) and (f). Images with LiDAR data projection for (a), (b and (c).
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6.2.2 Possible Improvements

KITTI offers the LiDAR data for all images, which can provide the depth infor-
mation of each pixel point in the image or at least of a very small region. And
based on the ground truth of location, orientation, and dimension of vehicles given
by KITTI, we can calculate the depth of points distributed on the surface of the
vehicles. By comparing these two kinds of depth information, we can correctly
figure out whether there is some object in front of the target vehicle or not and
which parts of the target vehicle are occluded, and thus we can classify the visibil-
ity properties correctly. Figure 23 (d), (e) and (f). shows the images with LiDAR
projection for (a), (b and (c). With the LiDAR depth information, we can easily
classify the points around rear in (a) as self-occluded, and the occluded objects in
(b) and (c) can be clearly detected and thus, we can assign the points whose depth
is deeper than these objects as occluded. Therefore, for more accurate visibility
labelling, it is worth making use of the LiDAR data.

6.3 Deficiency of Template Matching

In our approach, there are two situations where template matching is performed
to fit a target vehicle with a 3D vehicle model. The first one is during labelling,
when a 3D vehicle sketch is required to be projected into the KITTI images to
generate 2D coordinates of key points of a target vehicle. And the model is selected
via dimension matching. Another is during inference phase, where one 3D sketch
is needed to generate the corresponding 3D coordinates of the key points for the
target vehicle in the world coordinate system. This time the model is selected
based on the estimated dimension proximity vector, i.e., the ratios of 3 dimensions
between the target vehicle and all 3D vehicle models.

In both cases, the most fundamental drawback is that we can only match the
target vehicle with an approximate model based on the Dims strategy. This would
result in errors in 2D and 3D coordinates of key points and thus impacts the final
3D vehicle pose estimation.

6.3.1 Possible Improvements

As we mentioned before, the geometric property of 3D sketch relies heavily on
the type of the vehicles. Therefore, a possible improvement for matching is to
introduce type information into the matching phase. And there are some out-off-
shelf frameworks can provide this kind of information [114, 95, 68, 32], i.e., Afshin
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et al. provide a network which can recognize the Make and Model of vehicles
[32].

In sum, the optimal matching strategy is that we first collect a 3D vehicle dataset
where the distribution of vehicle dimensions covers the main part of the distribu-
tion of real vehicle dimensions in a fine-grained style, and during the matching, we
first estimate the type of the vehicle and then select the best model via dimension
matching from the same category.

6.4 Deficiency of Input Image Format

Now our network takes fixed-size patches as inputs which are generated by extract-
ing, zero-padding, and resizing the 2D bounding box regions and then extracts
features from these wrapped patches for regression and classification tasks. The
data input mode is in spirit similar to R-CNN [44], where we have to process one
KITTI image multiple times to estimate all vehicles in it. The reason why we use
this data input format is to make sure that the input images in one mini-batch
have the same size to fully utilize the efficient matrix multiplication, even if the
2D bounding box size is varying among different vehicles.

Even if no extra computation is wasted on the non-vehicle regions, the multiple-
time input mode is not optimal because the patch generation stage is separated
from the network and it is cumbersome to test different input formats, i.e., patch
scales and data augmentation.

6.4.1 Possible Improvements

In the future, we plan to exploit the Fast-RCNN [43] data input mode rather than
R-CNN mode. The network first takes one entire KITTI image and its 2D bound-
ing boxes as inputs, generates a shared feature map based on this image and then
extracts a fixed-size feature vector from each feature map portion corresponding to
its 2D bounding box one by one for later predictions. This functionality is realized
mainly by introducing an ROI pooling layer described in [43].

Not like Fast-RCNN [43], the number of ROI, i.e., bounding boxes, is dynamic for
different images in our case. Therefore, we have to construct a dynamic computa-
tion graph for the network during training and inference. This is why we have not
used this alternative up till now because we first implement the network in a static
mode in Keras [29] with TensorFlow [9] as backend and it is hard to realize our
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functionality with them. Therefore, in the future, we will make use of libraries,
i.e., PyTorch [80], to implement this alternative.

In this way, we can process the whole image one time rather than multiple times
which can improve the process speed. What is more important is that we can
easily modify how large the feature map portions are used to generate a fixed-
size feature vector. Based on this, we can easily evaluate whether the additional
context region around the 2D bounding boxes are beneficial for 3D pose estimation
and if so, how much context information can boost the performance most.

6.5 Deficiency of the Whole Approach

The first unpleasant thing about this approach is the additional labelling work.
This is so time consuming that it takes more than two months to find a proper
method to generate the additional labels at an acceptable accuracy level. Besides,
even with this method, the accuracy of the labels is compromised.

Moreover, our approach requires an additional 3D vehicle model dataset to encode
the geometry information of vehicles, which makes it hard to generalize to vehicles
without a corresponding model in the model dataset. For example, our approach
can’t perform accurate 3D pose estimation of buses because we don’t include the
bus models.

According to the competition results of KITTI 3D object detection, the approach
that relies on single sensor cannot compare with those making use of multi-sensor
data [1]. RGB images captured by cameras have high resolution and good texture
knowledge but lack depth information, while cloud points collected by LiDAR have
3D information of the scene but the resolution is relatively lower and lack texture
information. Therefore, we think the best performance would be achieved by some
approach driven by sensor fusion. If we can start this task again, this is the first
direction we will explore.
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7 Conclusion

This thesis deals with the problem of 3D pose estimation of vehicles based on
monocular images by using deep neural networks for the application of autonomous
driving. We train a deep neural network to predict 2D coordinates and visibility
property for characteristic points, as well as a dimension proximity vector, for a
target vehicle. During the inference phase, we first perform template matching to
reason out the target vehicle’s 3D dimensions and 3D coordinates of the key points
with the help of the dimension proximity vector and 3D vehicle dataset, and finally,
2D-3D matching is performed to recover the location and orientation of the vehicle.
Combining the network and inference phases, our approach can simultaneously
perform 3D bounding box estimation, 3D localization, 3D orientation estimation,
3D dimension estimation, 2D part localization, and parts visibility characterization
for a vehicle in a 2D bounding box patch.

Our work achieves state-of-the-art performance on six tasks. It outperforms most
monocular methods recorded in KITTI 3D object detection competition on the
most important task, 3D vehicle detection. Besides, our network can predict 2D
coordinates and dimension proximity vector for highly occluded or truncated ve-
hicles and therefore, our approach can perform template matching and 2D-3D
matching to recover their 3D bounding boxes. Moreover, unlike other methods,
our approach can provide more detailed information of the detected vehicle, e.g.
2D part location and 2D part visibility, which is useful for autonomous driving
applications to gain a more fine-grained perception. Finally, the runtime for our
approach is at real time level, ca. 0.02s per image on one GeForce GTX TITAN
X GPU.

In order to maximize the effective capacity of the model, we thoroughly research
and evaluate the key design alternatives and hyperparameters, including loss func-
tion, loss weight, learning rate, weight decay, base net feature extractor, model
selection strategy, and the number of points used in a model. Based on these ex-
periments, the performance of our approach is boosted steadily and finally reaches
the state-of-the-art level.

Finally, we present results of these six tasks and compare them with other methods.
We also describe the deficiencies of our approach, analyse their causes, and propose
possible solutions which are the directions for future improvements.
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