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längerer Entwicklungszeiten und höheren Kosten, sowie zu ungeeigneten ML-Lösungen, welche schwer zu verstehen und wiederzuverwenden sind.

Diese Dissertation stellt Konzepte vor, um diese Herausforderungen zu bewältigen. Dies sind das axiomatische Design für maschinelles Lernen (AD4ML), das Profiling-Rahmenwerk für ML-Lösungen und AssistML.

Axiomatisches Design für maschinelles Lernen (AD4ML) ist ein Konzept zum strukturierten und agilen Entwurf von ML-Lösungsspezifikationen. AD4ML sorgt für einen eindeutigen Bezug zwischen domänenspezifischen Anforderungen und konkreten Softwarekomponenten. AD4ML-Spezifikationen können somit vor der Implementierung hinsichtlich der Anforderungen von Domänenerfassern validiert werden.


ABSTRACT

The application of Machine Learning (ML) techniques and methods is common practice in manufacturing companies. They assign teams to the development of ML solutions to support individual use cases. This dissertation refers as ML solution to the set of software components and learning algorithms to deliver a predictive capability based on available use case data, their (hyper) parameters and technical settings.

Currently, development teams face four challenges that complicate the development of ML solutions. First, they lack a formal approach to specify ML solutions that can trace the impact of individual solution components on domain-specific requirements. Second, they lack an approach to document the configurations chosen to build an ML solution, therefore ensuring the reproducibility of the performance obtained. Third, they lack an approach to recommend and select ML solutions that is intuitive for non ML experts. Fourth, they lack a comprehensive sequence of steps that ensures both best practices and the consideration of technical and domain-specific aspects during the development process. Overall, the inability to address these challenges leads to longer development times and higher development costs, as well as less suitable ML solutions that are more difficult to understand and to reuse.
This dissertation presents concepts to address these challenges. They are Axiomatic Design for Machine Learning (AD4ML), the ML solution profiling framework and AssistML.

AD4ML is a concept for the structured and agile specification of ML solutions. AD4ML establishes clear relationships between domain-specific requirements and concrete software components. AD4ML specifications can thus be validated regarding domain expert requirements before implementation.

The ML solution profiling framework employs metadata to document important characteristics of data, technical configurations, and parameter values of software components as well as multiple performance metrics. These metadata constitute the foundations for the reproducibility of ML solutions.

AssistML recommends ML solutions for new use cases. AssistML searches among documented ML solutions those that better fulfill the performance preferences of the new use case. The selected solutions are then presented to decision-makers in an intuitive way.

Each of these concepts was evaluated and implemented. Combined, these concepts offer development teams a technology-agnostic approach to build ML solutions. The use of these concepts brings multiple benefits, i.e., shorter development times, more efficient development projects, and better-informed decisions about the development and selection of ML solutions.
The increasing complexity of products and production processes demands the use of new technologies to continue manufacturing high-quality products with financially efficient production costs (Westkämper and Löffler, 2016). Machine Learning (ML) is one such technology. Manufacturing companies apply ML to handle the complexity of their production systems (Wuest et al., 2016). ML is not applied in isolation. It has to be deployed within bigger software systems, which are in turn embedded in the production system (Kuwajima et al., 2020; Sculley et al., 2015). This complex deployment environment, i.e., in a system of systems, along with other factors make the current development of software systems with ML software error-prone and time-consuming. As a consequence, it is difficult to derive benefits from ML deployment in the production system and to speed up ML adoption to meet the demand of manufacturing companies.

This dissertation identifies and addresses four main challenges that come up during the development of ML solutions. In response to these challenges, it provides concepts and methods to facilitate the design, configuration and selection of ML solutions in manufacturing use cases.
The remainder of this chapter is organized as follows: Section 1.1 introduces the current state of developing systems with ML for manufacturing cases that motivate this dissertation. Section 1.2 introduces the application context that all contributions consider, particularly its characteristic components. It also introduces the concept of ML solutions. Section 1.3 introduces the four research challenges that this dissertation addresses. Section 1.4 summarizes the four contributions of this dissertation to address the research challenges. Section 1.5 describes the outline of the remaining dissertation.

1.1. Motivation

The application of ML is common in manufacturing companies (Choudhary et al., 2009; Pham and Afify, 2005). It is also known to be rapidly evolving over the years. Several factors, technological and economical, have led to a wide diversification in the approaches to apply ML in manufacturing. This dissertation focuses on the development aspects of applying ML in manufacturing. Thus, this section describes the factors that characterize ML development projects in manufacturing companies.

**Increased complexity of production systems.** Companies set up more complex production systems to produce more complex products as demanded (Westkämper and Löffler, 2016). The complexity in the production system can be reflected in e.g., more production steps, additional equipment required, or higher quality requirements (Moyne and Iskandar, 2017). This additional complexity demands a higher skill level from workers to perform their tasks correctly. Besides training, which is time-consuming and expensive, systems with ML can also reduce the complexity for workers in multiple ways.

This technological factor however increases the complexity of ML development projects. The complexity of the production systems also complicates the integration of ML into these production systems.
Increased availability of manufacturing data. Data is produced in vast quantities at many steps in a production system (Moyne and Iskandar, 2017; Pham and Afify, 2005) and is stored in multiple formats (Gupta, 2018; O’Donovan et al., 2015). Examples include product catalogs, production scheduling, production orders, part and material stocks. They are stored in relational databases, data lakes, data warehouses or (distributed) file systems (O’Donovan et al., 2015). These data sources can contain relational data, images, video, time series or unstructured text (Mäkinen et al., 2021). This diversity in manufacturing data can be characterized with the five V’s of big data (Gandomi and Haider, 2014; Moyne and Iskandar, 2017; Tao et al., 2018). The acronym stands for five characteristics of so-called big data sets, i.e., volume, variety, velocity, veracity and value. Each characteristic imposes challenges to the use of data to inform decision-making (see Section 2.2).

Overall, the increased availability of data has a mixed impact on ML development projects. On the one hand, comprehensive data collection about customers, employees, suppliers, products, equipment, and processes facilitates the training of comprehensive ML models. On the other hand, the heterogeneous data structures, proprietary systems and closed data formats (O’Donovan et al., 2015) complicate the implementation of data preprocessing pipelines and data analysis. This is because general purpose data analysis software may not be ready (O’Donovan et al., 2015) to integrate heterogeneous proprietary data sources. This leads to additional development efforts and overall to more complex software systems.

Increased availability of ML software and tools. ML software and tools are released constantly (Atwal, 2020). They cover a wide spectrum of software, from programming or scripting languages, execution platforms, middleware, and ML libraries. Also, some of this new software specializes in a particular task, e.g., data collection, data processing, model training, or deployment. This means that ML development projects need to combine many tools to produce a working software system that spans all these different tasks. In that situation, some components handle, e.g., data preparation,
while others train an ML model and others trigger communications with other systems based on the ML model’s predictions. Additionally, integration code is required to make all these components work together.

Therefore, the specialization of software components leads to more complex software systems, i.e., a so-called technical debt (Sculley et al., 2015). This is manifested in additional efforts to implement and maintain the software system due to the many compatibility checks needed. It also makes it difficult to unify the technological choices of different ML development projects, as development teams can use components that only fulfill their own specific use case needs.

**Scarcity of ML experts.** The ever-growing number and complexity of available tools and the new algorithms that research develops makes it hard to train enough experts to apply ML tools (Zaharia et al., 2018). This factor leads to a scarcity of ML experts (Flaounas, 2017), i.e., data scientists and data engineers. This slows down the execution of development projects or the depth of the analysis carried out for each individual project. Companies have created new roles to cope with this lack of experts. Citizen data scientists are domain experts with some knowledge of data science and machine learning (Gröger, 2018). Workers in this role are first and foremost domain experts, but also complement the work of data scientists. They can apply existing ML solutions and assess the utility of ML solutions for the use case, but cannot develop complex ML solutions independently.

The unequal level of knowledge and skills between ML experts and citizen data scientists presents a problem for the standardization of software components across multiple development projects. Citizen data scientists may give preference to custom ML solutions that are easily applicable to their use case over more complex and generic ones (Xin et al., 2021). As a result, the scarcity of ML experts has a negative impact on ML development projects.
1.2. Application Context of ML Solution Development in Manufacturing

This section presents an exemplary application context in which manufacturing companies develop ML solutions. The first part defines the concept of an ML solution to detail the output that manufacturing companies expect from ML development projects. Subsequent parts of this section elaborate on other application context elements needed to build an ML solution. This includes the project scope, the development process, the team roles, the available resources and systems. Thereby, this application context becomes a source of valid assumptions to define concrete research challenges. Information about all elements in the application context are based on relevant literature to ensure its correctness and applicability.

1.2.1. Definition of Machine Learning Solution

Development projects are launched to build a software system that can deliver predictive insights for a specific use case (Braschler et al., 2019). Such a system must be able to read the available data and produce predictions that can help the use case, i.e., any of the supervised machine learning outputs, e.g., classification or regression (for more, see Section 2.3). This dissertation proposes the concept of ML solution to refer to the complete end-to-end software system that is built in the development project. Specifically, an ML solution is a coherent sequence of deployed software components, ML algorithms, their configurations, and domain-specific specifications that are necessary to deliver a predictive capability at a use case based on available data. Figure 1.1 exemplifies this conceptual definition of an ML solution. The most commonly known core components of the ML solution are shown with double line borders. These include (1) components for data collection, (2) data feature encoding and selection, (3) a trained ML model, and (4) data post-processing or reporting. All these components have custom values specific for their intended use case. In addition to them, other components are still required for the ML solution to be functional. These (5) extended...
components (shown in light gray and with single line borders) include software dependencies, e.g., specific libraries and execution platforms from which generic ML algorithms are used. The ML solution also needs to integrate with other existing systems that are available at the use case. This requires communication components, e.g., middleware. Moreover, the ML solution can be expected to perform within the constraints of the overall production system. To verify this, monitoring or reporting components need to be included as well. Underlying all software components is (6) the hardware infrastructure platform on which the ML solution is deployed. Overall, this example ML solution illustrates that solutions include many more software components in addition to a trained ML model (Sculley et al., 2015).

1.2.2. The Project Scope

ML solution development projects can have different scopes. Multiple authors (Monostori, 2003; Sharp et al., 2018) agree that most projects apply ML on individual production steps. Sharp et al., 2018 takes the hierarchy proposed in the the ISA-95 framework to illustrate the granularity of ML applications. The ISA-95 framework covers five levels from the low-level
1.2.3. The Development Process

The application context distinguishes three main steps in the ML solution development process, i.e., design, configuration and selection steps. This division combines the viewpoints from academia (Ashmore et al., 2021; Mikkonen et al., 2021; Pham and Afify, 2005; Weber et al., 2019) and industry (Bernardi et al., 2019; Flaounas, 2017) about ML development projects in industry. The three steps group activities that all projects perform when building an ML solution, regardless of the development methodology they follow. Figure 1.2 shows the three steps in sequence along with brief descriptions of their main activities.

The design step concerns the definition of a domain-specific problem that guides ML solution development. This first step determines which problem from the production system can be solved with ML. It sets the scope for the whole project (Bernardi et al., 2019). The domain-specific problem becomes
a guideline to assess which ML solution components can be useful, and how they should be integrated in the use case. Depending on the approach, the problem definition may be done more or less formally. For instance, CRISP-DM requires the problem to be stated as a series of business goals and plans (Shearer, 2000). Meanwhile, practitioners may simply assess the cost-benefit ratio of implementing an ML solution given the resources available for the use case (Flaounas, 2017).

The configuration step refers to the technical development of the ML solutions. This step is characterized by the iterative training of several ML models using different settings. For this purpose, available data sources are explored and analyzed to obtain a set of useful data features. These data features are then used together with an ML algorithm to train a predictive model, e.g., a classifier or regressor. This step requires multiple attempts and adaptations to make the available data and ML components work together (Flaounas, 2017). In this process, different settings, i.e., seed values, hyper-parameter values, or sampling techniques are used. As a consequence, multiple candidate ML solutions are developed for the same use case, each one with small differences in the data features, the software libraries, the learning algorithms or the settings it uses. Only ML solutions with performance suitable for the use case can be considered candidates. Therefore, the performance evaluation is fundamental to complete the model training (Ashmore et al., 2021; Bernardi et al., 2019; Weber et al., 2019).

The selection step refers to the assessment of multiple candidates and the selection of an ML solution. During the configuration step, the performance of each ML solution is tested against the use case expectations. In the selection step, all candidate ML solutions are compared with one another to determine which one is more suitable for the use case. Use case suitability is a complex question that cannot be measured with a single performance metric (Paleyes et al., 2020). Additional aspects like scalability, explainability, reliability or even a combination of many performance metrics can be equally decisive. This selection step is typically addressed indirectly during deployment (Ashmore et al., 2021; Bernardi et al., 2019; Flaounas, 2017). In the end, only the most suitable ML solution(s) are selected for use.
1.2.4. Roles in the Development Team

ML solution development projects are executed by a multi-disciplinary team. Each team member plays a role during the development process according to his/her specialized knowledge and interests. Figure 1.3 shows the four roles present in the application context. Please notice that each role can be assigned to multiple people depending on the size of the project.

**Domain expert.** This role is considered the direct user of the ML solution. It is assumed by people who operate the use case activities. This applies to any person involved in productive processes throughout the product lifecycle. Thus, production engineers, assembly line workers, or quality assurance specialists typically assume this role. Domain experts are involved in the development project of an ML solution during the design and selection steps. They help define the task that the ML solution must fulfill to support the use case. They also are the ultimate source regarding the interpretation of use case data and of its semantics. Domain experts desire an ML solution that delivers explainable results with overall good performance.

**Decision maker.** This role leads and takes responsibility over the ML solution development project. Therefore, the role can only be assumed by people with decision power in the organization, e. g., product owners,
production managers, or c-suite executives. They are involved in the selection step of the development process. Their decision power determines the overall project constraints, i.e., the available financial budget and time frame for the development. Decision makers also set the performance preferences that the resulting ML solution should fulfill. These preferences correspond to the domain-specific goals that the use case needs to meet to be considered productive. For instance, the decision maker may decide to accept a running time of 5 seconds per prediction in order to keep the use case under control in takt time. Finally, decision makers desire ML solutions that can support the use case in a cost-effective manner. Also important for them is the ability to explain the functioning of the ML solution, particularly when its results contradict the judgment of domain experts.

**Data scientist.** This role is the main designer of the ML solution. The role is assumed by people with knowledge of machine learning and its related disciplines, like data engineering and statistics. They carry out most activities in the configuration step and collaborate with other roles in the other two steps. They contribute their knowledge to design the ML solution, either to implement it themselves afterwards or to provide a specification for the software developers to follow. Therefore, their main interest is to find highly-performing ML solutions, e.g., ML solutions that deliver as many correct predictions as possible in the shortest possible time. A second interest for data scientists is the reproducibility of the results they obtain. The ML solutions they design should perform in production in the same way as they did during development. For this reason, data scientists are interested in making sure that the designs they propose are reliable and robust.

**Software developer.** This role is mainly responsible for building and deploying the software system of an ML solution, i.e., implementing ML solution designs. This role is assumed by software engineers, programmers or IT specialists, i.e., people with knowledge of the company’s hardware and software resources. The software developer is involved in the configuration step of the development process in collaboration with the data scientist. Besides implementing ML solutions, the software developer also verifies the viability of the designs proposed by the data scientists. He or she verifies
that ML solutions can be deployed in the hardware and software available to the use case. In order to do that, he or she is interested in a complete specification of all hardware, software and data dependencies of the ML solution. Therefore, he or she is interested in developing ML solutions that are easy to deploy and monitor.

1.2.5. Data and Available Tools

Every development project must secure a data source to develop ML solutions. The application context assumes that use case data consists of records from multiple sources consolidated into a single one. This excludes any data discovery that takes place before beginning the development process. Yet, the consolidated data set can contain different data types, e.g., qualitative and quantitative data from relational databases, unstructured text from document archives or time series data from sensors. These data features may also present quality problems, such as missing values, badly-formatted text, outliers, or invalid values. Moreover, the application context assumes that data features may have semantics that cannot be directly captured in the data source. For instance, encoding dates in UNIX format gives them the appearance of numerical data. Also, the use case data can be difficult to
manage after a certain dimension, e.g., if historical data from several years is collected.

Finally, the application context assumes that companies carry out multiple developments (Bernardi et al., 2019), as they seek to support many use cases with ML solutions. The application context thus assumes that finished ML solutions, i.e., its documentation and components, are stored and available. This includes the source code or software components of previous ML solutions, some description about them and samples of the data used to train its ML model. Beyond these contents, the application context does not assume any standardization in the way the solutions were developed or validated. This assumption reflects the limited scope of development projects, which only consider one use case at the time.

1.3. Research Challenges

The application context described in the previous section characterizes typical situations and approaches to ML solution development in manufacturing. This dissertation identifies four challenges in this application context that render ML solution development ineffective. Ineffective ML solution development projects are characterized by longer development times, duplicate tasks, duplicate software implementations and/or duplicate data sources, unclear team collaboration, and difficulties to understand, compare and integrate ML solutions or their components to their target use case. The lack of methods and concepts to address the four challenges represents a problem for ML solution development. This dissertation addresses the problem of ineffective ML solution development by proposing concepts and methods to conquer the design, configuration, selection and process challenges.

This section formulates the four unaddressed research challenges that constitute the research problems in focus here. Figure 1.5 shows the scope of all challenges in the context of the ML solution development process.
1.3.1. Design Challenge

The first challenge pertains to the design step in the ML solution development process. Typically, the data scientist is in charge of the problem definition for the new ML solution. Existing specification methods (see Section 2.4) make it difficult to distinguish between the technical specification of components and the domain-specific needs that motivate the use of ML (Viaene and Van den Bunder, 2011). This is partly due to the fact that the different roles of the development team, domain experts in particular, lack a clear way to collaborate with data scientists to provide useful input for the ML solution specification. Moreover, specification documents tend to be unstructured in nature. This makes it difficult to understand the functioning of its software components, i.e., the need of certain software components to solve the
domain-specific problem. It also makes it hard to compare and reuse existing specifications. The lack of structure also removes the possibility to support the development team in the specification of new ML solutions by recommending existing specifications.

To address the **Design Challenge (CH-1)**, there is a need for concepts and methods that introduce formalism to ML solution specifications. Through formalization, ML solution can be processed by software systems. There also needs to be a defined way of collaboration for all roles in the development team. Similarly, concepts and methods need to offer a full trace of domain-specific goals and requirements and how they lead to concrete software components. This allows a better integration of the new ML solution with systems available at the use case.

### 1.3.2. Configuration Challenge

The second challenge pertains to the configuration step in the ML solution development process. Data scientists and software developers build different ML solutions with different ML algorithms, training settings, hyperparameter values, data preprocessing techniques and IT resources. The search space, i.e., all combinations with the elements mentioned above, quickly becomes too large to be explored exhaustively (Xin et al., 2021). Yet, software developers and data scientists typically try every tool combination they have available (Zaharia et al., 2018). This opens the risk of incurring in many training iterations in search for a better performing ML solution. Moreover, as the number of iterations grows, it becomes increasingly difficult to determine the exact combination of software components and settings used to build a good performing ML solution. This problem is exacerbated if there is no standard procedure to evaluate the ML solution’s performance. It is thus important to be systematic during this highly creative step of the development process.

To address the **Configuration Challenge (CH-2)**, there is a need for concepts and methods to ensure comprehensive documentation of ML solution configurations. This documentation should ensure the complete reproducibility
1.3.3. Selection Challenge

The third challenge pertains to the selection step in the ML solution development process. Decision makers review the candidate ML solutions developed in the previous step to choose which alternative is most suitable for the use case. However, use case suitability depends on multiple criteria, e.g., development and deployment costs, execution time. Not all of these criteria are reported through ML metrics. Decision makers have difficulties selecting ML solutions because of the expert knowledge required to understand them (Baier et al., 2019). For instance, they may be confronted with ML metrics, e.g., RMSE or F1 Score, whose scale and values are of little utility without expert interpretation. This is particularly problematic when the ML tools themselves offer little information about the trained ML model (Xin et al., 2021).

To address the Selection Challenge (CH-3), there need to be concepts and methods to facilitate understanding and comparing ML solutions for non-experts. These methods should allow domain experts and decision makers to understand the overall performance of an ML solution beyond single ML metrics. Additionally, the methods should make it easy for non-experts to understand the performance trade-offs of choosing one ML solution over others. As the number of ML solutions increases, it becomes important to be able to compare multiple ML solutions in a reasonable time.
1.3.4. Process Challenge

The fourth challenge pertains to the overall ML solution development process. The interaction of all roles needs coordination to carry out all steps. Coordination implies clearly-defined responsibilities and step sequences. Without clear responsibilities, different roles working together, e.g., in the design step, may duplicate activities. Another possibility is that by not involving a certain role, e.g., the domain expert, some activities are omitted and their absence noticed only much later. Moreover, performing the three steps in the development in exclusive sequence may become very inefficient for large scale projects where some ML solution components will be finished before others.

To address the Process Challenge (CH-4), there need to be concept and methods to organize the sequence of activities and steps in the development process. The methods should determine the complete list of activities that every role must perform to complete every step. This list of steps should ensure not only that development is complete and time-efficient, but also that it is reproducible and that domain-specific concerns are satisfied. Methods should also devise the correct sequence of activities to eliminate unnecessary iterations and to parallelize some activities to reduce overall development time. Moreover, there has to be a proper documentation of the progress throughout the process, so that the resulting ML solution is reproducible and its performance understandable. This can help establish best practices that can later be applied on any new ML solution development project.

1.4. Research Contributions

This section presents four research contributions to address the research challenges introduced in Section 1.3. Figure 1.6 shows the research contributions across the typical ML solution development process to indicate the challenges they address. Preliminary versions of the research contributions have been published in different proceedings of conferences and in a journal (Villanueva Zacarias et al., 2020; Villanueva Zacarias, Ghabri,
Figure 1.6.: Contributions to address the challenges in the development of ML solutions.

et al., 2021; Villanueva Zacarias, Reimann, et al., 2018; Villanueva Zacarias, Weber, et al., 2021; Villanueva Zacarias. et al., 2017). They have been edited and expanded to be included in this dissertation. All contributions taken from these publications and described in this dissertation are the original work of the dissertation author. Additionally, software implementations of these contributions have been made publicly-available online \(^1\).

To obtain these contributions, research was conducted following the design science approach of Hevner et al., 2004. This research methodology is suitable for contexts where people, organizations and technology interact. Design science proposes the creation of research artifacts as a way to know and solve a certain problem domain. Research artifacts can be a construct or concept, a model, a method or an instantiation (Hevner et al., 2004). These artifacts are developed iteratively in build-and-evaluate cycles. In each cycle, knowledge is applied on an artifact, and the artifact is evaluated in a practical use case. This research thus develops concepts and methods

\(^1\)https://github.com/al-villanueva
as contributions for each identified research challenge. The research then assesses their effectiveness with prototypical implementations on concrete use cases, i.e., instantiation artifacts in the context of design science.

1.4.1. Research Contribution for the Design Challenge

The design methodology Axiomatic Design for Machine Learning (AD4ML) addresses the design challenge CH-1. AD4ML adapts the Axiomatic Design methodology (Suh, 2001) to enable the specification of ML solutions. ML solution specifications made with AD4ML are based on a mathematical formalism that allows them to be processed by software systems. They are also built in a modular manner, which facilitates coordination and collaboration of the development team and increases their reusability. This contribution enables the systematic consideration of domain-specific requirements from the very beginning of ML solution development. It also enables the documentation of ML solutions at a domain-specific level in order to trace the function of each solution component to a domain-specific requirement. This contribution is composed of the following sub-contributions:

**Requirements (RC-1.1)** A set of feasibility requirements for the design of ML solutions in manufacturing.

**Concept (RC-1.2)** AD4ML – An adaptation of Axiomatic Design to specify ML solutions.

**Implementation (RC-1.3)** Prototypical implementation of AD4ML as a REST service available via a web interface.

1.4.2. Research Contribution for the Configuration Challenge

The ML solution framework addresses the configuration challenge CH-2. The ML solution framework offers a comprehensive yet flexible format to collect all information needed to develop and reproduce ML solutions. The framework includes information about the domain-specific task and preferences, the use case data properties, hardware and software configurations, ML
algorithm and training settings, and the observed performance. The comprehensiveness of the metadata collected makes it possible to standardize the documentation of ML solutions with considerably different configurations. For instance, it can be used to document ML solutions developed with visual tools, e.g., KNIME or RapidMiner, ML solutions with ML models for regression, binary classification or multi-class classification. This contribution improves the reproducibility of ML solutions by documenting more than the ML model and its settings. This improves the ability of development teams to share their results with each other. This contribution is composed of the following sub-contributions:

**Requirements (RC-2.1)** A set of requirements regarding the combination and configuration of ML solution components.

**Concept (RC-2.2)** A conceptual ML solution framework consisting of four metadata profiles.

**Implementation (RC-2.3)** Prototypical implementation of metadata profiles for exemplary use cases as well as a visualizer.

1.4.3. Research Contribution for the Selection Challenge

AssistML addresses the selection challenge CH-3. AssistML is a recommendation concept to find suitable ML solutions that can be adapted to be reused in new use cases. With AssistML, users can easily search for and compare many ML solutions without the need of expert knowledge. The concept takes into account performance preferences and presents users, i.e., citizen data scientists and decision makers, intuitive reports of each candidate ML solution. The reports they obtain from AssistML allow users to understand the performance trade-offs of employing each candidate and select the ML solution that best meets the use case needs. This contribution improves the ability of development teams to implement ML solutions for new use cases by reducing the iterations needed to find suitable solution components or configurations. It also empowers citizen data scientists to take up development projects on their own, thus reducing the demand for expert data
scientists in the company. This contribution is composed of the following sub-contributions:

**Requirements (RC-3.1)** A set of requirements regarding the complexity of recommending reusable ML solutions to non-expert users.

**Concept (RC-3.2)** Assisted Machine Learning (AssistML) – A concept to recommend and select ML solutions with consideration of performance preferences.

**Implementation (RC-3.3)** Prototypical implementation of AssistML and the metadata repository.

1.4.4. Research Contribution for the Process Challenge

The development process of the ML solution framework together with a metadata repository address the process challenge CH-4. The development process determines a comprehensive list of activities for the design, configuration and selection steps. It guides all members in the development team to carry out their activities in the right order and ensures that reproducibility, standardization and good practices are in place.

Because the development process spans over many activities and involves different roles, any progress made, e.g., implemented software, preprocessed data and domain-specific decisions, has to be properly documented. Proper documentation of every activity allows stakeholders to understand and reproduce the results obtained throughout the development process. A metadata repository was conceived to address this aspect of CH-4. The repository is designed to collect and organize metadata of relevant intermediate results during the development project. These include the manner in which data is preprocessed, the settings used to train the ML model(s), the performance evaluation procedure followed as well as the performance scores obtained. This metadata repository is conceived to document ML development projects regardless of the technology stacks used to allow the consistent documentation of diverse ML solutions. This also allows the meta-
A metadata repository to serve as data foundation for the recommendation concept AssistML.

This contribution is composed of the following sub-contributions:

**Concept (RC-4.1)** A conceptual guidance process to develop ML solutions.

**Concept (RC-4.2)** An extensible, technology-agnostic metadata repository to document progress during the ML solution development process.

**Implementation (RC-4.3)** A metadata repository to concentrate all documentation, source code, and data to reproduce the ML solution developed, explain its performance and serve as basis to recommend ML solutions for new use cases.

### 1.5. Dissertation Outline

This dissertation is organized in five logically ordered chapters.

**Chapter 2 – Theoretical Background** gives an overview of the concepts and theories that underpin the contributions of this dissertation. This includes an introduction to data-driven machine learning, production systems, applications of ML in manufacturing and existing approaches to the design, configuration and selection of ML solutions.

**Chapter 3 – ML Solution Framework** discusses the ML solution framework and ML solution development process. These contributions structure the complete ML solution development project. They also form the basis for the contributions presented in the following chapters, i.e., AD4ML in **Chapter 4** and AssistML in **Chapter 5**. This chapter proposes these contributions in response to a set of requirements extracted from a literature review. The chapter also describes the application of the framework on an exemplary use case for end-of-line fault detection. The chapter closes with a prototypical implementation of the metadata profiles.

**Chapter 4 – Axiomatic Design for Machine Learning** discusses the use of the Axiomatic Design methodology to specify ML solutions. The chapter first discusses the requirements that the specification of ML solutions for
manufacturing use cases imposes on any design methodology. It then introduces a reference use case to serve as a guiding example for the adaptations that constitute AD4ML. Afterwards, the chapter discusses further relevant aspects of using AD4ML to specify ML solutions. Concretely, it discusses a visualization method for AD4ML specifications, methods to assess the quality of design decisions and overall AD4ML specifications, and an approach to carry out the specification with AD4ML following agile principles.

Chapter 5 – AssistML discusses AssistML, a concept to recommend existing ML solutions for new predictive use cases. The chapter first determines the requirements that the concept must fulfill to support its target users, i.e., the citizen data scientist and the decision maker. It then introduces the metadata repository as a key requirement for the AssistML recommendation process. The chapter discusses the steps of the recommendation process in detail and evaluates its ability to recommend useful ML solutions with two exemplary use cases. The chapter closes with a prototypical implementation of the recommendation process and the metadata repository.

Chapter 6 – Conclusion and Future Work summarizes the contributions presented in this dissertation and discusses the extent to which they address the research challenges from Section 1.3. The chapter closes with an overview of the directions in which the research can continue. A list of publications, supervised theses and projects as well as publicly released software can be found at the end of the dissertation.
In order to delimit the scope, this chapter introduces concepts related to the main research contributions. The first section discusses the process of designing new production systems, as this is the context in which the specification of ML solutions takes place. The second section describes the characteristics of data collected or generated within such production systems to determine the data sets that can be expected to be used for machine learning. Then, the third section characterizes Machine Learning and discuss the common applications of this kind of ML in manufacturing use cases. The last three sections give a brief overview of existing approaches to design, configure and select ML solutions that serve as context for the contributions presented in Chapters 3 to 5.

2.1. Characteristics of Production System Design

This section first describes production system design in the context of the product conception phase according to Eigner (Eigner and Stelzer, 2009) and the Smart Engineering initiative by Acatech (Anderl et al., 2012). Afterwards, three elements of production system design are further detailed.
These are (1) classification systems (Grabowski et al., 2002), (2) feature technology (Haasis et al., 2003), and (3) model-based systems engineering (Eigner, 2013).

2.1.1. Production System Design within the Product Conception Phase

Product conception is part of the product life cycle (Eigner and Stelzer, 2009). It covers processes to develop a business idea into viable product and production system concepts (see Figure 2.1). Using these concepts, the mass production phase can be launched.

The activities in product conception are grouped into three processes: the strategic product planning, the product development and the production system design. These processes do not occur in isolation. They interact with each other as their corresponding results get further detailed. In this sense, they do not follow a traditional process sequence (Anderl et al., 2012). The goal of strategic product planning is to ensure the economic viability of the new product. This requires verifying the existence of a business need, business models, a market segment and the potential for the company (Anderl et al., 2012). During product development, the product is conceived from mechanical, electrical and electronic, and software standpoints. The resulting product concept contains exact and binding specifications of the product’s technical functionality, costs, and quality levels (Anderl et al., 2012). As for the production system design, the goal is to determine how to manufacture the product according to its product concept. For this purpose, the product
concept is broken down into manufacturing operations. Each manufacturing operation is responsible for a product characteristics or functionality. Manufacturing equipment, facilities, and resources are assigned to each manufacturing operation (Anderl et al., 2012). Depending on the viability to manufacture the product, either the product concept or the production system concept can be adapted to better suit each other.

The product conception phase ends with complete and viable specifications of the product and the production system. The product concept is a complete digital description of the product, referred to as Digital Master (Eigner and Stelzer, 2009), Virtual Product or Virtual Prototype (Anderl et al., 2012). The production system concept, also referred to as Digital Factory or Virtual Production (Anderl et al., 2012) contains, e.g., the work plan, the layout for the production and assembly lines, and the design of working stations.

The need for interdisciplinary efforts to develop both product and production system concepts is satisfied through Cross Enterprise Engineering (Eigner and Stelzer, 2009). This concept implies cooperation and coordination across disciplines, organizations and systems spanning throughout product conception and the later phases of the product life cycle (Eigner and Stelzer, 2009).

2.1.2. Classification Systems

The design of production systems considers a wide range of system components. Components include manufacturing equipment, manufacturing operations, production facilities, resources, and production technologies. Their technical descriptions are stored in different data sources (Grabowski et al., 2002). These can include reports, specification sheets, and test results. Besides, each component has a distinct relationship with the rest of the production system. These relationships are also kept in data sources. For instance, a specification sheet can describe the type of material that a machine can handle, thus linking the material to the machine. Designing a production system without an organizing structure impacts the process
efficiency. This is due to the extra effort to organize and find data (Grabowski et al., 2002). The possibility to reuse specifications is also reduced.

Classification systems provide a structure for components in a production system. They assign each component a compact classification code that describes its key properties. Examples of classification systems are eCl@ss, the European Article Numbering EAN and North American Industry Classification System NAICS (Grabowski et al., 2002).

Classification codes are built out of a hierarchy of key properties. Each key property is a level in this hierarchy, its values encoded with a few letters and numbers (Grabowski et al., 2002). The combination of key property values uniquely identifies a component with a standard, meaningful representation. For example, a classification system can be built using three key properties. The first property can distinguish the type of system component. The second property can state the product line in which the component is used. The third property can identify the revision number of that component.

Without a classification system, systems component can only be found via search techniques. This implies issuing custom search queries that often produce many slightly relevant results. Besides, it is not guaranteed that the query finds the desired component (Grabowski et al., 2002).

2.1.3. Feature Technology

Feature technology was introduced at the beginning of the 2000’s by Daimler Chrysler and Dassault Systèmes to address the need to integrate data about the product, the production system and the resources used for production (Haasis et al., 2003). Features are uniform carriers of descriptive and semantic information to ensure a continuous dataflow throughout the product life cycle. Depending on the kind of data they capture, they can have one of four different types: design, manufacturing, assembly and inspection.

The use of feature technology in product conception begins with the design of product parts. A product part is composed of design features. Each design feature has a specific function associated to it. This allows designers to choose features according to the functions that the new part should have
Figure 2.2.: Feature tree showing the connection between part feature, process and resources. After (Haasis et al., 2003)

(Haasis et al., 2003). This promotes standardization of design features, which in turn results in cost efficiencies.

During production system design, design features are mapped to manufacturing and inspection processes. This is called feature mapping and is shown in Figure 2.2. Afterwards, inspection processes are mapped into specific operations. Then, these operations are linked to the machines capable of doing them (Haasis et al., 2003).

Thanks to this linking from part to machine, the production costs, machine capacities, and supply logistics can be more accurately estimated. This end-to-end linkage also offers the possibility to trace any changes to either the product, the production system or the machines.

2.1.4. Model-based Systems Engineering

With products incorporating more electronic and software functionality, there has been a growing need to make product conception more interdisciplinary. In response to this need, a new discipline called Systems Engineering was born. In Systems Engineering, both the product and the production system are considered systems as they are "sets of elements (...) that accomplish a
defined objective." (Walden et al., 2015). Moreover, their interactions make it necessary to consider them parts of a system of systems that is designed during the product conception phase.

Model Based Systems Engineering (MBSE) is an approach in systems engineering that aims to develop systems through the construction and refinement of a unified, coherent, digital system model (Eigner, 2013; Ramos et al., 2011). The system model, its constituent models and model elements are developed using appropriate modeling languages and modeling tools, e.g., SysML in Artisan Studio (Ramos et al., 2011). The resulting models are stored and managed in a model repository (Ramos et al., 2011). The models in the repository become a single coherent data source for all activities in product conception and for later phases in the product lifecycle. Models describe systems, i.e., the product and production system, in a formal, complete and consistent manner.

In contrast to models, documents change the textual specifications as they are exchanged throughout the product conception. Furthermore, models contain interconnected information about the requirements, structure, behavior and parameters of the systems (Ramos et al., 2011). The interconnections are made possible thanks to a data model supporting hierarchies, cross-references between model aspects and typed connections within the models (Eigner, 2013).

2.2. Data in Manufacturing Use Cases

The widespread adoption of software systems throughout the production system has grown over the years (Tao et al., 2018). This includes information systems to manage aspects of the product lifecycle, e.g., Customer Relationship Management (CRM), Manufacturing Execution System (MES), Enterprise Resource Planning (ERP), Supply Chain Management (SCM) and Product Data Management (PDM) systems. Also included are software systems to handle product data, e.g., Computer Aided Design (CAD), Computer Aided Engineering (CAE) and Computer Aided Manunfacturing (CAM)
systems. All these systems generate data and store them using their own databases or data formats for all members of an organization to access (Tao et al., 2018). Recently, the amount of data to analyze the production system has grown significantly. This is due to the use of digital sensors at production system facilities, the access to open data sets online and to customer data from social media channels (Tao et al., 2018). Therefore, distributed data storage systems, e.g., data lakes or cloud services, are required to store the larger data sets (Giebler et al., 2019).

This has led organizations to cope with the challenges of big data (Gandomi and Haider, 2014; Grover and Kar, 2017; Moyne and Iskandar, 2017; O’Donovan et al., 2015; Tao et al., 2018). Besides the sheer size of collected data, other characteristics have been adopted to define big data. These characteristics have been summarized in five V’s, namely volume, variety, velocity, veracity and value (Gandomi and Haider, 2014; Grover and Kar, 2017; Moyne and Iskandar, 2017). Each of these characteristics indicate potential challenges that industry practitioners need to address to use their data in the development of ML solutions.

Volume refers to the magnitude of the data relative to the available capacity storage (Gandomi and Haider, 2014; Grover and Kar, 2017). This characteristic is mainly relevant to assess the scalability of the data storage in the production systems. For instance, the addition of sensors in the production system can have a big impact in the amount of data storage needed.

Variety refers to the different data types collected in the production system (Gandomi and Haider, 2014). This characteristic is of particular relevance in production systems given the high heterogeneity of data sources, which go from traditional databases of MES or ERP systems (Grover and Kar, 2017; Moyne and Iskandar, 2017) to semi-structured or unstructured data of Internet of Things (IoT) sensors. Currently, the most common industry data types are structured data, e.g., contained in relational databases, time series data, and unstructured text (Mäkinen et al., 2021). Assessing this characteristic helps to determine the type of preprocessing needed to analyze the data and obtain meaningful information from it (Grover and Kar, 2017).
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For example, unstructured text requires some type of representation before being used by an ML model. Representations include n-grams, bag of words or word embeddings (Sebastiani, 2002).

Velocity refers to the rates at which data is generated, collected, analyzed or acted upon (Gandomi and Haider, 2014). This characteristic is reflected in production systems in the execution models of different software systems. Some software systems may process data in batches, e.g., at the end of a production shift, whereas others process data in real-time as products advance the assembly line. This characteristic is specially challenging for data scientists (Grover and Kar, 2017), who need to take into account the different speeds of data sources for their preprocessing.

Veracity refers to the reliability of data sources, i.e., how correct the facts stated by the data source are (Gandomi and Haider, 2014). This characteristic is closely related to the assessment of the data quality, i.e., assessing how accurate, complete, truthful, or objective a data source is (Grover and Kar, 2017; Moyne and Iskandar, 2017). The higher the data quality, the better is the veracity of the data source. This is of particular importance in production systems to assess customer data or unstructured text data where judgments are made upon, e.g., social media excerpts or quality assurance reports. Assessing this characteristic and having good mitigation strategies to handle bad quality data is critical to increase the adoption of ML solutions (Moyne and Iskandar, 2017).

Value refers to the degree of usefulness of a data source based on the insights that can be extracted from it (Gandomi and Haider, 2014; Grover and Kar, 2017). In general, big data is expected to have low-density value, i.e., that an individual data point is of little utility compared to the analysis of many data points (Gandomi and Haider, 2014). An alternative stance is that from a large data source, analysis has to be carried out to extract the valuable data that can be acted upon (Grover and Kar, 2017), e.g., extract a few representative performance or configuration patterns from a big data set. Taking this characteristic into account is important as it is the value extracted from data by ML solutions that justifies the investments made to develop them.
2.3. Machine Learning

Machine Learning (ML) is a subfield of artificial intelligence that aims to develop algorithms that learn and improve their performance in the execution of a specific task (Kashyap, 2018; Mitchell, 1997). The general operation of Machine Learning is shown in Figure 2.3. A machine learning algorithm identifies and learns patterns contained in a data set \( D \) regarding a given learning task \( T \). These patterns indirectly represent knowledge which is generalized in a trained model following the ML algorithm logic. The trained model performs the task with a certain performance \( P \) (Mitchell, 1997), which can be measured using different metrics, e.g., accuracy for supervised learning tasks. This learning task consists of making an inference for an unseen case based on the learned patterns from the data. Depending on the type of learning task, the algorithms to train models and make inferences vary. This includes supervised learning, unsupervised learning, reinforcement learning and association rules (Alpaydin, 2009). This dissertation focuses on supervised learning.

In supervised learning, the data set \( D \) is composed of input features \( X \) and a class data feature \( Y \). A supervised learning algorithm trains a model \( m(X|\theta) \) that makes inferences or predictions \( Y' \) based on the input data features \( X \) and the learning parameters \( \theta \) (Alpaydin, 2009). The model thus aims to map certain values of \( X \) to values of \( Y' \), so that the error between \( Y' \) and \( Y \) is minimized.
Depending on the data type of $Y$, i.e., the type of prediction, supervised learning tasks are subdivided in classification, for categorical data, or regression, for numerical data (Alpaydin, 2009). The specific learning task determines the type of learning algorithms that can be applied to it. Representative examples include Decision Trees, Random Forests, Naive Bayes, Logistic Regression, Support Vector Machines and Artificial Neural Networks. Each learning algorithm has a set of assumptions that make use of certain properties in the input feature $X$. For instance, certain variants of the Decision Trees algorithm rely on the concept of gini impurity to determine which data feature from $X$ can classify all observations in the data set best. (Kotsiantis, I. Zaharakis, et al., 2007) and (Kotsiantis, I. D. Zaharakis, et al., 2006) give a comprehensive overview of established learning algorithms.

ML models can be further divided depending on the types of labels they produce. Some models produce single class predictions, i.e., a class out of two or many is selected for each observation in $X$. ML models trained with probabilistic algorithms produce prediction probabilities (Bishop, 2006). Finally, ML models can produce multiple simultaneously correct class predictions, i.e., produce a multi-label output (Kubat, 2017).

Supervised learning algorithms have been widely used to support production processes since the early 2000s, as a review of Wuest et al., 2016 shows. The technology is applied by developing a Machine Learning (ML) solution for a concrete use case in the production process.

A ML solution denotes the set and sequence of software components and algorithms necessary to deliver a predictive capability needed at a use case. As shown in Figure 1.1, a ML solution has to include (1) software components to read data from relevant data source(s), (2) software components to preprocess data, (3) one or more machine learning algorithms to train a machine learning model, e.g., a decision tree, and (4) postprocessing components to communicate the prediction to the use case. Furthermore, a ML solution includes (5) software components to deploy the machine learning model in the use case to make predictions. Finally, the ML solution also includes the (6) computing resources all the previously mentioned software components can operate on.
From the perspective of feature technology, ML solutions are machines performing inspection operations (Sharp et al., 2018). They are, for instance, deployed at test stations as part of an intelligent quality control system. They can trigger triage operations in an assembly line to send potentially defective assemblies into a more detailed inspection. Moreover, they can be part of monitoring dashboards to provide warnings of potential machine outages.

Depending on the specific use case in which it is deployed, the ML solution needs to be integrated with different systems. Just like regular machines and equipment, the linking of ML solutions with specific inspection operations has to be reflected in the production system concept.

2.4. Approaches to Design ML Solutions

The first step in the development process has the goal of specifying the ML solution to be developed (see Section 1.2.3). For this purpose, different design methodologies have been adapted or proposed to partially address this step.

The most prominent methodology is the Cross Industry Standard Process for Data Mining (CRISP-DM) (Chapman et al., 2000; Shearer, 2000). CRISP-DM is a high-level reference process to manage data mining projects in industry (Shearer, 2000). It is widely adopted by industry practitioners to develop data mining, data analytics, business intelligence and ML projects. CRISP-DM covers the whole development process in six phases, the first one of which addresses, among other things, the design of the ML solution. The result of this first phase is the data mining problem definition which, along with a project plan, outlines the project scope and goals (Chapman et al., 2000).

The Quality Function Deployment (QFD) methodology (Akao and King, 1990) has been adapted to design ML solution-like systems. QFD was originally conceived to design complex products based on customer preferences, the so-called voice of the customer. Based on an iterative mapping between requirements on one side and means to fulfill them on the other, QFD deduces
the product and production process specifications from customer requirements (Crowe and Cheng, 1996). This methodology has been adapted for software development (Herzwurm, Schockert, et al., 2015) and more specific application domains, e.g., cloud computing (Herzwurm, Pietsch, et al., 2012).

Other methodologies have been proposed to deal explicitly with the design of ML solutions. One is the Analytics Canvas (Kühn et al., 2018). This methodology is meant to facilitate communication and planning before the development process. The canvas offers a one-page-long overview of the IT infrastructure, data and stakeholders required for a concrete use case (Kühn et al., 2018). Another methodology is the conceptual modelling framework by Nalchigar and Yu, 2020. The framework aims to model an ML solution-like system using three modeling views or sub-models. These are the business, analytics design and data preparation views. Each view corresponds to a specific group of team members, i.e., business analysts, data scientists and data engineers, who are responsible for building and updating them (Nalchigar and Yu, 2020). Contrary to the Analytics Canvas, the modeling framework sacrifices visibility of the resulting model for a comprehensive specification based on predefined meta-models.

2.5. Approaches to Configure ML Solutions

The second step in the development process refers to the assembly of data, software components, hardware and software resources, and ML algorithms and their configuration to implement different ML solutions (see Section 1.2.3). Given the explorative and iterative nature of this step, there is a risk to follow brute-force and/or trial-and-error approaches, i.e., the development team tries all available implementation options (Zaharia et al., 2018). Configuration approaches thus are needed to provide structure to this step's iterations.

There are two methodologies that guide the process of combining data and solution components. First, Knowledge Discovery in Databases Process (KDD)
is another established methodology (Fayyad et al., 1996). KDD structures the process of building ML solutions in five steps. Through these steps, data is selected, preprocessed, and transformed to make it accessible to data mining techniques. Then, data mining techniques, among them ML algorithms, can be applied to extract patterns, i.e., useful observations that can be applied to new data with some degree of certainty (Fayyad et al., 1996). The process ends with an evaluation of all extracted patterns. In this sense, the KDD process organizes ML solution configuration around data exploration rather than domain-specific goals. Second, is the process developed by the SAS institute: Sample, Explore, Modify, Model, Assess (SEMMA) (Azevedo and Santos, 2008). Its goal is to guide users through the exploration of data samples to build and assess an ML model. SEMMA focuses on the data analysis, data preprocessing and modeling aspects of the solution configuration. Thus, it leaves aside domain-specific or deployment aspects, e.g., performance preferences or deployment constraints.

Besides these methodologies, other approaches have been conceived to track the ML solution configuration. These approaches offer a common data structure or platform to document every relevant characteristic of the developed ML solutions. ML Model Scope supports deep learning models from different software libraries on different operative systems and hardware platforms (Li et al., 2019). MLflow is a platform for tracking the parameter values and resulting performance of ML models via a REST API (Zaharia et al., 2018). OpenML is designed to be a repository of data sets and the ML models that are trained on them (Vanschoren et al., 2014). Its goal is to enable comprehensive comparisons between ML models built for the same data set.

2.6. Approaches to Select ML Solutions

The third step in the development process focuses on the comparison of different ML solutions to determine the most suitable ones for deployment (see Section 1.2.3). Currently, the comparison is made based on ML metrics com-
puted on benchmark data sets (Wagstaff, 2012). In this context, Bourrasset et al., 2019 have proposed a series of metrics for enterprise benchmarks. They propose metrics to benchmark model training, hyperparameter optimization, and the execution time for an ML to make predictions. Yet, their proposed metrics have not been completely covered by existing benchmarking approaches (Bourrasset et al., 2019).

Other ML Benchmarking approaches devise standard evaluation approaches, rank ML solutions based on the measured values, and assign scores to each implemented ML solution. MLPerf (Mattson et al., 2020) is an industry-led benchmarking platform that defines reference tasks, metrics, and categories to compare deep learning models using different ML software libraries and hardware architectures. DeepOBS (Schneider et al., 2019) is a benchmarking suite exclusively tailored for deep learning optimizers using TensorFlow.
A team tasked with the development of ML solutions faces difficulties related to the configuration (CH-2) and process challenges (CH-4) (see Section 1.3). As shown in Figure 3.1, the team may start the development with access to use case data and a domain-specific problem definition. Yet, there is no systematic methodology to structure the interactions between domain experts and other team roles in a development team to configure suitable ML solutions for their particular problem (H. H. Hoos et al., 2017; Pham and Afify, 2005; Wuest et al., 2016). Furthermore, ML solutions are made of several software components, which are difficult to understand by domain experts and decision makers. Specifically, these roles lack adequate documentation to comprehend and compare different solutions and to finally select the solution that matches their requirements. This challenge is further aggravated given the need to be able to reproduce the ML solution and its measured performance later in a productive environment.

This chapter proposes a framework to develop ML solutions based on a process that systematically profiles solution components. Domain experts can define their domain-specific problem in terms they are familiar with, e.g., in terms related to quality control of production. The ML solution framework
structures the development of suitable ML solutions and contributes to their reproducibility. In the end, the framework presents the domain experts with the resulting ML solutions using concise and relevant information. Users can compare the ML solutions taking into account their individual needs via a visual, easy-to-use ML solution viewer. Altogether, the ML solution framework provides a systematic approach that brings transparency in a situation that is highly-technical for domain experts.

The contents of this chapter are an edited version of a separate publication (Villanueva Zacarias, Reimann, et al., 2018). All concepts extracted from it and used in this dissertation are the original work of the dissertation author.

This chapter is organized as follows: Section 3.1 discusses related work and current limitations with respect to the development of ML solutions in manufacturing. Section 3.2 derives five design requirements that a framework supporting the development of ML solutions has to achieve. Section 3.3 introduces the framework components and discusses how each of these components contributes to the fulfillment of the design requirements. Section 3.4 presents a prototypical implementation of the solution framework.
and evaluates it on the basis of representative use cases. Finally, Section 3.5 concludes and lists possible future work.

3.1. Related Work

This dissertation surveyed related work in three research areas: (1) challenges in applications of machine learning (ML) algorithms in manufacturing, (2) empirical evaluation of ML algorithms, and (3) automated machine learning.

3.1.1. Challenges of ML Solutions in Manufacturing

Langley and Simon are among the first to list machine learning applications from several domains (Langley and Simon, 1995), with the oldest one in manufacturing dating back to 1985. According to them, the main challenge for a successful use of ML is to specify a correct domain problem formulation, regardless of the algorithms used.

A decade later, Pham and Afify, 2005 confirm the importance of problem formulation and recognize two additional challenges: firstly, the need for techniques to handle bigger amounts and more varied types of data and, secondly, the need to combine multiple algorithms in order to increase the quality of an analytics solution (Pham and Afify, 2005). Recently, Wuest et al. (Wuest et al., 2016) have verified these challenges to be even more important now. One consequence is a high complexity for acquiring, understanding, and preparing data as needed by the desired analytics solution. Furthermore, it is now very difficult to select suitable algorithms from the many available ones and to properly configure them. For classification problems alone, candidate algorithms can include Decision Trees (logic-based), Naive Bayes (statistical learning), k-Nearest Neighbors (instance-based), Deep Learning (perceptron-based), Support Vector Machines, as well as the sub-variants and combinations thereof (Kotsiantis, I.D. Zaharakis, et al., 2006).
A work in recent years handled the above-mentioned challenges with an established methodology, offering guidelines throughout the process (Lieber et al., 2013). Yet little detail is given on how a particular algorithm is selected and how its parameters are configured. Only low-level ML evaluation aspects (cross validation or feature selection) are taken into consideration. This not only makes the comparison of techniques difficult for domain experts, it also neglects other relevant issues, such as the practical feasibility or execution costs, which should play a role in the decision.

3.1.2. Empirical Evaluation of Machine Learning Algorithms

The evaluation of different ML algorithms on the same or multiple data sets is a common practice to identify appropriate algorithms for a certain kind of problem or for certain kind of data. Several studies have been carried out for this purpose (Demšar, 2006; Dogan and Tanrikulu, 2013; Olson, La Cava, et al., 2017; Sokolova and Lapalme, 2009). Such an evaluation of algorithms is usually done based on predefined performance metrics, e.g., accuracy or precision. While these metrics constitute the undeniable baseline for ML research, they do not directly reflect the actual goals domain experts pursue when applying ML. For instance, these domain experts are rather interested in reducing costs or increasing quality of their products.

3.1.3. Automated Machine Learning

A novel research area that is related to the ML solution framework is automated machine learning or AutoML (Feurer, Klein, et al., 2015). Its main goal is to automatically generate and configure ML solutions through empirical testing under predefined conditions on a target data set. Furthermore, it aims to leverage human expertise by allowing users to restrict the types of algorithms, as well as the performance metrics to evaluate candidate algorithms (H. H. Hoos, 2008).

The framework proposed in this chapter focuses on two major tasks of AutoML: (1) *algorithm selection*, i.e., which type of algorithm fits the appli-
cation problem, and (2) parameter tuning, dealing with the question of how algorithm parameters should be configured to achieve satisfactory results. Various methods have been proposed for both tasks (Bischl et al., 2016; Hutter et al., 2009; Snoek et al., 2012). However, the area of AutoML still faces several challenges. In particular, algorithm selection and parameter tuning considering multiple objectives is a tedious and sophisticated problem. Furthermore, related work lacks systematic methodologies to guide the selection and configuration of algorithms for concrete real-world use cases (H. H. Hoos et al., 2017).

3.2. Design Requirements

In response to the challenges discussed above, the research derived a set of design requirements for a framework to assist in the configuration and selection of ML solutions. These requirements concern (1) the specification of a domain-specific problem, (2) the efficient and accurate data utilization, (3) the consideration of available IT resources, (4) the property-based and performance-based configuration and selection of ML algorithms, and (5) the enhanced ML solution comprehensibility.

3.2.1. Specification of a Domain-specific Problem Definition

The framework needs to enable domain experts to specify the problem or task to be solved by analytics in terms they are familiar with. For instance, quality engineers should be able to literally define their problem such as: *Identify steps of the assembly line that cause severe quality issues and most of the rework for products A and C.* This allows domain experts to abstract from all technicalities of the formal optimization problem of finding and configuring adequate ML solutions. Instead, they can focus on the domain-specific goals and principles to be fulfilled, as well as on the priorities between possibly conflicting goals (e.g., quality of the results vs. processing time). Once established, this set of goals and principles act as constraints of the solution space the framework has to explore.
This kind of domain-aware approach enables a principled development of ML solutions, where not only technical components of the solution are considered, but also domain-specific reasons and decisions behind them. Fulfilling this requirement entails multiple benefits. First, domain experts can specify and compare ML solutions based on goals and principles they are familiar with, and not just in ML-related technical terms. Second, past ML solution implementations, including their domain-specific descriptions, can serve as a knowledge base offering ML solutions for the company. Third, the documentation of principles can serve as evidence for regulatory or compliance affairs.

3.2.2. Efficient and Accurate Data Utilization

Manufacturing data are heterogeneous in many ways. Each process generates different amounts of data in varying formats (e.g., free text, images, sensor data), and with different quality levels. Yet in all cases, these data characteristics influence how a certain ML solution performs in terms of both its execution time and the quality of its results. Hence, the framework has to be aware of all diverse data characteristics to ensure an efficient and accurate data utilization. To get the necessary information about data characteristics, the framework may for instance investigate relevant data sources and metadata describing these sources. In this way, it can identify ways (potential best practices) to preprocess data in order to improve the data characteristics and thus also the effectiveness of an ML solution. Furthermore, this also helps to better reflect the original data properties in the selection and configuration of ML solutions (see Section 3.2.4).

3.2.3. Consideration of Available IT Resources

ML algorithms can be implemented in different ways, each one having positive and negative aspects regarding processing speed, robustness, or execution costs. Thus, the choice of the ML algorithm implementation affects the number of IT resources needed, i.e., computing infrastructure and software.
It is thus important that the framework takes into consideration the available IT resources and the capabilities that these resources offer. This information can be used to determine which ML solutions can be implemented with the resources available for the use case. Moreover, the documentation of the IT resources needed by different ML solutions allows their comparison at an implementation-oriented level. This means that implementation-oriented aspects, e.g., implementation effort, can be added to the analysis criteria in the decision-making process. Besides, it can contribute over time to a homogenization of ML solutions, allowing them to run on a common platform for all use cases in a company.

3.2.4. Property- and Performance-based Selection and Configuration of ML Algorithms

ML algorithms are at the core of an ML solution. One important step towards making their selection and configuration transparent to domain experts is establishing a base set of criteria that justify a given result. To this end, the framework must be able to select and configure an ML algorithm that is compatible with the identified domain-specific problem, data characteristics, and available IT resources, as described in Sections 3.2.1 to 3.2.3. These three aspects have to be matched with known properties of ML algorithms, e.g., the ability to produce correct and understandable rules or to handle many classification categories.

Furthermore, the framework must establish relationships between specific configurations of ML algorithms and their observed performance. Thereby, performance not only covers execution time or result quality of an ML algorithm. Instead, it also (or even mainly) has to consider whether the user’s domain-specific problem has been solved by applying the algorithm. Altogether, this enables the target-oriented selection of a suitable algorithm, as well as its proper configuration for the use case at hand.
3.2.5. Enhanced ML Solution Comprehensibility

By considering all these different aspects as described so far, a framework may also risk reducing the ease for users to perceive differences among several candidate ML algorithms. Even when comparing two almost identical ML solutions, e. g., which use the same data sets and run on similar IT resources, finding a single difference responsible for a considerable performance change can quickly become error-prone and time-consuming. Hence, the framework needs to present many ML solutions simultaneously and to make their exploration and comparison as intuitive as possible. This includes explaining the user individual ML solution components in an easy-to-understand manner for domain experts and decision makers.

Thereby, the framework especially has to reflect both the goals and skills of a typical domain expert in manufacturing. Such domain experts are usually not interested in technical aspects such as parameter values of algorithms or used IT resources. Instead, they rather focus on the performance of applying an ML algorithm, measured in multiple dimensions, e. g., execution time, prediction quality, or development costs. For that purpose, the framework must (1) present ML solutions in terms of their relative performance differences, (2) offer meaningful descriptions of these performance differences, and (3) indicate patterns that most influence performance.

3.3. ML Solution Framework

The ML solution framework addresses the design requirements presented in the previous section via a structured development process, metadata profiling of solution components and an ML solution viewer to review the implemented ML solutions. The development process defines the sequence of activities to develop solution components and to create the corresponding metadata profiles. The metadata profiles define the information that needs to be documented to ensure reproducibility and improve cooperation among members of the development team. Finally, the ML solution viewer makes it easy to review and compare the developed ML solutions, thus facilitating the
Figure 3.2.: **ML Solution Development Process**: A structured approach to create an ML solution, where experts are supported on particular topics.

Selection of a suitable ML solution. The following three subsections describe each part of the framework in more detail.

### 3.3.1. ML Solution Development Process

The development process proposes a structured approach to building ML solutions for different use cases with a common structure. An overview of the process is shown in Figure 3.2. It consists of seven steps that a development team carries out not only to develop ML solution components, but also to generate the necessary metadata that is needed to understand, compare, reproduce, deploy and manage ML solutions later. The development process defines responsibilities for each of four team roles, i.e., domain expert, data scientist, software developer and decision maker. It also specifies the input that each team role has to provide (shown as gray boxes beneath the team roles) and the expected output metadata of each step (shown as gray icons beneath the process steps). The development process thus serves as a kind of *ML solution production line* that generates ML solutions for specific use cases.
Specify domain-specific task. In the first step, the domain expert (and to a lesser extent the decision maker) must provide information to define the problem that the ML solution must address. The information for the problem definition includes general constraints set by the decision maker for the development project, e.g., allocated financial budget, time frame, or manpower. With the general boundaries of the development project defined, domain experts provide domain-specific requirements and preferences regarding use case data and the different solution components. The requirements and preferences specify how the domain experts expect the use case data to be read and processed, as well as the type of results they obtain from the ML solution once available. It is important that the information collected at this step focuses on domain-specific aspects and is documented as such, i.e., that the metadata identifies this as domain-specific information, in contrast to software specifications. For this reason, the output of this step is the analytics task profile (ATP). This profile groups the metadata collected thus far.

Preprocess use case data. In the second step, the data scientist examines the data available at the use case and devises the preprocessing steps needed to retain only relevant data features and present them in a format that can be used to train a ML model. For this purpose, the data scientist consults the domain experts to determine the correct meaning and representation of the use case data based on the domain-specific semantics of each data feature. This implies, e.g., distinguishing between dates, timestamps and sensor values, all of which can be stored as float values. Prior to any preprocessing task, the data scientist must set and document common seed values in all data preprocessing libraries to be used in order to avoid inconsistencies with non-deterministic functions. This can include, e.g., data sampling or hashing functions. Each data feature is then preprocessed according to its type to make it usable for ML algorithms.

The data scientist must document the sequence of data transformations performed for each feature type, i.e., numeric, categorical, unstructured text and time data. With data features preprocessed into usable formats, the
remaining data features are sampled and split into training and test data. This ensures that the ML model is trained on data different to the one used to test its performance. The step’s outputs include: the stored data splits, a specification of a data preprocessing pipeline to be used by ML models, and the step’s metadata, collected with an identification code in a data quality profile (DQP).

Provision hardware and software resources. The third step is performed by the software developer, who knows which IT resources are available to the use case and can assess whether these suffice for the development. The software developer first collects the metadata about data processing from the data scientist to determine the system requirements needed. These metadata also restrict the types of ML algorithms, i.e., the compatible ML implementations, that can be applied to the resulting data set. This enables the software developer to allocate and document the computing infrastructure to handle the data volume of the use case. This should also consider the speed at which data is generated and preprocessed. The software developer can then install and document the software to handle the different data types on the allocated computing infrastructure. The step’s first output is the supplied hardware and software stacks. The metadata describing these stacks is stored in the step’s second output, the analytics infrastructure profile (AIP).

Train ML model. In the fourth step, the data scientist experiments with different component configurations, ML algorithms and its parameters to find good-performing ML models. This step begins an iteration loop that continues to the following two steps, as data scientist and software developer iterate over possible combinations of data features, software components and ML algorithms and techniques. The data scientist defines at least one ML algorithm, the corresponding training settings and hyperparameter values in order to train an ML model. Among the training settings is included the number of folds to use on the training data split. The strategy that he
or she uses to determine each of these elements is subject to his or her experience and the use case conditions. This is to contemplate complex ML techniques, e. g., AutoML systems, model ensembles, parameter optimizers or reinforcement learning approaches. It is important that the metadata documenting the ML model characteristics is generated, e. g., through code annotations or code profilers. These metadata is later required to produce the analytics configuration profile (ACP). This step’s only output is the ML model code.

Integrate ML model into the ML solution. In the fifth step, the data scientist and the software developer integrate the trained ML model with the data preprocessing pipeline developed earlier and with any software components that trigger actions based on the model predictions. For this purpose, they transform the ML model from the previous step into a deployable software component. This can be in the form of Docker images, serializable files, e. g., pickle files in Python, or export formats, such as PMML and ONNX. Also during this step, the software developer documents any new software dependencies that results from this transformation with corresponding metadata to be included in the ACP. At this step, the ML solution is complete.

Evaluate ML solution. In the sixth step, the data scientist and the software developer evaluate the performance of the complete ML solution. For this purpose, the data scientist first defines an evaluation procedure and performance metrics that correspond to the use case requirements stated by the domain experts in the DQP. The ML solution performance is then evaluated following the evaluation procedure and the training data split created in step two. In the case that this step has already been performed as part of previous iterations, the evaluation procedure must be expanded to include comparative evaluations against the other ML solutions. This is to produce comparison data that facilitates the review of multiple ML solutions later. In all cases, the performance measured through the evaluation procedure must be documented with comprehensive metadata. The step’s output groups
these metadata with that of the previous two steps to produce the analytics configuration profile (ACP).

**Select ML solution.** The seventh and final step is responsibility of the decision maker. Based on the metadata collected throughout the development process, he or she decides which ML solution(s) are to be deployed in the use case. For this purpose, he or she needs to review and compare the characteristics, advantages and disadvantages that each candidate ML solution entails. To facilitate these tasks, the ML solution framework provides the ML solution viewer. The step's output is then the selected ML solution.

### 3.3.2. Metadata Profiles

An ML solution is documented with four metadata profiles: Analytics Task Profile (ATP), Data Quality Profile (DQP), Analytics Infrastructure Profile (AIP), and Analytics Configuration Profile (ACP). Each profile documents a specific ML solution component as it is developed. An overview of the metadata profiles and the components that they describe is shown in Figure 3.3. They address the design requirements discussed in Sections 3.2.1 to 3.2.4. The following paragraphs explain each metadata profile in more detail.

**ATP: Analytics Task Profile.** This profile specifies the problem to be addressed by the ML solution, thus dealing with the requirement *domain-specific problem definition* (see Section 3.2.1). Domain experts, e.g., production planners, workers of the production line, or quality control engineers, define the task to be executed, the domain-specific goals to be achieved, as well as the conditions and principles to be observed. In this context, the ATP can only be specified using terms or concepts that are familiar to the experts. A specification process based on the well-known QFD (Akao and King, 1990) can serve this purpose. The elements covered in this profile and the way they relate to concepts in the QFD methodology can be exemplified as follows:
**Task.** This corresponds to the *product definition* for which a QFD process can be started, e.g., reduce the time it takes to diagnose defective units while performing the final quality check in the production line A6.

**Goals.** These express the *product functions* and *quality characteristics* (*Hows*), and their corresponding target values, e.g., decrease the time to determine the kind of defect by at least 10%.

**Conditions.** These state the manner in which the ML solution (product) has to fulfill its task to satisfy the domain expert’s need (*Whats*), e.g., provide more than one suggestion for the kind of defect to identify, use only the computers available for the quality check process.

**Principles.** They represent the trends observed in the correlations between whats and hows and the interactions between hows, e.g., for similarly fast detection methods, prefer those with higher quality over affordable ones.

Domain experts can furthermore set priorities among different goals or principles by using methods such as the Analytic Hierarchy Process (Saaty, 1987).
**DQP: Data Quality Profile.** This profile describes the characteristics of the available use case data as well as any data preprocessing techniques applied on it. This addresses the requirement *efficient and accurate data utilization* (see Section 3.2.2). Thereby, the DQP summarizes all data characteristics as analyzed by the data scientist for later related steps, i.e., model training and evaluation of the ML solution. For instance, this includes the amount of data in individual sources, different source formats and their heterogeneity, as well as the actual data quality. The DQP thereby describes data characteristics at the level of a whole data set (*data set summary*) and at a more detailed level, e.g., considering also individual data features. Continuing with the use case introduced earlier, the DQP may contain the following elements:

- **Data summary description** Number of defective units described in the data set, number of features (variables) describing each unit, number and share of data types of the features (numerical, categories, unstructured text), file sizes, or storage type.
- **Individual features** Data type, percentage of missing values, median or average value of the measurement, or number of outliers.

**AIP: Analytics Infrastructure Profile.** Concerning the requirement *consideration of available IT resources* (see Section 3.2.3), this metadata profile specifies information about the available IT resources on the computing infrastructure (CPU cores, storage space), platform (operating systems, database management systems), and software (ML libraries, data preprocessing software) levels (Mell, Grance, et al., 2011). Especially cloud-based platforms have many configuration management tools that can be used to enact this profile, such as Chef and Puppet or OpenStack’s Heat\(^1\).

Nevertheless, an AIP not only describes these available IT resources. In addition, this profile also specifies the capabilities of these resources with respect to handling data with different characteristics, as well as ML algorithms and their varying properties.

\(^1\)https://www.chef.io/chef/, https://puppet.com, and https://github.com/openstack/heat respectively
ACP: Analytics Configuration Profile. This profile completes an ML solution specification. In this context, it is important to note that, given the iteration loops in the ML solution development process (see Section 3.3.1), several candidate ACP profiles can be created for the same use case. This means that multiple ML solutions can be used to support the use case. Each of these candidate ACP profiles fulfills the fourth requirement property-based and performance-based selection and configuration of ML algorithms (see Section 3.2.4). The ACP includes a description of how data has to be transformed so that it may be used as input for the relevant ML algorithm (feature generation). Additionally, an ACP has to specify the methods that may be used to remove unnecessary, redundant, or low-quality data (feature selection). The most important part of an ACP is the parameterization of the selected ML algorithm itself (algorithm configuration). In the context of the use case discussed earlier, the ACP profile may contain elements like:

**Feature Generation.** Method to read the variables from the data set (e.g., identify failure descriptions in the worker’s report: “pressure too low in injector VRM-001”).

**Feature Selection.** The technique to filter out variables that do not help distinguish the defect type (e.g., correlation-based, principal component analysis).

**Algorithm Configuration.** The ML algorithm to use and the values to use for its parameters (e.g., decision trees with a Gini impurity of 0.42). Furthermore, the ACP stores results of evaluating predefined performance metrics. These performance metrics are chosen based on their ability to contribute to the achievement of domain-specific goals defined in the ATP. Thereby, the ACP also documents the evaluation procedure in which these measurements were obtained. This information enables the reproducibility of performance results.

3.3.3. ML Solution Viewer

In the end, decision makers compare ML solutions using the *ML Solution Viewer*, which is a dashboard with easy-to-understand information for ML
non-experts. The viewer facilitates the comparison of candidate ML solutions, and thus the final selection of the most suitable solution. It hence addresses the requirement **enhanced ML solution comprehensibility** (see Section 3.2.5).

The ML Solution Viewer processes metadata from all generated profiles. It then presents domain-oriented visualizations and information to decision makers so that they can explore and understand ML solutions intuitively. This does not mean that the ML solution viewer only serves a showcasing purpose. It also analyzes how decision makers use the interface in order to identify patterns in their usage behaviors. This way, the viewer can learn the users’ preferences and adapt its visualizations to be more useful.

Similarly, the ML solution viewer can retrieve and provide ML experts with the original technical specification of each of the displayed ML solutions. This is done to provide additional transparency and to open the possibility to further tune the ML solution beyond the options considered by the framework.

### 3.4. Prototypical Implementation and Discussion

This framework was developed into a prototype using the R and Python programming languages, as well as JSON as the file format to write the profiles (see Section 3.3). Implementations of ML algorithms are provided by the WEKA data mining software \(^1\) and the python library scikit-learn \(^2\).

The ML solution viewer was implemented as a web client composed of three modules. The prototype’s module architecture is shown in Figure 3.4. The first module enables the web interface and was implemented using the python library Dash \(^3\). The visualizations shown in the web client were implemented using plotly \(^4\). The third module parses the data contained

---

\(^1\)https://www.cs.waikato.ac.nz/ml/weka/
\(^2\)https://scikit-learn.org/stable/
\(^3\)https://plotly.com/dash/
\(^4\)https://plotly.com/python/
Figure 3.4.: System Architecture of the ML Solution Viewer

in JSON files to populate the web interface and visualizations. It uses the standard python module json, and the libraries numpy and pandas.

As ML solutions are evaluated in the ML solution development process, the executed solution code stores the profile metadata as JSON files at a predetermined directory. An example of the metadata stored in these JSON files is provided in Appendix A. Upon its deployment, the document parser module of the ML solution viewer parses all available JSON files in the directory mentioned above. As a result, the ML solution viewer can be accessed through a web browser (see Figure 3.5).

The viewer offers three drop-down controls on the left side to access the metadata for a specific ML solution. The first drop-down lists the ML algorithm implementations documented in the profiles. The implementation also includes solutions based on the following algorithms: decision trees (DTR), naive bayes (NBY), random forests (RFR), k-nearest neighbors classifier (KNN), deep learning (DLN), and logistic regression (LGR). The second drop-down lists the acronyms of all the use cases for which ML solutions have been developed. The third drop-down lists the numeric identifiers of the solutions developed for that use case and ML algorithm combination. The concatenation of the three values constitutes the identification code of an ML solution and all its corresponding metadata profiles. In the example shown in Figure 3.5, the values of the drop-down lists point to the solution

---

1 python libraries
2 https://numpy.org
3 https://pandas.pydata.org
with the code "DTR-afr-001". This is the first solution implemented with a
decision trees algorithm for the use case "afr" (afr stands for *amazon fine food reviews*).

Once an ML solution code is formed, the document parser module retrieves
the complete metadata for that solution and summarizes it in thematic
tables and visualizations. This is to avoid the information overload that
would represent displaying the JSON files in their entirety. For instance,
the performance metrics from the ACP profile are displayed using intuitive
visualizations, tables or summary values, as shown in Figure 3.6. Moreover,
the viewer allows users to blend in or blend out the information displayed,
so that they can focus on particular aspects of the ML solution.

The prototype was used with public data sets from different application
areas and containing different data types. This allows a more robust assess-
ment of the prototype's capabilities. The use cases for this implementation
were all classification tasks, regardless of the feature types they had, i.e.,
numeric, categorical, unstructured text data or date features.
Figure 3.6.: ML solution viewer displaying details of performance metadata

All use cases measured their performance in terms of execution costs, execution time, and quality (a combination of accuracy, precision and recall).

The use of the ML solution framework helps reduce the number of iterations needed to develop suitable ML solutions. Moreover, the development work becomes more structured and robust, as the development process ensures that reproducibility data is generated and that the necessary activities are performed every time.

Aside from these test use cases, other potential use cases in manufacturing are compatible with this approach. This is possible if they share a similar underlying classification task. In this context, the goal is to help domain experts to identify a particular category, e.g., of a root cause, error type, or the most suitable solution to a problem (Langley and Simon, 1995; Pham and Afify, 2005; Wuest et al., 2016). Such use cases exist in any phase of the product lifecycle, e.g., in production quality control, predictive maintenance, or after sales customer support.
3.5. Summary and Future Work

This chapter introduced an ML solution framework to systematically develop ML solutions. This framework reflects relevant design requirements via a common development process, four metadata profile types and an ML solution viewer. For a concrete use case, the ML solution framework ensures that the development of the ML solution truly responds to the domain-specific requirements set by domain experts. It also devises a comprehensive development process to develop all solution components, with the collaboration of the relevant stakeholders and in observation of the necessary reproducibility practices. Finally, the ML solution viewer provides easy-to-use means to visually compare the developed ML solutions, making it easier for decision makers to make an informed selection.

The framework was implemented in an experimental prototype and evaluated against publicly available data sets. Thus, the prototype can validate the framework’s feasibility and usefulness. In particular, it results in a systematic approach that significantly helps domain experts from manufacturing to configure and select an ML solution that best matches their requirements. It also serves as the basis for the remaining contributions. Specifically, the framework establishes the need for a dedicated design step to ensure that domain-specific needs truly steer ML solution development (see Chapter 4). Additionally, the ML solution framework generates metadata that can be consolidated in an ML solution repository to recommend and reuse ML solutions (see Chapter 5).

Future research includes the extension and evaluation of the framework to cover other kinds of use cases, e.g., for scrap reduction. This may also require adding support for further data formats or ML algorithms, as needed by the respective use cases.
Axiomatic Design for Machine Learning

As ML solutions grow in size and complexity (Sharp et al., 2018), an ML solution specification becomes necessary to prescribe how to implement the ML solution. This specification includes a description of the required data input and output and the functionality that the solution shall provide. The ML solution specification also describes software requirements, as well as internal settings, e.g., the hyperparameters to tune the ML algorithms.

ML solution specifications are the result of a design process. Yet, this design process is not straight-forward (see the design challenge CH-1 in Section 1.3). Concretely, it faces three feasibility requirements: (1) the creation of a specification through systematic experimental learning; (2) the clear documentation of the design intention behind this specification; (3) the end-to-end traceability and consistency of design choices. Existing related approaches do not fully address these requirements (see Section 4.7), thus rendering the design process more complex and its outcome less predictable.
Axiomatic Design is a methodology to systematically design complex products (Suh, 2001). This chapter proposes several adaptations to Axiomatic Design that enable the design process to handle the feasibility requirements. This adapted design methodology is called **AD4ML**. This chapter shows the use of **AD4ML** to specify an ML solution for a fault detection use case and discuss the improvements that the approach brings to the design process. These improvements include the visualization of ML solution specifications, the agile design of ML solutions, and the reutilization of specification components in different use cases. Thereby, the chapter demonstrates how AD4ML tackles the feasibility requirements. The chapter also shows how AD4ML can be leveraged to early validate and assess ML solution specifications. This allows the identification of design flaws already while the specifications are being created.

The contents of this chapter are an edited version of separate publications (Villanueva Zacarias et al., 2020; Villanueva Zacarias, Ghabri, et al., 2021). All concepts extracted from them and used in this dissertation are the original work of the dissertation author.

This chapter is organized as follows: **Section 4.1** introduces a fault detection use case and details the three feasibility requirements. **Section 4.2** gives an overview of Axiomatic Design. **Section 4.3** discusses the adaptations to Axiomatic Design that constitute AD4ML and the improvements that AD4ML brings to the design process. **Section 4.4** outlines how AD4ML can be leveraged to validate and assess ML solution specifications. **Section 4.5** describes a prototypical implementation of AD4ML called the ML solution designer. **Section 4.6** discusses and assesses how AD4ML addresses the three feasibility requirements. **Section 4.7** discusses the related work whereas **Section 4.8** concludes.
4.1. Problem Context and Requirements

This section first describes a common use case of supervised learning in manufacturing, and then discuss the feasibility requirements for designing ML solution specifications.

4.1.1. Use Case: Fault Detection in a Production Line

Figure 4.1 shows the use case taking place in the final quality check at the end of a production line. In this production line, different types of nozzles are produced. At every step, measurement data for each nozzle is collected. These measurements can be numeric, e.g., a flow rate, or categorical, e.g., leak test approved. At the end of the production line, an inspector reviews the measurement data to decide if the nozzle is functional or defective. This is commonly called fault detection (Isermann, 2017).

Manually reviewing the data leads to a big overhead for the inspector. Instead, an ML solution can be designed and implemented to predict the defects automatically. This corresponds to a binary classification task. The ML solution can read and process all measurement data to identify which measurements and which of their values correlate with the presence of defects. A supervised learning algorithm can be used to train a machine learning model that predicts the existence of defects based on these correlation patterns. In the end, the ML solution can report the measurements that triggered the decision for each potentially defective nozzle.
4.1.2. Feasibility Requirements in the Design of ML Solutions

Figure 4.2 depicts a sequence of three milestones in the design process of an ML solution. For the first milestone, domain experts state their requirements by defining a *design intention*. This is a domain-specific description of the functionality that an ideal solution should have, and the conditions in which the solution should operate. These conditions include the use case needs, goals, assumptions, operational or budget constraints, and performance priorities. For the second milestone, a multidisciplinary team creates a *ML solution specification*. This is different from the design intention in that it describes a working and viable implementation of the ML solution. The third milestone is the actual implementation of the selected ML solution specification. This design process faces three concrete requirements (shown in gray in Figure 4.2). These feasibility requirements are additional to the well-known requirements of training ML models, e.g., collecting enough high-quality data that are statistically relevant.

**R$_1$. Enablement of systematic experimental learning.** This requirement affects the creation of the *ML solution specification*, i.e., the second milestone of the design process (see Figure 4.2). Traditional software systems are based on clear information requirements and technology specifications that are available upfront (Marchand and Peppard, 2013). ML solutions, on the contrary, need extensive experimentation in their design and development (Viaene and Van den Bunder, 2011). A ML solution is the combination of three types of components (see white boxes in Figure 4.2). The first type are software components for processing input or output data. The second type is the ML algorithm used to train a model with certain hyperparameters. The third type is the computing infrastructure needed to deploy the ML solution. There are many possible combinations of these components. Identifying which combinations of components fulfill the design intention needs experimentation. Experimentation is however costly and time-consuming, as it involves implementing and evaluating different prototypical solutions.
Without a plan or structure, the amount of experimentation required to design a viable specification becomes burdensome. The team designing the ML solution specification must follow a systematic process that allows them to learn from experimentation. For this purpose, the design process must support the comprehensive documentation of experiments with different ML solution components. Having this documentation makes it easy to decide how to change, extend or reduce the components in the specification. For such modifications to be practicable, the specification must also provide an easy way to identify the impact of those modifications on the rest of the specification components.

R2. **Clear and objective documentation of the design intention.**  This requirement highlights the need for a documented design intention. An ML solution specification can only describe a concrete implementation of the required functionality. However, this is no substitute for the design intention. The latter describes required functionality in a use case context. Maintaining a complete description of a design intention offers a clear and objective reference for several purposes. First, it makes the intention of an ML solution explicit. This eliminates the subjectivity when interpreting the use of a
software component. Second, it allows domain experts to understand an ML solution based on its usefulness for the use case. Third, it provides an objective evaluation basis to select suitable ML solution specifications.

R3. Support of end-to-end traceability and consistency. This requirement refers to the need of knowing the end-to-end line of thought that turns a design intention into an implemented ML solution. Experimenting with different component combinations produces many ML solution specifications. However, none of them is guaranteed to completely fulfill the given design intention. There are cases where compromises need to be made to obtain the desired functionality. Such compromises have to be satisfactory for everyone in the multidisciplinary team of data scientists, software developers, and domain experts.

There needs to be a trace of the decisions that lead to a complete ML solution specification. Having the line of thought documented from end-to-end of the design process offers multiple benefits. First, it is easier to verify which functionalities have been fulfilled and which have been left out. Second, it is possible to identify at which point of the design process compromises were made. Third, stakeholders can check if their decisions are consistent with one another, and with the decisions of their colleagues.

4.2. Main Concepts of Axiomatic Design

Axiomatic Design (AD) is a methodology that aims to systematically generalize the design process of complex products (Rauch et al., 2016; Suh, 2001), such as domestic appliances, industrial machinery, and manufacturing systems. This section gives a summary of the main concepts of this methodology in their original context.

To generate a product design, four different roles engage in the design process as shown in Figure 4.3. Each role creates a certain kind of design element to contribute to the product specification. A product owner in the customer domain formulates desired Customer Attributes (CAs) to outline the
scope of the product. These customer attributes can be physical properties of the product like *withstanding certain temperatures without deformation*. Afterwards, industrial designers in the *functional domain* match these CAs to *Fehlerrates (FRs)*. The functional requirements can be product functionality to achieve the attribute like *thermal dissipation*. Production engineers in the *physical domain* convert FRs to *Design Parameters (DPs)* that are matched to *Process Variables (PVs)* by domain experts in the *process domain*. The design parameters can be product parts that enable the functionality, like *layers of different materials*. Process variables can be key values that characterize well-made product parts, like *thickness of the material layers*. All design elements matched from the same initial CA constitute a *module* (see black-framed grouping box in Figure 4.3). Besides design elements, a product specification can also have input *constraints*. They set boundary conditions applicable to the overall design (Suh, 2001), e.g., maximum production costs. Constraints are set on the functional domain and apply for this and other domains afterwards.
Design elements also need to be decomposed into more concrete elements. For that decomposition, the design elements of neighboring roles have to be considered. The design process and the product specification are finished when all kinds of design elements have been decomposed in sufficient detail so that the desired product may be manufactured. This process of matching and decomposing design elements is called zigzagging. It goes over the four kinds of design elements: CAs in the Customer Domain, FRs in the Functional Domain, DPs in the Physical Domain and PVs in the Process Domain (Suh, 2001). The specifics of the zigzagging process are explained later in Section 4.3.

Matches between design elements are represented in design matrices, as shown in Figure 4.3. In each matrix, neighboring design elements form the rows and columns of the matrix. Matched elements are given a coefficient different than zero in their intersection. With this information, relationships between design elements can be expressed as mathematical equations. Axiomatic Design calls them design equations. For instance, assume a matrix A that relates two CAs (rows) and two FRs (columns). This is shown in equation form in Equation (4.1).

\[
\begin{bmatrix}
  CA_1 \\
  CA_2 \\
\end{bmatrix} =
\begin{bmatrix}
  A_{1,1} & A_{1,2} \\
  A_{2,1} & A_{2,2} \\
\end{bmatrix}
\begin{bmatrix}
  FR_1 \\
  FR_2 \\
\end{bmatrix}
\]

(4.1)

Two design equations describe the relationships in this matrix

\[
CA_1 = A_{11}FR_1 + A_{12}FR_2 
\]

(4.2)

\[
CA_2 = A_{21}FR_1 + A_{22}FR_2 
\]

(4.3)

where \(A_{ij}\) are the coefficients in row \(i\) and column \(j\) of design matrix A. In general, a design equation to describe a CA is:

\[
CA_i = \sum_{j=1}^{n} A_{ij} FR_j 
\]

(4.4)
where $n$ is the number of FRs. This can also be written as

$$\vec{CA} = A \times \vec{FR} \quad (4.5)$$

where $\vec{CA}$ and $\vec{FR}$ are vectors of CAs and FRs. Similar equations exist for FRs in design matrix B and DPs in design matrix C.

In an ideal design specification, there should only be one-to-one matches in the design matrices. In other words, each design matrix should be a diagonal matrix. This simplifies the design equations, hence reducing the complexity of the product specification. Matrices with one-to-many matches are redundant designs. If the one-to-many matches can be arranged in a triangular matrix, the specification has a decoupled design. Decoupled designs require the product specification to be implemented in a specific sequence to work. If the design matrix is non-triangular, non-diagonal, or full, the specification is a coupled design. This term denotes a specification where neighboring design elements have many-to-many matches between them, making the design very complex.

Axiomatic Design relies on two axioms to prescribe ideal designs. Firstly, the independence axiom states that design elements should be satisfied without affecting other design elements of the same domain. So for example, the FRs satisfying one CA must be independent from other FRs and not satisfy other CAs. This excludes the possibility of producing coupled designs. Exceptions of this axiom are constraints (Suh, 2001), e.g., a constraint on the total weight of a product. If many design specifications fulfill the first axiom, the information axiom states that the design with the smallest information content is the best. This refers to the design with the least number of design elements that still satisfies all desired customer attributes. Formal definitions of these axioms and more details on Axiomatic Design are described by Suh, 2001.
4.3. Axiomatic Design for Machine Learning (AD4ML)

The section first discusses the proposed adaptations of Axiomatic Design for ML solutions. Afterwards, the design of a specification for the fault detection use case is demonstrated. Thereby, the section explains the design elements that are part of this specification. This specification exemplifies the details of the zigzagging process to come up with an implementable ML solution. This section closes by discussing three improvements to the design process. The first improvement is the visualization of AD4ML specifications. The second improvement is an approach to reutilize specification components. The third improvement is an approach for the agile design of ML solutions with AD4ML.

4.3.1. Adaptations to Axiomatic Design for ML Solutions

The design of ML solutions requires several adaptations to Axiomatic Design (AD). Table 4.1 compares the concepts of AD with their AD4ML equivalents. Figure 4.4 gives an overview of the resulting AD4ML concepts.

The first adaptation consists in adapting the terminology of AD concepts to increase familiarity for domain experts, data scientists, and other software
developers. In AD4ML, domains become design layers based on the concept of layers in software frameworks. AD4ML design layers and design elements are also renamed based on the stakeholders they address. The customer domain becomes the Domain-specific design layer. Domain experts formulate Domain Requests (DRs) instead of Customer Attributes. DRs describe domain-specific needs to be fulfilled by the ML solution. The functional domain becomes the Analytics design layer. Data scientists specify Analytical Concepts (ACs) instead of Functional Requirements. ACs describe the data analytics functionality needed to satisfy DRs. This includes methods for loading and handling data, data set descriptions, or data analytics capabilities as defined by Gröger (Gröger, 2018), i.e., descriptive, diagnostic, predictive and prescriptive. Together, they constitute a conceptual architecture of the
data analytics functionality. The physical domain becomes the Technology-specific design layer. Software developers define Technological Resources (TRs) instead of Design Parameters. TRs describe concrete software libraries, execution platforms or technology stacks that materialize ACs. Depending on the level of decomposition, TRs can include system and version requirements, or function names and arguments. Together, they constitute a technical software specification of the ML solution.

The Process Domain in AD focuses on monitoring the production process of the created design (Suh, 2001). It could thus be mapped into a deployment design layer to monitor the operation of the implemented ML solution. Nevertheless, the focus of this chapter is on proposing an approach to specify the design of ML solutions before they can be deployed. Therefore, this chapter considers such a layer out of scope.

Constraints are set in the functional domain in AD to impose general restrictions on the specification. In manufacturing use cases, this is a task of domain experts. AD4ML thus relocates constraints in the domain-specific design layer. For example, domain experts may set maximum total development costs for an ML solution.

The module of AD is called component in AD4ML in correspondence to actual software components. One component comprises all design elements matched from the same initial Domain Request (DR).

Unlike Axiomatic Design, AD4ML assigns components one of three types based on the data-driven nature of ML solution solutions. All ML solutions are composed of input, processing, and output software components. Input components load, format, and preprocess data as preparation for processing components (e.g., feature extraction). Processing components then apply algorithms to learn patterns from the data they receive and to build a machine learning model, e.g., a classifier or a regression model. Output components generate results or trigger actions based on the prediction made by the machine learning model. AD4ML reflects this composition of ML solutions with the types: input (i), processing (p) and output (o). ML solution specifications in AD4ML have at least one component of each type.
Figure 4.5.: List of initial Domain Requests for the use case example.

Matches between design elements are represented in design matrices A and B (see Figure 4.4). Matrix A captures matches between Domain Requests and Analytical Concepts. Matrix B does the same between Analytical Concepts and Technological Resources. The independence and information axioms from Axiomatic Design continue to apply to ML solution specifications created with AD4ML.

4.3.2. AD4ML Specification for the Fault Detection Use Case

As mentioned above, the design of an ML solution specification begins by defining initial DRs in the domain-specific design layer. Figure 4.5 shows four DRs for the fault detection use case. Each one is given a code for easy reference. The code states the kind of design element (DR), its type (i for input) and a numeric identifier.

These initial DRs specify abstract functionality attributes that domain experts desire. They have a strong domain-specific context. They are formulated as endings to the phrase "The ML solution is requested to...". For example, in the use case, DR-i-1 and DR-i-2 detail how domain experts expect data to be loaded, i.e., they want the ML solution to use all data that is available at involved production steps (DR-i-1). Additionally, they request to use the most significant data for each nozzle type (DR-i-2). DR-p-3 describes the ML solution’s analytics task, i.e., which kind of predictions domain experts require from the solution to support their use case. In the
example, they want an accurate detection of faulty nozzles at the end of the production line. DR-o-4 may express desired attributes of the data output. Here, domain experts want the ML solution to notify an inspector about the predictions of defective nozzles.

These four initial DRs set the scope for the whole specification. This means that the example ML solution specification will finally consist of four components, each one representing one initial DR. Nevertheless, these components need to be detailed to arrive at an implementable ML solution specification. This is done through zigzagging processes of matching and decomposition. Each initial DR triggers zigzagging processes to create initial ACs and TRs via matching, as well as to detail all DRs, ACs, and TRs via decomposition. An ML solution specification is complete when all DRs, ACs and TRs have been sufficiently decomposed so that their corresponding software components can be implemented. To illustrate this idea, Figure 4.6 shows the details of the zigzagging processes for DR-i-2. Zigzagging for the other three initial DRs works in a similar way.

Matching always occurs across design layers, following a top-to-bottom sequence in Figure 4.4. The logic to match any two design elements is that elements from the upper design layer state demands whereas elements in the lower design layer provide means to fulfill them. In the example, a zigzagging process hence begins by matching DR-i-2 to an Analytical Concept (see step 1 in Figure 4.6). Such an AC describes data analytics functionality on a conceptual level. It represents a technology-independent proposal of data scientists to fulfill the request of a domain expert. For DR-i-2, a data preprocessing pipeline can be suggested. Here, the data scientist specifies in AC-i-2 at an abstract level that such a pipeline should determine which data is significant for each nozzle type. The details about individual pipeline steps that assess and filter the data appropriately are specified in later decomposition and matching steps.
Figure 4.6.: Example of the zigzagging processes to specify details of the initial and abstract DR-i-2. **Matching arrows** are dashed and black-headed. **Decomposition arrows** are dotted and white-headed. Decomposed design elements are shown as white boxes.
This match between DR-i-2 and AC-i-2 is reflected in the design matrix $A$. Provided that other DRs also have one AC matched to them, the design matrix $A$ can be expressed as:

$$
\begin{bmatrix}
DR_{i_1} \\
DR_{i_2} \\
DR_{p_3} \\
DR_{o_4}
\end{bmatrix} =
\begin{bmatrix}
A_{1,1} & A_{1,2} & A_{1,3} & A_{1,4} \\
A_{2,1} & A_{2,2} & A_{2,3} & A_{2,4} \\
A_{3,1} & A_{3,2} & A_{3,3} & A_{3,4} \\
A_{4,1} & A_{4,2} & A_{4,3} & A_{4,4}
\end{bmatrix}
\begin{bmatrix}
AC_{i_1} \\
AC_{i_2} \\
AC_{p_3} \\
AC_{o_4}
\end{bmatrix}
$$

The design equation for DR-i-2 thus is:

$$DR_{i_2} = A_{21}AC_{i_1} + A_{22}AC_{i_2} + A_{23}AC_{p_3} + A_{24}AC_{o_4}$$

(4.7)

where $A_{jk}$ are the coefficients of row $j$ and column $k$ in design matrix $A$. Note that, different to Equation (4.4), this design equation uses indices $j$ and $k$ to avoid confusion with the newly introduced type $i$ for input components. In general, the equation that represents design matrix $A$ is:

$$DR_{j} = \sum_{k=1}^{n} A_{jk}AC_{k}$$

(4.8)

where $n$ is the total number of ACs.

This equation includes coefficients that match the data preprocessing pipeline (AC-i-2) with all initial DRs. However, the data scientist proposed the use of a data pipeline to only satisfy DR-i-2. This means that coefficients $A_{21}, A_{23}$ and $A_{24}$ are zero. Only $A_{22}$ has a non-zero coefficient. In other words, DR-i-2 and AC-i-2 have a one-to-one relationship. This fulfills the independence axiom. The design equation for DR-i-2 thus becomes:

$$DR_{i_2} = A_{22}AC_{i_2}$$

(4.9)

After this matching step, the rather abstract DR-i-2 has to be decomposed into more specific DRs (DR-i-2/1 and DR-i-2/2). Note the use of a slash in the design element codes to distinguish the numeric identifiers of each
decomposition level. This indicates they are decompositions of DR-i-2. It also prevents confusion with the potential initial DRs DR-i-21 and DR-i-22. Numeric identifiers count all design elements in a given decomposition level within the same sequence. This means, e.g., that all DRs in Figure 4.5, regardless of their type, belong to the same numbering sequence. The decomposition shown in step 2 of Figure 4.6 must take into account the previously matched design element AC-i-2. This is indicated by the decomposition arrow. This means, the details of DR-i-2/1 and DR-i-2/2 have to be consistent with AC-i-2. This is the case if they later match to decomposed ACs of AC-i-2 and they yield the complete functionality of AC-i-2. First, the pipeline must be able to assess the significance of each data feature. This requires establishing metrics to do the assessment. Second, the pipeline must also be able to manipulate data easily. This requires using a data structure that supports the assessment of significance and any further operations of the preprocessing pipeline. Together, they fulfill the need of using the most significant data for each nozzle type (DR-i-2).

To continue the design process, a new zigzagging process begins with AC-i-2. Step 3 of Figure 4.6 shows AC-i-2 being matched to a corresponding Technological Resource (TR-i-2). In this case, matching takes place between the analytics and technology-specific design layers. The goal is to materialize the analytics functionality defined by Analytical Concepts with concrete software libraries or technology stacks that fit the company’s IT landscape. In the case of matching AC-i-2, the resulting TR-i-2 has to be software capable of implementing data pipelines. A common choice for this is the Python package scikit-learn. It has multiple data transformation functions and a pipeline class to bind them together. Thus, TR-i-2 specifies scikit pipelines in an Ubuntu host to materialize AC-i-2.

The match between AC-i-2 and TR-i-2 belongs to design matrix B. Just like in design matrix A, it is assumed that each AC is matched to a single TR. This yields a design matrix with a form like that in Equation (4.6). From that design matrix, the design equation for AC-i-2 can be obtained:
\[ AC_{i2} = B_{21}TR_{i1} + B_{22}TR_{i2} + B_{23}TR_{p3} + B_{24}TR_{o4} \]  

(4.10)

where \( B_{kl} \) are the coefficients in design matrix B. In general, the equation to represent design matrix B is:

\[ AC_k = \sum_{l=1}^{m} B_{kl}TR_l \]  

(4.11)

where \( m \) is the total number of TRs. Since the scikit pipeline is specified only for the materialization of AC-i-2, coefficients \( B_{21}, B_{23} \) and \( B_{24} \) are zero. The only non-zero coefficient, \( B_{22} \), remains in the design equation:

\[ AC_{i2} = B_{22}TR_{i2} \]  

(4.12)

Step 4 on Figure 4.6 shows the decomposition of AC-i-2 into more specific ACs (AC-i-2/1 and AC-i-2/2). However, these decomposed ACs are at the same time matches of the previously decomposed DRs, i.e., DR-i-2/1 and DR-i-2/2. Because of this, step 4 shows matching and decomposition arrows going into AC-i-2/1 and AC-i-2/2. This indicates the need for coordination between stakeholders and across all design layers. This requires to engage in a concurrent engineering design process (Suh, 2001). To fulfill the request to assess significance of data (DR-i-2/1), a data scientist can propose to perform feature selection based on statistical tests (AC-i-2/1). Similarly, the same data scientist can suggest to use data frames (AC-i-2/2) to facilitate analysis (DR-i-2/2). These two ACs are at the same time consistent with the matching TR-i-2 provided by the developer. This is because they can be materialized by functions of scikit-learn or other Python packages compatible with it.

The two new matches further detail design matrix A. This affects the row of \( DR_{i2} \) and the column of \( AC_{i2} \) in Equation (4.6). They are replaced by the
new decomposed elements DR-i-2/1, DR-i-2/2, AC-i-2/1 and AC-i-2/2. As a result, the following matrix results (new design elements in bold):

\[
\begin{bmatrix}
DR_i_{1/1} \\
DR_i_{2/1} \\
DR_i_{2/2} \\
DR_p_{3} \\
DR_o_{4}
\end{bmatrix} =
\begin{bmatrix}
A_{1,1} & A_{1,2/1} & A_{1,2/2} & A_{1,3} & A_{1,4} \\
A_{2/1,1} & A_{2/1,2/1} & A_{2/1,2/2} & A_{2/1,3} & A_{2/1,4} \\
A_{2/2,1} & A_{2/2,2/1} & A_{2/2,2/2} & A_{2/2,3} & A_{2/2,4} \\
A_{3,1} & A_{3,2/1} & A_{3,2/2} & A_{3,3} & A_{3,4} \\
A_{4,1} & A_{4,2/1} & A_{4,2/2} & A_{4,3} & A_{4,4}
\end{bmatrix}
\begin{bmatrix}
AC_i_{1} \\
AC_i_{2/1} \\
AC_i_{2/2} \\
AC_p_{3} \\
AC_o_{4}
\end{bmatrix} (4.13)
\]

It is known that the data scientist proposed exactly one AC for one DR. This simplifies the design equations for DR-i-2/1 and DR-i-2/2. Most coefficients in each design equation become zero, except for \( A_{2/1,2/1} \) and \( A_{2/2,2/2} \), which are at the diagonal of the matrix:

\[
DR_i_{2/1} = A_{2/1,2/1} AC_i_{2/1} \quad (4.14)
\]

\[
DR_i_{2/2} = A_{2/2,2/2} AC_i_{2/2} \quad (4.15)
\]

At this point, the component specification for DR-i-2 contains 7 design elements. Beyond step 4, the zigzagging processes continue to decompose all design elements similarly until all solution components can be implemented. This occurs when design elements describe fully-configured, readily-available software. For AC-i-2/1, this is the case when the scikit-learn functions and the threshold values to determine statistical relevance are specified.

4.3.3. Visualization of ML Solution Specifications

ML solution specifications may become very complex after several decomposition steps. It is thus useful to have a visual representation of the complete ML solution specification. AD4ML uses design matrices A and B to create a flow diagram for the specification. For this purpose, both matrices must have consistent matching and decomposition relationships. The resulting flow diagram shows the specification components and the relationships among
them. The flow diagram from Axiomatic Design (Suh, 2001) is extended to support the design process. This includes depicting every specification component as a form with a header and up to two sections. The first section displays matched design elements, while the second section displays decomposed components.

After the four steps in Figure 4.6, the design matrix $A$ is described by Equation (4.16). Design matrix $B$ has consistent non-zero coefficients, because $AC-i-2$ is matched only to $TR-i-2$, as shown in Equation (4.12). This means that both matrices are consistent. Figure 4.7 thus shows the flow diagram for the example specification from Section 4.3.2. As previously mentioned, the complete specification consists of four components. Each component corresponds to one of the initial DRs (see Figure 4.5) and contains all design elements derived from it. Each component in an AD4ML flow diagram has a header and a match section with the codes of the design elements that belong to it. Any nested components are shown in the second decomposition section. Expanding these nested components recursively displays the same
layout as in the parent component, i.e., with a header, *match* and *decomposition* sections. DR-i-1, DR-p-3 and DR-o-4 have not been decomposed so far. Therefore, they are shown as one plain component, only with a header and the *match* section containing one DR code. Input component 2 contains the input components 2/1 and 2/2. These components group the design elements derived from DR-i-2 through zigzagging processes (see Step 4 in Figure 4.6 earlier). Specifically, the parent input component 2 contains DR-i-2, AC-i-2 and TR-i-2. The child input component 2/1 contains DR-i-2/1 and AC-i-2/1, and child input component 2/2 has DR-i-2/2 and AC-i-2/2.

\[
\begin{pmatrix}
DR_{i_1} \\
DR_{i_2/1} \\
DR_{i_2/2} \\
DR_{p_3} \\
DR_{o_4}
\end{pmatrix}
= 
\begin{bmatrix}
A_{1,1} & 0 & 0 & 0 & 0 \\
0 & A_{2/1,2/1} & 0 & 0 & 0 \\
0 & 0 & A_{2/2,2/2} & 0 & 0 \\
0 & 0 & 0 & A_{3,3} & 0 \\
0 & 0 & 0 & 0 & A_{4,4}
\end{bmatrix}
\begin{pmatrix}
AC_{i_1} \\
AC_{i_2/1} \\
AC_{i_2/2} \\
AC_{p_3} \\
AC_{o_4}
\end{pmatrix}
\] (4.16)

There are two types of connections in a flow diagram (Suh, 2001). The summation junction connects uncoupled components. These are components that can be executed in any order as long as their results are ready at the junction point. The control junction connects decoupled components. These are components that need to be executed in a specific order to function. The types of design elements introduced in AD4ML make it easy to verify the logic of these junctions. They refer to the logic of data-driven machine learning. Input components 1 and 2 must prepare the training data before processing component 3 can learn on it. Also, processing component 3 must make a prediction before output component 4 can notify workers at the shopfloor. The summation junction between input components 2/1 and 2/2 joins the assessment of data significance and the data representation. This means that the two components can be executed in sequence or in parallel. The only condition is that preprocessing is finished before the learning process begins.
The AD4ML flow diagram can serve as an interactive digital document among stakeholders. It offers an intuitive overview of the team’s progress in the design process. In Figure 4.7, it is easy to identify which components are missing ACs and TRs. These are the ones displaying only a DR code in the match section. It is also easy to identify which components have not been decomposed yet. These components lack a decomposition section. After successive zigzagging processes, each component in the diagram will fill up. In that case, any component in the diagram can be expanded to zoom in into its contents. For example, clicking on input component 2/1 can reveal the design elements it contains: DR-i-2/1 and AC-i-2/1.

4.3.4. Reusability of Specification Components

The reusability of specification components is very relevant in the manufacturing domain. It improves the economic viability of designing and developing ML solutions. This subsection discusses how AD4ML enables the reuse of specifications components.

AD4ML specification components group all design elements describing an ML solution component. This includes all DRs, ACs and TRs derived from the same initial DR. If they have been decomposed, they also contain nested specification components.

For a specification component to be reusable, it must fulfill the independence axiom. This axiom requires specification components to be either uncoupled or decoupled. This can be verified using both design matrices. Compliant specification components can then be transformed into loose, reusable specification components.

The transformation of a reusable specification component adds sub-matrices of design matrices A and B corresponding to its design elements, as well as a reference to the original ML solution specification. Decomposed specification components need to be recursively transformed to extract its nested specification components. This recursive transformation of specification components makes it possible to recommend reusable specification components of different complexities.
For example, top input components, i.e., with an initial DR not referenced on any other reusable component, can be useful when designing a new ML solution to specify how to read data from a known source. Another example would be to use the most nested processing components, i.e., without any outward decomposition links, as reference to specify the training settings of a new ML model.

4.3.5. Agile Design of ML Solutions

Two characteristics of AD4ML support setting up the design process as an agile development project. First, components are specified across design layers, which relate to distinct roles. Second, each design layer contains design elements arranged in hierarchies. These hierarchies always expand via zigzagging one level at the time.

In an agile approach, design elements of the upper design layers become tasks for which design elements of the lower design layers have to be developed (i.e. matched). Team members specifying the elements of an upper layer thus adopt the agile role of product owners, whereas team members on a lower layer become the agile development team. The first sprint sets the scope of the ML solution specification by identifying all components with initial and abstract design elements in all design layers. This means the concurrent matching of DRs, ACs and TRs, triggering many zigzagging processes simultaneously. Subsequent sprints may decompose all or some of these design elements, one abstraction level at a time. During any given sprint, stakeholders need to specify DRs, ACs, and TRs for the same set of components. During the first sprints, the set may include all components. After several decomposition sprints, choosing which component set to decompose has to be decided at the sprint planning. The ML solution specification that emerges throughout sprint iterations and several decompositions can be seen as the product backlog in SCRUM (Schwaber and Sutherland, 2017).

This way of dividing the design process allows domain experts to contribute to the ML solution specification in a familiar manner. From their perspective,
they need to list down requirements as they would do for a specification sheet to commission the development of the ML solution.

4.4. Approaches to Validate and to Assess ML solution Specifications During the Design Process

This section discusses two contributions that build upon the use of AD4ML in the design process. The section first discusses how AD4ML enables the validation of specifications while they are being designed. It then discusses how AD4ML provides ways to assess available specifications.

4.4.1. Validation of ML Solution Specifications

Typically, many ML solutions are designed, developed and tested using training and test data. The validity of their specifications is indirectly tested based on performance results. Any design flaws are noticed late, after the design process, when the ML solution is tested.

Instead, AD4ML embeds an axiomatic validation approach in the design process. This contribution allows a much earlier recognition of design flaws. Specifically, validation occurs during matching or decomposition steps. AD4ML validates design choices against the independence and information axioms. A comparison between the example specification of Section 4.3.2 (see Figure 4.8a) and a flawed one (see Figure 4.8b) illustrates this contribution. The comparison shows when the axioms prevent bad design choices.

Validation first occurs during the matching step of the zigzagging process. In the example specification, the data scientist proposes a data preprocessing pipeline as AC-i-2 to match DR-i-2 (see Figure 4.8a). It is also assumed that the other initial DRs are matched to their own specific ACs. This situation leads to a one-to-one match between DR-i-2 and AC-i-2, as shown in Equation (4.9). All other pairs of initial DRs and ACs have one-to-one matches. This fulfills the independence axiom. However, the data scientist may want to use the same pipeline to fulfill DR-i-1. This DR is also of type input and states the need to collect all available data. Thus, the data scientist may
want to match both DR-i-1 and DR-i-2 to AC-i-2, as shown in Figure 4.8b. Doing so produces the following design matrix $A$:

$$
\begin{bmatrix}
DR_i_1 \\
DR_i_2 \\
DRp_3 \\
DRo_4 \\
\end{bmatrix} =
\begin{bmatrix}
A_{1,2} & 0 & 0 \\
A_{2,2} & 0 & 0 \\
0 & A_{3,3} & 0 \\
0 & 0 & A_{4,4} \\
\end{bmatrix}
\begin{bmatrix}
AC_i_2 \\
ACP_3 \\
ACo_4 \\
\end{bmatrix}
$$

(4.17)

This results in a coupled design, which violates the *independence axiom*. This specification works, but it is less robust and more complex than the example specification. Thus, the functionality for DR-i-1 may interfere with the functionality for DR-i-2, producing a performance bottleneck. For example, the collection of new data may need to wait until the preprocessing
of other previous data finishes. A design matrix with this form should be avoided by stakeholders, as no diagonal can be formed.

A similar situation occurs at the matching between AC-i-2 and TR-i-2. In the example specification, this is a one-to-one match (see Figure 4.8a). Scikit learn provides all functionality required by the data preprocessing pipeline. However, the software developer may prefer a combination of Python packages to materialize AC-i-2. For example, s/he can choose to replace Scikit learn with the SciPy and Pandas packages. These are represented by TR-i-2 and TR-i-3 in Figure 4.8b. This decision produces the following design matrix B:

\[
\begin{bmatrix}
AC_i_1 \\
AC_i_2 \\
AC_p_3 \\
AC_o_4
\end{bmatrix} =
\begin{bmatrix}
B_{4,4} & 0 & 0 & 0 & 0 \\
0 & B_{2,2} & B_{2,3} & 0 & 0 \\
0 & 0 & 0 & B_{3,4} & 0 \\
0 & 0 & 0 & 0 & B_{4,5}
\end{bmatrix}
\begin{bmatrix}
TR_i_1 \\
TR_i_2 \\
TR_i_3 \\
TR_p_4 \\
TR_o_5
\end{bmatrix}
\]

(4.18)

This produces a redundant design and hence conflicts with the information axiom. The implementation in Figure 4.8b works, but requires maintaining more software dependencies. This can mean an extra need to specify the interactions between the two packages. Similarly, future versions of these packages may become incompatible with each other. A design matrix in this form shows stakeholders where to improve the specification in order to create a diagonal.

The design choices to decompose design elements may also be validated easily. This prevents inconsistencies between decomposition levels. For example, DR-i-2 may be matched only to AC-i-2, as shown in Figure 4.8a. This one-to-one match respects the independence axiom. Even so, matches between their decomposed elements may become inconsistent. For example, the data scientist may want to match DR-i-2/2 with AC-i-1/1 and AC-i-2/2 (see Figure 4.8b). DR-i-2/2 demands data to be in a format easy to analyze. The match to AC-i-2/2, i.e., the use of data frames in the data processing pipeline, is consistent with the match at the upper level. Yet, the data scientist
may also want to match DR-i-2/2 to AC-i-1/1. S/he may wish to collect data directly in a data frame, instead of having to encode it later. However, AC-i-1/1 is the decomposition of AC-i-1, which was not matched with DR-i-2 (see Figure 4.8b). This becomes evident when comparing design matrix A before (Equation (4.19)) and after (Equation (4.20)) the decomposition

\[
\begin{bmatrix}
    DR_i_1 \\
    DR_i_2 \\
    DR_P_3 \\
    DR_o_4 \\
\end{bmatrix}
= 
\begin{bmatrix}
    A_{1,1} & 0 & 0 & 0 \\
    0 & A_{2,2} & 0 & 0 \\
    0 & 0 & A_{3,3} & 0 \\
    0 & 0 & 0 & A_{4,4} \\
\end{bmatrix}
\begin{bmatrix}
    AC_i_1 \\
    AC_i_2 \\
    AC_P_3 \\
    AC_o_4 \\
\end{bmatrix}
\]

(4.19)

\[
\begin{bmatrix}
    DR_i_1 \\
    DR_i_{2/1} \\
    DR_i_{2/2} \\
    DR_P_3 \\
    DR_o_4 \\
\end{bmatrix}
= 
\begin{bmatrix}
    A_{1,1/1} & 0 & 0 & 0 & 0 \\
    0 & A_{2/1,2/1} & 0 & 0 & 0 \\
    A_{2/2,1/1} & 0 & A_{2/2,2/2} & 0 & 0 \\
    0 & 0 & 0 & A_{3,3} & 0 \\
    0 & 0 & 0 & 0 & A_{4,4} \\
\end{bmatrix}
\begin{bmatrix}
    AC_i_{1/1} \\
    AC_i_{2/1} \\
    AC_i_{2/2} \\
    AC_P_3 \\
    AC_o_4 \\
\end{bmatrix}
\]

(4.20)

As a result, the design equation for DR-i-2/2 includes a term with AC-i-1/1. This is inconsistent with the initial design equation between DR-i-2 and AC-i-2, which lacks a match to AC-i-1. The specification hence needs correction. Two alternatives are possible. The first one, the initial equation matches DR-i-2 to AC-i-1 too. The second one, the decomposition equation removes the match between AC-i-1/1 and DR-i-2/2.

This axiomatic validation allows AD4ML to recognize design flaws while the design process is taking place. Without AD4ML, validation needs to be an extra step in the design process. Otherwise, design flaws are discovered when the ML solution is developed or deployed.

4.4.2. Assessment of ML Solution Specifications

AD4ML enforces a structure to organize the contents of an ML solution specification via typed components. Each component has design elements with match and decomposition relationships between these elements. This
organizing structure enables another contribution of AD4ML to the design process. Namely, the assessment of ML solution specifications. Two types of assessment are possible. First, an assessment of the contents of the specification. Second, an assessment of many specifications to choose the best one.

An analysis of the structure gives insights about the contents of the ML solution specification. The example specification consists of four components, out of which two are of type input. This shows that the data input and preprocessing are more elaborate than the processing or output in this ML solution. Similarly, it shows that the ML solution is not very complex. It has four components when the minimal AD4ML specification has three, one of each type. The analysis of its structure may also determine which additional components can complement the specification. This can happen when an existing specification must provide new capabilities. A new output component can be added if more target systems need access to the predictions. A new processing component could provide reinforcement learning to handle concept drifts over time. Thanks to the independence axiom, it can be safely assumed that a higher number of components implies more complex ML solutions. Decomposition levels also offer an assessment of contents. ML solution specifications with more decomposition levels are by definition more detailed. They are thus closer to a finished specification that may be implemented. Note that a certain high number of decomposition levels does not guarantee a finished specification. This occurs only when the TRs at the lowest decomposition level are fully configured, available software. Yet, experienced practitioners can determine the number of decomposition levels that their specifications need. Without AD4ML, assessing the contents and complexity of an ML solution becomes more complicated.

Assume that several teams have developed many complete specifications for a particular ML task. Then, the two axioms provide clear assessment criteria to choose one. The independence axiom prefers uncoupled or decoupled specifications. This means specifications with one-to-one or at least one-to-many relationships between their design elements. This is because they result in less complex ML solutions. The information axiom prefers
specifications with a minimal number of design elements. This is because they produce more robust and non-redundant ML solutions. These solutions are easier to maintain and are more tolerant to variance in their operation. Assessment of specifications hence becomes a comparison of relationship cardinalities and of the number of design elements.

Without AD4ML, both types of assessments are more complicated. Documentation must be inspected and interpreted to assess the specification’s contents and complexity. The specification may not be organized in independent components or have a consistent level of detail. If ML solutions are documented in different ways, it is difficult to find information for comparison. Moreover, common criteria to compare them has to be agreed upon.

4.5. Prototypical Implementation

A prototype by the name of ML solution designer showcases the usage of AD4ML to design specifications. The prototype was developed as a series of modules in python 3.8.3\(^1\) and R 3.6.3\(^2\). The modules form a python-based web client and an R-based back-end API. The module architecture of the ML solution designer is shown in Figure 4.9. The back-end is a REST API that implements the operations to create and manipulate AD4ML specifications. The specification repository was implemented as two document collections in MongoDB. The first collection stores complete AD4ML specifications, whereas the second one stores reusable specification components. All parts of the prototype exchange specifications in JSON format.

Complete AD4ML specifications are formed by four objects. These are "Domain_Requests", "Analytical_Concepts", "Technological_Resources" and "Design_Matrix". The first three objects contain the design elements indicated by their name. Each design element is a separate object with the fields "code", "type", "title", and "description". Decomposed design elements are stored in a nested object inside their parent design element. This preserves

\(^1\)https://www.python.org/downloads/release/python-383/
\(^2\)https://cran.r-project.org/bin/windows/base/old/3.6.3/
the decomposition hierarchies built during the zigzagging processes. The object "Design_Matrix" contains all matches between any two design elements. It thus combines design matrices A and B. Matches are stored as JSON arrays.

Users can interact with the prototype in three ways (see Figure 4.9). First, they can create a new AD4ML specification by providing the use case name. This is the case when the design process is about to begin. Second, they can load an existing AD4ML specification by choosing it from the list of specifications stored in the repository. This may be the case, e.g., when the specification is finished and needs to be retrieved to be implemented. Third, they can drag and drop an AD4ML specification stored in JSON format into the web client interface for it to be rendered. This can be useful if the team wishes to share the specification with others without making it generally available in the repository. Figure 4.10a shows the three options available on the web client.

After picking one of the three cases, the prototype renders and analyzes the corresponding JSON specification. Assume that the specification for the fault diagnosis use case from Section 4.1.1 has been stored in the repository. Figure 4.10b shows the web client with the specification rendered on the interface. Aside from visualizing specifications, users can create, edit or delete individual design elements, as well as match and decompose one or more
design elements. The main section arranges the specification components in three columns corresponding to the input, processing and output component types. Any decomposed components can be displayed by expanding the parent component. This visualization implements parts of the AD4ML flow diagram (see Section 4.3.3). It depicts each specification component with a header, a match section and a decomposition section. The second section displays design elements that have been created but not linked to other design elements, either by a match or decomposition operation. This section can be thought of as a working area where design elements are collected and edited before being matched to a specific specification component.

After rendering the AD4ML specification, the ML solution designer analyzes the specification contents and informs users about the state of the specification. Figure 4.11 shows the summary section in the prototype for the specification of the fault detection use case. The summary section lists the number of components that make the specification (see second row in Figure 4.11). It also states the number of times those components have been decomposed (see third row in Figure 4.11). This gives users a rough indication of how advanced is the design of the specification. The prototype also indicates users which components need additional design elements to be completed (see fourth row in Figure 4.11). The example in Figure 4.11 shows that most components lack TRs, probably a sign that software developers have yet to contribute to the specification. If any of the axioms are violated, the corresponding text is shown in the design warnings row.

Finally, users can store specification components directly from the web client. This parses all specification components from the JSON document and reformats them as individual JSON documents as proposed in Section 4.3.4.
Figure 4.10.: ML solution designer
4.6. Discussion and Assessment

This section discusses how AD4ML addresses the feasibility requirements introduced in Section 4.1.2. It describes the characteristics of AD4ML that address each requirement and determines to which extent it is fulfilled.

4.6.1. R₁. Enablement of Systematic Experimental Learning

The matching between the analytics and the technology-specific design layers handles R₁. The analytics design layer specifies a technology-independent conceptual architecture of all components of an ML solution. The technology-specific design layer produces a technical software specification for this architecture and its components. This clear division between conceptual architecture and technical implementation allows to easily design several completely or partially different implementations for the same conceptual architecture. For instance, TR-i-2 in Figure 4.6 describes a Python implementation for AC-i-2. Other implementations in Java or R can be designed using the same AC.

Also, changes in functionality can be easily correlated with the ML solution’s components or subcomponents. In the specification shown in Fig-
ure 4.6, there may be a need to change the kind of data used by the ML solution. Instead of using the most significant data (DR-i-2), the most frequent data may be required (DR-i-2’). Thanks to the match coefficients contained in the Design Matrices A and B, the impact and effect of this change is easy to identify. Design equation 4.9 shows that only AC-i-2 needs to be revised. Following the match relationships, design equation 4.12 shows that TR-i-2 is the only software element materializing AC-i-2. This indicates that only the scikit learn pipeline needs modifications to use the most frequent data. This analysis of the design equations also applies at deeper levels of decomposition.

4.6.2. R². Clear and Objective Documentation of the Design Intention

AD4ML keeps a separate statement of the design intention with the DRs of the domain-specific design layer. Nevertheless, these DRs are decomposed along with the other design elements during the zigzagging process. This guarantees that the design intention is as detailed and current as the specification of implementation details of the ML solution in the ACs and TRs. As a result, even the purpose of specific settings, e.g., the use of a sampling strategy to obtain train and test data splits, can be known. Thus, it can be said that DRs provide the clear and objective documentation of the intention behind each software component, i.e., they fulfill R².

In the example specification (see Figure 4.6), a domain expert with no knowledge of Machine Learning can still know that the scikit learn pipeline is the software component responsible for finding the most significant data. S/he can thus understand the effect that modifying or removing that scikit learn pipeline can have in the use case.

This level of detail opens the possibility to search for specifications made for the same or a similar purpose. This implies retrieving ML solution specifications with the same DRs, or with a common subset of them. Instead of making relative comparisons between them, the most suitable one can be selected based on the information axiom.
4.6.3. R₃. Support of End-to-end Traceability and Consistency

R₃ is addressed by AD4ML by means of the zigzagging process. The line of thought can be traced in the sequence of matching and decomposition steps across design layers. This trace is end-to-end because it goes from the initial design intention in the context of the use case to the most specific settings of the ML solution software components. It is all encoded in the design matrices, from the initial DRs to the most concrete TRs.

Having this traceability information facilitates the creation of a revised version of the ML solution. In the example specification, it is easy to find out why scikit learn is used. The match relationships between DR-i-2, AC-i-2 and TR-i-2 trace the decisions of domain expert, data scientist and software developer that lead to that choice (see Figure 4.8a). Each design element in that line of thought can be reviewed in case the functionality provided is insufficient. It can be determined, e.g., that AC-i-2, put forward by the data scientist, is inadequate. This means that DR-i-2 cannot be satisfied by TR-i-2, even if the latter is a good match to AC-i-2. Also, consistency is verified between decomposition levels. This allows to see if and where a compromise is made. The flawed specification in Figure 4.8b illustrates this. Equations 4.19 and 4.20 show an inconsistency in the way DR-i-2 is satisfied. The data scientist initially claims that the data preprocessing pipeline alone (AC-i-2) can satisfy DR-i-2. Later, s/he decides that AC-i-1, through its decomposition DR-i-1/1, is also needed. In this state, the decomposition is inconsistent and hence a compromise at either level must be done.

4.7. Related Work

This section compares AD4ML with related approaches concerning their ability to address the requirements in Section 4.1.2. A fundamental approach in this regard is the CRISP-DM model (Chapman et al., 2000). Additionally, the related work also surveys Continuous QFD (Herzwurm, Schockert, et al., 2015) and a conceptual modeling framework to design analytical
CRISP-DM. The Cross-industry Standard Process for Data Mining is the de-facto standard for practitioners to carry out data mining projects in domain-specific use cases. It provides an industry-, application-, and tool-neutral reference process model with guidelines to analyze data and gain knowledge from it (Shearer, 2000). The six phases of the process model provide a sequence in which tasks should be carried out, as well as certain loops from one phase back to previous phases whenever modifications are needed (Chapman et al., 2000).

Regarding the design of ML solutions, CRISP-DM focuses on setting up a project plan. The contents of the project plan overlap with those of the ML solution specification in AD4ML. For instance, business objectives relate to the design intention. However, the project plan is rather meant to guide iterations of the CRISP-DM cycle. It is updated in every cycle iteration until an empirically approved specification emerges. In the end, the ML solution specification is the sum of all documentation created throughout the phases.

Overall, CRISP-DM partially enables experimental learning. Its iteration approach and the documentation allow for testing different software components. However, several factors complicate experimental learning. Cycle iterations must go through the same phases regardless of the changes pursued. It is not easy to determine the impact of changing one component. This is because dependency information is scattered in the project plan and among all other documents created during the phases.

The business objectives and success criteria are relevant for the clear and objective documentation of the design intention. They describe the domain-specific purpose of the ML solution. Nevertheless, this information is mixed with project information in the project plan, while AD4ML allows for a clear and concise presentation of only the ML solution’s objectives.

The end-to-end traceability and consistency of the ML solution specification is not addressed by CRISP-DM. It does not keep clear track of the
dependencies between the software components and the business objectives they are supposed to fulfill. For this reason, a general and sophisticated review of the process is needed during the evaluation phase. Checking the consistency at this stage requires manual inspections of all the project documentation.

Continuous QFD. Quality Function Deployment (QFD) is a requirements engineering method that captures customer needs and transforms them into product requirements. Different adaptations of QFD have been proposed for specific application domains. Continuous QFD (CQFD) is an adaptation for highly-dynamic software development (Herzwurm, Schockert, et al., 2015). It is meant to handle unclear customer requirements and changing software components (Herzwurm, Dowie, et al., 2001). An integral part of CQFD are content templates. These templates represent the adaptation of QFD concepts to the context of an innovative technology, e.g., cloud computing. They contain a predefined set of customer requirements and software characteristics (Herzwurm, Dowie, et al., 2001). These two types of elements are set in a matrix to document their dependencies. So, the template captures the equivalent of DRs and ACs, as well as the design matrix capturing dependencies between DRs and ACs. This implies that CQFD provides a clear documentation of a design intention.

Table 4.2.: Coverage of feasibility requirements by related approaches. +++ shows complete fulfillment, + shows partial fulfillment, - shows non-fulfillment.

<table>
<thead>
<tr>
<th>Feasibility Requirement</th>
<th>CRISP-DM</th>
<th>Continuous QFD</th>
<th>Conceptual modeling framework ...</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&lt;sub&gt;1&lt;/sub&gt;. Experimental learning</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R&lt;sub&gt;2&lt;/sub&gt;. Clear design intention</td>
<td>+</td>
<td>++</td>
<td>+ +</td>
</tr>
<tr>
<td>R&lt;sub&gt;3&lt;/sub&gt;. End-to-end traceability</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Nevertheless, CQFD fails to enable experimental learning specifically because of the use of content templates. The predefined set of software characteristics offered by the templates limits the ability to test software components. Any characteristic not present in the template cannot be included in the ML solution, even if it fulfills customer requirements. Additionally, CQFD cannot offer end-to-end traceability and consistency. This is because it stops when software requirements are specified, which are similar to the conceptual architecture defined by the ACs. So, CQFD does not offer any means to specify the technical software implementations. In contrast, AD4ML provides these means via TRs and the design matrix B to capture dependencies between ACs and TRs.

Conceptual Modeling Framework for Business Analytics Solutions. This framework is composed of three views: business, analytics design and data preparation (Nalchigar and Yu, 2020). These views roughly correspond to the domain-specific and analytics design layers of AD4ML. The difference lies in the way this framework captures the dependencies between its layers. All three views are connected solely through analytics goals. These are elements in the analytics design View. They capture the type of analysis to be performed over the data set, i.e., prediction, prescription or description (Nalchigar and Yu, 2020).

This framework addresses the second requirement in that it can document the design intention using its business view. However, having the analytics goals as the sole connector between views makes it difficult to capture all the component dependencies. For example, there is no way to indicate if the choice of an algorithm needs a particular data transformation. This hinders experimental learning, because it requires that practitioners manually determine the impact of changing components. It also complicates checking the consistency from a design intention to the implemented ML solutions. So, the framework cannot support end-to-end traceability and consistency.
4.8. Summary and Future Work

This chapter introduced AD4ML, an adaptation of Axiomatic Design for the specification of ML solutions in manufacturing. The chapter discussed the rationale behind the adaptation and illustrate this by designing an example specification for a fault detection use case. It also explained three improvements that AD4ML brings to the design process. They include the visualization of specifications in AD4ML flow diagrams; the reutilization of specification components and the agile design of specifications. Together, they ease the design effort of the stakeholders. The chapter also discussed how the use of AD4ML can be leveraged to enable the validation and assessment of ML solution specifications. This allows for the early identification of flawed design choices. Stakeholders can thus correct them before developing or deploying the whole ML solution. The chapter presented a prototypical implementation of AD4ML in the form of the ML solution designer. The prototype depicts the advantages of designing ML solutions with AD4ML. Namely, it enables the visualization and design of specifications, it provides analysis information on the specification contents, and it allows the consolidation of reusable specification components in a repository. Furthermore, the chapter discussed how AD4ML addresses the feasibility requirements faced by the process of specifying ML solutions. It does this by providing clear documentation of the design intention, the conceptual and technical solution specifications, as well as linkages between them.

A future research direction may be to automatically generate design recommendations based on existing ML solution specifications. For that, the observed performance of implemented ML solutions must be documented and bound to components in their ML solution specification. These bindings may help find correlations between good or bad ML solution performance and the components that yield that performance. Bundled with a repository of reusable components (see Section 4.3.4), a recommender system can be developed. This can make it easier for less experienced users to participate in the design process. The recommender system in the next chapter represents
a first step in this direction, which nonetheless lacks the integration with AD4ML specifications.
The sheer number of possible ML solutions increases the complexity to select suitable solutions for a new use case (see selection challenge CH-3 in Section 1.3). Addressing this complexity is difficult for citizen data scientists or domain experts, who are becoming more and more involved in data science projects (Gröger, 2018). These practitioners have limited knowledge of ML solutions, but in-depth understanding of the use case. Furthermore, citizen data scientists face practical requirements when building ML systems, which go beyond the known challenges of ML, e.g., data engineering or parameter optimization, and span over the complete development process (see process challenge CH-4 in Section 1.3). For instance, they are expected to quickly identify ML system options that strike a suitable trade-off across multiple performance criteria. These options also need to be understandable for non-technical users like them, i.e., recommended ML solutions should explain their suitability. Citizen data scientists are also encouraged to reuse components from existing ML solutions to reduce development time and costs. Addressing these practical requirements represents a problem for citizen data scientists with limited ML experience. This calls for a method to help them identify suitable ML software combinations.
Different approaches, such as AutoML (Vanschoren, 2018), Explainable AI (Burkart and Huber, 2020), and Meta-learning (Vanschoren, 2018), have been proposed to tackle the problem of selecting and configuring software components for ML solutions (see Section 5.2). Yet, they address these requirements only partially.

This chapter introduces AssistML, a concept to recommend ML solutions for predictive use cases. This concept targets citizen data scientists, enabling them to apply ML solutions without the involvement of more experienced data scientists. The concept uses performance preferences provided by citizen data scientists and matches them to existing metadata about ML solutions to facilitate the selection and configuration of ML components. Furthermore, it offers intuitive explanations of the recommended ML solutions via a recommendation report.

The approach was implemented and evaluated based on two new data sets, i.e., not contained in the metadata repository. This evaluation shows that AssistML leads to less-complex ML solutions that meet the user’s preferences considerably faster than the AutoML system. Moreover, the recommended ML solutions clearly show their trade-offs across multiple performance criteria and provide concise and relevant information to the users.

The contents of this chapter are an edited version of a separate publication (Villanueva Zacarias, Weber, et al., 2021). All concepts extracted from it and used in this dissertation are the original work of the dissertation author.

The remainder of this chapter is structured as follows: Section 5.1 presents an application scenario and the results of a literature review to derive requirements for a system recommending ML solutions. With respect to these requirements, the chapter discusses related work in Section 5.2. Then, Sections 5.3 and 5.4 present AssistML. Finally, Section 5.5 discusses the evaluation results, whereas Section 5.6 concludes the chapter.
5.1. Application scenario for ML Solution recommendations

The first part in this section describes the exemplary application scenario in which practitioners benefit from recommended ML solutions. The second part discusses the practical requirements for a concept to provide such recommendations.

5.1.1. Reusing ML Solutions for Predictive Use Cases

Figure 5.1 depicts an exemplary scenario where an ML solution is to be developed for a new predictive use case. A team of practitioners is assigned to this task, e. g., a decision maker, a domain expert, a software developer and a citizen data scientist. In this context, citizen data scientists are particularly attractive when experienced ML experts are scarce (Flaounas, 2017). The team has access to the data of the new predictive use case and to a repository populated with metadata about existing ML solutions, some of which have been developed for similar use cases. Such repositories are part of various ML tools (Zaharia et al., 2018). So, they are available in many ML projects and organizations.

However, the reuse of ML solutions from the repository proves to be difficult. The citizen data scientist knows that there exist different languages, libraries, data formats, and deployment models to develop the new ML solution. Yet, besides his or her general ML knowledge, s/he does not know which of the existing ML solutions were developed for a similar use case. Thus, s/he has to determine for each individual ML solution in the repository whether the combination of software components can be reused in the new use case. For example, s/he has to verify that the software components can process the new use case data. S/He also has to validate that the performance of each existing ML solution meets the requirements of the new use case. This implies the consideration of performance trade-offs, e. g., preferring ML solutions with a faster prediction speed over others with higher prediction accuracy.
5.1.2. Practical Requirements

The application scenario illustrates the complexity of reusing ML solutions and the human effort involved. To address this problem, citizen data scientists need concepts that recommend suitable ML solutions. This subsection discusses four key practical requirements that a concept for recommending ML solutions must fulfill. These requirements are based on a literature review and on discussions with industry partners.

[R1] Reusability. Existing ML solutions should be the basis to make recommendations (Paleyes et al., 2020). As the number of developed ML solutions in an organization increases, it is more likely that existing ML solutions have configurations similar to the solution needed in the new use case. Citizen data scientists may thus want to reuse those existing ML solutions. This can mean either to reuse the implemented ML solution as-is or to consider the combination of ML components and their configurations as blueprint recommendation for a new implementation. To address this consideration, a common set of metadata about each ML solution has to be stored in a central metadata repository. These metadata need to ensure the
complete reproducibility of the ML solution so that the recommendation is applicable in new use cases.

[R2] **Explainability.** Recommended ML solutions should be interpretable (Baier et al., 2019; Burkart and Huber, 2020; Ethayarajh and Jurafsky, 2020). The lack of experienced ML experts increases the need for explanations that are especially tailored to non-technical people such as citizen data scientists (Baier et al., 2019). Citizen data scientists prefer understandable ML solutions with acceptable performance over complex black-box ML solutions with state-of-the-art performance (Ethayarajh and Jurafsky, 2020; Paleyes et al., 2020). To address this consideration, meaningful explanations have to be generated for each recommended ML solution. Meaningful explanations focus on the effects of ML solution components on prediction results instead of focusing on standard ML metrics (Baier et al., 2019). They facilitate citizen data scientists to select a recommendation out of many that match his or her performance preferences (Ethayarajh and Jurafsky, 2020).

[R3] **Responsiveness.** The process to generate recommendations should be responsive (Baier et al., 2019; Bernardi et al., 2019; Flaounas, 2017; Zaharia et al., 2018). ML solution development is an iterative process. Thereby, citizen data scientists test different hypotheses to assess whether an ML solution fulfills the use case needs (Bernardi et al., 2019; Flaounas, 2017). A recommendation system hence should suggest several ML software combinations to citizen data scientists, so that they may compare the solutions and select the most suitable one (Zaharia et al., 2018). Throughout this iterative search, citizen data scientists’ preferences develop too, as they narrow down suitable ML solutions. However, iterations and the number of ML solutions citizen data scientists may assess are constrained by the resources allocated to the use case (Flaounas, 2017). In order to reduce time and costs for the search of ML solutions, it is important to provide recommendations in a responsive manner.

[R4] **Multi-criteria trade-offs.** The suitability of ML solutions has to be decided based on multiple criteria (Baier et al., 2019; Bernardi et al., 2019; Ethayarajh and Jurafsky, 2020; Wagstaff, 2012). In practical use cases, the suitability of an ML solution depends on multiple factors instead of a
single ML quality metric, e.g., only accuracy or Root Mean Square Error (RMSE) (Wagstaff, 2012). For example, a very accurate ML solution may not be useful if it takes too long to make predictions or if it requires a lot of data and complex data preprocessing (Breck et al., 2017). In that case, a less accurate, but faster ML solution that requires less data can be a better recommendation (Baier et al., 2019; Bernardi et al., 2019; Ethayarajh and Jurafsky, 2020). Similarly, excessive computing infrastructure investments or many software dependencies may render a complex ML solution unsuitable for the new use case. It is important to generate recommendations with the consideration of multiple criteria and objectives. Furthermore, it has to be possible to identify and compare the trade-offs between the individual recommended solutions. For this purpose, information highlighting these trade-offs have to be made available to citizen data scientists.

5.2. Related Work

This section discusses three related approaches for ML solution development: AutoML systems, Meta-Learning, and Explainable AI. The related work assesses whether each approach fulfills the practical requirements from Section 5.1.2. A summary of the analysis is shown on Table 5.1.

5.2.1. AutoML Systems

Automated machine learning (AutoML) systems generate an optimized supervised learning model or pipeline (Feurer, Eggensperger, et al., 2020; Xin et al., 2021). The final ML model is optimized to, e.g., minimize generalization error or maximize accuracy. Open source examples of AutoML systems include Auto-sklearn (Feurer, Eggensperger, et al., 2020) or TPOT (Olson, Urbanowicz, et al., 2016).

For each new use case, AutoML systems search for high-performing ML models in a predetermined configuration space, consisting of learning algorithms, (hyper-)parameters and basic feature engineering (Xin et al., 2021). So, AutoML systems are not based on ML solutions that already exist in
an organization or on metadata describing these solutions in a repository. Therefore, they do not fulfill requirement R$_1$.

AutoML systems also do not fulfill R$_2$. They tend to produce complex ML models that citizen data scientists usually fail to interpret. They even prefer complex to simpler models if the complex models are only marginally better in the considered optimization objective (Xin et al., 2021). Furthermore, AutoML systems do not offer adequate explanations to citizen data scientists.

AutoML systems are not responsive at all (R$_3$), as they are known to be resource- and time-intensive (Xin et al., 2021). Even if the system is constrained by a time budget, the runtime to obtain a single optimized ML model can take up to 60 minutes (Feurer, Eggensperger, et al., 2020). Citizen data scientists are usually not willing to wait this long time, i.e., they want to assess different configurations of ML solutions in a much faster pace.

Fulfilling R$_4$ requires the consideration of multiple criteria. AutoML systems do not support this by design, since optimization strategies are executed to improve the value of one single evaluation metric, e.g., cross-validation loss (Feurer, Eggensperger, et al., 2020) or area under the operator curve (Gijsbers et al., 2019). So, it is not possible to consider any trade-offs between several optimization criteria and objectives with AutoML systems.

5.2.2. Meta-Learning

Meta-learning refers to data-driven approaches to learn from previously implemented ML models or pipelines (Vanschoren, 2018). Meta-learning approaches can be used to recommend ML models or their settings for a new task and data set (Pan and Yang, 2010). Metadata about the configuration, used training data, and observed performance of already existing ML models form the basis for meta-learning approaches (Vanschoren, 2018). Several platforms have been proposed to collect these metadata (Vanschoren et al., 2014; Zaharia et al., 2018). These platforms collect metafeatures about the data sets, the learning task, e.g., classification, the used (hyper-) parameters and data preprocessing techniques. In addition, they store results of evaluation metrics. Meta-learning platforms thus fulfill R$_1$. 

5.2 | Related Work
Table 5.1.: Assessment of related approaches

<table>
<thead>
<tr>
<th>Requirement</th>
<th>AutoML</th>
<th>Meta-Learning</th>
<th>Explainable AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>[R₁] Reusability</td>
<td>⬜</td>
<td>⬜</td>
<td>⬜</td>
</tr>
<tr>
<td>[R₂] Explainability</td>
<td>⬜</td>
<td>⬜</td>
<td>⬜</td>
</tr>
<tr>
<td>[R₃] Responsiveness</td>
<td>⬜</td>
<td>⬜</td>
<td>⬜</td>
</tr>
<tr>
<td>[R₄] Multi-criteria trade-offs</td>
<td>⬜</td>
<td>⬜</td>
<td>⬜</td>
</tr>
</tbody>
</table>

For meta-learning approaches to fulfill R₂, they must be able to explain why an ML model suits the new data set. Explanations have to avoid the use of ML metrics that non-expert citizen data scientists cannot understand. Most meta-learning approaches base their selection on complex metrics, e.g., covariances of text feature pairs (Raina et al., 2006) or data complexity measures (Biondi and Prati, 2015). Using these metrics, each approach estimates the similarity between the new data set and the data sets used for already existing ML models. However, it is hard for citizen data scientists to understand these complex metrics and to reproduce how they determine the similarity of data sets. Thus, R₂ remains unfulfilled.

Regarding the responsiveness requirement R₃, meta-learning approaches are expected to find various suitable ML models in a short time. Yet, only single meta-learning approaches meet this requirement, as they are limited to a specific type of algorithm (Biondi and Prati, 2015; Raina et al., 2006; Van Rijn and Hutter, 2018). For example, the approach of Raina et al. (Raina et al., 2006) is designed exclusively for text classification with logistic regression. Similarly, the approach of Biondi and Prati (Biondi and Prati, 2015) is designed exclusively for support vector machines. However, to efficiently use such meta-learning approaches independently of the underlying ML algorithm, a citizen data scientist has to invest additional time. To this end, s/he needs to execute and compare different meta-learning approaches in terms of their predictive quality and performance. This is error-prone and time-consuming. R₃ is thus not fulfilled.

Meta-learning approaches evaluate performance towards a single performance metric at a time, usually accuracy (Biondi and Prati, 2015) or classification error (Raina et al., 2006). Data similarity can only be indi-
rectly considered in the selection of suitable ML models (Biondi and Prati, 2015). Thus, meta-learning approaches may not consider more than one performance metric and one similarity metric at a time. They only partially fulfill the consideration of multiple criteria and trade-offs between them, as required by R₄.

5.2.3. Explainable AI

Explainability approaches can describe the general functioning of a ML model (Burkart and Huber, 2020), i.e., give global explanations, or the reasoning behind an individual prediction, i.e., give local explanations. Since ML solution development is guided by the overall behavior of the solution, the discussion focuses on global explanations. Here, model-agnostic global explainers can be used with different supervised learning algorithms. These kinds of explainers only use the data set of the ML model they are applied to. They do not establish comparisons with other data sets or with other ML models. Thus, R₁ is not given.

Regarding the explainability requirement (R₂), model-agnostic, global explainability approaches provide two types of explanations. The first type are visualizations (Adler et al., 2018; Goldstein et al., 2015), e.g., partial dependency plots. These approaches plot the effect of one or multiple data features on the model’s performance, e.g., on accuracy. Most plots are only able to display one or two data features at a time, rendering them impractical for ML models with many data features. The plots also display metrics such as obscurity (Adler et al., 2018) in unfamiliar formats, e.g., in various diverging and falling curves. These plots are difficult to interpret for non-experts. The second type of explanations are relevance metrics. These metrics quantify the impact that the presence or absence of a data feature has on the model. Example metrics are attribute interactions (Henelius et al., 2017) or attribute weights (Subianto and Siebes, 2007). Similar to the plots, the interpretation of these metrics is difficult for non-experts. In both cases, the interpretation of ML models depends on the use of explainability concepts, which have to be interpreted as well. Citizen data scientists however usually do not
completely understand these explainability concepts. Thus, explainability approaches partially fulfill R₂.

To fulfill the responsiveness requirement, explainability approaches must provide explanations in short execution times. However, approaches such as *leave-one-out* (Burkart and Huber, 2020) or Explainer global (Subianto and Siebes, 2007) need to iterate multiple times over the data features. This is time-consuming when a big amount of features needs to be handled. Therefore, explainability approaches partially fulfill R₃.

Finally, none of the approaches allows the consideration of multiple criteria when offering explanations. Explanations are offered for one performance aspect at a time. For instance, GFA plots obscurity versus accuracy (Adler et al., 2018). In ASTRID, attribute interactions are computed with respect to accuracy (Henelius et al., 2017). These approaches do not allow the consideration of trade-offs, e.g., between accuracy and training time. Thus, R₄ is not fulfilled.

### 5.3. AssistML Metadata Repository

*AssistML* provides its recommendations based on a centralized repository that contains metadata, source code, and sample training and test data of previously developed ML solutions. Metadata and source code are accessible via an identification code assigned to each ML solution, e.g., "DTR-faultdetection-001". The identification code describes in three parts (1) the learning algorithm with an abbreviation ("DTR"), (2) the use case ("faultdetection"), and (3) a sequence number for the specific combination of learning algorithm and use case. Data sets used to develop an ML solution are referenced in the solution metadata itself. The contents of the source code and data sets are specific for their use case. As such, their format and contents are determined before being submitted to the repository. This section defines the metadata schema that AssistML requires.

Metadata can be extracted directly from ML solution's software or from its documentation. This way, the repository helps to standardize different
metadata, so as to make all ML solutions comparable with each other. Let $m_i$ be the metadata describing the $i$-th ML solution in the metadata repository $M$. Each entry $m_i$ contains four metadata subsets:

$$m_i = \{u_i, d_i, s_i, p_i\} \quad (5.1)$$

$$u_i = \{\text{taskType}_i, \text{taskOutput}_i, \text{deployment}_i\} \quad (5.2)$$

$$d_i = \{\text{allMF}_i, \text{singleMF}_i, \text{preprocessing}_i, \text{featsUsed}_i\} \quad (5.3)$$

$$s_i = \{\text{language}_i, \text{platform}_i, \text{algorithm}_i, \text{hParams}_i\} \quad (5.4)$$

$$p_i = \{\text{metrics}_i, \text{metricsLabels}_i, \text{margins}_i\} \quad (5.5)$$

The **use case set** $u_i$ firstly describes the **type of analytics task** the ML solution $i$ performs. This refers to supervised learning tasks, e.g., binary or multi-class classification (Sokolova and Lapalme, 2009). The **task output** indicates the kind of result the ML solution produces, e.g., whether it delivers single predictions or class probabilities for a new observation. Finally, the **type of deployment** describes how the solution may be used in production environments. Examples can be deploying the ML solution in a cluster or as a stand-alone program on a single host. These metadata can be obtained from technical and project documentation about the ML solution development, e.g., in software specifications.

In $\text{allMF}_i$, the **data subset** $d_i$ contains descriptive metrics, i.e., simple meta features (Vanschoren, 2018) about the complete data set for which an ML solution is developed. Different data sets can thus be compared on the basis of these metafeatures. They are computed on the original data set prior to the data preprocessing required by the ML solution. Examples include the total number of instances, the number of features, and percentages describing the shares of each feature type in the data set. Each data feature can belong to one of four feature types: numerical, categorical, datetime or unstructured text. $\text{singleMF}_i$ is a vector of length $j$ that describes each data feature $j$ with additional metafeatures specific to its feature type. Table 5.2 gives examples of the metafeatures that can be computed for each feature.
type. Note that the list is not exhaustive and thus metafeatures can be added or removed for each feature type. Metadata in \textit{preprocessing}, describe the used data preprocessing techniques. For each feature type in $d_i$, two lists indicate the techniques applied for the ML solution to be able to read the data (encoding) and to select features (selection). $\text{featsUsed}_i$ indicates which data features from the data set $d_i$ are finally used by the ML solution.

\begin{table}[h]
\centering
\caption{Exemplary metafeatures by feature type}
\begin{tabular}{ll}
\hline
Feature & Description \\
\hline
Numerical & Number of outliers, number of missing values. \\
Categorical & Number of categories, imbalance ratio (count of the most frequent category over the count of the least frequent category) \\
Datetime & Minimum and maximum deltas between chronological timestamps, frequencies of months and days of the week. \\
Unstructured text & Relative vocabulary size, Shannon’s entropy (Bank et al., 2012). \\
& \textit{A bag-of-words} representation (Sebastiani, 2002) with minimal text preprocessing is required (word-tokenization, lowercasing, stopword and punctuation removal) \\
\hline
\end{tabular}
\end{table}

The \textit{technical settings} $s_i$ describe the configuration and parameters needed to reproduce the ML solution. The metadata for this set can be collected directly from the ML solution code via custom annotations (Zaharia et al., 2018). Metadata in this set include lists with the programming language(s) ($\text{language}_i$), and the software platform(s) and libraries used ($\text{platform}_i$). Furthermore, $\text{algorithm}_i$ specifies the ML algorithm implementation used by the ML solution, e.g., sklearn.naive_bayes.GaussianNB. Custom hyperparameter values are stored in $\text{hParams}_i$.

The \textit{performance set} $p_i$ contains performance values and explanations of the ML solution. Three groups of metadata are collected. The first group, $\text{metrics}_i$, contains values of performance metrics obtained while testing the ML solution on a test set. For instance, $\text{metrics}_i$ can capture the accuracy,
precision, and recall values for a classifier. The values in $\text{metrics}_i$ are scaled to a range $[0,1]$, going from worst or slowest performance to best or fastest performance.

The second group, $\text{metricsLabels}_i$, contains a performance label for each metric based on the values in $\text{metrics}_i$. The performance labels intuitively indicate non-experts how good a solution is in comparison to others. Performance labels are letter grades going from A+ to E. Grade A+ denotes the best values. Grades A to E denote five groups, each covering 20% of the value range of that performance metric among ML solutions. For fairness, these labels only compare ML solutions developed for the same task and data set. To determine the threshold values for each grade, 5 quantiles are computed.

The third group, $\text{margins}_i$, includes margin heuristics for all data features. A margin heuristic for a particular feature assesses how useful data feature variations are for an ML algorithm to perform its task. In case of a classification, the margin of a data feature estimates the differences between the values of correctly classified observations from those of incorrectly classified observations. In general, the margin heuristic for a data feature in binary classification tasks is:

$$\text{margin}_{\text{feat}} = \sum (w_1 \cdot \text{margin}^P, w_2 \cdot \text{margin}^N) \quad (5.6)$$

where $\text{margin}^P$ is the difference between true positives (TP) and false positives (FP), $\text{margin}^N$ is the difference between true negatives (TN) and false negatives (FN), and $w_1$ and $w_2$ the factors for a weighted average.

Depending on the feature type, the margin heuristic is computed differently. For numeric data and datetime deltas:

$$\text{margin}^{\text{num}} = \frac{\sum_{1}^{n} \left| TP_{\text{feat}} - FP_{\text{feat}} \right|}{\text{avg}(\text{avg}(TP_{\text{feat}}), \text{avg}(FP_{\text{feat}}))} \quad (5.7)$$
where $TPfeat$ are the sorted data feature values in the true positives sample, $FPfeat$ are the sorted data feature values in the false positives sample and $avg(TPfeat)$ and $avg(FPfeat)$ are the average values of the same samples.

For categorical and unstructured text data:

$$margin_{Pcat} = \sum \left| \frac{|levels(TPfeat)|}{|TPfeat|} - \frac{|levels(FPfeat)|}{|FPfeat|} \right|$$  \hspace{1cm} (5.8)

where $|TPfeat|$ is the number of elements in the true positives sample and $|FPfeat|$ represents the number of elements in the false positives sample. $|levels(TPfeat)|$ is the count of each distinct data feature value in the true positives sample, e.g., how many times does the value medium appear in the data feature size in the TP sample; $|levels(FPfeat)|$ is the count of each distinct data feature value in the false positives sample. In general, the function levels() is equivalent to the output of the COUNT() function with the DISTINCT clause in SQL.

The margin heuristic is used by AssistML to explain the functioning of a recommended ML solution (see Section 5.4.4). A high value for instance may show that a data feature has very different values in true positive and false positive samples. This big difference indicates that the feature helps improve the classification precision.

5.4. AssistML: A Concept to Recommend ML Solutions

This section explains the four main steps that constitute AssistML. They recommend a short list of ML solutions for a new use case $n$ based on metadata from the repository $M$. AssistML requires three inputs (see Figure 5.2). These inputs form a query $q_n$ to obtain a list of recommended ML solutions in $report_n$. Thereby, $q_n$ requires only the absolute minimum information, making the query easier to determine for citizen data scientists. The first input in $q_n$ is a description of the desired use case task $u_n$. The task may be described, e.g., as binary classification with a single prediction as output.
The second input is an annotated extract of the new use case data $d_n$. Citizen data scientists use annotations to indicate the feature types contained in the data, i.e., which of the four feature types numerical, categorical, unstructured text, or datetime are present. As third input, citizen data scientists set preferences they have about the ML solution’s performance ($p_n$). These preferences include ranges for performance metrics that define acceptable values for citizen data scientists. For instance, a classification task can have range limits for accuracy, precision, recall, and training time. A range of 0.25 for all metrics means that only ML solutions with values in the top 25% in all metrics are considered acceptable.

$$q_n = \{u_n, d_n, p_n\} \quad (5.9)$$

$$u_n = \{\text{taskType}_n, \text{taskOutput}_n\} \quad (5.10)$$

$$d_n = \{\text{data}_n, \text{featTypes}_n\} \quad (5.11)$$

$$p_n = \{\text{ranges}_n\} \quad (5.12)$$

5.4.1. Step 1: Select ML Solutions on Data Similarity

The first step selects ML solutions based on the similarity of the data set and task of existing ML solutions in $M$ to the data set and task of the new use case in query $q_n$. Only the solutions developed for the most similar data sets
Algorithm 5.1 Select solutions on data similarity

**Require:** $M, u_n, d_n$

**Ensure:** $m_s, w_t$

1: $\{\text{allMF}_n, \text{singleMF}_n\} \leftarrow \text{analyzeQueryData}(d_n, \text{data}, d_n, \text{featTypes})$

2: \textbf{function} SELE\textit{CT}(u_n, d_n)

3: $m_{s0} = \{m_i \in M |$

4: \hspace{1em} $m_i.\text{taskType} = u_n.\text{taskType}$ \textbf{and}$

5: \hspace{2em} \hspace{1em} m_i.\text{taskOutput} = u_n.\text{taskOutput} \}$

6: \hspace{1em} \textbf{if} $m_{s0} = \{\} \textbf{ then}$

7: \hspace{2em} \hspace{1em} \textbf{terminate AssistML}

8: \hspace{1em} \textbf{else}

9: \hspace{2em} $\{m_s, w_t\} \leftarrow \text{CHECKSIMILARITY}(m_{s0},$

10: \hspace{2em} \hspace{1em} $d_n.\text{allMF}, d_n.\text{singleMF})$

11: \hspace{2em} \textbf{return} $\{m_s, w_t\}$

12: \textbf{end if}

13: \textbf{end function}

and tasks, i.e., $m_s$, are passed to the following steps. The goal is to ensure that the recommended ML solutions were developed for a use case that is as similar as possible.

Algorithm 5.1 gives an overview of the first step. It requires access to the repository $M$, and the subsets $u_n$ and $d_n$ of the user query. The first task is to analyze the provided data. The sample data $\text{data}_n$ and its feature type annotations are used to compute summary metafeatures $\text{allMF}_n$ and individual metafeatures $\text{singleMF}_n$ for the new use case data. These metafeatures allow the determination of similarity between the new data set $d_n$ and existing data sets $d_i$ in $M$.

Data set similarity is expressed in four levels. Each similarity level is defined by criteria regarding the use case task and data set. Firstly, the base similarity or $m_{s0}$ (see Algorithm 5.1) describes ML solutions developed for the same type of task and same type of output. For example, $m_{s0}$ can refer to all solutions in $M$ for binary classification ($\text{taskType}$) and producing single predictions ($\text{taskOutput}$). If no solutions in $M$ fulfill the criteria, the whole recommendation process is terminated (Algorithm 5.1). This is indicative
of a completely new use case, for which none of the solutions in $M$ can be reused. In that situation, other development approaches should be followed.

If solutions with similarity level 0 are available in $M$, the function check Similarity() applies filter criteria to determine which solutions fulfill levels 1 to 3. The filter criteria for each level are given in Equation (5.13), Equation (5.14) and Equation (5.15). The similarity levels are consecutively checked, so that $m_{s3} \subseteq m_{s2} \subseteq m_{s1} \subseteq m_{s0}$.

$$m_{s1} = \{ m_{s1} \in m_{s0} | d_i.allMF.featTypes = d_n.allMF.featTypes \}$$

$$m_{s2} = \{ m_{s2} \in m_{s1} | ratios(d_i.allMF.featTypes) \approx ratios(d_n.allMF.featTypes) \}$$

$$m_{s3} = \{ m_{s3} \in m_{s2} | d_i.singleMF \approx d_n.singleMF \}$$

The filter for $m_{s1}$ removes solutions whose associated data sets $d_i$ do not have the feature types of the new data set $d_n$. For a new data set with numerical data, this filter removes ML solutions not trained on numerical data at all. Conversely, ML solutions trained with at least one numerical feature have similarity level 1. The filter for $m_{s2}$ keeps only those solutions whose associated data sets $d_i$ have feature type ratios similar to the feature type ratios of the new data set $d_n$. Ratios are considered similar if they are within one decile of the feature type ratios of the new data set. This means, e.g., removing ML solutions not trained on data sets with 95% +/- 5%-points of numerical features. The filter for $m_{s3}$ compares the metafeatures in singleMF. Again, the solutions in $m_{s3}$ must have singleMF values within one decile of the singleMF values of the new data set. This means that we, e.g., compare the percentage of outliers of numeric features in the new data set $d_n$ to the percentage of outliers of the numeric features in associated data sets $d_i$ in $M$. If the percentage of outliers of all numeric features is within +/- 5%, e.g., [0.2, 0.0, 0.11] and [0.18, 0.05, 0.07], the solution’s similarity is level 3.
Step 1 passes over the ML solutions trained on the most similar data sets ($m_s$ in Algorithm 5.1), i.e., having the highest similarity level. If $m_s$ have a similarity lower than 3, the function `checkSimilarity()` adds distrust points and warnings to $w_t$. Formally, $w_t = \{\text{distrustPoints}, \text{warnings}(t)\}$, i.e., a scalar value `distrustPoints` and a list of short explanations `warnings(t)` describing a problematic condition $t$. $w_t$ is the basis of a distrust score that estimates the suitability of the recommendations for the use case. It is inspired by the ML test score of Breck et al. (Breck et al., 2017). Distrust points are added for each problematic condition $t$ that occurs at any step in AssistML. During this step, $w_t.distrustPoints$ can receive up to 3 distrust points depending on the highest similarity level found. Similarity level 0 awards 3 distrust points; similarity level 1 awards 2 distrust points and similarity level 2 awards 1 distrust point. No distrust points are awarded if the highest similarity level 3 is achieved.

5.4.2. Step 2: Identify Acceptable/Nearly Acceptable ML Solutions

The second step divides ML solutions from the previous step based on their performance into two groups, i.e., $m_{AC C}$ and $m_{NACC}$. An ML solution belongs to $m_{AC C}$ if its performance values for each relevant metric fall in the percentile range established by the user in $p_n.ranges$. For instance, a range of 0.2 for accuracy means that only the ML solutions of $m_s$ which are among the upper 20% regarding accuracy are acceptable. For example, if the accuracy values of solutions in $m_s$ vary uniformly between 0.7 and 0.92, ML solutions with an accuracy of 0.87 or higher are considered acceptable.

An ML solution belongs to $m_{NACC}$ if its performance values are lower than those of solutions in $m_{AC C}$. Nevertheless, the performance values of $m_{NACC}$ solutions may only be lower than the threshold for $m_{AC C}$ solutions by the amount defined by $p_n.ranges$. In the same example with a 0.2 accuracy range, ML solutions in $m_s$ belong to $m_{NACC}$ if their accuracy values are lower than 0.87 and greater or equal than 0.82. ML solutions in $m_{NACC}$ serve as comparison for ML solutions in $m_{AC C}$.
Algorithm 5.2 Identify [nearly] acceptable ML solutions

Require: \( m_s, p_n, \text{ranges} \)

Ensure: \( m_{\text{ACC}}, m_{\text{NACC}}, w_t \)

1: function \text{CLUSTER}(m_s, \text{ranges})
2: \( \text{cls} \leftarrow \text{DBSCAN}(m_s) \)
3: \( \text{mts} \leftarrow m_s.p\text{.metrics} \)
4: \( \text{qlim} \leftarrow p_n.\text{ranges} \)
5: for \( j = 1 \) to \( [\text{cls}] \) do
6: \( \text{accl} = \max(\text{mts}(i) \in \text{cls}(j) - \text{qlim} \)
7: \( \text{accFit}(i) = \frac{|\{m_s|m_s.e\text{cls}(j) \land m_s(i) \geq \text{accl}\}|}{|\{m_s|m_s.e\text{cls}(j)\}|} \)
8: \( \text{naccl} = \max(\text{mts}(i) \in \text{cls}(j) - 2 \times \text{qlim} \)
9: \( \text{naccFit}(i) = \frac{|\{m_s|m_s.e\text{cls}(j) \land m_s(i) < \text{accl} \land m_s(i) \geq \text{naccl}\}|}{|\{m_s|m_s.e\text{cls}(i)\}|} \)
10: if \( \text{accFit}(i) \geq 51\% \) then
11: \( m_{\text{ACC}} \leftarrow \text{cls}(i) \)
12: else if \( \text{naccFit}(i) \geq 51\% \) then
13: \( m_{\text{NACC}} \leftarrow \text{cls}(i) \)
14: end if
15: end for
16: if \( m_{\text{ACC}} = \{\} \) then
17: terminate \text{ASSISTML} \)
18: else
19: \( w_t \leftarrow \text{TESTFITS}(m_{\text{ACC}}, m_{\text{NACC}}) \)
20: return \( m_{\text{ACC}}, m_{\text{NACC}}, w_t \)
21: end if
22: end function

The first task of Algorithm 5.2 (line 2) uses the DBSCAN algorithm (Ester et al., 1996) to cluster the solutions in \( m_s \) based on their performance values, which are contained in \( m_s.p\text{.metrics} \). The need for clustering derives from the fact that companies typically store hundreds of ML solutions in their repositories (\( R_1 \)). Furthermore, ML solutions with different configurations can still produce very similar performance across several metrics. For instance, Figure 5.3 illustrates 228 ML solutions developed for different use cases as colored dots in a three dimensional space. The color indicates the cluster to which the ML solution belongs, as determined by a clustering algorithm. The plot shows that ML solutions from different use cases and with
different configurations can have similar performance trade-offs, resulting in clearly separated clusters. The identification of Acceptable (ACC) and Nearly Acceptable (NACC) solutions is thereby facilitated. The consequence of these effects is that, after a relatively small number of ML solutions, it becomes inefficient to check and compare the performance of every ML solution. Clustering analysis reduces the number of necessary checks by grouping similarly performing ML solutions.

The DBSCAN algorithm is appropriate for this task for two reasons. First, it removes the need for citizen data scientists to predefined the number of clusters, thus removing a potential source of bias. Second, DBSCAN’s minimum distance parameter guarantees that all ML solutions in a cluster have the same performance trade-off across all considered performance metrics.
The second task (Lines 7 and 9) computes the fit of each cluster $i$ in the ACC and in the NACC group. The fit of a cluster is the proportion of its ML solutions that are inside the acceptable ($acCFit$) or nearly acceptable ($nacCFit$) ranges. The third task (Lines 10 and 14) uses $acCFit$ and $nacCFit$ to assign the current cluster of ML solutions to either $m_{ACC}$ or $m_{NACC}$. A value of 51% is used in both assignments to indicate a simple majority in the cluster.

Once all clusters have been processed, AssistML is interrupted if no cluster of ML solutions can be assigned to $m_{ACC}$. This means that no ML solution in $m_s$ meets the performance preferences of the new use case. In such a situation, it is better to develop a new ML solution from scratch with senior ML experts. Otherwise, function $testFits()$ adds distrust points and warnings to $w_t$ depending on how well clusters fit in the groups $m_{ACC}$ or $m_{NACC}$. The criteria to award distrust points are illustrated in Figure 5.4. If for each cluster, at least one ML solution is outside its $m_{ACC}$ or $m_{NACC}$ group, 3 distrust points are awarded. If the simple majority of clusters have at least one solution outside of a group, 2 distrust points are awarded. If this only holds for the simple minority of clusters, 1 distrust point is awarded. No distrust points are given if all ML solutions of all clusters are fully inside their group. A corresponding explanation is added to $w_t.warnings$ to describe the situation in each group.
Algorithm 5.3 Find ML solution patterns

Require: $m_{ACC}, m_{NACC}$

Ensure: $rules_m$

1: function PATTERNS($m_{ACC}, m_{NACC}$)
2:     settings ← $m_{ACC}.s, m_{NACC}.s$
3:     metricsLabels ← $m_{ACC}.p.metricsLabels, m_{NACC}.p.metricsLabels$
4:     rules$_m$ ← FpGrowth(settings, metricsLabels, minConf, minSupport)
5:     rules$_m$ ← REMOVE_DUPLICATES(rules$_m$)
6:     rules$_m$ ← \{rules$_m$ : confidence(rules$_m$) < 1 &
                                  leverage(rules$_m$) > 0 & lift(rules$_m$) > 1\}
7: return rules$_m$
8: end function

5.4.3. Step 3: Find ML Solution Patterns

The third step searches for patterns in the metadata of the ACC and NACC solutions. For this purpose, Algorithm 5.3 builds association rules with the settings and performance metadata of $m_{ACC}$ and $m_{NACC}$ solutions. Association rules describe patterns of the kind: "IF training time label is D (antecedent), THEN number of custom parameters is 5-10, has neural networks algorithm (consequent)". They indicate the common occurrence, not causality, of the antecedent and the consequent among ML solutions.

The first task of this step generates frequent item sets and rules using the FP-Growth algorithm (Han et al., 2000) (line 4 in Algorithm 5.3). Its input is metadata describing the configuration settings and the performance labels metricsLabels of both the acceptable and nearly acceptable ML solutions. The step combines metadata from both $m_{ACC}$ and $m_{NACC}$ to capture patterns supported by solutions in $m_{ACC}$ and $m_{NACC}$, since these patterns can be decisive for the solution’s performance. The step configures the FP-Growth algorithm by means of two parameters to prompt the creation of as many association rules as possible. The minimum confidence, which measures a rule’s reliability, is set to 0.7 and minimum support to 0.25, which sets the threshold to consider a rule frequent. The result is a list $rules_m$, where each rule has confidence, leverage and lift values. Depending on the ML solutions
Table 5.3.: Sample ML solution recommendation report

<table>
<thead>
<tr>
<th></th>
<th>RFR_kick_011</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Overall score: 0.9914</td>
</tr>
<tr>
<td>2</td>
<td>Performance Labels</td>
</tr>
<tr>
<td>3</td>
<td>Accuracy: A</td>
</tr>
<tr>
<td>4</td>
<td>Recall: A</td>
</tr>
<tr>
<td>5</td>
<td>Output Explanation</td>
</tr>
<tr>
<td>6</td>
<td>Feature-3 is suitable for the task. Feature-6 is unsuitable for the task.</td>
</tr>
<tr>
<td>7</td>
<td>Categorical data is read via One-Hot Encoding (…)</td>
</tr>
<tr>
<td>8</td>
<td>ML Solution Patterns</td>
</tr>
<tr>
<td>9</td>
<td>IF ML solution has [random forests algorithm] and [number of custom parameters is 5 - 15] then [recall label is A] and [library used is sklearn].</td>
</tr>
<tr>
<td>10</td>
<td>Deployment Description</td>
</tr>
<tr>
<td>11</td>
<td>Deployed on single_host with 2 cores with 2.6 GHz</td>
</tr>
<tr>
<td>12</td>
<td>Language python v. 3.6.0</td>
</tr>
<tr>
<td>13</td>
<td>Implementation sklearn.ensemble. Extra-TreeClassifier v. 0.22.2</td>
</tr>
<tr>
<td>14</td>
<td>Nr. Dependencies: 6</td>
</tr>
<tr>
<td>15</td>
<td>Nr. Parameters: 14</td>
</tr>
</tbody>
</table>

contained in the metadata repository, it may be necessary to readjust these values.

The following task (line 5) removes duplicate rules with the same items and the same values of confidence, leverage and lift. This is because the two rules express the same co-occurrence pattern. The next task (line 6) removes low-quality rules from $rules_m$. Here, the step removes rules with a confidence value of 1 or with leverage of 0 or with lift of 1. These metric values indicate that rules are trivial or that the antecedent and consequent are statistically independent.
5.4.4. Step 4: Generate List of Recommendations

The final step generates a report containing a list of $k$ ML solutions for both $m_{ACC}$ and $m_{NACC}$. The positive and negative examples indicate a citizen data scientist the pros, cons, and effects of using different ML solution configurations. As a result, s/he can make informed decisions for the new use case. The lists are stratified by type of learning algorithm to ensure variety in the recommendations. The report additionally includes the original query $q_n$ and $w_t.warnings$ with explanations of problematic situations collected during the previous steps. Furthermore, it contains the $distrustScore_n$ to estimate how applicable a recommendation is. This distrust score is computed based on $w_t.distrustPoints$ as shown in Equation (5.16)

$$distrustScore_n = \frac{\sum w_t.distrustPoints}{t}$$ (5.16)

A dedicated recommendation report describes each selected ML solution in $m_{ACC}(k)$ and $m_{NACC}(k)$ individually. Table 5.3 shows a simplified version of this report for a sample recommendation. The report describes the ML solution’s performance and configuration in a simple and intuitive way for citizen data scientists. An overall score summarizes the different performance values in $p.metrics$. For example, the overall score can be computed on accuracy, precision, recall, and training time. This score metric is the average of these four normalized metrics, scaled to a range from 0 (worst) to 1 (best). Also, the performance labels in $p.metricsLabels$ further describe the solution’s performance for each considered metric.

A global explanation of the ML solution’s output based on $p.margins$ completes the description of the solution’s performance. This global explanation exemplifies the ML solution’s behavior regarding certain data features. Data features with low margin values, e. g., lesser than 0.05, are considered unsuitable for the ML solution’s task. Data features with high margin values, e. g., greater than 0.3, are considered suitable.
The report also describes the solution’s configuration with metadata from $m_{ACC}$ and $m_{NACC}$. First, the report includes the preprocessing used on each feature type. Any pattern from $rules_m$ that contains an element of the solution’s configuration, e.g., the same implementation library, is added to the ML Solution Patterns section of the report. Data about the software and hardware resources needed to deploy the ML solution, the used programming language and algorithm implementation library, as well as the number of custom hyperparameters complete the report.

The generated reports are ranked using the overall score value. If there are ties, the individual performance metrics rank further involved ML solutions. A sequence deduced from the performance ranges in $p_n$ of user query $q_n$ determine the order in which to use the performance metrics for this ranking. Metrics with narrower ranges are assumed more important than metrics with wider ranges.

5.5. Prototype and Evaluation

The first part in this section describes the AssistML prototype. The second part explains the approach to evaluate the functionality of AssistML on the basis of two use cases. The third part discusses four types of evaluation results obtained with the aforementioned prototype and evaluation approach. The last part in the section assesses how AssistML fulfills the requirements from Section 5.1.2. The source code and a short demonstration video of the AssistML prototype is available on GitHub.¹

5.5.1. Prototypical Implementation

AssistML was implemented as a prototype consisting of modules developed in R and Python. Each module groups functionality corresponding to a step in AssistML. Together, they process a user query $q_n$ and deliver in return a recommendation report $report_n$. Figure 5.5 depicts the module architecture of the prototype. Arrows indicate the data and logic flow between the

¹https://github.com/al-villanueva/assistml
modules. The required metadata repository was implemented as document collections in MongoDB. This allows the modules to use JSON documents as data exchange format. In order to ensure experimental reproducibility of the results, this dissertation describes the system requirements and necessary installation steps to run the AssistML prototype in Appendix B.

Once installed, users can issue queries to the prototype via a web interface or via a REST API. Figure 5.6a shows the prototype’s web interface. Users introduce the query data using the controls on the sidebar (Figure 5.6b). After the user uploads a sample of the use case data, the feature analysis module computes the necessary metafeatures to compare the new data with the data sets documented in the repository. Query results are presented on the main section of the web interface. These are composed of a summary section, a performance visualization of all recommended ML solutions, and a list of recommendation reports (see Figure 5.6a).
Figure 5.6.: Prototypical implementation of AssistML
Moreover, the evaluation approach included the development of 228 ML solutions to populate the metadata repository. These solutions represent a diverse selection of configurations in order to reflect the typical application scenario in companies. The solutions were developed for different data sets with various feature types. Their predictive models were trained using various learning algorithms from different libraries and programming languages. Table 5.4 gives specific details about the ML solutions in the metadata repository. The description of use case data includes their feature types in parentheses. If multiple feature types are included, they are listed from most common to least common in the data set. Several performance metrics were collected for each ML solution using 5-fold cross-validation. These include accuracy, precision, recall, training time, execution time for a single prediction, the f1 score and the confusion matrix.

<table>
<thead>
<tr>
<th>Table 5.4.: Metadata repository contents</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Element (count)</strong></td>
</tr>
<tr>
<td>Use cases (5)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ML tasks (2)</td>
</tr>
<tr>
<td>ML algorithms (9)</td>
</tr>
<tr>
<td>Languages (2)</td>
</tr>
<tr>
<td>Libraries (4)</td>
</tr>
</tbody>
</table>

5.5.2. Evaluation Approach

The prototypical implementation enables the evaluation of the AssistML concept with a multistep approach. The following paragraphs explain the details of the use cases, the evaluation settings and the evaluation steps.
The evaluation approach considers two new use cases, which are unknown to the metadata repository. The first and main use case deals with a fault detection task during steel plates production. It is based on a public data set for binary classification\(^1\). As basis for comparison, the evaluation approach discusses a complementary use case based on the public data set adult\(^2\). It describes a predictive task to determine if an adult has a yearly income over 50 000 dollars.

Figure 5.7 gives an overview of the four approach steps. The evaluation approach begins by issuing queries for each use case using two evaluation settings (see step 1 in Figure 5.7). These settings represent two levels of performance preferences. For simplicity, the same preferences are set across all performance metrics considered, i.e., accuracy, precision, recall, and training time. Settings \textit{q-steel-10} and \textit{q-adult-10} demand ML solutions to have the top 10% best values in all four metrics to be considered acceptable.

\begin{itemize}
\item \textbf{Step 1.} Execute the AssistML prototype in an evaluation setting three times.
\item \textbf{Step 2.} Adapt the recommended ML solutions to the new use case data (reused ML solutions).
\item \textbf{Step 3.} Compare the performance of recommended ML solutions vs reused ML solutions.
\item \textbf{Step 4.} Compare a reused ML solution from AssistML vs a new ML solution from AutoML.
\end{itemize}

\hspace{2cm} Figure 5.7.: Steps of the evaluation approach

\(^1\)https://www.openml.org/d/1504
\(^2\)https://www.openml.org/d/1590
Settings \textit{q-steel-20} and \textit{q-adult-20} describe less restrictive demands, i.e., ML solutions with the top 20\% performance values are considered acceptable. In practice, switching from the top 10\% to top 20\% setting can be the result of dealing with a performance trade-off. In that case, the citizen data scientist may look for ML solutions with high values on a critical performance metric at the expense of others. Each evaluation setting is executed three times following a randomized plan in order to track the execution times to generate recommendations per evaluation setting.

Step 2 of the evaluation approach adapts the list of \( n \) recommended ML solutions on the new use case data, i.e., \textit{steel plates} or \textit{adult}. Thereby, the source code and configuration settings of the recommended solution are reused, i.e., the sampling strategy, seed values, hyperparameters, algorithm implementation and software dependencies. Thus, they are called \textit{reused ML solutions}. Step 3 collects metadata to compare the performance of recommended ML solutions to that of reused ML solutions.

The last step of the evaluation approach used an AutoML system to generate a new competing ML solution for both use cases. \textit{H2O AutoML} 3.32.1.6 was used with default configurations. The execution of H2O AutoML was triggered from an R script in R 3.6.3 on Windows 10. H2O AutoML trains and cross-validates ML models with different learning algorithms (LeDell and Poirier, 2020). These include: gradient boosting machines, general linear models, random forests, and neural networks. It also trains stacked ensembles with combinations of these algorithms. The trained models are then ranked based on a single performance metric, which varies depending on the type of learning task. The step compares a new ML model produced by AutoML against a reused ML solution obtained with AssistML. This allows the discussion of the advantages and disadvantages of both AutoML and AssistML.

This approach is designed to evaluate the following four aspects: (a) the information provided for each recommended ML solution, (b) the concept’s ability to provide good recommendations, (c) the time it takes to obtain them, and (d) the advantages and disadvantages of using this approach over AutoML.
5.5.3. Evaluation Results

Overall, the evaluation approach delivers the following results: (a) ML solution recommendation reports for both use cases, (b) the performance values of reused ML solutions, i.e., recommended ML solutions adapted to the new use case data, (c) the execution times of the AssistML prototype for each of the four evaluation settings, and (d) the highest-ranked ML model trained with an AutoML system for both use cases. The following paragraphs discuss each of these results. For simplicity, the discussion of specific results focuses on representative examples. The corresponding paragraph indicates this at the beginning. However, the complete list of recommendations generated for all four evaluation settings is shown in Table 5.8, at the end of this subsection. Columns 6 to 8 in the table describe the performance of recommended ML solutions. Columns 10 to 12 describe the performance of the corresponding reused ML solutions.

**ML solution recommendation report.** The report shown in Table 5.3 in Section 5.4.4 recommends the ML solution RFR_kick_011 in the q-steel-10 setting. The performance labels intuitively show the performance of this recommended ML solution. They give users a sense of how the solution compares to other solutions for the same use case. For instance, the labels in lines 4 and 5 show that the recommended ML solution achieves overall good prediction performance at the cost of a longer training time.

Recommendation reports also indicate the ML solution strengths and weaknesses w.r.t. data features. Citizen data scientists can compare the suitable or unsuitable data features of existing ML solutions (see line 7) to the data features in their new use case. As a result, they can select only those that resemble the suitable ones. Data preprocessing information is given in line 9. In this example, one-hot-encoding is applied on categorical data. The information in lines 7 and 9, along with the source code in the repository, reduce the effort and time needed to prepare the new use case data.

ML solution patterns offer global explanations (see Section 5.2.3). They provide the citizen data scientist with relevant relationships on configuration
and performance. For instance, the ML solution pattern in line 11 indicates that solutions with the Random Forest algorithm as well as 5 to 15 custom parameters tend to have a good recall (A label) and use the sklearn library. Citizen data scientists can restrict any adaptations they do on the ML solution to those that are indicated by these patterns. For instance, the pattern in line 11 helps them to avoid to tune more than the 15 parameters that are indicated by this pattern. This again reduces the time and effort they need for any adaptations. The report ends with deployment requirements (lines 13 to 16) to let the citizen data scientist decide if the solution can be deployed in the new use case.

**Performance comparison between recommended and implemented ML solutions.** The discussion of this result focuses on evaluation settings q-steel-10 and q-adult-10. However, similar observations can be made for the other evaluation settings. The comparison in an evaluation setting includes the performance values of each recommended ML solution against the values of its corresponding reused ML solution. The recommended ML solution $m_{rec}$ is one built for a previous use case, contained in the metadata repository, and described in a recommendation report, e. g., Table 5.3. In this context, the performance of $m_{rec}$ constitutes a prediction of using that combination of ML components on the new use case data. The reused ML solution $m_{reu}$ is one that adapts the source code of the recommended ML solution to use it with the new use case data, in this case with the steel plates or adult data set. In other words, the performance of $m_{reu}$ is the true value of using that combination of ML components on the new use case data.

Each pair of $m_{rec}$ and $m_{reu}$ in an evaluation setting is compared using the absolute error for the three performance metrics considered, namely accuracy absolute error ($AccAE$), precision absolute error ($PreAE$), and recall absolute error ($RecAE$). For instance, Equation (5.17) shows the formula for $AccAE$.

$$AccAE = |m.acc_{rec} - m.acc_{reu}|$$ (5.17)
where $m_{acc_{rec}}$ and $m_{acc_{reu}}$ are the accuracy values of $m_{rec}$ and $m_{reu}$, respectively. Similar equations can be defined for precision and recall. The absolute error quantifies the variation between the expected or predicted performance of an ML solution and the actual or observed performance. Therefore, smaller values of $AccAE$ $PreAE$ and $RecAE$ indicate better suitability of the recommendation for the new use case.

Figure 5.8a shows the values $AccAE$ for recommendations in the setting q-steel-10, from the highest ranked ACC recommendation (Recommendation # 1) to the lowest ranked NACC recommendation (Recommendation # 11). Figure 5.8b shows $AccAE$ for ACC recommendations in the q-adult-10 setting. In general, ACC recommendations lead to smaller, more consistent absolute errors than NACC recommendations. This confirms the suitability of ACC recommendations. They can be contrasted with NACC recommendations to analyze the small differences that contribute to their good performance. Moreover, the mean absolute error of accuracy (MAE Accuracy), shown as a dotted red line, summarizes the comparison for the whole evaluation
Figure 5.9.: Precision absolute error per recommendation (PreAE) in the q-steel-10 and q-adult-10 settings.

setting. Notice that MAE Accuracy is bigger in setting q-steel-10, where the data set similarity is lower (level 1). AssistML warns the user about this with a high distrust score of 0.89. In setting q-adult-10, where the data set similarity is higher (level 2), the MAE and the distrust score provided by AssistML decrease, too. This behavior of the values confirms the ability of the distrust score to inform users about the error to expect when adapting the recommended ML solutions.

The values of PreAE (see Figure 5.9) and RecAE (see Figure 5.10) behave similarly in both use cases. This indicates that AssistML is able to establish similarity adequately, because the reused ML solutions in the new use case perform as the recommended solutions did in the original use cases across all performance metrics considered. Recommendation #8 for the evaluation setting q-steel-10 represents an exceptional case, because the absolute error reaches between 25 and 40 % in each performance metric. As shown in column 2 of Table 5.8, the corresponding NACC recommenda-
tion, SVM\textunderscore kick\textunderscore 004, employs the same learning algorithm as the second ACC recommendation SVM\textunderscore bank\textunderscore 007, i.e., support vector machines. However, they have different configurations and training settings, e.g., different implementation libraries, data sampling ratios and library dependencies. This highlights the importance of having both positive and negative recommendations to avoid generalizations about specific learning algorithms. NACC recommendations serve as counter examples with which citizen data scientists can better understand why ACC recommendations perform well.

Also note that the MAE in both evaluation settings is relatively small, i.e., between 3 and 11\% across all performance metrics. This is even with the consideration of exceptional NACC recommendations. This is acceptable for citizen data scientists. It constitutes a negligible price to pay, since they can save huge efforts by avoiding the time-consuming implementation of completely new ML solutions. One alternative for citizen data scientists is to tune the hyperparameters and other settings to improve the performance.
Table 5.5.: Execution times of the AssistML prototype. Values in seconds (s)

<table>
<thead>
<tr>
<th>Evaluation setting</th>
<th>Mean (s)</th>
<th>Median (s)</th>
<th>Standard Dev. (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>q-steel-10</td>
<td>30,906</td>
<td>26,822</td>
<td>8,376</td>
</tr>
<tr>
<td>q-steel-20</td>
<td>12,292</td>
<td>12,225</td>
<td>0,762</td>
</tr>
<tr>
<td>q-adult-10</td>
<td>41,102</td>
<td>41,058</td>
<td>1,292</td>
</tr>
<tr>
<td>q-adult-20</td>
<td>41,545</td>
<td>41,410</td>
<td>0,792</td>
</tr>
</tbody>
</table>

in the new use case. However, this additional effort may only lead to slight performance increases of about 1 to 2%-points for any of the metrics. Such an elaborate parameter tuning is usually not a practical option for citizen data scientists in light of such small performance increases. Another alternative is to use an AutoML system to obtain an optimized ML model without any user involvement. This however may imply several sacrifices, e. g., the simplicity of the model or the explanations about the model’s behavior. This alternative is further discussed at the end of this subsection.

**Execution times to generate recommendations.** The discussion of execution times focuses on the four evaluation settings. The results obtained confirm further the advantages of saving efforts and time during the development of ML solutions. The prototype delivers recommendation lists for both use cases in a matter of seconds. Table 5.5 shows the average and median execution times collected after carrying out a 3-fold randomized execution plan for all four evaluation settings. Due to variations in individual hardware used to run the prototype, execution times may vary to a certain extent. The execution time for any evaluation setting never surpasses 45 seconds, with standard deviation remaining also low. In some cases, it is even below 15 seconds.

These measurements concern the execution of single experiments. In a production environment, the demands for this assistant service may fluctuate, with demand peaks and bottoms. The prototypical implementation is thus as a stateless web service that can be scaled and replicated as necessary.
Comparison to an ML model developed with AutoML. The discussion of this result focuses on evaluation settings q-steel-10 and q-adult-10. AutoML represents an alternative for citizen data scientists to develop ML models. H2O’s AutoML (LeDell and Poirier, 2020) is applied on both the steel plates and adult data sets. H2O’s AutoML uses default settings to reflect the interest of the citizen data scientist to minimize input. AutoML results are compared to the reused ML solutions from the most demanding evaluation settings of AssistML for each use case, i.e., q-steel-10 and q-adult-10. The comparison focuses on the advantages and disadvantages of using each development approach for the citizen data scientist. The comparison includes the execution time, the number of models available, the performance values of the models, their complexity, and the amount of information each approach provides.

Table 5.6 summarizes the output of both approaches for the steel plates use case. From it, it is clear that AutoML takes considerably longer than AssistML to deliver results. AutoML takes 41 minutes to deliver a trained ML model, whereas AssistML takes only 30.9 seconds to provide recommendations. However, AssistML still needs to adapt the source code of the recommended ML solution to the new use case data. This adaptation time varies depending on the user’s skills and the complexity of the solution. Thus, the adaptation time is indicated, but not quantified. Yet, AssistML provides information to facilitate this adaptation via the recommendation report, as
well as by providing access to the original source code in the repository. Afterwards, the ML model in the ML solution still needs to be trained. For the recommendations in evaluation setting q-steel-10, this takes negligible time.

Besides the highest ranked ML model, AutoML also gives a leaderboard of all the models it trained. This is done with the intention of offering options to the citizen data scientists. Yet, the number of additional models may become too big to analyze and compare comprehensively. AssistML takes this into consideration and caps the length of the list of recommendations to a sample, to avoid offering too many options.

Regarding the observed performance, the evaluation approach uses accuracy to compare models in AutoML’s leaderboard to the reused solutions based on ACC recommendations from AssistML. The highest accuracy value of AutoML models is lower to the lowest accuracy value in AssistML. Moreover, the value range for AutoML models (29.68%-points) is wider than that of the AssistML ACC reused solutions (14.67%-points).

Regarding the complexity of the resulting model, the evaluation approach compares the highest ranked AutoML model to the first recommendation from AssistML. Here again there is a contrast between AutoML’s more complex stacked ensemble and the simpler naive bayes classifier.

Finally, the citizen data scientist obtains different amounts of detail from each approach. AutoML provides six different performance metrics to describe each ML model in the leaderboard, as well as their confusion matrices. The performance metrics include area under the curve (AUC), mean square error (MSE), root-mean-square error (RMSE), Logloss, area under the precision and recall curve (AUCPR) and error/accuracy. The confusion matrix for each leaderboard’s model can also be individually retrieved. In contrast, AssistML describes the ML solution regarding the data it uses, configuration and performance with the more intuitive recommendation report.

The results in this evaluation setting illustrate the disadvantages of using AutoML. For the sake of avoiding user intervention, AutoML incurs in much longer execution times and delivers many less-performing and more-
complicated ML models. Additionally, these models are also difficult to understand for citizen data scientists only on the basis of expert ML metrics.

Table 5.7 summarizes the output of both approaches for the adult use case. In this evaluation setting, the execution time, number of models or recommendations and available information display similar behaviors as in the comparison for the steel plates use case.

Regarding the observed performance, the comparison shows that both approaches produce similar accuracy values with their best model or recommendation. It is important to note that the value range of AutoML models is narrower (3.57%-points) than that of AssistML ACC recommendations (9.26%-points). However, this is achieved at the expense of more complicated models. Specifically, AutoML’s highest ranked ML model is an ensemble stack of 54 individual models, whereas AssistML recommends a random forest classifier. Thus, for this evaluation setting, AutoML delivers a complicated ML model after 41 minutes which is 1.3%-points more accurate than the best recommendation of AssistML, the latter being found in only 41 seconds.

The results in this evaluation setting illustrate the importance of having suitable ML solutions to exploit the advantages of AssistML. A diverse number of ML solutions increases the probability of citizen data scientists to achieve acceptable performance intuitively and quickly. At the cost of adapting existing source code, they obtain a simpler ML solution, along with explanations after a few seconds.

Table 5.7.: AutoML vs AssistML for the evaluation setting q-adult-10

<table>
<thead>
<tr>
<th>Criterium</th>
<th>AutoML</th>
<th>AssistML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time</td>
<td>41.76 minutes</td>
<td>41.1 seconds + adaption time + 0.45 to 13.5 seconds training time</td>
</tr>
<tr>
<td>Number of models /recommendations</td>
<td>56</td>
<td>3</td>
</tr>
<tr>
<td>Performance (accuracy)</td>
<td>80.03% to 83.60%</td>
<td>75.64% to 84.90%</td>
</tr>
<tr>
<td>Highest ranked model/ solution</td>
<td>Stacked ensemble with 54 models: 26 deep learning, 2 random forests, 25 gradient boosting machines, 1 general linear model</td>
<td>Random forest classifier</td>
</tr>
<tr>
<td>Available information</td>
<td>6 performance metrics and confusion matrix</td>
<td>ML solution recommendation report</td>
</tr>
<tr>
<td>Evaluation setting</td>
<td>Recomm. code</td>
<td>Recomm. group</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------</td>
<td>---------------</td>
</tr>
<tr>
<td>q-steel-10 NBY_bank_003</td>
<td>ACC 0,89</td>
<td>1 1,000 1,000</td>
</tr>
<tr>
<td>q-steel-10 SVM_bank_007</td>
<td>ACC 0,89</td>
<td>1 1,000 1,000</td>
</tr>
<tr>
<td>q-steel-10 RFR_kick_011</td>
<td>ACC 0,89</td>
<td>1 0,990 0,990</td>
</tr>
<tr>
<td>q-steel-10 RFR_kick_028</td>
<td>ACC 0,89</td>
<td>1 0,984 0,984</td>
</tr>
<tr>
<td>q-steel-10 RFR_kick_030</td>
<td>ACC 0,89</td>
<td>1 0,985 0,985</td>
</tr>
<tr>
<td>q-steel-10 DTR_kick_019</td>
<td>ACC 0,89</td>
<td>1 0,939 0,939</td>
</tr>
<tr>
<td>q-steel-10 DTR_kick_018</td>
<td>ACC 0,89</td>
<td>1 0,938 0,939</td>
</tr>
<tr>
<td>q-steel-10 SVM_kick_004</td>
<td>NACC 0,89</td>
<td>1 0,900 0,829</td>
</tr>
<tr>
<td>q-steel-10 NBY_kick_001</td>
<td>NACC 0,89</td>
<td>1 0,886 0,841</td>
</tr>
<tr>
<td>q-steel-10 RFR_kick_017</td>
<td>NACC 0,89</td>
<td>1 0,850 0,850</td>
</tr>
<tr>
<td>q-steel-10 RFR_kick_010</td>
<td>NACC 0,89</td>
<td>1 0,830 0,830</td>
</tr>
<tr>
<td>q-adult-10 RFR_bank_001</td>
<td>ACC 0,22</td>
<td>2 0,901 0,920</td>
</tr>
<tr>
<td>q-adult-10 DTR_bank_004</td>
<td>ACC 0,22</td>
<td>2 0,874 0,931</td>
</tr>
<tr>
<td>q-adult-10 NBY_bank_001</td>
<td>ACC 0,22</td>
<td>2 0,851 0,919</td>
</tr>
<tr>
<td>q-adult-20 RFR_bank_001</td>
<td>ACC 0,11</td>
<td>2 0,901 0,920</td>
</tr>
<tr>
<td>q-adult-20 DTR_bank_004</td>
<td>ACC 0,11</td>
<td>2 0,874 0,931</td>
</tr>
<tr>
<td>q-adult-20 NBY_bank_001</td>
<td>ACC 0,11</td>
<td>2 0,851 0,919</td>
</tr>
</tbody>
</table>

**Table 5.8.: Experimental data**

- Mean: 0.0942 0.1093 0.0943
- Mean: 0.0689 0.0305 0.0876
- Mean: 0.0689 0.0305 0.0876
5.5.4. Assessment

This section concludes by determining whether any characteristic of AssistML fulfills the four practical requirements that citizen data scientists face to develop ML solutions.

Regarding [R₁], the concept is expected to reuse information from existing ML solutions. AssistML fulfills this requirement with the use of a metadata repository containing previously developed ML solutions. The repository contains source code, training and test data to reproduce the results reported for each ML solution. Moreover, the metadata – summarized in the recommendation report – describe the necessary adaptations to the recommended ML solutions in detail. These resources significantly speed up the development of new solutions.

The concept fulfills [R₂], as it provides recommendation reports (see Table 5.3) that explain the ML solutions globally, i.e., its overall behavior and composition. The reports describe the solution’s performance and configuration in an intuitive manner. They thereby avoid the use of expert metrics and enable the comparison of good and bad configurations via comprehensible performance labels. In addition, they provide patterns to explain the ML solutions’ functioning w.r.t. certain data features and data preprocessing techniques. In this regard, they offer citizen data scientists more intuitive explanations than the competing approach AutoML to understand and select ML solutions.

Regarding [R₃], the concept is expected to provide recommendations in a responsive manner. AssistML has very short execution times when generating recommendations and thus fulfills this requirement. In addition, citizen data scientists only need to specify a minimum amount of information to issue queries \( q_n \). These two factors allow citizen data scientists to assess the feasibility of multiple ML solutions efficiently. They can iterate on the recommendation process quickly and thereby, e.g., change their performance preferences. In this respect, AssistML offers citizen data scientists more flexibility than AutoML to explore different implementation alternatives.
AssistML fulfills $[R_4]$, as citizen data scientists may state preferences for multiple user-defined performance criteria in a query $q_n$. AssistML then considers all criteria simultaneously and offers intuitive performance labels for each of them. These labels clearly indicate the trade-offs an ML solution implies across different criteria. Citizen data scientists may use this to intuitively compare the recommended ML solution relative to others.

5.6. Summary and Future Work

This chapter introduced AssistML, a concept to recommend ML solutions for predictive use cases. This concept is subject to four practical requirements which are based on the needs of practitioners with less ML knowledge, e.g., citizen data scientists. AssistML analyzes metadata of existing ML solutions stored in a repository to find suitable matches for the user query. Furthermore, it offers intuitive explanations of the recommended ML solutions, e.g., by identifying frequent patterns among different data features. The chapter also presented a prototypical implementation of the concept as well as its evaluation with two use cases. The AssistML prototype is responsive, as it provides recommendations within 12 to at most 42 seconds. In addition, the finally implemented ML solutions show a performance that is very close to the performance of the recommendations, with a MAE of at most 10% across all performance metrics. Moreover, citizen data scientists can adapt and reuse the recommendations with reduced effort and time thanks to the source code and metadata available in the repository. Compared to AutoML, AssistML offers citizen data scientists simpler, intuitively-explained ML solutions in considerably less time. Moreover, these solutions perform as well as or even better than AutoML models.

Overall, AssistML provides very promising results, which can serve as basis for a new development approach for ML solutions in organizations wishing to use ML in their use cases. Possible future work directions include the analysis of the queries issued to AssistML to guide the expansion of the metadata repository. For instance, frequently used performance criteria
can be turned into preference patterns that show the need for a particular type of ML solution. An example of this can be criteria favoring solutions with high accuracy and low recall can indicate the interest in more complex ensemble methods. Another direction is the automated adaptation of a recommendation into the new use case. This can be achieved by enforcing a naming scheme based on feature types. This can allow data features from very similar data sets to be used with the existing ML solution without any need for further time-consuming adaptations.
This chapter draws general conclusions about all contributions presented in this dissertation. The first section summarizes the research contributions and assesses the extent to which they fulfill the research challenges (see Section 1.3). The second section discusses future research directions that build upon the research contributions.

6.1. Assessment of the Research Contributions

This dissertation proposes methods and concepts to solve the ineffectiveness problem of current ML solution development processes. Based on a division of the ML solution development process into three steps, this dissertation proposes four research challenges that need to addressed to solve the research problem just mentioned. The four challenges are: CH-1, i.e., the design challenge, which requires concepts and methods to systematize the collaboration of different roles to specify ML solutions from end-to-end;
CH-2, i. e., the configuration challenge, which requires concepts and methods to ensure that all information needed to evaluate, compare, reproduce and reuse ML solutions is systematically collected; CH-3, i. e., the selection challenge, which requires concepts and methods to facilitate the comparison, understanding and selection of ML solutions by ML non-experts that nonetheless are concerned by use case preferences, i. e., decision makers and citizen data scientists; and CH-4, i. e., the process challenge, which requires concepts and methods to ensure that all necessary development activities, i. e., the activities that fulfill the interests of all roles throughout the three main steps, are performed in the right sequence. This section discusses the fulfillment of these four research challenges by means of the research contributions presented in Chapters 3 to 5. Table 6.1 gives an overview of this assessment.

The adapted design methodology AD4ML addresses the design challenge CH-1. AD4ML formalizes ML solution specifications as systems of design equations, with relationships between design elements expressed as non-zero coefficients in each design equation. These mathematical formalism allows specifications made with AD4ML to be processed and analyzed by software systems. For instance, the prototypical ML solution designer can identify which components are missing the contributions of certain roles, e. g., a data scientist to specify an analytics concept. It can also issue warnings whenever a matching or decomposition operation violates one of the methodology’s axioms. AD4ML allocates to each role in the development team a design element to contribute to the specification, i. e., DRs for domain experts, ACs for data scientists and TRs for software developers. Constraints, although not a design element, allow decision makers to set boundary conditions that affect the overall development project, e. g., by setting total development costs. Thereby, AD4ML clearly defines the level of involvement that is expected from each role and ensures that an ML solution designed with AD4ML has a clear trace between the domain-specific requirements that justify the use of ML to the specific software libraries and values that are used to implement it. This makes it easy to identify the impact that every software component of the ML solution has on the use case.
The metadata profiles and the solution viewer of the ML solution profiling framework address the configuration challenge **CH-2**. The metadata profiles, i.e., the profile for the use case task (ATP), the profile for data characteristics (DQP), the profile for the hardware and software resources (AIP), and the profile for the ML model configuration (ACP), serve as thematic metadata sets to capture all information needed to reproduce the ML solution’s data, ML model, and hardware and software stack. Moreover, the metadata profiles are implemented as schema-free key-value documents, which nevertheless allows the use of identification codes and naming conventions. Software developers can thus refer to specific metadata profiles using only their identification codes to find out which components are part of an ML solution, how were they implemented and the performance they delivered. This introduces an abstraction level when referring to ML solution components, which allows data scientists and software developers to work with more complex specifications easily.

The recommendation process AssistML addresses the selection challenge **CH-3**. The automated analysis that is performed to identify the ACC and NACC ML solutions automates the consideration of multiple performance criteria and trade-offs. AssistML can explore the data set similarity and performance suitability of multiple ML solutions and identify any useful performance pattern to recommend citizen data scientists and decision makers which ML solutions can be refactored for reuse in a new use case. For this purpose, AssistML provides recommendation reports with intuitive descriptions. They allow citizen data scientists to ponder the advantages and disadvantages of using an ML solution, as well as to compare many alternatives that can be built with different software libraries, ML algorithms, data sets, tasks and/or programming languages. Overall, AssistML allows decision makers and citizen data scientists to make better informed selections in less time.

The development process of the ML solution framework along with the metadata repository from AssistML address the process challenge **CH-4**. The sequence of activities indicates each role in the development team when to get involved, the information and components available at that
stage and the deliverables they have to provide for the development to continue. The process also contemplates activities to interact with the other contributions, e.g., the ML solution designer from AD4ML or the AssistML solution repository. For instance, the process indicates when to secure an identification code for a new ML solution and when to document each component in the solution repository. This turns the documentation of metadata into a milestone activity that secures the configuration of that component for other roles to work with. The process also brings a technical standard to track the progress in the development project, as the activities it describes are required for different types of ML solutions.

In sum, it can be concluded that the research contributions presented throughout this dissertation do address the research challenges that make the development of ML solutions ineffective. This has been confirmed through the implementation and evaluation of each contribution with exemplary use cases.
<table>
<thead>
<tr>
<th>Contribution</th>
<th>Design challenge (CH-1)</th>
<th>Configuration challenge (CH-2)</th>
<th>Selection challenge (CH-3)</th>
<th>Process challenge (CH-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agile design methodology.</td>
<td>Formal solution specifications. Methods to validate, assess and visualize specifications.</td>
<td>ML solution designer.</td>
<td>ML solution development process coordinates work of team roles and sequences development steps.</td>
</tr>
<tr>
<td></td>
<td>Metadata profiles to ensure reproducibility and reusability. Systematic identification of solution components.</td>
<td>ML solution viewer facilitates overview of complex solutions.</td>
<td>Recommendation process facilitates the reuse of ML solutions. Recommendation reports provide intuitive information to citizen data scientists.</td>
<td>ML solution repository standardizes collection of ML solution components.</td>
</tr>
</tbody>
</table>

Table 6.1.: Fulfillment of the challenges by the main contributions of this dissertation
6.2. Future Research Directions

The work on the research contributions discussed in the previous section has led to identify new interesting areas where research can continue. These research directions are detailed below.

6.2.1. ML Solution Assessment Function

The suitability of ML solutions depends on their ability to deliver their predictive capability with a certain expected performance that domain experts require for the given use case. However, ML solutions consist of many components, e.g., data preprocessors, prediction models, or sample data sets. Therefore, the performance observed when evaluating the ML solution depends on their combined performance and in last instance on the individual (hyper)parameters used to configure them. Currently, to test if a component combination and parameterization leads to acceptable performance, that combination must be implemented and evaluated. Any new proposed combination, or a slight modification of existing ones, requires both development and evaluation to be carried out again. This implies a significant amount of development effort. At the moment, AssistML provides the performance of existing ML solutions in previous use cases as an indication of the performance that can be expected in the new use case. However, these indications necessarily include an error component. To address this inefficient situation, there is the need for a concept or method to predict the performance of an ML Solution before it is developed.

The ML solution framework can comprehensively document the configuration and performance of ML solution components. Metadata generated with this framework enable the development of a Bayesian Network to predict the performance or performance ranges that a combination of ML solution components will produce. The architecture of the network can be determined by analyzing the correlation of each configuration element in the ML solution, e.g., the hyperparameters, the preprocessing steps, the type of ML algorithm used, or the type of data features used. Depending on the number
of significant correlations found, one or multiple networks can be modeled. The conditional probabilities to train the network can be computed once a sufficient number of different ML solutions are documented in a metadata repository. In this context, the consideration of performance ranges can help increase the number of available examples, specially considering the low likelihood that two ML solutions for completely different use cases and/or learning on different data sets produce the exact same accuracy, precision or recall.

Once tested, the assessment function can be applied on an ML solution specification at the end of the design step. In this situation, the assessment function could serve as an early filter to decide the viability of continuing ML solution development. An early and accurate detection of underperforming ML solutions can greatly decrease development times and, as a consequence, free up time and resources to cover more ML solution development projects.
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The metadata profiles presented in Section 3.3 were implemented as a single JSON document. This implementation facilitated the mass collection necessary to build the ML solution repository described in Section 5.3.

Figure A.1 visualizes an example JSON document containing the metadata profiles for the ML solution "KNN_kick_001". The document is generated via annotation commands in the solution source code. The document is organized in three main fields, i.e., "Data_Meta_Data" corresponding to the task description (ATP) and the data quality (DQP) profiles, "Training_Characteristics" corresponding to the configuration (ACP) and infrastructure (AIP) profiles, and "Metrics" complementing the configuration (ACP) profile. An additional field "Info" facilitates the identification of the JSON document in the solution repository.

The visualization was generated with PlantUML 1.2021.101

---

1https://plantuml.com/json
**Figure A.1.** Sample metadata of the ML solution "KNN_kick_001"
**System Requirements and Installation Guide for AssistML**

**System Requirements.** Table B.1 shows the software and package dependencies required to set up the prototype. For our individual setup, we used an Ubuntu 18.04 host with 2 CPUs at 2.5 GHz, 8 GB of memory and 40 GB of disk space.

**Installation guide.** The following steps need to be carried out to run the prototype of AssistML and reproduce the experimental setup:

1. Clone GitHub repository.
2. Satisfy dependencies.
3. Create repository in Mongo with the provided data.
4. Launch the API ("assist.R") and web interface ("assist_dashboard.py").
Table B.1.: Software version numbers

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>&quot;3.6.3&quot;</td>
<td><a href="https://cran.r-project.org">https://cran.r-project.org</a></td>
</tr>
<tr>
<td>plumber</td>
<td>&quot;0.4.6&quot;</td>
<td><a href="https://www.rplumber.io">https://www.rplumber.io</a></td>
</tr>
<tr>
<td>dbscan</td>
<td>&quot;1.1-5&quot;</td>
<td><a href="https://cran.r-project.org/web/packages/dbscan">https://cran.r-project.org/web/packages/dbscan</a></td>
</tr>
<tr>
<td>mongolite</td>
<td>&quot;2.2.0&quot;</td>
<td><a href="https://cran.r-project.org/web/packages/mongolite">https://cran.r-project.org/web/packages/mongolite</a></td>
</tr>
<tr>
<td>stringr</td>
<td>&quot;1.4.0&quot;</td>
<td><a href="https://stringr.tidyverse.org">https://stringr.tidyverse.org</a></td>
</tr>
<tr>
<td>rjson</td>
<td>&quot;0.2.20&quot;</td>
<td><a href="https://cran.r-project.org/web/packages/rjson">https://cran.r-project.org/web/packages/rjson</a></td>
</tr>
<tr>
<td>reticulate</td>
<td>&quot;1.18&quot;</td>
<td><a href="https://rstan.github.io/reticulate">https://rstan.github.io/reticulate</a></td>
</tr>
<tr>
<td>Python</td>
<td>&quot;3.8.6&quot;</td>
<td><a href="https://www.python.org/downloads/release/python-386">https://www.python.org/downloads/release/python-386</a></td>
</tr>
<tr>
<td>mlxtend</td>
<td>&quot;0.17.3&quot;</td>
<td><a href="http://rasbt.github.io/mlxtend">http://rasbt.github.io/mlxtend</a></td>
</tr>
<tr>
<td>requests</td>
<td>&quot;2.24.0&quot;</td>
<td><a href="https://2.python-requests.org/en/master">https://2.python-requests.org/en/master</a></td>
</tr>
<tr>
<td>pymongo</td>
<td>&quot;3.11.0&quot;</td>
<td><a href="https://github.com/mongodb/mongo-python-driver">https://github.com/mongodb/mongo-python-driver</a></td>
</tr>
<tr>
<td>MongoDB</td>
<td>&quot;4.4.0&quot;</td>
<td><a href="https://www.mongodb.com/try/download/community">https://www.mongodb.com/try/download/community</a></td>
</tr>
</tbody>
</table>

5. In a web browser go to http://localhost:8050

6. To reproduce evaluation setting q-steel-20 (see Section 5.5.1), watch the video q-steel-20.mkv in the repository. Other evaluation settings can be reproduced in a similar manner.