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Abstract

Nowadays, we have a large quantity of different Virtual and Augmented Reality devices with
ever-improving technology. Although those devices are mainly still used for entertainment purposes,
we also see new applications regarding data analysis, virtual meetings, and many more. We observe
that these different applications provide environments, which are vastly different in terms of their
target density and occlusion. Many application-specific interaction techniques were proposed over
the last decades to solve the challenges coming from diverse environments. Users, who want to use
multiple applications, often have to switch between various techniques for interaction and learn
entirely new application-specific selection techniques, especially for distant target selection. We
propose the need for a design space to classify selection techniques and streamline the development
of an all-encompassing selection technique. For this purpose, we present a systematic literature
review. We include 146 records using the PRISMA guidelines. Through an investigation of the
literature, we extract ten impact factors to classify distant selection techniques. We present a design
space with these factors clustered into three categories: input and output devices, the selection
process, and the confirmation of the selection. Supported by this design space, the development of
new selection techniques can be more effective in creating one technique, able to solve challenges
from complex environments while still leading to little user fatigue and high levels of immersion.
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Kurzfassung

Heutzutage existieren eine große Anzahl verschiedener Virtual- und Augmented-Reality-Hardware
mit sich kontinuierlich verbessernder Technologie. Obwohl diese hauptsächlich zu Unterhal-
tungszwecken eingesetzt werden, gibt es auch neue Anwendungen für Datenanalysen, virtuelle
Meetings und vieles mehr. Innerhalb dieser verschiedenen Anwendungen können Objekte unter-
schiedlich dicht aneinander platziert oder verdeckt sein. In den letzten Jahrzehnten wurden deshalb
viele anwendungsspezifische Interaktionstechniken vorgeschlagen, um die Herausforderungen
unterschiedlicher Umgebungen zu lösenBenutzer, die mehrere Anwendungen nutzen wollen, müssen
oft zwischen unterschiedlichen Interaktionstechniken wechseln und völlig neue anwendungsspezi-
fische Selektier-Methoden erlernen, insbesondere für die Selektion entfernter Ziele. Wir schlagen
deshalb einen Design-Space vor, um Auswahltechniken zu klassifizieren und die Entwicklung einer
allumfassenden Selektier-Methode zu vereinheitlichen. Zu diesem Zweck präsentieren wir eine
systematische Literaturanalyse. Wir berücksichtigen 146 Veröffentlichungen unter Anwendung der
PRISMA-Richtlinien. Aus dieser Literatur extrahieren wir zehn Einflussfaktoren, um entfernte
Selektier-Methoden zu klassifizieren. Diese Arbeit stellt einen Design Space vor, in dem diese
Faktoren in drei Kategorien unterteilt sind: Eingabe- und Ausgabegeräte, der Auswahlprozess und
die Bestätigung der Auswahl. Mit Hilfe eines solchen Design Spaces soll die Entwicklung neuer
Selektier-Methoden effektiver zu gestaltet werden. So können Techniken geschaffen werden, die in
der Lage sind, Herausforderungen in komplexen Umgebungen zu lösen und zudem dem Nutzer eine
möglichst wenig anstrengende und immersive Erfahrung bieten.
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1 Introduction

Our primary way of interacting with digital environments is selection. On a PC, we need selection
for, e.g., accessing files, choosing data points in graphs, following links on webpages, or using tools
and interacting with characters in video games. Selection processes on digital devices are performed
almost subconsciously, as mechanisms evolved to be as natural as grasping a door handle. Whereas
on a computer, selection is still mostly done with a mouse, on modern smartphones the selection
has evolved from pressing buttons to the more natural way of touch interaction. Digital selection is
ubiquitous. Virtual Reality (VR) at this point is not a new technology anymore and went through
the Gartner hype cycle multiple times already. The first VR-Head-Mounted-Displays (HMDs) were
available since the late 1980s [153]. At the latest, with the release of multiple consumer-ready
VR-HMDs like the Oculus Rift and HTC Vive in 2016, VR became something more consumers,
and thus, also researchers found interest in. Most recently, the release of the Oculus Quest 2, a
standalone VR-HMD, made it clear that many consumers are ready to buy this new form of digital
entertainment system. In the first six months of its release, the Oculus Quest 2 “has outsold not just
its predecessor but all of its predecessors combined”1. However, even though sales of VR glasses
are on the rise, there are still many challenges researchers need to overcome.

One of these challenges is finding a selection method equivalent to the mouse on a PC for VR. Many
selection methods have been proposed, and new ones are getting developed every year. Nevertheless,
we found that there is currently no way for developers to compare them quickly. Thus, the user
often has to learn new ways of interacting with a virtual environment. We propose that the main
reason for this magnitude of selection techniques for VR comes from the technical evolution of
VR. As hardware and software progressed in the last 20 years, multiple researchers tried to find
an optimal solution for target selection in VR. Releases of devices like the Leapmotion2 and the
Oculus Quest 2, including hand tracking3, made hand tracking more available than ever. Thus, many
researchers tried to develop novel selection methods with hand tracking as their input modality [152,
181]. Eye-tracking technology also evolved in the last decade, which, again, brought up many
studies using eye-tracking technologies as an input modality for VR [85, 119, 150, 151]. The
most ubiquitous input method is still the 6-Degrees-of-Freedom (DoF) controller. However, here
too, there are many different types of controllers and how they get used. All these different input
modalities vary in accuracy depending on the quality of used technology. Thus, many researchers
tried to solve the problem of accuracy on their own, bringing us to the current state of having
to choose between many different selection techniques without a good way of comparing them.
Furthermore, although there are some literature reviews regarding this topic [3, 70, 107, 183], we
propose that the design space for VR selection is not clearly defined. This enabled researchers to

1https://www.bloomberg.com/news/videos/2021-03-29/facebook-reality-labs-vp-vr-will-transform-global-
work-video

2https://www.ultraleap.com/product/leap-motion-controller/
3https://www.oculus.com/quest-2/
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1 Introduction

have a good way of classifying their created selection method into different categories and research
underdeveloped areas. The scope of these literature reviews was not to group and classify methods,
but compare single methods. Hence, our solution to this problem is to systematically review the
literature on selection methods on a large scale to find factors to classify methods. Bergström et al.
[18] did a similar survey but on the topic of how to evaluate object selection and manipulation
studies. They gave researchers a structured overview of how they should design their study for a new
selection method. Similar to their approach, we want to provide an overview of the current state of
selection methods. We aim to guide future researchers by clarifying which ideas have already been
researched to which extend and find gaps in research that have not been thoroughly investigated.
Our goal is to propose a design space to classify current selection technologies and guide future
work.

In this work we present a systematic literature on the topic of distant selection for 3D-environments.
We followed the PRISMA guidelines [113], and collected 146 different papers on the topic of distant
selection. Out of this pool of literature we extract impact factors, and classify selection techniques
from the literature into descriptive classes, to then evaluate advantages and disadvantages of different
methods. From this we propose a design space for distant selection techniques, with three main
categories: input and output devices, selection process, and confirmation of the selection. Each
category has multiple factors with fitting levels. This design space should help future researchers
streamline the process of developing new selection methods with the goal of unifying 3D interaction
for different applications. Furthermore, we discuss the two main challenges of designing distant
selection techniques: dense & occluded environments and usability of selection techniques.

14



2 Related Work

This chapter provides an overview of the history of selection in VR, argues why there are many
different interaction techniques, and summarizes earlier classification methods. Additionally, we
explore the reality-virtuality continuum and current VR research topics to motivate reasons why we
need a standardized selection method.

2.1 Selection in Virtual Reality

Selection is an indispensable means to interact with digital spaces, including virtual environments.
In the early phases of VR, the main challenge was to bring the concept of a virtual environment
through an HMD to life. Thus, the first interaction techniques only came in the subsequent
technological advances of VR. In 1961, one year after the first stereoscopic HMD, patented by
Moron Heilig [55], Headsight was developed, which included motion tracking to enable a change of
the viewport [31]. These HMDs were far from VR, as we know it today, but could already display
stereoscopic video material. And although the technology for an immersive virtual experience had
yet to be invented, Ivan Sutherland, in his essay The Ultimate Display, already predicted a very
close image to today’s virtual environments [163]. Sutherland later created the first VR-HMD, The
Sword of Damocles, which still did not include any interaction methods but was another step in the
technological advancement of VR. In the following decades, many developers released multiple
new VR-HMDs. Not only optical advances drove the development forward, but also the first input
devices were invented, mainly being glove-based hand-tracking systems. The main challenge of
these early systems was to translate existing knowledge from 2D selection tasks to a 3D space [91].
VR HMDs coming out in the following decades started to tackle how interaction in VR should
work. VPL Research was the first company to sell VR headsets and gloves for input, which was a
milestone for the consumer VR market [200]. Due to the technical means available at the time, the
tracking accuracy of these input devices was below average. Thus, researchers tried to overcome
these problems by building custom hardware and creating their own selection methods. Freeman
and Weissman [42] designed one of the earliest freehand pointing systems.

Today, we have multiple tracking solutions for the same input method, varying in accuracy and
feasibility. Tracking the hands in VR can be done via gloves (e.g., ManusGlove1), marker-based
systems (e.g., Optitrack2), or camera based system (e.g., Leapmotion3). Most consumer VR-HMDs
today come with a pair of 6-DoF controllers as their primary tool to interact with the virtual

1https://www.manus-vr.com/
2https://optitrack.com/
3https://www.ultraleap.com/product/leap-motion-controller/
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2 Related Work

environment4. Less expensive headsets, like Google Cardboard5, still rely on head-tracking
for selection; others included eye-tracking6. The challenge shifted away from “how to provide
interaction in VR on a technical level” as we do not have a lack of sufficiently good hardware
anymore. Today, we have to solve the question, “what method is best for selection in VR”, as object
selection in 3D spaces is one of the fundamental tasks [81]. To solve this question, we have to
build and evaluate a foundation of techniques to create one consistent 3D distant target selection
method. We can split 3D object selection techniques into two main categories: virtual hand [132]
and virtual pointing [91, 112]. In the early days of VR, virtual environments tried to replicate the
real world as much as possible. Thus, virtual hand techniques were the first intuitive idea to interact
with virtual environments. Due to the possibility of interaction in a virtual environment going
beyond the borders of the real environment, selection got expanded into distant selection, using the
metaphor of pointing at objects. The most ubiquitous method to implement selection via pointing is
raycasting [112], where a vector is built from an origin position and a direction. This ray can either
be of infinite or finite length, but the first object hit by the ray is selected. Virtual hand techniques
are, mainly, near target selection only. In this literature review, we focus on distant target selection;
thus, the majority of work we will look at will be virtual pointing techniques.

Due to the large variety of hardware solutions, applications, and users’ needs, a wide array of
interaction techniques got invented over the years. Moreover, multiple classification methods got
proposed over the last decades. Poupyrev and Ichikawa [134] in 1999 suggested to classify selection
methods based on them being egocentric or exocentric. Additionally, Bowman et al. [22] in 2001
proposed to divide the interaction process into three subtasks: indication of object, confirmation
of selection, and feedback. In 2013 Argelaguet and Andujar [3] performed a systematic literature
review. They collected 32 different 3D selection methods and proposed classification guidelines as
they found difficulties with the classification methods by Bowman et al. [22] and Poupyrev and
Ichikawa [134]. Furthermore, they propose that selection methods should be classified depending
on their “intrinsic characteristics, underlying selection techniques, and how the user controls it” [3].
Thus, the authors proposed the following factors to classify selection techniques: selection tool
describes shape and properties of the virtual cursor, tool control covers technical characteristics of
the input tool, motor and visual space relationship describes how physical positions are transferred to
the virtual space, disambiguation mechanism defines the decision process of which target is selected
with, e.g., heuristics, selection trigger specifies how a selection is confirmed, and feedback includes
all aspects, visual, haptic, and auditory, happening during the process and after a performed selection.
With these classes, they strive to label the critical aspects in differentiating selection methods. Weise
et al. [183] proposed another set of classes intending to provide an extensive characterization of
interaction techniques. They extracted 13 classes: metaphor describes if interaction is performed
through grasping, pointing, or a hybrid solution, task divides interaction into selection, positioning,
rotation, and scaling, bimanual states if both hands are used for interaction, DoF indicates the
amount of input dimensions, constraints characterize restrictions by the virtual environment,
Control-Display-Ratio describes if the input device uses a 1-to-1 mapping with regards to the virtual
cursor, spatial compliance illustrates the consistency between the real world movement and virtual
movement, input device describes which modalities are used by this interaction technique, reference
frame is split up into egocentric and exocentric, action space describes the radius in which users

4https://www.oculus.com/rift-s/, https://www.vive.com/de/
5https://arvr.google.com/cardboard/
6https://www.microsoft.com/de-de/hololens
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2.1 Selection in Virtual Reality

can interact with virtual objects, disambiguation tells if and which heuristics are applied in the
selection process, directness divides interaction techniques into indirect and direct techniques, and
interaction fidelity decouples the level of realism in interaction from immersion.

In addition to their classification factors, Argelaguet and Andujar [3] discussed usability factors
influencing selection performance. They propose that a selection technique should enable users to
perform fast and accurate selections while being easy to understand and not fatiguing. In order to
achieve these goals, they additionally provide researchers with a set of challenges, which have to be
solved, depending on the environment being dense or sparse. Target geometry, object distance, and
object density describe that pointing at small, distant, or occluded targets can be challenging. With
the factor input and output devices, they describe the challenge of having too many input and output
devices, which can make it complicated to choose the best devices or make a technique available
for every possible device. Additionally challenges are user fatigue, user preference, and lastly
application performance, latency, and noise. To cope with noise from the input device or the user’s
hand trembling, either a band-pass filter or Kalman filter should be applied [78]. Two additional
challenges for distant selection methods are Midas Touch [64] and the Heisenberg effect [21]. Midas
Touch originates from the field of eye-tracking and defines that “everywhere you look, something is
activated; you cannot look anywhere without issuing a command” [64]. Meaning that a trigger to
confirm a selection is necessary, as otherwise every selectable object will always be directly selected
when hovering over it. The Heisenberg effect describes the problem that the cursor’s position will
likely change when confirming a selection with a physical motion due to the user’s hand tremble.
This effect can be circumvented by, e.g., confirming selections with the hand which is not used to
perform the pointing process or using dwell time as a trigger.

Solid performance and accuracy are integral elements for any selection method. To compare the
performance of 2D selection methods, Fitts’ Law is a widely accepted method [41]. Over the years,
many variations of the original Fitts’ Law have been proposed and used. Due to its ubiquitousness,
many researchers have also used a Fitts’ Law task to evaluate the performance of their selection
techniques in virtual environments. And despite the high demand for a standardized performance
metric, no performance metric for 3D selection tasks has yet prevailed. Triantafyllidis and Li [171]
provide an overview of multiple different versions of Fitts’ Law used in VR studies and address
the difficulties of finding a unified 3D performance model due to the multitude of vastly different
input devices. Bergström et al. [18] performed a systematic literature review on how to evaluate
object selection in VR. They also found that there are yet no design guidelines in designing studies
regarding selection in 3D spaces, and therefore, evaluating the performance of different studies
is difficult. To tackle this and bring future selection methods to a point where evaluation across
different studies can be done, they propose ten design guidelines to help future researchers deciding
how to design their studies.

We propose that due to the high amount of different selection methods, there is a need for an
overview of already investigated selection methods to identify gaps in this research topic. Previous
literature reviews came to varying levels of fine granularity in classifying selection methods. Due
to the ever-improving level of VR technology, many previous challenges to solve distant selection
are no longer present. To create one universal distant selection method, we must identify current
challenges and ways to solve them. This universal selection method should satisfy user needs on a
performance level and be easy to use, not interrupting immersion, and not fatiguing the users. A
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suitable interaction method can even increase levels of perceived immersion. This work should be
in line with other current works of identifying ways to compare selection methods from different
studies and cover the whole space of 3D interaction.

2.2 Reality-Virtuality Contiuum

The term mixed reality (MR) got coined by Milgram and Kishino in 1994 [109]. They state that the
real environment, augmented reality (AR), augmented virtuality, and virtual environment are all
somewhere along the virtuality continuum. Current research widely accepts this continuum. HMDs
allow users to transition from real worlds to virtual environments or augment reality. Interacting
with the environment on the continuum is injektiv [103]. We can perform every type of interaction
we can do in a real environment, in AR and VR. However, interaction in VR and AR can even expand
the types of interaction we can do in the real world. In a computer-generated virtual environment,
information about every object exists, thus, making it selectable or even manipulable. Although
today primarily created with HMDs, virtual environments can also be perceived with a Cave
Automatic Virtual Environment (CAVE) or stereo displays. AR can be perceived either through
optical see-through or video see-through [140]. Interaction techniques for these environments all
need to be three-dimensional. As distant selection is possible in every environment, except the real
one, we can evaluate 3D selection techniques in all these environments.

Interacting with distant targets is not possible in the real world but is widely used in virtual and
augmented environments. Although the gaming industry still has the largest market share in
VR, businesses also start to see and use the advantages of virtual environments7. Research in
the medical industry has started to use VR for topics like phobia treatment [36, 111], explored
virtual rehabilitation training for patients with Parkinson’s disease [87], and also virtual surgical
training [62]. There is also work in how to augment actual operating rooms with hands-free
interaction [53]. Furthermore, in other settings like collaborative interaction or data analysis tasks,
distant selection can also significantly increase productivity and accessibility. Millais et al. [110]
compared data visualizations in 2D environments and virtual environments. Users could freely
navigate through the virtual environment to immersive themselves in the dataset. They found that
users were more satisfied with their data explorations in VR. In these kinds of environments, the
previously mentioned challenges of object density and occlusion, are ubiquitous and to enable
smooth interaction with them, these challenges should be solved. Tadeja et al. [165] investigated
the use of Parallel Coordinate plots in virtual environments. Interaction in their environment
was done with a gamepad and did not solve the challenges coming from dense and occluded
environments. They state that their results could have been better regarding user experience in
VR with a more sophisticated selection method. Büschel et al. [23] proposed an MR application
to enable collaborative interaction for spatio-temporal data, where the data could be viewed on a
large screen and additionally manipulated in AR. Due to the 3D environment of the augmented
environment, data trends and spatial aspects of the data could be found more easily. The benefits of
3D environments were also incorporated into different topics like teaching and virtual showcases.

7https://www.grandviewresearch.com/industry-analysis/virtual-reality-vr-market
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2.3 Summary

Although such applications are great for users to have new possibilities in how they explore data,
learn, and experience things, currently, they often have to relearn how to interact with these
applications. The need for different selection methods for different applications shows that the
current universal distant selection methods are insufficient in covering the vast array of challenges
presented by different environments. If we want to make such applications accessible for every user,
a standardized interaction method should be used, which can still manage to select occluded objects
where object density is high.

2.3 Summary

Even though VR is already getting researched since the 1980s, the latest releases of accessible
VR-HMDs made a massive spike in consumer and research interest. As the necessary technology
for VR progressed, researchers started to propose different selection techniques for different input
devices. With advances in input and output technologies the challenge of 3D-interaction shifted
towards which selection techniques can solve different environmental challenges. We already
have sophisticated interaction techniques for specific use cases, however no unified method covers
the wide range of different environments and applications. Furthermore, specific input devices
have prevailed for different environments from the reality-virtuality continuum. In augmented
environments, hand tracking and eye gaze are mostly used as input modalities and controllers in
virtual environments. Users who want to engage in different applications across the continuum
often have to learn new selection methods for a specific application. This dramatically hinders
their productivity, as they can not rely on their previous knowledge of how to interact with 3D
environments. Although there are reasonable solutions for specific use cases, we propose the need
for a design space to learn the underlying factors, classify selection techniques, and generalize
selection in 3D spaces.
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3 Systematic Literature Review

In this chapter, we will lay out our methodological process how we found suiting literature. For this,
we followed the four phases of the PRISMA guidelines [113] (identification, screening, eligibility,
inclusion) to create our dataset of existing work and ensure transparency and reproducibility of our
process. This process is displayed in Figure 3.1. We aimed to categorize literature so that we could
later identify commonalities and differences. In contrast to previous work [3, 183], we included
every publication using a selection method and not only newly proposed techniques.

3.1 Identification

The first step was to identify keywords for our search query. We built upon the investigations
from Argelaguet and Andujar [3] and included their compared literature into our dataset. Additionally,
we investigated Google Scholar to situate ourselves within existing research. Through an investigation
of this literature, we gained knowledge on possible design factors. As we situate our work in the
space of VR, we first added equivalent terms to our search query. Within our first investigation of the
literature on Google Scholar, we found several works on selection methods for large displays, which
were also applicable in virtual environments as pointing towards the screen was part of the selection
process [35, 66, 178]. Due to the similarities between VR and AR, we decided to also include AR as
a term into our search query to gain novel selection method ideas from this related space. In contrast
to the literature review by Monteiro et al. [115], who looked into a specific sub-topic of interaction
in VR, we wanted to conclude our work based on a broader spectrum of selection methods for
VR. Thus, we also included selection, pointing, and related terms into our search query. We then
investigated the number of search results for different keyword combinations to find queries with a
feasible but sufficient amount of literature. One of our metrics to decide the quality of the current
keywords was to find as many papers we previously found on Google Scholar as possible. We finally
decided to combine the following method-keywords with environment-keywords, which left only
five papers from Google Scholar unfound. We performed one query search for each combination of
the following method and environment keywords.

('pointing', 'selection', 'mid-air pointing', 'target-selection', 'target selection',

'gesture')

AND

('virtual environment', 'virtual reality', 'vr' OR 'large screen', 'large display',

'augmented reality')

In contrast to the work by Argelaguet and Andujar [3], who handpicked selection methods for their
systematic review, we wanted to gather as much literature on selection methods as possible to extract
design factors. Due to the technical advances of VR in the last five years and the accompanying
rising interest of researchers, a large corpus of literature was published over the last years, which we
mainly wanted to include. To tackle this problem systematically, we developed a Python-application
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3 Systematic Literature Review

Identification of studies
via database

Identification of studies
via other methods

Records identified from:
IEEE Xplore (n=4,115)
ACM (n=30,982)
ScienceDirect (n=1,825)

Records identified from:
Google Scholar (n=5)
Survey references (n=40)

Records removed before screening:
Duplicate records (n=21,106)
Automatic filtering (n=13,022)

Records screened (n=2,816)
Records excluded via:

Title (n=2,249)
Abstract (n=315)

Records assessed for eligible (n=252) Records excluded (n=136) Records assessed for eligible (n=30)

Records included in review (n=146)
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Figure 3.1: PRISMA flow diagram to show the process of our systematic literature analysis.

which crawled every entry fitting to this search query. We conducted the query search in July of
2021. We decided not to limit search results to a specific period and applied our search query with
default settings on the libraries: IEEE, ACM, and ScienceDirect. In some cases, this resulted in
more search results than the page number limit set by the database. Thus, we were not able to gather
every paper fitting to that search query. To deal with this, we additionally applied our search query
with the setting title-search to every library. With this, we hoped to identify at least the most fitting
works for every search query.

In this step, we gathered 36,922 entries from the three libraries. We then removed duplicates which
resulted in 15,838 entries. As this amount of entries was still far too high to screen systematically,
we handpicked some of the entries to see if they were eligible and find universal reasons to exclude
papers from our database systematically. We found that many papers were not on the topic of
selection in VR but instead were on entirely different topics. We suspect that query words were part
of words used in these papers. Thus, we filtered the resulting entries again by taking our query
words and only including papers where the query words would appear in either the title or abstract.
This resulted in 2,816 entries which we could then screen systematically.
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3.2 Screening

3.2 Screening

In this part, we manually screened the resulting entries to chose the papers we wanted to include in
our dataset. We did this in two phases: title-screening and abstract-screening. First, we screened all
titles and determined for each paper if it was on the topic of selection. If we could decide from the
title alone that this work did not cover the topic of a 3D interaction method, we excluded it from our
list. In this phase, we removed 2,249 papers from our list, resulting in 567 entries. Second, we read
the abstract of each paper. In contrast to the title-screening, where we would directly include or
exclude works from our review, we used a three-point Likert scale (Agree - Neutral - Disagree). We
re-evaluated all papers labeled with neutral in the first iteration of the abstract-screening, deciding
for each neutral labeled paper to either be included or excluded. This resulted in 252 included
papers after the screening phase from our query search.

In the last filtering phase of PRISMA, we read each remaining paper and tested for eligibility. We
defined eight exclusion criteria Table 3.1, and removed all works which fulfilled at least one of them.
In the following, we provide explanations for each exclusion criteria.

1. Not in English: The paper is not written in English, and thus, is not accessible.

2. Survey paper: We did not include survey papers in our dataset. Instead, if suitable and
feasible, we would directly include the survey’s references into our list. If our query search
already found a reference, we did not include it again.

3. Paper does not describe a selection method: Similarly to our exclusion criteria in the title
and abstract screening, if the paper was not on the topic of selection methods, we excluded it.
This also includes works that were only focused on object manipulation techniques, not on
the selection part of an object manipulation technique.

4. Near field selection method: We decided to focus this systematic literature review on distant
selection methods. Thus, if the presented method was a near field selection method only, we
excluded it.

5. Hardware prototype description: If the focus of the paper was a proposal for a new input
device and only explained the technical properties of the device, we excluded it.

6. Movement restriction: If a selection method restricted the users’ movement, e.g., through
the usage of a regular mouse, we excluded the work.

7. Preliminary work with full paper available: For literature where our crawling found an
initial non-archival version but additionally the resulting full paper, we excluded the initial
work.

8. Paper does not give enough information: This exclusion criterion mainly filtered out
literature being an initial non-archival version, as the authors did not provide enough
information regarding the properties of their selection methods.
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3 Systematic Literature Review

Reason Count

(1) Not in English 4
(2) Survey paper include references 9
(3) Paper does not describe a selection method 38
(4) Near field selection method 26
(5) Object manipulation technique 15
(6) Movement restriction 8
(7) Preliminary work with full paper available 16
(8) Paper does not give enough information 10

Table 3.1: Exclusion criteria for the eligibility phase of PRISMA with the amount of excluded
paper for each reason.

3.3 Eligibility & Inclusion

From the found survey papers, we gathered 40 references but excluded 15 of them as our query
search already found them. We also added the 5 works we found in our initial search on Google
Scholar, which our query-search did not find. This resulted in 282 works. With our exclusion
criteria, we excluded 136 works: 126 from our query results and 10 from the survey references.

This process left us with 126 papers from our database searching, 15 references from survey papers,
and 5 works from our initial search on Google Scholar. In total, we included 146 papers for our
systematic literature review.

3.4 Dataset Creation

For our systematic literature review, we decided to create a table with all our included works. In
the process of analyzing the literature, we gradually extracted factors, with which we propose to
classify and describe selection methods. One paper, most of the time, resulted in multiple different
methods. This was either the case for literature which compared different selection methods, or if
it compared one selection method in one of our extracted columns. This process resulted in 302
different selection methods. We only included methods that did not violate our previously stated
exclusion criteria. Single methods were mostly excluded due to (4) Near field selection method
and (6) Movement restriction. In the process of creating our dataset, we labeled each paper in 24
columns and extracted 10 different factors. We grouped these factors into fitting categories and
determined suitable classes for each factor by investigating the literature.
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4 Impact Factors for Designing Selection
Techniques

This chapter reports and introduces the extracted design factors coming from 146 papers resulting
in 302 methods. We propose four categories, in which we will describe each factor and provide
our results. The categories are input and output devices, selection process, fine grain selection,
and confirmation of the selection. Previous to these impact factors, we describe our findings
regarding environmental factors, as different environments propose different requirements for
selection methods. We provide tables with all citations of each category.

4.1 Environmental Factors

Different 3D environments affect the requirements of the selection method. Researchers tackled
different challenges depending on the context in which the selection methods were proposed. In our
investigation of the literature, we found that target density and occlusion impacted the capabilities
of different selection methods. At the same time, the application design gave insights into the
purpose of the proposed selection technique. For games and other immersive environments, where
user experience and immersion are key factors, other challenges occur than for data analysis tasks.
We found that study applications used either 2D or 3D environments independent of the used
output device (see Figure 4.1 (a)). Furthermore, even in 3D environments 28.81% of methods only
presented targets in one plane, thus, only studying a 2D selection space. 3D selection spaces are
used when targets are placed in different depths of the environment. In the following section, we
present our results regarding the application and setting of the literature.

4.1.1 Application

We labeled each method with the application or task used in the study to test the performance of the
selection method. Our results can be seen in Figure 4.1 (c). We found that the majority of methods
were evaluated with either a Fitts’ Law task (111 methods) or by having the participants select
arbitrary targets (107 methods). The class immersive contains 38 methods and includes applications
such as selecting objects in a museum or game-like environments. Lastly, we also found 22 studies
studying text input and 10 methods studying interaction with GUIs or menus. We understand that
methods studying text input, GUIs, and the majority of Fitts’ Law tasks can only have a 2D selection
space, as the targets are arranged in one plane without disparities in depth. As there has yet to
be agreed on a generalized 3D Fitts’ Law task to easily compare the performance of 3D selection
methods, it is currently difficult to compare the performance of selection methods. We found 13
methods with Fitts’ Law tasks proposing a 3D selection task by placing their targets in various depths
during one condition to create perspective distortion, which occurs in 3D environments [30, 88, 135,
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4 Impact Factors for Designing Selection Techniques
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Figure 4.1: (a) Distribution of 2D and 3D environments and distinction between 2D and 3D
selection space. (b) Amount of works testing different settings. One work can study
multiple different settings. (c) Different applications, used in the studies. One study
can use multiple applications.

169]. However, most researchers still used 2D or 1D tasks, as we found 88 and 10 respectively. To
fully use the three dimensions of virtual environments, researchers used multiple arbitrary targets in
different depths, which the participants then had to select [99, 195]. The benefit of this task is that
the performance of the selection method can be evaluated for multiple different settings. Targets
can be occluded and arranged densely. The disadvantage of these tasks is that comparing different
studies is challenging, as target arrangement, size, placement, and density are not standardized but
can highly affect the outcome. Methods studying text input and interaction with GUIs try to solve
specific challenges. We found some literature proposing completely different methods of inputting
text, which we could not classify as distant selection methods [33, 63, 157], but should be taken
into account when building an application with a focus on text input. When using distant selection
for text input, we found that the respectively best methods of six publications comparing different
methods and reporting their words per minute (WPM) reached between 8.8 WPM and 16.43 WPM
(M=13.15 WPM).

The application used in the studies is not an impact factor on selection methods per se. However, it
gives insights into each method’s goals and further clarifies why it is difficult to compare different
methods with no standardized task. It also gives us a better understanding of which domains are
interested in distant selection methods. We found that Fitts’ Law tasks and arbitrary target selection
are most widely used to test 3D input selection methods.

4.1.2 Setting

We classify settings into sparse, dense, occluded, and dynamic settings (see Figure 4.1 (b)). Sparse
settings are the most widely used, as we found 260 methods using environments in their study where
target density is low. We labeled Fitts’ Law task to have sparse settings, as target density is not
high, and each target can be easily distinguished. Furthermore, this is the usual setting for most
immersive virtual environments. Thus, it makes sense that it is also the most widely investigated
type of environment. The main challenges of sparse environments are usability, target selection
speed, and low user fatigue. Dense environments are contrary to sparse environments, and we
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4.1 Environmental Factors

Sparse Dense Occluded # Citations

"

%

% 199 [5, 7–9, 11–15, 17, 19, 20, 28–30, 32–35, 37–40, 43, 45, 47, 49, 51–53, 56–59, 65–68, 71, 72, 74, 76, 78,
80, 82–84, 86, 88, 89, 91, 93, 94, 97, 99, 100, 102, 106, 108, 118, 119, 121, 123–127, 129, 131, 133, 135,
137–139, 141, 143, 144, 146, 148, 150–152, 155, 156, 162, 166–170, 172, 176–179, 181, 182, 184, 185, 192,
194, 196, 198, 199]

" 12 [4, 90, 122, 161, 188, 193]

"
% 25 [10, 24–26, 46, 96, 101, 159, 191]

" 24 [44, 99, 142, 149, 158, 195]

% "
% 28 [2, 6, 27, 48, 63, 79, 85, 98, 136, 157, 160, 174, 186, 189, 190, 197]

" 14 [114, 116, 130, 175, 180, 187]

Table 4.1: Results of the setting-combinations used in the literature.

found 91 studies testing their selection method in a dense environment. If target density is high,
single target selection becomes more complicated if the method’s accuracy is not very high. This
challenge becomes even more extensive for small and distant targets. High target density often leads
to occlusion, although occlusion can also occur in sparse settings. Occlusion can only happen in
3D environments, as only then can targets be displayed in different depths. These settings bring
even more challenges, as the interaction technique needs to use all three dimensions of the selection
space to select targets behind other targets. Occlusion can be solved by either enabling the control
of the z-axis or some other form of depth selection. We found 52 studies testing their method with
occluded settings. However, none of the 3D Fitts’ Law tasks included occlusion in their application,
as the targets were just placed at different depths but without occluding other targets. As these
different settings propose different challenges, researchers often singled out a specific setting and
built their selection method specifically to solve these challenges.

Furthermore, we found four studies with ten methods studying dynamic settings [24, 25, 48, 185].
In game environments, dynamic targets are widespread. However, we did not find many studies
using dynamic settings as an independent variable. The literature mostly agrees that selection
time in dynamic settings is slower in contrast to static settings. Standard raycasting-based methods
have a more significant drop-off in performance than techniques implementing disambiguation
mechanisms. Especially behavioral disambiguation leads to similar performance and outperforms
raycasting methods in dynamic settings [48].

To build a selection method, being able to solve challenges from multiple settings, some studies
proposed to progressively increases the difficulty of selection by adding density and occlusion [99].
The different combinations of settings can be seen in Table 4.1. We found that 25.08% of the
studies evaluated their selection methods in multiple different settings. Lu et al. [99] first compared
a set of selection methods in a sparse environment and excluded methods, which had the worst
performance. They then increasingly and systematically added occlusion and density to their
studies. This refinement approach to single out the best method of a bunch was also done in some
other studies [195]. Furthermore, frequently target density or occlusion was seen as independent
variable [149]. Cashion et al. [24] built a framework to compare different selection techniques with
target density as one comparative factor. They also propose that a perfect selection technique should
solve problems from both environments.
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4 Impact Factors for Designing Selection Techniques

In the following sections, we present categories and factors to classify selection methods. Different
techniques have different advantages and disadvantages, specifically regarding selection performance
in different settings.

4.2 Input and Output Devices

There is a wide range of different input and output devices. On the one hand, this gives consumers
and developers many options to choose from, and variety can be great to find specific solutions for
specific use cases. The technical side of VR technologies majorly improved in the last years. Current
VR-HMDs mostly come with displays with high resolution and a high refresh rate. The Oculus
Quest 2 has two 1832 × 1920 LCD panels, with a refresh rate of 120 Hz1, while the Oculus Rift DK1
had a resolution of 640 × 800 per eye with 60 Hz2. Also, budget VR solutions, like Cardboard3

profited from improving smartphone screens. Thus, immersing users in virtual environments is
not hindered anymore from too low resolutions, and developers can entirely focus on solutions for
challenges in how users can interact with the environments. The tracking accuracy of input devices
also vastly advanced in recent years. On the other hand, this high amount of different devices
can lead to confusion on both ends, which devices one should choose. Especially choosing the
correct input device can be challenging. Distant selection methods do not have to be adapted to the
input device anymore regarding its tracking accuracy. Designers have to think about what kind
of interaction they want users to be able to perform and how many DoF an input device therefore
needs. However, it is also essential for input devices to have high usability.

4.2.1 Output Device

Although this work mainly focuses on distant selection in VR, as described in Section 2.2 and
Section 3.1, we also included other display types into our search query. We investigated how the
used display type changed over the years. In Figure 4.2, we can see that since the release of modern
VR-HMDs, stereo displays and CAVEs got mostly replaced in studies regarding distant selection.
Additionally, we observed that the releases of consumer-ready VR-HMDs amplified the interest
of researchers in distant selection methods, as new consumers found new challenges in different
environments, and researchers had to find ways with the emerging technologies to satisfy their
expectations. We found that 75.17% of our gathered selection methods were proposed since 2013.
VR-HMDs were used to evaluate 138 methods, CAVE and stereo displays for 35 methods, AR for
66 methods, large displays for 37 methods, regular displays for 22 methods, volumetric displays for
4 methods.

The choice of which display to use primarily relies on the type of the application. VR enables true
3D environments, whereas traditional 2D screens can display an environment in 3D but without
depth cues. In Table 4.2 the columns environment and selection space describe what kind of
environment got displayed in each method and in how many dimensions selection was possible. VR
environments immerse the user by replacing his vision with an entirely virtual environment. Thus,

1https://xinreality.com/wiki/Oculus_Quest_2
2https://xinreality.com/wiki/Oculus_Rift_DK1
3https://arvr.google.com/cardboard/
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4.2 Input and Output Devices
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Figure 4.2: Amount of selection methods and distribution of output devices used in these methods
over the last 20 years.

this virtual environment can only be 3D. However, the selection space can still be 2D. If the method
did a study with a 2D-Fitts’ Law task, the selection was restricted on one 2D plane, and thus, the
selection space is 2D. The selection space can never have more dimensions than the environment
space. 66.67% of methods using VR-HMDs utilize the 3D environment and provide a 3D selection
space, meaning selectable targets can appear in different depths, which means that the selection
method for such an environment needs to be able to select in 3D. Optical see-through AR can be
very similar to VR regarding its properties of environment and selection space. Additionally, AR,
especially video see-through methods, can provide users with 2D environments by projecting 2D
planes into the environment for various use cases, e.g., interacting with text projected onto a wall
similar [33]. Large displays also emerged, especially for providing a large space for information
in collaborative tasks. We found two papers comparing distant selection in VR and AR. Both
find AR does not lead to better performance in 3D selection tasks than VR, as one work found
higher performance scores and higher levels of comfort in their virtual environment condition
[126], and one found no significant effects between the environments [11]. While the most use of
VR is for immersive entertainment content, the use case for large displays and AR are primarily
informative. Figure 4.2 also shows that regular displays, as well as volumetric displays, mainly
were used previously to the release of adequate VR and AR displays. We propose that interaction
can converge to be very similar for all these display types and, thus, we treat the selection methods
independently regarding its display type.

4.2.2 Input Device

We found eight main classes of different input devices. Different input devices differ in their amount
of DoF, accuracy, immersion, and easiness of use. The most common input device for 3D interaction
is a 6-DoF controller, where three DoF control translation and three DoF rotation. We understand
that controllers can come in many form factors and shapes but achieve the same goal. Thus, we treat
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4 Impact Factors for Designing Selection Techniques

Output
Device Environment Selection

Space # Citations

VR 3D
2D 46 [9, 12, 14, 15, 19, 27, 39, 44, 47, 59, 63, 76, 84, 89, 98, 126, 136, 137, 141, 151, 157, 166,

172]

3D 92
[10, 11, 13, 30, 32, 43, 45, 56, 57, 68, 71, 88, 90, 99, 100, 108, 114, 118, 119, 122, 125, 127,
133, 135, 142–144, 149, 150, 152, 159–161, 167, 169, 180, 184, 188, 189, 191, 194, 195,
199]

CAVE 3D
2D 3 [198]

3D 12 [2, 4, 6, 37, 48, 106, 158, 187]

Stereo
Display

3D
2D 6 [5, 34, 65, 93, 94]

3D 14 [8, 38, 82, 130, 156, 174, 175, 182, 186]

AR

2D 2D 5 [33, 139, 177, 192]

3D
2D 32 [19, 28, 58, 83, 124, 126, 155, 185, 190]

3D 29 [11, 17, 40, 52, 67, 72, 96, 116, 121, 123, 162, 170, 176, 179, 193, 196]

Large
Display

2D 2D 32 [7, 20, 29, 49, 51, 53, 66, 78, 80, 86, 97, 101, 102, 131, 148, 168, 178, 197]

3D 3D 5 [35, 74, 79, 129]

Display
2D 2D 11 [26, 138, 181]

3D 3D 11 [24, 25, 85, 91, 146]

Volumetric 3D 3D 4 [46]

Table 4.2: Results for the different output devices, grouped by the dimensions of the environment
and selection space.

all devices acting as a controller similarly. We identified 118 methods using a controller (including
14 wand methods) and 15 using a phone in the same way as a controller. Pham and Stuerzlinger
[126] compared distant selection using a controller and a wand and identified the wand to achieve
significantly better results regarding movement time, error rate, and throughput. Additionally, users
found the wand more comfortable and easy to use due to its lesser weight and smaller shape. In
their study, Pham and Stuerzlinger used an HTC Vive controller, which weighs 203g. However,
more modern controllers significantly reduced the weight of their controllers (e.g., the oculus quest
2 controllers weigh 126g 4), leading to more comfort of modern controllers. A strong benefit of
controllers is the number of different modalities like buttons and joysticks, which wands miss. This
is also a reason to use a smartphone as an input device. The touchscreen can dynamically give
users the type of additional interaction possibilities they currently need. Another reason to use
smartphones as input devices is that most users have their smartphones with them at all times. Thus,
interacting with, e.g., large displays in public spaces can happen with one’s own personal controller
without the need for additional tracking systems [128]. Both inside-out and outside-in tracking
often rely on camera systems to track the controller and gain their position. By placing dedicated
markers on the controller, easy tracking can be allowed. Using the hands as an input device has
many similarities with using a controller, as hands also have six DoF. When using hands as an input

4https://www.vrfocus.com/2020/09/all-the-specifications-for-oculus-quest-2/
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4.2 Input and Output Devices

Input Device Input Device # Citations

Controller None 118 [2, 4, 5, 9–15, 24, 25, 27, 30, 32, 34, 35, 37, 38, 43, 45, 46, 48, 49, 57, 63, 66, 76, 78–80, 86, 88–91,
96, 99, 114, 119, 126, 131, 137, 138, 141, 142, 149, 156–161, 166, 169, 172, 174, 175, 180, 182,
184, 186, 187, 189, 190, 194, 195, 198, 199]

Hand None 38 [9, 17, 20, 26, 29, 40, 49, 51, 66–68, 82, 88, 93, 97, 101, 102, 108, 118, 121, 122, 133, 146, 152, 168,
178, 181, 188, 198]

Head

None 40 [19, 28, 39, 44, 57, 67, 72, 83, 98, 100, 123, 135, 137, 141, 143, 149, 157, 162, 184, 190–192]

Controller 10 [35, 56, 58, 83, 96, 123, 137, 170]

Hand 9 [4, 29, 65, 66, 74, 93, 100, 127, 196]

Eye 4 [83, 150]

Watch 3 [59, 71]

Eye

None 23 [8, 19, 26, 32, 53, 57, 83, 85, 119, 124, 135, 136, 144, 151, 167, 197]

Controller 2 [83, 169]

Hand 5 [6, 125, 181]

Phone
None 13 [28, 33, 52, 94, 130, 139, 148, 155, 176, 177]

Controller 2 [114, 179]

Watch None 7 [28, 129, 148]

Touchscreen None 28 [7, 26, 28, 47, 52, 59, 84, 106, 116, 148, 155, 162, 177, 185, 193]

Table 4.3: Results of input device combinations used in the literature.

modality for 3D interaction with camera-based systems, additional markers are often needed to
be placed on the user’s hand. Other systems rely on hand pose detection via camera images, like
the Leapmotion5. Another way of enabling hand tracking are glove-based systems, which rely on
IMU data. We found 38 methods using hands as their primary input device. Four publications
compared hand-based pointing with controller-based pointing [9, 49, 88, 198]. Across these studies,
we found that hand-based selection methods never outperformed controller-based methods, and
there is a trend for higher performance levels for the latter. Two studies found significantly higher
performance for distant selection with a controller [9, 88], while the others found no significant
effects on performance between these input modalities [49, 198].

We found 96 methods using head or eye gaze as an input modality. Gaze mostly only has rotational
tracking, thus, resulting in three DoF. The positional three DoF can be added if movement of
one’s own avatar in the virtual environment is allowed. Eye gaze is very similar to head gaze in
this regard, but the selection cursor is not bound to be in the center of the screen. Thus, different
objects can be selected without moving the head, but eye gaze selection methods suffer from the
Midas Touch problem [64], as mentioned in Section 2.1. Head gaze is always available when using
an HMD to create a 3D interaction environment, while eye trackers are mostly not included and,
thus, require additional hardware. Head and eye selection methods can be further sub-categorized
into eye-root/head-root and eye-hand/head-hand techniques. The former being also called gaze

5https://www.ultraleap.com/product/leap-motion-controller/
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Figure 4.3: Distribution of input device usage for each output device in the literature.

techniques. We found 40 and 23 head and eye gaze techniques, respectively, and 26 and 7 head-hand
and eye-hand techniques. Across the literature, we found five works comparing head-gaze and
eye-gaze selection performance [19, 57, 83, 135, 150]. The studies do not conclude the same results
regarding the performance or user preference. One work did not find any significant effects on task
completion time or accuracy [150], two works found faster completion times for head gaze [57,
135], and two for eye gaze [19, 83]. Accuracy is also not conclusive, as the works which found
faster completion time for eye gaze did at the same time achieve lower accuracy. Two works found
lower error rates for head gaze and one for eye gaze. User preference was also different across the
literature. We found three works comparing gaze techniques with eye-hand/head-hand techniques
[100, 123, 137], where the general consent is that the latter methods outperform gaze-based methods.
We lastly want to provide results regarding the performance of controller as input modality versus
head and eye input methods and found 11 works in the literature doing that comparison [28, 32,
119, 123, 137, 141, 149, 157, 170, 184, 190]. We found that using a controller as input modality
significantly outperformed head-based methods in eight studies, was worse in two studies, and equal
in one study regarding selection time. The error rate was significantly lower for a controller in four
studies. Four studies did not report significant effects. In five studies, subjective feedback preferred
the controller, while five did not report significant effects on user preference, and one did not report
subjective feedback results. From this, we propose a clear trend towards better performance and
usability for controller-based input methods.

Another thing to consider when building a 3D interaction technique is bimanual input. This is
possible when using hands or 6-DoF controllers as an input device. When using bimanual input, each
hand can either select targets independent of each other [157, 160] or both hands perform one single
selection [122, 188]. Designers need to take into account that performance with the non-dominant
hand might be different than with the dominant hand [35]. However, handedness does not impact
pointing-based distant selection methods, as the performance was very similar, independent of the
hand. In contrast, handedness did impact stylus or mouse selection performance [49]. Multimodal
input also got used for different distant selection methods (see Figure 4.3). On the one hand,
head-finger techniques are multimodal, as two input devices (head-tracking and hand-tracking) are
needed to gather two positions. We also found methods combining a phone/tablet with a wand to
increase the DoF for selection.
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4.3 Selection Process

As seen in Figure 4.3, for each output device, a different distribution of input devices are mainly
used. While in virtual environments, the majority (48.55% for VR-HMDs, 68.57% for CAVE
& Stereo Displays) of methods use a controller as an input device. In AR, most methods use
head/eye-pointing. However, most current smartphones can also create AR through video see-
through. Hence, the phone and touchscreen are also often used as input devices. We differentiate
between phone and touchscreen as input when selections are performed by moving the phone or
targets on the display are selected via touch. In contrast to VR, AR does not put the user in a
completely different environment but rather augment reality. A hand-held controller disrupts regular
interaction, and, thus, hands-free approaches [192] are more usable for AR. Interaction with large
displays, in the context of its use-cases and, thus, usable input devices, can be compared with AR.
Literature researching smartwatch-based input [28, 129, 148] show that interaction with these 3D
environments can be performed with daily worn devices, thus, achieving the goal of being able
to perform an interaction with these output devices at all times. With virtual environments, ones’
sensory experience gets fully replace by a digitally created one, intending to immerse them into the
virtual environment fully, such that they have a sense of presence in being there [54]. Interaction
is only happening with this digitally created environment. Thus, having additional controllers
to interact with the environment does not negatively affect interaction options, as there are none.
Controller, although becoming lighter, can still affect user fatigue more than just using the hands.
By enabling more DoF in interaction with hand interaction only, through multiple natural gestures,
hand-based input methods could replace controller interaction at some point.

To generalize our findings regarding used input devices, we propose that currently, there is a strong
correlation between output devices and input devices. Through a better understanding, which 3D
selection methods work best in different environments, input and output devices might become an
independent factor.

4.3 Selection Process

This category includes the factors, which classify the process of performing the selection. A user
needs to control a cursor with an input device towards a selectable object for a selection to happen.
The positioning, visualization, and input & mapping explain how the cursor is controlled, designed,
and mapped to the visual space. Again designers have to weigh between usability, selection time,
and accuracy. Different settings affect how difficult performing a selection is and, thus, how much
support a user needs to perform it.

4.3.1 Positioning

The factor positioning describes the relationship between movement in the physical space and the
digital space. If the virtual selection technique directly connects to a user’s movement in the real
environment, positioning is absolute. Absolute positioning mimics interaction with the real world
and, thus, often uses the humans’ natural ability to point at objects. In contrast, relative positioning
uses mapping from movement in the physical space to translate it onto moving the cursor in the
digital space. The cursor can still have a direct connection to the input device by being tracked at
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XY Z # Citations

Absolute

None 219
[2, 4–6, 8, 9, 11–13, 15, 19, 24–30, 32–35, 38, 39, 44, 46–48, 52, 53, 56–59, 63, 65–68, 71, 72, 74, 76, 78–80, 83–85, 89,
90, 93, 94, 96, 98–102, 106, 108, 114, 116, 118, 119, 121, 123–127, 131, 135–139, 141, 143, 144, 146, 148–152, 155–159,
162, 166–170, 172, 176–181, 184–199]

Absolute 26 [13, 14, 17, 45, 46, 82, 88, 114, 130, 142, 158, 160, 161, 169, 174, 175, 182]

Relative 17 [10, 37, 40, 43, 67, 88, 99, 108, 122, 129, 133, 156, 193, 195]

Relative None 40 [7, 20, 26, 28, 49, 51, 59, 76, 86, 91, 93, 97, 123, 137, 148, 157, 162, 169, 177, 178, 185, 199]

Table 4.4: Results of the positioning (XY) and depth positioning techniques (Z) in the literature.

all times, but can also be rate-controlled with, e.g., a joystick [164]. We can categorize these two
different relative positioning methods into direct and indirect techniques [183]. Table 4.4 depicts
our results.

Positioning in 3D environments can be split into two different parts, movement of the cursor left,
right, up, and down (XY) and depth movement (Z). While positioning is the only form of movement
control in 2D environments and is necessary for interaction with any environment, depth-positioning
is not directly necessary in sparse settings. Most selection methods simply select foremost target in
3D environments [72, 90], or have the cursor at a fixed distance [13, 14, 88]. Both positioning and
depth-positioning can use absolute or relative positioning independent of each other.

We found 262 methods with absolute positioning XY-direction. Except for some refinement
techniques, absolute positioning methods almost always have a 1-to-1 control-display (CD) ratio.
For absolute methods, we differentiate between forward-ray methods and two-point-ray methods
(see Section 4.3.2). However, both methods have a direct relationship between the users’ motor
space and visual space. Touchscreen-based input is also mainly absolute [164] if it is not used
like a trackpad [26]. In absolute positioning methods, the cursor’s movement is continuously
dependent and directly coupled to the movement of the input device in the real world. As the
physical boundaries limit humans’ direct control space, distant selection methods extend this
space by taking the pointing direction. The pointing metaphor is the closest technique mimicking
real-world interaction in virtual environments. However, also controller pointing methods, acting
similar to a laserpointer [66], are classified as absolute, as they directly transfer the users’ movement
to the output device. Difficulties of absolute positioning methods are jitter [120] and inaccuracy of
humans at distant pointing [6, 104, 105]. To counter jitter, filtering methods can be applied. In the
literature, we found methods using the Kalman filter [118], 1€ filter [10], and lowpass filter [178].
Baloup et al. [10] report that when filtering the ray, participants made 50% fewer errors.

We found 39 methods with relative positioning in XY-direction. These methods control the cursor’s
position by direct mapping or indirectly moving the cursor with input. The CD-ratio for relative
positioning methods does not have to be 1-to-1 or even linear. Frequently it is helpful to have a
dynamic CD-ratio to mitigate the smaller control space and still be able to interact with the whole
environment [178]. As a virtual environment usually span out over 360 degrees, and users can
quickly look around by turning their heads, in theory, it is possible to point at objects without
looking at them. When using a relative positioning technique, the control space of the controller
needs to be very large, or users need to recenter the device often, which is how we usually interact
with touchpads. In relative positioning methods with hands as the input device, often clutching is
used for this [51, 178]. Also, when using a mouse, users can only interact and look in the general
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direction, where the mouse is located in the real world, which restricts the user from interacting with
360 degrees of the environment, so we excluded these methods. In contrast to relative positioning
in 2D environments, here, the input device either controls three DoFs [33], or a 2D position is
mapped onto the virtual space, and a ray casts from the 2D position orthogonal to the viewport [126].
Furthermore, we found methods that mapped a 3D space onto a 2D selection plane [137]. The cursor
on the image plane is then, in this case, controlled relatively. Movement in the real world does not
directly match with the position of the virtual selection tool. For immersive virtual environments,
developers want to create the highest possible level of immersion and presence. Frequently in
VR, users have a virtual representation of themselves, a virtual avatar. To achieve high levels of
immersion and presence, the position and movement of the virtual avatar should match with the
movement of the user in the real world to enable self-location [16, 73]. It has even been shown that
the appearance of the avatar can affect pointing performance [145]. For absolute distant pointing,
the direction from the users’ body gets extended, usually via raycasting.

In the literature, 12 researchers compared relative positioning and absolute positioning methods [26,
28, 59, 76, 123, 137, 148, 157, 177, 178, 185, 199]. The results show that absolute positioning
methods led to better performance than relative positioning in six studies. There were no significant
effects in four studies, and two studies found relative positioning to perform better than absolute.
Both studies with better relative positioning performance compared smartwatch-based input devices.
Relative positioning methods, however, often led to lower error rates.

While absolute positioning seems to be favored to control the XY-direction, it is not easily usable to
control the Z-direction. We found 43 methods, allowing positioning in the Z-direction, where 17
are relative, and 26 are absolute. Positioning in Z-direction is mainly needed to deal with occluded
targets by controlling the depth of the cursor. As distant targets can be arbitrary far away, many
targets would be out of reach. Furthermore, humans are least precise in controlling the depth of the
cursor [92]. The GoGo technique was a pioneer in the development of distant selection techniques,
as it allowed the selection of distant targets by extending the virtual arm relatively by moving ones’
own hand forwards [133], in a time where interaction with virtual environments was still mainly
done with virtual hand techniques for near target selection only. Due to a CD-ratio larger than 1-to-1,
targets out of reach could now be selected. Many following researchers built upon this technique
or used it for comparison with their selection methods while using both linear and nonlinear
CD-ratios [88, 95, 156, 193]. Other authors proposed ideas on how to use absolute positioning for
the Z-direction and still be able to reach distant targets, e.g., using a fixed offset [88].

Controlling the cursor with absolute positioning might lead to a more immersive experience, as
self-location and, thus, embodiment can reach higher levels. The user does not control the cursor
with a disconnected tool but can directly interact with these objects by extending the selection
tool for distant targets. However, relative methods have often been shown to be more precise than
absolute pointing methods. If a distant target selection method wants to include depth-positioning,
either relative positioning is needed with a suitable CD-ratio, or a fixed offset is needed. The latter
has the disadvantage that even though targets in the distance can be selected, the user is limited in
selecting targets only at that specific distance.
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Input Origin # Citations

Forward Ray

Controller 118 [2, 4, 5, 9–13, 15, 24, 25, 27, 28, 30, 32–35, 37, 38, 43, 45, 46, 48, 49, 52, 56, 57, 63, 66, 76, 78–80,
88–90, 94, 96, 99, 114, 119, 126, 131, 137–139, 141, 149, 155–161, 166, 169, 172, 174–177, 180, 182,
184, 186, 187, 189, 190, 194, 195, 198, 199]

Head 71 [8, 19, 26, 28, 32, 39, 44, 53, 57, 67, 72, 83, 85, 98, 100, 119, 123, 124, 135–137, 141, 143, 144, 149–151,
157, 162, 167, 169, 184, 190–192, 197]

Hand 28 [9, 17, 29, 40, 49, 67, 68, 82, 88, 101, 108, 118, 121, 125, 129, 133, 146, 152, 168, 178, 181, 188, 198]

Touch 17 [47, 52, 84, 106, 116, 148, 155, 185, 193]

Two Point Ray Head/Body 22 [4, 6, 29, 35, 58, 59, 65, 66, 71, 74, 93, 96, 100, 123, 127, 170, 181, 196]

Hand(held) 4 [102, 122, 179]

Origin Offset Hand(held) 6 [13, 14, 88, 142, 169]

Direct Mapping 23 [7, 20, 26, 28, 51, 76, 86, 91, 93, 97, 130, 148, 157, 178, 185, 199]

Indirect Mapping 13 [20, 26, 28, 59, 137, 148, 162, 177, 199]

Table 4.5: Results for the literature categorized by the input and grouped by the origin.

4.3.2 Input and Mapping

In this section, we look into how different selection techniques calculated the position of the virtual
selection tool. As mentioned, absolute positioning methods are mostly raycasting-based. We can
divide them into forward-ray methods, which use one point and a direction, and two-point-ray
methods, which calculate the direction between two points. Head-Hand raycasting-based methods
are the most known two-point-ray methods. Furthermore, we found origin offset methods, where
positioning is absolute but with an offset in any direction, to select distant targets. Relative
positioning methods mainly calculate the cursor position by mapping a position from an input
device in the control space onto the digital space with a specific CD-ratio. Table 4.5 present our
results for the input and mapping factor.

The large majority of studies we found when analyzing the literature used raycasting-based
methods. Cone-based techniques are very similar to classical raycasting but often need some
form of disambiguation mechanism. We found that 234 methods use forward ray casting and 26
two-point-ray methods. Raycasting methods offer an intuitive way to interact with 3D environments,
as they reduce the problem of controlling all dimensions of the cursor and instead just cast an
infinite ray, selecting the first target seen. Forward-ray methods are either cast from the head or an
external input device, which can be a handheld or the hand itself. We also classify touch-based
AR video-see-through methods as forward-ray methods, as a forward vector gets cast from the
touch towards the target. The former has the advantage of being a hands-free method, which is
desirable in some areas of 3D interaction. AR, for example, widely uses head-forward raycasting
or budget VR devices like Cardboard. However, turning the head for every selection can be
fatiguing, as well as the need to always look in the direction where users want to select targets can
be cumbersome. Literature comparing head-forward and hand(held)-forward raycasting methods
agree that hand(held)-raycasting outperforms head-forward raycasting significantly in almost every
case [32, 67, 119, 137, 141, 149, 157, 190]. Also, subjective feedback concerning fatigue and
easiness is better, as hand-based methods might lead to a better spatial relationship and, thus, seem
more concrete to the user [157]. Some authors, however, state that device-free methods might be
more practical in specific scenarios like outdoor AR, for example. Forward-ray methods are also
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relatively simple to develop and use, as only one input device is needed to perform raycasting. A
controller can be held at wrist-level and, thus, lead to very little fatigue in contrast to head-hand
raycasting.

Instead, two different points, gathered from two input devices, can calculate the direction. We
found 26 two-point raycasting methods. One common idea is to use eye-hand raycasting, which
mimics human pointing in the real world [6, 71, 93]. The direction can also originate from the
fingertip instead of the hand [29, 93, 100, 181] or the arm with a smartwatch [59]. The origin can
also be fixed at the chin [58, 123], the belly [66]6 or at an arbitrarily fixed point [69]. However,
also non-head-based methods experimented with raycasting methods from two different positions.
Matulic and Vogel [102] explore different hand-rooted methods by casting rays between different
joints of the finger. They found that rays calculated between the most distant finger-joints are
more stable and perform better than rays calculated from joint combinations with less distance.
However, we found no comparisons between finger-joint methods and classical hand-based methods.
Literature comparing forward-ray and two-point ray methods mostly agree that forward raycasting
outperforms two-point raycastin [4, 29, 66, 96, 100, 123], as three methods performed better, two
equal, and one worse. However, note that the compared techniques here were party vastly different,
and not many studies compared similar two-point and forward raycasting methods. Head-hand-based
methods have the advantage of mimicking pointing in the real world and not leading to the eye-hand
visibility mismatch problem [4], but also have the same disadvantages of not being able to select
occluded objects. Raycasting techniques, where both the origin and direction of the ray originate
from one input device, are less fatiguing to use, as users are not forced to hold their arm in a pointing
position but can cast the ray from anywhere [92].

Origin offset methods enable distant target selection at one specific distance. These mostly use
absolute positioning and absolute depth positioning and can either mimic classical virtual hand
techniques or use a fixed-length ray [13, 88]. We only found six origin offset methods. However,
we can state that these techniques are not applicable on every distant target selection task due to
their restriction to only select targets at one specific location.

Mapping-based cursor positioning can be divided into direct and indirect mapping [183]. Direct
mapping approaches are similar to absolute positioning, as they also have a constant connection
between motor space and visual space, however not with a 1-to-1 CD-ratio. We found 23 direct
mapping-based techniques. These range from methods like distant free pointing, where the hand
controls the cursor [178], over VR mouse emulation [76, 199], to trackpad based approaches [7, 185].
Many of these direct mapping-based approaches were developed for large displays. These relative
positioning methods very often have higher accuracy and precision, in contrast to raycasting [178].
Indirect mapping approaches do not have a constant connection between the input device and the
cursor. We found 13 methods using indirect mapping. This mapping approach is used in trackpad
techniques [26, 28, 148] and joystick controll [137, 199]. Boonnak et al. [20] implemented both
a direct and indirect mapping approach based on the hand-gesture approach. The advantage of
indirect mapping approaches in contrast to direct mapping is that they can move the cursor in an
arbitrary large environment. They only move the cursor in a direction and do not have a direct

6Note: While the authors state that belly / index-finger pointing is a fixed origin pointing technique, this is only true
due to their study setup in which the participant was not allowed to move. In a 3D selection context, this can be
considered as normal belly / index-finger pointing.
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Category # Citations

Cursor 194 [5, 7, 8, 11, 19, 20, 24–26, 28–30, 32, 33, 35, 37, 39, 44, 49, 51, 57, 59, 63, 65–67, 71, 72, 74, 76, 78–80, 82–84, 86, 88, 91, 93, 94,
96–102, 114, 118, 119, 123, 124, 126, 127, 129–131, 135–139, 141, 143, 144, 146, 148–151, 157, 160–162, 168–170, 174, 175, 177–180,
182, 184–187, 190–197, 199]

Ray 57 [4, 6, 10, 12–15, 27, 32, 34, 35, 38, 43, 46, 52, 56, 58, 68, 76, 85, 89, 90, 96, 99, 119, 123, 125, 141, 156, 158, 166, 172, 174–176, 180,
188, 195, 198, 199]

Spline 7 [2, 48, 99, 122, 159, 189]

Cone 13 [9, 24, 99, 108, 121, 158, 193, 195]

Virtual Hand 17 [17, 40, 45, 67, 99, 108, 133, 142, 152, 156, 181, 193]

None 14 [47, 52, 53, 83, 106, 116, 155, 167]

Table 4.6: Results for the visualization of the selection tool.

relationship. However, depending on the size of the environment, this can take a long time, or when
higher CD-ratios are used, be inaccurate at small target selections. We did not find conclusive
results when comparing direct and indirect mapping approaches regarding performance.

4.3.3 Visualization

The visualization of the selection technique has a fundamental impact on how the selection method
works. The chosen output device and dimensions of the environment have a substantial impact on
the visualization, as the cursor also has to have three dimensions in a 3D environment, in contrast to
2D environments [5]. In 3D environments, it can help users gauge the depth of the cursor. The
visualization can be decoupled from the input method, meaning a raycasting-based method does
not necessarily use a ray visualization. Most methods we found used a cursor as a visualization
technique. However, we found multiple different shapes of cursors. Table 4.6 shows our results of
the literature using different visualization techniques.

We found 194 methods using a cursor visualization. This includes crosshair visualizations [169,
175, 177], volume cursors [175, 186], circles [83], and others [187]. This cursor usually is rendered
at the target closest to the user in the pointing direction. With depth positioning, the user can
control the depth of the cursor. The literature mostly decided to use non-directional cursors, e.g., a
circle or sphere, in 3D environments, as this does indicate that the cursor does not have a preferred
orientation [161]. 3D cursors should be preferred over 2D cursors, as they help users to approximate
the distance from the cursors towards targets [5]. Volume cursors sometimes use the cursor to
enable the selection of occluded targets, as the cursor makes occluding targets transparent [174,
175, 186]. Vanacken et al. [175] state that both a 3D volume cursor and depth ray outperform a
simple 3D point cursor.

Some researchers provide a visualization of the ray to helps users get a sense of the pointing
direction. Here, infinite ray representations achieve better performance than finite rays [13], as with
the finite ray, users need to use depth cues to move the cursors onto a target, adding one more level
of complexity. We found 57 methods using a ray visualization, where 96.45% come from either
forward-ray or two-point-ray input. Other methods like depth ray include a movable controller on
the ray, as they include depth positioning [46, 174]. Additionally, this ray can also be curved and
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visualized as a spline or cone. Spline visualizations almost exclusively use some form of heuristic to
select targets close to the ray, and stick the end of the ray to the target. In terms of technique, spline
visualizations are similar to cone techniques but with a different visualization. Spline visualizations
clarify that only one target can be selected, and cone visualizations often deliberately select a subset
of targets. However, cone techniques can also work as a single-target selection technique and help
the user select small and distant targets with their large volume in contrast to a ray.

Only a few distant target selection methods rely on using only a virtual hand as a visualization
technique. Virtual hand techniques like GoGo move the virtual hand into the depth of the
environment [133] or even extend the arm visually [40]. Ninja Hands shows multiple virtual hands
in the environment [142]. However, using only the virtual hand as a visualization tool is often
insufficient to select distant targets. Video-see-through AR uses a smartphone or similar to create a
3D environment. As interaction here is happening directly with the touchscreen, oftentimes, no
visualization is given.

Although the visualization of the selection tool does not directly affect the selection process, it can
support users in their selection by giving additional depth cues. We did not find studies comparing
one selection technique with multiple different visualizations except for a study by Argelaguet and
Andujar [5]. They state that although a visualized ray should help users by showing the direction
they are pointing at, ray visualizations are less accurate than cursor representations. However, a
visualization should also match with the used technique, and support the users to understand what
options they have when interacting with this technique.

4.4 Fine Grained Selection

Target selection in dense and occluded environments is a lot more challenging than in sparse
environments. Selecting a specific target in dense settings is often challenging, especially if targets
are small or very far away. In occluded settings, some targets would no even be selectable with
standard raycasting methods, as these always select the first target hit by the ray. One technique, we
previously mentioned in Section 4.3.1, to deal with occluded targets is to enable controlling the
cursor in Z-direction to gives users manual control over the selection. Other techniques help the users
by extending the size of the selection tool like cone or volume cursor techniques. However, with the
latter, often, multiple targets would be selected by the selection tool. Therefore, a disambiguation
mechanism can decide which target should be selected. Refinement strategies can also deal with
dense and occluded environments by giving users more fine granular control over the cursor when
close to a target or introducing a second stage into the selection. This section presents our findings
on different methods to deal with challenges given by dense and occluded environments, categorized
with the factors disambiguation & refinement, multi-target selection, and depth selection.

4.4.1 Disambiguation & Refinement

Ambiguity can either be caused due to the environments being dense and occluded or because of
the used selection technique [147]. Some raycasting-based methods classify themselves as cone
techniques to select multiple targets at once. Mechanisms to help with the choice of which target
should be selected are widely called disambiguation mechanisms [3]. The usage of additional
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Disambiguation Stages # Citations

Manual ≥ 2 54 [2, 17, 24–28, 45, 46, 78, 79, 83, 85, 90, 99, 106, 108, 114, 116, 144, 148, 160–162, 180, 193, 195, 197]

Heuristic
1 22 [8, 24, 37, 99, 101, 108, 121, 123, 125, 142, 149, 158–160, 174, 175, 186, 193]

≥ 2 7 [10, 24, 25, 158, 187, 189, 193]

Behavioral 1 5 [46, 48, 56, 143, 152]

Table 4.7: Results for different disambiguation methods, grouped by the amount of steps the method
needs to select a target.

progressive refinement of the selection can support users to perform an accurate selection. We
understand that refinement techniques can always be labeled as two-stage processes. Heuristic
approaches are mainly used with cone or volume cursor and automatically select targets depending
on a heuristic, e.g., their distance to the cursor. Lastly, also intent prediction can be used to detect
which target the user wants to select. A default selection without disambiguation or refinement
only selects a target that is directly hit by the ray. We found 88 selection methods using either
disambiguation and refinement processes (see Table 4.7).

Using a cone as a selection tool can have multiple advantages. Due to the larger selection tool, the
cone can counter hand jitter and inaccuracies and, thus, make it easier for users to select small
or far away targets. With a cone, the selection cursor gets bigger the further away it is getting
cast. However, with a cone, frequently, multiple targets get selected. Disambiguation mechanisms
like a heuristic select the closest target to the center of the cone, and refinement techniques use a
second stage to clarify the selection. By implementing the heuristic raycasting-based methods as
ray splines, the ray is “magnetically drawn” towards targets with a threshold [159]. Two hands can
also control ray splines, to control the bending of the ray, to selected occluded targets [122]. The
majority of the heuristic methods select the target with the smallest distance to the cursor. The most
widely used distance metric is calculating the euclidean distance, but also the angular distance is
used and found to outperform Euclidean distance in some cases [99, 187].

Heuristically one-stage disambiguation mechanisms, e.g., the bubble cursor [174, 175, 186] widely
uses sphere cursor visualizations. However, also ray techniques can be adapted with a heuristic and
then be drawn as a ray spline [99, 159]. Heuristic methods outperform their manual counterparts,
especially in occluded and dense settings [99, 174]. Instead of a heuristic, using intent recognition
and prediction of targets can also help users at target selections [56], which can help, especially
to select small targets [48]. Due to the limited number of studies using behavioral approaches,
and their ambiguous results and lack of comparison with classical raycasting, we can not make a
definitive statement about their usefulness for distant target selection, especially as they, even more
than heuristic disambiguation, have the disadvantage being a black-box to the user.

A widely used method to deal with dense settings are refinement strategies. Frequently refinement
strategies are used, either by giving the user more fine granular control over the cursor, when close
to a target [26, 83], or by first choosing a subset of targets to then manually select the desired
one [25, 195]. While none of the methods combining absolute and relative positioning significantly
outperformed classical raycasting regarding selection time, the authors found that error rates went
down significantly [10, 26, 83]. Manual refinement strategies often display all selected targets in
a second stage. Grid wall [195] places all targets hit by a cone in a grid [195]. SQUAD [25, 79]
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Disambiguation Depth-Positioning # Citations

"
" 14 [10, 17, 45, 46, 114, 142, 158, 160, 161, 174, 175]

% 31 [24, 25, 46, 79, 85, 90, 99, 108, 114, 116, 149, 162, 180, 187, 193, 195, 197]

%
" 19 [13, 14, 40, 43, 46, 67, 99, 108, 122, 129, 130, 133, 156, 174, 175, 182, 193, 195]

% 6 [5, 85, 180, 188, 195]

Table 4.8: Results of methods, which implemented depth selection, either through depth-positioning,
disambiguation, or other methods.

uses cone selection first to select a subset of targets, to then place it in four parts of the screen for a
more accessible second refined selection. Refinement approaches help in dense settings, as users
struggle with accurate selections on small and distant targets. The usage of two-stage approaches
can lower error rates and circumvent miss-selections. Refinement strategies usually outperform
classical raycasting in dense settings while being slower in sparse settings [25, 108, 116, 193].
Starfish cursor [187] is a heuristic disambiguation technique that targets close to one pre-selected
target can all be selected based on different heuristics. This is visually shown by having the cursor
look like a starfish, where the legs spread out into different directions.

Disambiguation methods with closest distance heuristics can be great for small distant targets.
However, in very dense settings, they can lead to confusion and user frustration if multiple targets
are in the same proximity and the user does not have complete control over the target selection.
It is also crucial that users know and understand which target they will select when pressing the
trigger. Spline visualizations and cone visualizations often use a closest heuristic; however, splines
visualizations select only one target, while cone visualizations often lead to a refinement stage.
Refinement strategies are great to deal with these high-density settings by still letting the user exactly
chose which target should be selected, but with refinement steps. Disambiguation mechanisms can
help speed up selections for sparse settings, as the selection tool does not have to line up with the
target perfectly. Developers have to consider their setting to decide if the extra time needed for a
refinement compensates for the additional necessary step in contrast to a manual or heuristically
one-stage method. However, by automatically switching between a refinement strategy and heuristic
disambiguation depending on the setting, one can use the advantages of both methods [24].

Many refinement strategies work by first selecting a preset of targets and then refining the selection
by choosing one of the displayed targets. Furthermore, we also found methods explicitly to select
multiple targets. The application of these methods is primarily environments with data points.
Stenholt [160] transferred well-known multi-target selection methods from 2D applications into 3D
interaction (brushing, lasso, and magic wand). Montano-Murillo et al. [114] used slicing volume
techniques to select whole slices of a 3D environment.

4.4.2 Depth Selection

To fully utilize interaction in 3D environments enabling depth selection can be immensely beneficial.
Depth selection, in this case, describes methods, which explicitly allow the selection of occluded
targets, as most raycasting-based selection methods already allow target selection in different
depths. Dealing with occlusion can either be achieved by enabling positioning of the cursor in the
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Z-dimension. Furthermore, disambiguation mechanisms can also help in the process of selecting
targets otherwise occluded. During our analysis of the literature, we found additional methods
dealing with occluded settings. In Table 4.8 all methods, which implemented depth selection can
be found.

In virtual environments, movement of one’s own avatar and, thus, changing the viewport is often
allowed [85]. By re-positioning the camera targets, previously occluded might now be selectable.
The World in Miniature approach allows users to re-position their avatar anywhere in the environment
with the help of a miniature version of the environment in their hand [161]. However, in some
applications, it might not be desired to move around. The majority of the literature implemented
depth selection with disambiguation methods, mainly two-step refinement mechanisms. Depth Ray
combines refinement with depth positioning by locking a ray in a first step and then allowing the
control of a cursor on this ray [46, 116, 128, 175]. These methods have been shown to outperform
non-heuristic approaches in occluded settings [175]. Bimanual interaction techniques can also
allow depth selection by performing a selection where the rays cast from each hand cross [188].
Manipulating the environments to uncover occluded targets can also be used [5, 195], but it might
not be usable in immersive games.

In occluded settings, refinement strategies allow selecting targets, impossible to select with classical
raycasting without depth positioning. One example is to give users a mirror to place in the virtual
environment to selected otherwise occluded targets [85, 90]. Another way of dealing with dense or
occluded environments is to manipulate the environment so that the setting becomes sparse locally.
Either zooming towards a selected location can do this [2, 5, 17], or by pushing occluding targets
away to unclutter that area and reveal occluded targets [116, 180, 195]. Another idea is to use slicing
volume techniques to select one 2D slice of a 3D environment [114] or similarly tiltcasting [130]
where slices of the environment are displayed on a smartphone, which can be moved through the
3D environment. Environment manipulation techniques can uncover occluded targets, e.g., Drill
Pointing [116] and Smash Probe [195]. Shadow cone is a continuous refinement approach, where all
objects inside a cone are selected and deselected as long as a user is holding down a button [158].

However, depth selection can also be enabled directly through depth-positioning. One example
is the virtual hand technique GoGo [133], which has been proposed in 1996 and used in many
following studies [88, 95, 156, 193]. The GoGo immersive interaction technique lets users control
their virtual arms’ growth relatively, thus, enabling the selection of distant targets. With the flexible
pointer [122], both hands control a spline through the rotation of both hands, such that the user can
navigate around targets to select occluded ones. Ninja Hands [142] is a virtual hand technique based
upon ninja cursor [77], where the real hand controls multiple virtual hands in different positions at
the same time. Origin offset pointing techniques are also able to select occluded targets [13, 14, 88].
Raycursor [10] is similar to depth cursor; however, the cursor can automatically detect occlusion.
Let’s go there [152] combines voice with pointing and allows semantic target selection also for
depth, by being able to say “chose the furthest target”.

Similar to the thought process, if using a disambiguation mechanism speeds up selection in dense
environments, developers have to think about this when building a selection technique for occluded
targets. For depth selection, two general options arise, with disambiguation & refinement strategies
and depth positioning. While manual depth positioning gives the user direct control, users struggle
most with gaging and controlling the depth of a cursor [92], and refinement strategies often require
two stages, slowing down selection.
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Figure 4.4: Distribution of used triggers for each input device.

4.5 Confirmation of the Selection

In the previous sections, we proposed factors to classify the indication of objects. Thus, this final
category of our results deals with the confirmation of selection. Depending on the input device
used, different possibilities arise. With the factor trigger, we describe the different modalities used
to confirm a selection. The visual representation of the selection tool affects the users’ perception
of which target is going to be selected. With the factor feedback, we classify these different visual
representations.

4.5.1 Trigger

Controllers are used in the majority of literature for distant selection studies, as we found 118
methods using controllers as input device. One of the advantages of controllers, in contrast to
head-pointing and hand-pointing methods, is that they have additional buttons for further interaction.
Hence, buttons are also the most widely used tool to confirm selections in the literature in general
(see Table 4.9) and especially when pointing with controllers (see Figure 4.4). In contrast to mouse
input for regular 2D interaction, which is stabilized through a table, usually 3D interaction with
controllers has users position the controller freely in midair. This can result in user fatigue, and
more importantly regarding the confirmation of selection, can lead to hand-jitter when pressing a
button [21], which in the end can lead to missing the target. To circumvent this phenomenon, many
researchers had their participant confirm selections with their non-pointing hand, the offhand. Head
and eye pointing methods also include head-hand pointing methods, where the direction of the ray
is also dependent on the position of the hand, thus, leading to the same problem. Head-pointing
methods on the other hand have the challenge of not having a direct way to confirm selections. Thus,
many head-pointing techniques either have users have an additional input device with a button to
confirm selection [39, 100] or rely on dwell time [19, 44, 149]. With eye-tracking methods fixations
can also be used instead of a fixed dwell time [150], and also blinking [26, 98]. Furthermore,
we found one method which confirmed a selection when a head ray and eye ray converged [150].
Additionally head gestures, like nodding can also be used as a confirmation tool [98, 191]. When
interacting with the hands, gestures are the main form of confirming selections, where jitter can
also affect the selection accuracy. Researchers used, among others, pinch gestures [26, 88, 108,
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Trigger Triggerhand # Citations

Button
Mainhand 120

[2, 5, 6, 10–12, 14, 24–27, 30, 32, 34, 35, 37, 38, 43, 45, 46, 48, 49, 56–58, 63, 65, 76, 78–80, 82, 83, 88, 90, 91, 96,
99, 114, 119, 123, 128, 137, 139, 141, 142, 149, 156–161, 166, 169, 170, 172, 174, 175, 179, 180, 182, 184, 186, 187,
189, 190, 194, 195, 198, 199]

Offhand 35 [4, 8, 13, 15, 32, 39, 57, 66, 83, 100, 119, 123, 126, 131, 135–137, 149, 157]

Gesture Mainhand 35 [7, 17, 20, 40, 49, 51, 69, 71, 88, 89, 93, 95, 108, 118, 125, 127, 129, 133, 146, 148, 168, 178, 196]

Offhand 15 [26, 28, 39, 67, 72, 83, 141, 144, 162, 184, 190, 192, 197]

Touch Mainhand 32 [33, 47, 52, 59, 67, 74, 84, 94, 106, 116, 128, 130, 138, 148, 155, 162, 177, 185, 193]

Offhand 14 [28, 44, 59, 176]

Dwell None 32 [9, 19, 26, 29, 39, 44, 85, 97, 98, 101, 102, 119, 124, 149–151, 157, 167, 181, 190, 191]

Voice None 10 [39, 121, 143, 152, 181, 184, 198]

Other None 14 [2, 26, 53, 68, 86, 98, 122, 150, 172, 188, 191]

Table 4.9: Results of the literature for the different trigger mechanisms we extract, further grouped
by the hand that performed the selection.

125], circling with the finger [39], pointing gestures [144, 146], and poking/tapping gestures [20,
83, 89, 184]. Furthermore, with a gesture recognition system different gestures can be mapped onto
different actions [20]. Using voice as trigger is a hands-free selection confirmation method, which
does not lead to the Heisenberg effect. It can either be used as a clicking mechanism [39, 198], but
also take semantic context of the spoken words into account and, thus, work as a disambiguation
mechanism [152]. In some specific applications the usage of foot input could also be used as a
trigger [53]. Fairly recently multiple works addressed crossing based methods as confirmation
method [172, 191]. Crossing based confirmation methods trigger a selection, when an arbitrary line
of a target gets crossed one or multiple times. No physical action is required like a button press,
which can lead to hand jitter, thus, crossing techniques avoid the Heisenberg effect. However, as
these techniques do not require an explicit trigger to confirm selection, the Midas touch effect can
occur, especially in dense settings [173].

Dwell time is a simple method to avoid the Heisenberg effect, but leads to unnecessary waiting time
until a selection is performed, which can lead to user frustration. However, if the dwell duration
is set to small, the Midas touch effect can occur, and accidental selection happen [61]. Variable
and user dependent dwell time can be used to mitigate this problem [167]. The results of works
comparing dwell time with other trigger mechanisms like buttons or gestures conclude that button
as trigger mechanism led to faster selection time in four out of five studies, especially in dense and
occluded environments [39, 44, 119, 149, 190]. Dwell led to faster performances in a text input task.
Gestures as trigger led to faster performance than dwell time in two out of three publications [26, 39,
190]. As button confirmation can lead to the Heisenberg effect we also labeled each method with
the hand the button was pressed. However, we did not find any literature comparing one selection
method with performing a selection confirmation with the offhand or mainhand. Additionally, by
forcing users to confirm selection with the non-pointing hand it prevents bimanual selection, as
both hands are in use to control one ray. The usage of filters to reduce jitter generally can also work
to reduce hand jitter when pressing a button.
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Visual Sound Haptic # Citations

"

"
" 3 [175]

% 35 [11–15, 25, 44, 51, 71, 99, 148, 157, 172, 176]

%
% 172

[4, 5, 8, 10, 19, 27–29, 32–34, 37–40, 45, 46, 48, 49, 52, 53, 56–58, 63, 65–68, 74, 76, 79, 80, 85, 86, 88–91, 93,
94, 97, 98, 100, 108, 114, 119, 121, 123, 125–127, 131, 133, 135–137, 141, 149–151, 155, 159, 160, 162, 166,
167, 169, 174, 177, 179, 180, 184–191, 193, 196, 197, 199]

" 4 [84, 106, 114, 118]

%
" % 15 [24, 35, 43, 96, 139, 178, 194, 198]

% % 73 [2, 6, 7, 9, 17, 20, 26, 30, 47, 59, 72, 78, 82, 83, 101, 102, 116, 119, 122, 124, 129, 130, 138, 142–144, 146, 152,
156, 158, 161, 168, 170, 181, 182, 192, 195]

Table 4.10: Results for the literature grouped by the type of feedback given after a selection.

Confirming a selection can either be implicit or explicit. Implicit trigger mechanisms often suffer
from the Midas Touch problem, while explicit might suffer from the Heisenberg effect. This
can be prevented by choosing a hands-free or offhand trigger mechanism. However hands-free
approaches like voice trigger might not be usable in public scenarios and offhand confirmations
disable bimanual interaction. Furthermore, usability and intuitiveness has to be respected when
selecting a trigger mechanism.

4.5.2 Feedback

With the factor feedback, we describe the feedback mechanisms stating if a selection was correct or
wrong. Feedback can be given to the user when hovering on selectable targets or after pressing the
trigger. In theory, all five human senses could be used for feedback. However, only visual, audio,
and haptic feedback is usable. Visual feedback is primarily used, as we found 171 methods using
only visual feedback and 42 combining with auditive or haptic feedback. Auditive feedback was
used standalone in 15 methods and 53 times in combination with the other feedback-modalities.
Haptic feedback in total was used seven times. In Table 4.10 we present our findings on which
feedback mechanisms are used in the literature.

Visual feedback in controlled studies is given mainly by coloring the selected target [174]. The
color can also represent if a selection was successful or erroneous. However, for this, the selection
technique needs semantic knowledge about which target is the correct target. Additionally, targets
can also be colored when hovered over so that the user gets more visual guidance on which target
would be selected on a confirmation [28, 126]. Instead of changing the color, the target could also
be outlined or changed visually in any other way [38, 149, 150]. In addition to target color, also the
cursor color can change when crossing a target [174]. In applications, visual feedback can come in
the form of bullets [57], menus [151], or other visual interactions.

Auditive feedback is another widely used feedback method. Again, when knowledge about selectable
targets exists, different sounds can be played on correct and incorrect selections. In a study about
the effect of the pitch in auditory error feedback [15], the authors state that higher-pitched sounds
can help users focus on their error rate, and the pitch can generally be used to give the user feedback
on his performance.
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Haptic feedback is the least used feedback mechanism we found in the literature. However, it has
been shown that haptic feedback can guide users towards targets [1], especially in dense settings [60].
Additionally, both sound and haptic feedback can be used to guide visually impaired users [75].
Montano-Murillo et al. [114] compared slicing volume techniques with real and virtual tablets and
found that users performed better when selecting targets on the physical tablet. Haptic devices can
also be constrained in specific movements to help the user find targets [175]. Multiple studies also
used multimodal feedback. However, the literature states that this does not affect performance either
positively or negatively [175].

We found 73 methods with unknown or no feedback. On the one hand, in 2D target selection
tasks, or when interacting with a touch display, feedback is not directly required as target selection
is not that difficult. On the other hand, only a small amount of these unknown feedback papers
explicitly stated that they would use no feedback for a specific reason. We can abbreviate that not
all researchers find that feedback after a selection is a focus point of selection techniques. We also
want to differentiate between the terms visualization and feedback, as in the literature, the term
visual feedback often got used to describe a cursor visualization method.
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Due to the wide array of different possibilities to interact with 3D environments, we propose a
design space for distant selection methods. We understand that multiple challenges arise when
developing a new distant selection method and aim to guide researchers to solve them all. Future
work on this topic can be brought to the same level with knowledge of the problem space and the
possession of a design space of options. In the following, we present our design space with 10
factors. The design space is categorized into three categories: (D1) Input and Output Devices,
(D2) Selection Process, and (D3) Confirmation. Each category has multiple factors, with different
options, gathered from analyzing the literature in Chapter 4. Figure 5.1 depicts the design space,
where each row describes the levels of one factor. In the following, we explain each factor and its
levels.

(D1) Input Devices
The factor input devices describes which types of devices are used as input. We propose the three
levels: Head, Controller, and Hand, whereby the used input device should be classified into one
of these categories. Suppose head movement controls the selection tool. In that case, we classify
the head as an input device. However, the usage of VR-HMDs does not directly classify the head
as an input device. The level Controller includes all handheld devices used for selection. The
level Hand in contrast contains all selection methods using the hand, finger, or arm as a direct
input modality. The levels Controller and Hand levels are different as controllers can be moved
around freely and even be held at the wrist level, allowing interaction with the whole selection
space. Hand based interaction does not allow this as our physical body constrains movement. This
leads to a different type of interaction, more comparable with the pointing metaphor. The factor
input device can be multimodal; hence multiple levels can be selected. When using Controller or
Hand as input device, it should be specified if the selection technique supports or requires bimanual
input. For each level, we included the mainly used input modalities in the literature we looked at.

(D1) Output Devices
We found three different levels for the factor output device, in which distant selection can be
performed, namely VR, AR, and Displays. Again, each level includes multiple modalities, which
can have different properties regarding selection. In this age, VR is mainly created through HMDs.
However, also CAVE and stereo displays create virtual environments. Additionally, AR is also
widely created with HMDs. Yet, the more accessible form of AR are video-see-through techniques
via a smartphone. VR and AR mostly create 3D environments, whereby Displays visualize the
environment on a 2D screen. Nevertheless, the environment can still be 3D. In the latter, we
understand that distant selection is mainly interesting for large displays, but we also found some
literature testing distant selection techniques for regular-sized displays.

(D2) Positioning
Positioning describes the connection between the input device and the cursor (i.e., control space
and display space). This factor can be categorized into the two levels Absolute and Relative.

47



5 Design Space

Output Device VR
(HMD, Projection Based)

AR
(Video-see-through, Optical-see-through)

2D Display
(Large Display, Display)

Input Device Controller
(6-Dof, Wand, Phone, Screen)

Hand
(Hand, Finger, Arm)

Head
(Head, Eye)

Bimanual× × ×

Absolute
Relative with CD-Ratio

Linear Nonlinear Dynamic
Positioning

Manual Heursitic Behavioral NoneDisambiguation

1 ≥2 (Refinement)Stages

Trigger
Implicit

Dwell Crossing

Explicit

Button Touch Gesture Voice

Pointing Hand NoneOffhand

Absolute None
Depth 

Positioning

Relative with CD-Ratio

Linear Nonlinear Dynamic

Input +
Input Origin

Body Based Input Device

Input Direction

Input Device Forward

Mapping

Direct Indirect

Feedback Visual Audio Haptic None× ×

Ray Cursor NoneConeVisualization Virtual Hand

Figure 5.1: Design Space for distant selection methods. Impact factors are depicted on the left,
the levels of each impact factor are in the accompanying row. Levels connected with
no symbols should be seen as a XOR connection, × indicates an OR connection, and +
denotes an AND connection.

The former describes methods with a 1-to-1 CD-ratio, i.e., the connection between the motor and
visual spaces matches. The latter describes methods where the input device is used to move the
cursor, resulting in the CD-ratio not being 1-to-1. The CD-ratio for Relative methods can usually
be linear, nonlinear, or dynamic. For the large majority of methods, positioning is either Absolute
or Relative. However, with refinement processes, both can coexist for the same selection method.
In the literature, we found that Absolute positioning techniques are used in the large majority of
selection methods due to them being more immersive, being able to cover the whole display space,
and reaching faster performance. In contrast, Relative positioning methods reach lower error rates
as they are more precise than Absolute methods.

(D2) Depth-Positioning
Depth positioning can also be enabled through Absolute or Relative positioning. However,
only 15% of methods in the literature implemented positioning of the cursor in the depth. Depth
positioning is used to select occluded targets, as usually in 3D selection, the target closest to the
user is selected. Absolute depth positioning does not enable distant occluded target selection on
its own as this only covers the space reachable by the user. This can be circumvented by using an
origin offset technique, which places the cursor at a defined offset in the distance, to then control it
with Absolute depth positioning. Relative methods are more useful for depth positioning, as a
much larger space can be covered with nonlinear CD-ratios. If the selection method should be able
to deal with occluded targets, depth positioning is one way to solve this. However, disambiguation
and refinement techniques are also applicable.
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(D2) Input
The factor input describes through which input the selection tool receives the position of the cursor.
For most absolute positioning methods, an Input Origin and Input Direction should be specified.
Most absolute positioning methods enable distant selection through raycasting, which either needs
one origin and a directional vector or two points to calculate a direction. With the sublevels body
based and input device we subdivide the Input Origin even more, as it makes a difference whether
the ray originates from an external handheld device or the body. Together with the sublevels input
device and forward in Input Direction, we propose every form of raycasting should be covered
and differentiable. Relative positioning methods are mostly Mapping based. The sublevels direct
and indirect indicate how the input device controls the cursor. Direct mapping classifies techniques,
where the cursor has a constant connection to the input device and movement is directly mapped
onto the display. In contrast, Indirect mapping describes techniques, where the cursor is controlled
indirectly, e.g., with a joystick or trackpad.

(D2) Visualization
The factor visualization describes the visual representation of the selection tool. We found five
levels for this factor. A Cursor in some shape got used in most techniques, whereby most authors
used a spherical cursor for 3D environments. Ray and Cone visualize the ray from their input
method to help users gauge the direction they are pointing at. Cone visualizations are usually
combined with a disambiguation mechanism. Only a small amount of Virtual Hand techniques is
used for distant selection. However, its visualization can lead to higher levels of embodiment and
can also be combined with other visualizations techniques. Touchscreen-based interaction mostly
did not include visualization, as targets are directly selected over the screen.

(D2) Disambiguation
This factor describes whether and which disambiguation mechanism is used in a selection method.
Disambiguation has the levels: Manual, Heuristic, Behavioral, and None. With these
disambiguation mechanisms, target selection can be further extended to have the selection tool
select specific targets. Manual disambiguation is always combined with a refinement technique,
thus, needing more than one stage. Heuristic disambiguation selects targets in the area of the
cursor, based on a heuristic. The most used heuristic is selecting the closest target to the selection
tool. This improves the usability and performance of selection techniques, as distant selections can
be performed with less accuracy. However, this can lead to confusion in dense environments as
many targets will always be close to the cursor. Behavioral disambiguation mainly uses intent
prediction of users to predict which target they want to select. Additionally, semantic input is also
classified as Behavioral disambiguation. For example, users can state to select the “furthest
target”. Disambiguation is often combined with splitting the selection into two stages.

(D2) Stages
The factor stages is closely connected with the factor disambiguation. Manual disambiguation
mechanisms always need a second stage with a refinement technique. Progressive refinement
can be great to solve challenges from dense environments. The selection technique first selects all
targets in a specific area (or based on a heuristic) to present this subset to the users and gives them
a choice to select one target from this subset. However, this can lead to unnecessary additional
selection time in sparse environments, as targets could also be accurately selected without a second
stage. Thus, some methods propose to automatically detect if refinement is necessary, based on the
density of the environment. As mentioned, we also classify techniques where absolute and relative
positioning are both used sequentially as two-stage refinement techniques.
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(D3) Trigger
The factor trigger has two levels: Explicit and Implicit. The former needs the user to explicitly
select targets through an action, while the latter does not need additional user input to perform a
selection. When choosing a trigger, both the Midas Touch problem and the Heisenberg effect need
to be considered. The type of Explicit trigger is partly dependent on the input device. We found
four sublevels for Explicit triggers: button, touch, gesture, and voice. The first three sublevels can
further be classified if the confirmation is done with the pointing hand or the offhand. Performing
an explicit trigger action with the pointing hand can cause jitter, as the Heisenberg effect states.
Thus, many selections methods circumvented this by having users confirm a selection with their
other hand. We found two sublevels for implicit selection: dwell and crossing. Both of these can
lead to the Midas Touch problem but solve the Heisenberg effect. In the literature, the large majority
of researchers settled for an explicit trigger, giving the users more control over their actions.

(D3) Feedback
The last factor describes the feedback after a performed selection. With the levels Visual, Audio,
and Haptic we cover all types of feedback used in the literature we analyzed. It is also possible to
give no feedback after a performed selection. Visual feedback is used in the majority of selection
techniques and ranges from colored targets, over colored cursors, up to contextual visual events.
Audio feedback is also frequently used to emulate a button click or to give users different sounds
depending on if the selection was correct or erroneous. We found that Haptic feedback was used
only in a very small number of publications. Audio and Haptic feedback can also be used to guide
visually impaired users towards targets.
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6 Discussion

In the previous sections, we laid out our process of analyzing the literature and then created a design
space based on our findings. The goal of this work was to get a deeper understanding of the different
possibilities to create a distant selection technique. We can describe the properties of selection
methods with our proposed design factors and compare them based on these categories. Thus, we
argue that our design space is a step towards finding a unified solution for distant selection.

In total, we extracted 302 distant selection methods from 146 papers using the PRISMA guide-
lines [113]. Using additional coding, we then extracted ten impact factors that make up three
categories (D1-D3). This allows to clearly categorize distant selection methods when excluding
feedback as it is a multimodal impact factor. This is apparent from the 175 different unique methods,
which we could extract from the 302 methods using our design space first level (see Figure 6.1). On
the other hand, this is only a fraction of the total option space of more than 21,000 options. We
acknowledge that researchers have narrowed the option space down to a small subset. Nevertheless,
we argue that this subset is still too plentiful to be managed without guidance. Thus, our investigation
itself showed an inherent need for more structure when designing distant selection methods. With
our design space we aim to give that guidance, as researchers can use the knowledge provided by
this work to pinpoint solutions for emergent challenges.

In literature, we found two main challenges, which are playing against each other: user immersion
and fatigue versus dense and occluded environments. When looking at the implementation of
distant target selection in current consumer VR-HMDs, we see that they exclusively rely on very
basic directional raycasting, usually with a 6-DoF controller. Consumers today primarily use VR
for the purpose of entertainment. For these types of virtual experiences, immersion is one of the
key factors for a satisfactory user experience [117]. Immersion quantifies all factors that play a role
in the technical realization of making a virtual environment match a real environment [154]. This
includes the quality of graphics, self-location through good body tracking, and also interaction, that
is, in our case, selection. Thus, how we select in VR affects the level of perceivable immersion.
The literature suggests that users find selection with a 6-DoF controller often straightforward to
learn, and only little fatigue occurs. A controller, in contrast to head-hand pointing, bypasses the
Gorilla Arm Syndrome [50] as it can be held close to the wrist. This form of distant target pointing
is also intuitive for most users, as it is very similar to pointing with a laser-pointer. However,
forward-raycasting in its basic form is unable to select occluded targets and has difficulties in
dealing with densely populated environments. For these cases, the literature proposed multiple
different solutions. VR, although mainly, is not only used to serve the entertainment industry and
build fully immersive environments. Looking at data in a virtual environment can be profitable,
as viewing graphs in three dimensions can be helpful to deal with visual clutter and the general
trend of data becoming increasingly high dimensional. These environments usually are densely
populated and introduce many occluded targets. Especially refinement strategies are applicable to
dense environments. Furthermore, occluded targets can be selected with different depth selection
strategies. However, these techniques mostly add a substantial amount of complexity and are
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also often designed specifically for more complex environments. To circumvent unnecessary
additional refinement steps in sparse environments, a selection technique can automatically detect if
refinement is needed and automatically switch between an easy and a more sophisticated solution.
Disambiguation factors can also improve basic raycasting in sparse settings and improve the accuracy
of absolute pointing strategies. Currently, heuristic approaches are the most used non-refinement
disambiguation mechanism. However, with the rising research interest in intention prediction,
behavioral disambiguation mechanisms might also be used in the future. Behavioral disambiguation
might also solve the challenge of heuristic disambiguation in dense environments, of switching
between close targets, and make it more user-friendly.

When trying to unify distant selection, developers always have to weigh up performance and usability.
One example is the Heisenberg effect. Although there are clear indications that performing an
explicit selection with the pointing hand leads to hand-jitter, most techniques still use the pointing
hand to confirm the selection, as this is much more usable for users. Additionally, confirming
with the non-pointing hand also restricts the use of bimanual selection. This predicament can be
translated into many other factors of our design space. Relative positioning has often been shown
to be more precise, and absolute positioning leads to more immersion and decreased selection
times. Nevertheless, when evaluating our design space with the literature, we also find gaps
in research in certain areas. In some cases, these gaps might be explainable due the technical
progression of hardware, and some factor-combinations being impossible to implement. However,
we suggest a need for more fine granular studies regarding the effect of different levels in one factor.
Researchers should also follow design guidelines on how to design studies to evaluate 3D interaction
techniques [18]. A unified selection task would allow the comparison of different methods between
studies, and not only within. With a unified selection task and concrete strategies through our
design space, we can determine which selection strategy is best at being immersive, easy to learn
for users, and selecting targets in dense and occluded environments.
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7 Conclusion

In this work, we analyzed existing work on distant selection methods to build a design space. We
collected a corpus of selection techniques by following the PRISMA guidelines [113]. Through a
systematic comparison and clustering of this literature, we were able to propose ten impact factors
grouped into three categories. We found that different combinations of output and input devices are
used more frequently. Furthermore, different input devices lead to diverging selection metaphors,
resulting in varying amounts of immersion and fatigue for the user. Whereas hands-free interaction
might be desirable for AR applications, controllers offer more flexibility due to their additional DoF
and handheld capability and thus might prevail for VR. Moreover, different methods vary in their
resemblance to real-world interaction, therefore achieving varying levels of immersion. However,
independent of the chosen metaphors, we found that many proposed selection techniques often
brought up application-driven solutions. During our analysis, we found that being able to interact
with different kinds of environments while still maintaining usability is currently one of the main
challenges to solve. User fatigue and usability should always be highly prioritized to enable quick
and accurate interaction with immersive environments. However, the same selection technique
should also be able to deal with high object density and occluded objects. With our design space,
the process of comparing methods and creating one single unified method can be streamlined.
However, it is impossible to compare every single factor-combination from our design space due to
the option-space encompassing 21,000 combinations. This suggests an inherent need for a more
structural approach to solving this challenge.

We propose that our design space enables and simplifies future work on the topic of distant selection
methods. In the future, studies comparing selection methods have access to our proposed factors to
assist them in their study design. While we identified already vastly different selections methods, the
design space itself opens up the opportunity for even more exploration. Thus, we enable designers to
explore even more possibilities, eventually helping users to optimally interact with the environment.
We should strive to systematically find the best solution, rather than compromising on a technique
that just works. Due to the size of the design space, it is crucial to understand the influence of the
impact factors in more detail. Thus, it will be important to study impact factors independently
allowing for a better understanding towards a optimal design. Future work should therefore build
their studies around one factor to further reveal the advantages and disadvantages of each factor’s
levels. At the very least, future work profits from this design space by gaining an overview of the
multiple options how distant selection in VR can be constructed. But we argue that in the long run
our design space will bring transparency to the currently scattered landscape of different distant
selection methods. Ultimately, we hope that we can bring clarity to the field and help to converge to
an universal selection concept for distant selection.
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