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Abstract

Future challenges in aviation as well as space travel are closely linked to the
development of propulsion engines. Enhancing the performance and reusability
while reducing emissions constantly increases the demands on the applied
materials and cooling technology. In this context, transpiration cooling is of
great interest, particularly if applied to modern lightweight composite mate-
rials. Several experiments demonstrated the general feasibility of transpiration
cooling for rocket engines, combustor elements in (sc-)ramjets, and thermal
protection of external surfaces in hypersonic flight. However, the physical
processes as well as the modelling of transpiration cooling have still not been
conclusively investigated. Moreover, simulation tools for the design and layout
of transpiration-cooled structures are lacking. Therefore, developing and vali-
dating such a numerical solver has been a primary motivation for the research
work summarised in this thesis. At the same time, the combined experimental
and numerical approach allowed a detailed analysis of results which contributes
to the knowledge of transpiration cooling for CMC materials (ceramic matrix
composites) and more complex conditions.
A numerical CFD solver for modelling of transpiration cooling has been devel-
oped and integrated into the OpenFOAM software package. It allows the
simulation of complex transpiration-cooled structures in non-uniform sub- and
supersonic hot-gas flows. An integral approach with full coupling of both
domains, i.e. hot-gas flow field and porous structure, is followed. For prac-
tical reasons, a volume-averaged method with consideration of local thermal
non-equilibrium effects was selected. A three-dimensional Darcy-Forchheimer
approach is employed to model coolant through flow. Moreover, the solver is
capable of handling the injection of arbitrary coolant gases in a hot main flow of
air. A surface-averaged injection model is combined with a modified turbulent
boundary condition to represent the transpired porous walls. The solver has
been applied to various test cases and validated by means of comparisons to
experimental results.

xxvii



Abstract

First, unidirectional through-flow experiments are presented for Carbon/Carbon
(C/C) structures. The data suggests that the permeability coefficients are
independent of the coolant gas used as well as temperature and pressure levels.
Additionally, a through-flow experiment with partial sealing of the outlet
confirms the proposed superposition principle for multidimensional coolant
flow.
Secondly, numerical simulations of a subsonic turbulent channel flow with
boundary-layer injection have been performed. The comparison of numerical
velocity and temperature profiles to experimental data validates the applied
continuous blowing model for microscopic pore openings as well as the numer-
ical models linked to foreign-gas injection.
The main part of the thesis then investigates transpiration-cooled C/C struc-
tures in supersonic hot-gas flows. For this purpose, experiments in the insti-
tute’s supersonic wind tunnel have been conducted using different porous
sample geometries, a shock generator, and various coolants. Temperatures
were measured on the surfaces as well as within the porous samples by means
of thermocouples and in-situ calibrated infrared thermography. Wall pressure
measurements and schlieren imaging characterised the supersonic flow field.
Transpiration cooling significantly reduces the temperatures on the transpired
surface, within the porous sample, and in the wake region. The effect can be
correlated to the blowing ratio as well as the coolant properties. A scaling
based on the specific heat capacity was found to describe well the cooling
efficiency of the porous wall for different coolants. Variations of the sample
wall thickness yield locally higher coolant mass fluxes and intensified cooling.
A similar effect was found for more complex main-flow conditions exhibiting
shock waves and expansion fans. The non-uniform distributions in wall pres-
sure and heat flux affect the local cooling efficiency substantially. Likewise,
boundary-layer blowing revealed to have an influence on the supersonic main
flow which underlines the importance of coupled simulation approaches.
Concerning the validation of the developed OpenFOAM solver and the applied
numerical setup, the simulation results for the different test cases capture all
relevant effects well. A good agreement between experiment and simulation
was observed for all test cases.
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Kurzfassung

Aktuelle und zukünftige Herausforderungen in der Luft- und Raumfahrt sind
eng mit der Entwicklung von innovativen Antriebssystemen verbunden. Das
Streben nach Leistungssteigerungen und Wiederverwendbarkeit bei gleichzei-
tiger Reduzierung der Emissionen stellt hohe Anforderungen an die eingesetzten
Werkstoffe und Kühltechniken. In diesem Zusammenhang bietet Transpira-
tionskühlung großes Potential, insbesondere in Kombination mit modernen
Leichtbau-Verbundwerkstoffen. Verschiedene Experimente haben die generelle
Machbarkeit der Kühlmethode für Raketentriebwerke, Brennkammer-Elemente
in Staustrahltriebwerken und im Bereich des thermischen Schutzes im Hyper-
schallflug gezeigt. Die physikalischen Prozesse sowie die Modellierung der
Transpirationskühlung bedürfen hingegen weiterer Untersuchungen. Darüber
hinaus fehlen Simulationswerkzeuge für den Entwurf und die Auslegung von
transpirationsgekühlten Strukturen. Aus diesem Grund stellte die Entwicklung
und Validierung eines numerischen Lösers eine primäre Motivation für die
vorliegende Forschungsarbeit dar. Ebenso im Fokus der Zielsetzung stand der
Erkenntnisgewinn hinsichtlich Transpirationskühlung für CMC-Materialien
(ceramic matrix composites) und komplexere Bedingungen.
Ein numerischer CFD-Löser zur Modellierung der Transpirationskühlung wurde
entwickelt und in das Softwarepaket OpenFOAM integriert. Er ermöglicht
die Simulation komplexer transpirationsgekühlter Strukturen in Heißgasströ-
mungen mit Unter- und Überschallgeschwindigkeit. Ein integraler Ansatz mit
vollständiger Kopplung beider Domänen, d.h. Heißgasströmungsfeld und poröser
Struktur, wurde bei der Entwicklung verfolgt. Hierbei wurde eine volumengemit-
telte Methode mit Berücksichtigung lokalem thermischen Nicht-Gleichgewichts
gewählt. Zur Modellierung der Kühlmittelströmung innerhalb der porösen
Struktur wird ein dreidimensionaler Darcy-Forchheimer-Ansatz verwendet.
Weiterhin ist der Solver in der Lage, die Injektion beliebiger Kühlgase in die
heiße Hauptströmung abzubilden. Ein flächengemitteltes Einblasmodell wird
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mit einer modifizierten turbulenten Randbedingung kombiniert, um transpi-
rierte poröse Wände darzustellen. Der Solver wurde auf verschiedene Testfälle
angewandt und durch Vergleiche mit experimentellen Ergebnissen validiert.
Zunächst werden unidirektionale Durchströmungsversuche für Carbon/Carbon
(C/C) Strukturen vorgestellt. Die Ergebnisse deuten darauf hin, dass die Permea-
bilitätskoeffizienten sowohl unabhängig von Kühlgas als auch Temperatur- und
Druckniveau sind. Zusätzlich bestätigt ein Durchströmungsexperiment mit
partieller Abdeckung des Auslasses das vorgeschlagene Überlagerungsprinzip
für mehrdimensionale Kühlmittelströmung. Im zweiten Schritt wurden numeri-
sche Simulationen einer subsonischen turbulenten Kanalströmung mit Grenz-
schichtinjektion durchgeführt. Der Vergleich von numerischen Geschwindigkeits-
und Temperaturprofilen mit experimentellen Daten validiert das angewandte
Einblasmodell für mikroskopische Porenöffnungen sowie die für die Fremdgas-
injektion eingesetzten numerischen Modelle.
Im Hauptteil der Arbeit werden dann transpirationsgekühlte C/C-Strukturen in
Überschall-Heißgasströmungen untersucht. Dazu wurden Experimente im Über-
schallwindkanal des Instituts mit mehreren porösen Probengeometrien, einem
Stoßgenerator und verschiedenen Kühlmitteln durchgeführt. Die Temperaturen
wurden sowohl an den Oberflächen als auch innerhalb der porösen Proben mit
Hilfe von Thermoelementen und in-situ kalibrierter Infrarot-Thermographie
gemessen. Wanddruckmessungen und Schlierenfotografie wurden verwendet
um das Überschallströmungsfeld zu charakterisieren. Der Einsatz von Transpi-
rationskühlung reduziert signifikant die Temperaturen an der transpirierten
Oberfläche, innerhalb der porösen Probe und im Nachlaufbereich. Der Effekt ist
vom Ausblasparameter und den Kühlmitteleigenschaften abhängig. Es wurde
festgestellt, dass eine Skalierung basierend auf der spezifischen Wärmekapazität
die Kühleffizienz der porösen Wand für verschiedene Kühlmittel gut beschreibt.
Variationen der Probenwanddicke führen zu lokal höheren Kühlmittelmassen-
strömen und verstärkter Kühlung. Ein ähnlicher Effekt wurde für komplexere
Hauptströmungsbedingungen mit Stoßwellen und Expansionsfächern gefunden.
Die ungleichmäßige Verteilung von Wanddruck und Wärmestrom beeinflusst
die lokale Kühleffizienz in erheblichem Maße. Ebenso zeigt sich, dass die Grenz-
schichteinblasung einen Einfluss auf die Überschallhauptströmung hat, was die
Bedeutung gekoppelter Simulationsansätze unterstreicht.
Hinsichtlich der Validierung des entwickelten OpenFOAM-Lösers und des
verwendeten numerischen Setups zeigt sich, dass die Simulationen alle rele-
vanten Effekte der verschiedenen Testfälle gut abbilden. Eine gute Übereinstim-
mung zwischen Experiment und Simulation wurde für alle Testfälle beobachtet.
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CHAPTER 1

Introduction

Flying has always been a dream of mankind and so the history of aviation
dates back more than two thousand years. Following early attempts using
gliders and lighter-than-air vehicles such as hot-air balloons or airships, the
first powered flights were carried out at the beginning of the 20th century.
Since then tremendous advances have been made in aviation and today, a
life without air travelling as the fastest form of transportation has become
unimaginable. Airplanes connect people around the world and enabled major
developments such as the globalisation of our economy. In this context, flight
speed has always been an important aspect for passenger travelling as well as
the transport of urgently needed goods. Furthermore, the strong increase in
the total number of flights and the discovery of man-made climate change have
put the reduction of emissions into focus. Both the increase of flight speed and
the reduction of emissions are strongly linked to the development of modern
aircraft engines. As a consequence, a considerate amount of research aims at
increasing the efficiency of gas turbines [124], while several projects investigate
new engine concepts for high-speed planes which could reduce international
flight times significantly [36].
In a similar manner as flying, the advent of the space age with its preliminary
culmination in the lunar landing in 1969 has changed the world profoundly.
Pushing the boundaries of the known world and exploring the universe fascinates
people and, at the same time, could be vital for the future of humanity. Besides
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manned and robotic space exploration, particularly the services of satellites
in the areas of communication and navigation improve everyday life on earth.
Furthermore, satellite-based earth observation supports the understanding
of the planet. Likewise, the monitoring of the climate change from earth
orbit provides the information on which grounds global political decisions for
environmental protection are made. Therefore, space transportation is of vital
importance to society today. Space launches are enabled by rocket technology
which is strongly linked to engine development. Enormous amounts of energy
are converted within minutes from chemical form into thrust, and eventually
kinetic and potential energy. As a consequence of the extreme thermal and
structural loads, the complete flight vehicle is typically disposed after a single
launch. However, fully-reusable systems have the potential to increase the
frequency of launches while simultaneously reduce the associated costs.
The described challenges in aviation as well as space travel are closely connected
to the development of propulsion engines. Here in turn, one of the key aspects
lies in thermal protection and cooling of the components exposed to high
thermal loads. A malfunctioning of the cooling system typically results in
catastrophic failure and therefore a reliable and well-understood system is
of crucial importance. The research summarised in this thesis focuses on a
promising cooling technique applied to modern lightweight composite materials.
The investigated method of transpiration cooling offers significant potential
regarding increases in cooling efficiency as well as overall cooling potential and
is thus of great interest for future aerospace applications.

1.1 Thermal Protection in Aerospace Applications

Thermal protection is an essential aspect in the design and development of
aerospace vehicles and their propulsion engines. To improve the thermal effi-
ciency in aircraft engines, the turbine inlet temperature has been continuously
increased throughout the past decades which led to more severe requirements
on the applied materials and the cooling system [73, 196]. As the hot gas
temperatures rise well above the limits of the applied materials, active cooling
is required to keep the materials at acceptable temperatures. Besides the more
severe temperature levels, also the efficient usage of the coolant fluid is in focus.
Typically, fuel or compressed air are employed for cooling. Thus, a reduction
of the coolant mass flow rate either increases the amount of fuel generating
thrust or reduces the required compression work. Both yield a better engine
performance.

2



1.1 Thermal Protection in Aerospace Applications

In rocket technology, improved cooling and more efficient usage of fuel may
yield increased pay load masses. Moreover, reusability has become an important
aspect as it has the potential for more frequent launches at lower costs [155, 199].
However, the extreme thermal loads in a rocket engine pose significant chal-
lenges to materials as well as state-of-the-art cooling systems. Combustion
temperatures of up to 3700 K in liquid-fuelled rocket engines require effec-
tive cooling techniques to maintain the temperatures below material limits.
Additionally, the very large thermal gradients that occur within structural
components such as the combustor wall are a limiting aspect.
Besides propulsion engines, also the external surfaces of spacecrafts performing
atmospheric reentry are exposed to high thermal loads for the duration of
descent flight. As the vehicle is slowed down by the planet’s atmosphere and
kinetic energy is converted into heat, very high wall temperatures appear on the
exposed surfaces. The heat loads are typically reduced by radiation cooling as
well as ablation of the external surfaces, i.e. melting and evaporation of the wall
substrate. The occurring phase change processes bind large amounts of energy
which keep the temperatures at acceptable limits. A significant drawback
of this method is that the ablation process wears down the wall substrate.
Therefore, parts of the external surfaces have to be renewed if the vehicle is to
be flown again. An example for this is NASA’s Space Shuttle Orbiter, where
a significant number of the ceramic tiles had to be replaced after each flight.
Regarding fully-reusable vehicles such as the envisaged space planes, the costly
inspection and partial replacement of the thermal protection system would not
be practical and increase the turn-around time between flights.
Likewise, future hypersonic aircraft for passenger transport will have to be
operated frequently for economical reasons and therefore need to be based
upon fully-reusable vehicle concepts (e.g references [21, 176, 178, 179, 197]).
This application case is even more challenging as drag is an important aspect.
In contrast to reentry spacecrafts (e.g. Apollo command module, Space Shuttle
Orbiter, Intermediate Experimental Vehicle) where significant drag occurs and
is even desired for aerodynamic breaking, sustained hypersonic flight can only
be feasible if drag is kept to an absolute minimum. As a consequence, slender,
sharp-edged component designs are selected for leading edges of wings and
intakes which yield high heat flux densities and thus complicate the cooling
of these structures. In addition to the external surfaces also the combustor
parts of the applied airbreathing engines are critical in this regard. Most
promising engine concepts for sustained hypersonic flight are ram- or scramjets
[36, 166] which expose the internal combustor structures to extremely high
thermal loads. With respect to this, not only the inlet and combustor walls
but in particular the fuel injection system requires cooling. These devices can
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either be wall-bounded or placed within the flow such as strut injectors. The
latter-mentioned type significantly improves fuel mixing and is thus beneficial
for combustion stability. However, at the same time, the sharp-edged struts
are fully exposed to the high-speed flow and thus subject to severe aerothermal
heating.

Active cooling techniques
Although progress in the field of material sciences keeps pushing the material
limits to higher temperatures, active cooling for all of the mentioned applica-
tions is of crucial importance. Different cooling approaches exist which have
to be carefully selected with respect to the expected level and duration of
thermal loads occurring for the considered application. In the following, three
cooling methods are briefly introduced, i.e. convective cooling, film cooling,
and transpiration cooling. Figure 1.1 schematically illustrates the cooling
techniques.

(a) Convective cooling

coolant fluid

hot gas flow

(b) Film cooling

coolant film

coolant fluid

hot gas flow

(c) Transpiration cooling

coolant film

thickened boundary layer

coolant fluid

hot gas flow

wake region

Figure 1.1: Schematic illustration of active cooling methods
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In convective cooling, a coolant fluid passes the hot structure on its backside.
Heat is first conducted through the wall substrate and then transferred by
convection to the coolant. Turbulators and geometrical alterations such as ribs
can be used to enhance the heat transfer and to increase the heat exchanging
surface [1, 72, 121]. This cooling method is commonly employed in turbojet
and liquid rocket engines, where typically air or fuel are employed as coolants.
In a rocket engine, the coolant fluid is generally driven by a turbopump and
directed through small coolant channels at the backside of the combustion
chamber wall. Subsequently the fuel is fed into the injector head and finally
the combustion chamber. Since the heat absorbed by the fuel is added to the
combustion process again, this type of convective cooling is also referred to
as regenerative cooling. Typically, metals such as copper alloys which feature
large thermal conductivities are selected for the wall liners.
In both gas turbines and rocket engines, convective cooling is commonly
combined with film cooling. This cooling method is based on the injection of
a coolant fluid through holes or slots, thus forming a protective coolant-film
layer between hot-gas environment and wall. Consequently, the heat flux into
the wall is significantly reduced which also decreases the thermal gradients.
Although film cooling is very effective in reducing the wall temperatures down-
stream of the injection location, it requires considerable amounts of coolant
fluid. Therefore, the technique is often only applied for cooling of the most
critical surfaces. In some rocket engines for example, the combustion chamber is
cooled regeneratively while the throat section and the areas close to the injector
face plate are additionally film-cooled. Various injection schemes ranging from
slot openings over single holes to staggered arrays are employed. Additionally,
the shape of film holes, injection angles and velocities are decisive parame-
ters with respect to the resulting cooling efficiency [26, 65, 66]. The cooling
effectiveness decreases rapidly as the coolant film is gradually consumed by
turbulent mixing and heat conduction from the surrounding hot gas. This effect
may even intensify due to secondary flow structures induced by the coolant
injection itself. As a consequence, film cooling through a limited number of
injection openings will always result in a wall temperature distribution which is
non-uniform to some extent [9, 49]. As for regenerative cooling, the transferred
heat is retained within the combustion chamber. However, the fuel injected
for cooling in the near-wall region does not fully participate in the combustion
process, hence resulting in a lower thrust of the engine when compared to a
regeneratively-cooled engine.
Similar to film cooling, transpiration cooling introduces coolant fluid into the
heated near-wall region. The cooling technique relies on a porous material
which provides internal channels that can be used for coolant through flow. It
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is based on two mechanisms acting within the porous structure (’internal’) and
in the main-flow boundary layer (’external’). First, a coolant fluid is provided
to the backside of the heated porous wall at low temperature and elevated
pressure. The pressure difference between distribution channel and hot-gas side
drives a coolant mass flow through the internal porous channels towards the
heated side. An intense heat exchange between fluid and solid occurs within
the porous structure which reduces the porous wall temperature. Secondly, at
the hot-gas side, the exiting coolant is injected into the main-flow boundary
layer. As for film cooling, this decreases the net heat flux on the porous wall.
In addition to the intense cooling of the transpired surface, the coolant film also
protects the downstream region to some extent. In aerospace applications, the
selected porous materials are typically dense and provide numerous microscopic
pore openings and coolant channels. As a consequence, the fuel is distributed
more homogeneously when compared to injection by means of separate film
cooling openings. Moreover, the injection velocities are smaller which reduces
main flow disturbances and associated thrust losses [97]. As transpiration
cooling offers very high cooling potential it becomes particularly interesting if
extreme continuous heat loads appear and regenerative cooling cannot be used
any more [174]. Examples for this are high-speed aerospace applications such
as leading edges of hypersonic vehicles or strut-injectors in scramjet engines.
Furthermore, the combustion chamber throat of a reusable rocket engine repre-
sents an interesting application case. When applying transpiration cooling to
combustion engines, similar as for film cooling, the injection of fuel for cooling
purposes reduces the propulsion efficiency of an engine. As a consequence,
small coolant flow rates are desirable. On the other hand, sufficient cooling is
necessary to ensure structural integrity. Following this, optimising a cooling
system using boundary-layer transpiration is a classical design problem. Conse-
quently, a detailed knowledge of the physical processes as well as accurate
modelling tools are required to trade engine overall efficiency against cooling.
A comparison of convective-, film-, and transpiration-cooling methods has been
performed by Eckert and Livingood [49]. Their analytical study on a flat plate
revealed superior cooling efficiencies for transpiration cooling in both laminar
and turbulent flow regime when compared to the two other methods. Espe-
cially for elevated coolant mass flow rates, i.e. whenever considerable cooling is
required, the advantage of transpiration cooling became apparent. Later, this
was confirmed by Laganelli [108] for high-speed flows and foreign-gas injection.
Additionally, an experimental investigation by Leontiev [119] supports the
conclusions.
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1.2 Transpiration Cooling

Several early analytical and experimental studies explored the influence of
wall transpiration on the main-flow boundary layer for aerospace applications.
Already in 1947, Rannie et al. [154] presented a first analytical model to
determine the temperature of a transpired wall in a fully turbulent pipe flow.
Further fundamental work was carried out in the 1950s using analytical [49, 162]
as well as experimental approaches [137, 138]. In the studies, strong reductions
in skin friction and heat transfer were detected which can be correlated to the
dimensionless blowing parameter (or blowing ratio) defined by

F = ρcuc
ρhguhg

= ṁc/Ac
ṁhg/Ahg

= transpired mass flux
hot gas mass flux , (1.1)

where ρ is density, u is velocity, and ṁ/A denotes the area-specific mass flow
rate. The subscripts ’c’ and ’hg’ represent values for coolant and hot gas flow,
respectively.
Later, in the 1970s, detailed experimental measurements on porous flat plates
in turbulent flow confirmed the earlier found relations [139, 171]. During this
period of time, several experiments also demonstrated the potential of transpi-
ration cooling for high-speed applications. These covered both supersonic condi-
tions (M ≈ 3) [11, 114, 163] as well as hypersonic conditions (M ≈ 8) [207].
Moreover, various coolants were used including light gases (e.g. helium) [114,
145, 207] and heavy coolant gases (e.g. argon, Freon-12) [145, 207]. Numer-
ical calculations extended the list of coolants and additionally investigated
the influence of compressibility on transpiration cooling [108, 110]. More
recently, additional studies on foreign-gas blowing confirmed the earlier results
concerning the substantial effect of the coolant gas properties on transpiration
cooling. Meinert et al. [130] performed detailed boundary-layer profile measure-
ments for turbulent channel flow experiments with boundary-layer injection
of air, argon, and helium into a subsonic heated main flow. The authors
found helium to be most effective in the reduction of skin friction and heat
transfer coefficients at the porous wall. Liu et al. [122] studied transpiration
cooling applied to a porous nose cone both experimentally and numerically.
Again, helium blowing yielded reduced temperatures when compared to heavier
coolants with lower specific heat capacities. Additionally, the employed nose
cone geometry induced a non-uniform coolant mass flow distribution which
significantly affected the local cooling efficiencies. Besides gaseous coolants, also
liquid coolants appear to be promising due to their generally higher specific heat
capacities when compared to gases. Especially if the coolant undergoes a phase
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change, considerable amounts of latent heat are absorbed as demonstrated for
water in references [186] and [170]. However, vapour-blockage may adversely
affect transpiration cooling and result in non-uniform temperature distribu-
tions for certain conditions [84, 194]. Recently, new concepts of self-pumping
transpiration cooling were proposed which rely on capillary forces to deliver
liquid water to the hot porous surface [85, 91].
In spite of the great potential of transpiration cooling and the mentioned
advantages when compared to other cooling methods, a lack of suitable porous
materials has prevented wide-spread application up to now. Few materials can
cope with the structural loads appearing in combustion chambers or during
hypersonic flight and, at the same time, are permeable enough to allow for a
sufficient coolant flow rate [153, 185]. However, triggered by the advances in
the field of material sciences and the availability of modern porous materials,
new interest in transpiration cooling has emerged in the last decades. Besides
sintered metal, porous ceramic matrix composites (CMC) are promising mate-
rials as they are lightweight, feature little thermal expansion, and are insensitive
to thermal shocks. Besides, if protected from oxidation, they withstand high
temperatures up to 1800 K and thus require less cooling compared to most
metallic materials [22, 56, 142]. Based on this, several recent studies that
investigated transpiration cooling for different application cases are briefly
summarised in the following.

Liquid rocket engines
In the field of rocket engine development, transpiration cooling is of particular
interest for reusable launch systems. As mentioned before, frequent cyclic loads
are one of the limiting aspects for the life time of liquid rocket engines. In
this context, transpiration cooling suggests an improved thermo-mechanical
behaviour [77, 153]. Furthermore, system studies indicated that transpira-
tion cooling yields a better overall engine performance if the required cooling
mass ratio is small [67, 77]. The pressure loss in the coolant channels for a
transpiration-cooled engine is significantly reduced when compared to regener-
ative cooling. The lower requirements on the fuel-supply system can either be
transferred to a gain of combustion chamber pressure or a reduction of turbine
work. Both aspects yield an increased performance of the overall engine which
needs to be evaluated against the reductions in combustion efficiency.1

The general feasibility of transpiration-cooled ceramic rocket engines could be
demonstrated by means of several experimental test campaigns. Serbest et

1 The reduction in combustion efficiency is a consequence of the wall injection of small
amounts of fuel which subsequently do not fully partake in the combustion process.
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al. [168] conducted hot-firing tests at chamber pressures up to 9 MPa using
hydrogen/oxygen combustion at DLR’s facilities in Lampoldshausen. In the
experiments, the wall temperatures maintained below critical limits for relatively
large cooling rates of approximately 10% of the main-stream mass flow rate.
However, if transferred from sub-scale test hardware to full-scale application,
this corresponds to cooling rates below 1% for which an overall performance
gain is expected [77]. Additional life cycle experiments demonstrated a gener-
ally good resistance of the tested ceramics to material damage and erosion
[168]. Hald et al. [71] and Ortelt et al. [143] summarise on several additional
hot-gas and through-flow tests for transpiration-cooled rocket engines while
other aspects such as mass, manufacturing costs, reusability, and chemical
stability are discussed by Herbertz and Selzer [77]. Regarding the design of a
transpiration-cooled thrust chamber, a careful layout of the porous wall liners
is required to ensure sufficient cooling of all wall parts while avoiding excessive
coolant mass flow rates. This is complicated by the large changes in heat flux
and wall pressure along the axial length of a thrust chamber. Especially in the
chamber’s throat section as well as the thrust nozzle, non-uniform temperature
distributions may appear as demonstrated numerically by Ghadiani [63]. In the
study, the variation of pressure in combination with a single coolant reservoir
let to a deviation from unidirectional coolant flow. The chamber geometry and
the appearing cross-flow velocities then yielded a non-homogeneous distribution
of coolant flow rate and cooling efficiency.

Reentry flight
With respect to atmospheric entry flights, research work at DLR demonstrated
the general applicability of transpiration cooling for thermal protection of
external surfaces. Significant temperature reductions were found by Kuhn and
Hald [104] for a test series at application-relevant reentry conditions in an
arc-heated wind tunnel. Later, this was confirmed by means of a parabolic flight
experiment performed in the frame of the project SHEFEX II (SHarp Edge
Flight EXperiment II). To evaluate transpiration cooling, one of the external
wall panels of the faceted vehicle was replaced by a flat porous Carbon/Carbon
(C/C) sample. Despite the relatively modest temperature levels of around 450 K
during flight, Böhrk [20] found a significant cooling effect on the transpired
surface which extended to the wake region.

Sustained hypersonic flight
Transpiration cooling is also a promising technique for thermal protection
of hypersonic flight vehicles as well as their propulsion devices. Here, the
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applied materials are exposed to extreme levels of continuous aerothermal
loads (q̇ > 12 MW/m2) while simultaneously enduring considerable structural
loads [174, 177]. Considering this, the high maximum service temperature as
well as the insensitivity to thermal shocks makes porous CMC materials ideal
candidates for application in supersonic hot-gas environments.
Langener et al. [112] experimentally investigated flat plate samples manu-
factured from C/C material for scramjet-combustor relevant test conditions,
i.e. hot gas temperatures of up to 1120 K and a Mach number of 2.1. Based on
wall temperature measurements, the authors determined cooling efficiencies
for different gaseous coolants and blowing ratios. The coolants’ specific heat
capacity and the coolant mass flow rate revealed to be decisive influences on the
cooling efficiency, while the results were found to be fairly independent from
the main-flow total temperature in the tested value range. The measurements
show good agreement to a heat-balance model according to Kays et al. [96] after
correction for lateral heat conduction apparent in the experiment. Moreover,
Langener et al. [112] introduce an analytical relation based on the Darcy-
Forchheimer model which is employed to predict the through-flow pressure loss
in the hot gas tests.
Huang et al. [83] studied a transpiration-cooled strut injector in a supersonic
wind tunnel using methane as coolant. The sintered stainless-steel strut was
exposed for a duration of 60 s to a main flow at M = 2.5, Ttot = 1774 K, and
ptot = 1.46 MPa. Highest temperatures were observed at the leading edge where
also slight ablation occurred. In spite of this, transpiration cooling proved to
be effective as temperatures were significantly reduced when compared to the
uncooled model. For slender geometries such as porous leading edges or strut
injectors, numerical predictions show a reduced cooling effect in the stagnation
point if only a single coolant reservoir is employed [150, 209]. In the considered
test cases, this effect originated from either non-uniform external pressure
distributions, variations of the porous wall thickness, or a combination of both.
Experimentally, Jiang et al. [90] achieved a more uniform cooling efficiency
along the length of the strut injector for increasing the injection pressure in the
front region reservoir while reducing the pressure in the aft region. Therefore,
a strut with two separate coolant reservoirs was manufactured. Reducing
the wall thickness of a second modified strut’s leading edge as well as adding
micro holes at this position to a third strut yielded an even more homogeneous
temperature distribution.
Regarding fibre-reinforced ceramics, the anisotropic material properties have
an additional effect on transpiration cooling of leading edges. The numerical
results by Prokein et al. [150] indicate a significant impact of the inner orien-
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tation of fibre-reinforced materials on the temperature levels of sharp-edged
structures. For non-favourable material configurations, this effect adds to the
previously discussed geometry and pressure influences.
In this context, also the formation of shock waves and expansion fans in
high-speed flows is of major importance as both supersonic flow phenomena
introduce significant pressure variations. Moreover, significantly increased wall
heat fluxes appear due to the complex interaction of shock wave and boundary-
layer. Holden and Sweet [79] investigated the interactions of impinging shock
waves and transpiration cooling. Their experimental studies at Mach numbers
6 and 8 demonstrated that transpiration cooling is also effective for flow situa-
tions exhibiting shock-wave/boundary-layer interaction. The additional thermal
loads downstream of the shock impingement could be compensated by relatively
small increases in coolant flow rate. Moreover, for the tested conditions, the
intensified wall blowing had no significant influence on the size of interaction
and separation regions. Recently, a combined numerical and experimental
study by Jiang et al. [92] confirmed the slight decrease of transpiration cooling
efficiency downstream of the impinging shock wave. Again, applying a higher
blowing ratio to the tested sintered bronze plate could compensate for this.
Similar results are reported by Strauss et al. for injection of gaseous nitrogen
and hydrogen [180, 181]. The observed reduction in the cooling effect is based
on a combination of two effects, i.e. a locally increased heat flux and a local
rise in wall pressure. The latter yields a smaller pressure difference between
transpired surface and coolant reservoir, thus reducing the coolant mass flow
rate locally [92, 151]. As the processes within the porous structure and in the
main flow are interacting, a conjugate problem arises.

Numerical modelling of transpiration cooling
For the efficient design and layout of transpiration cooling systems, the avail-
ability of accurate and reliable numerical tools is of great importance.
Several engineering tools combine analytical or empirical correlations for
external flows with the volume-averaged modelling of internal processes in the
porous structure [19, 64, 86, 96, 103, 112]. Typically, the models consider
the cooling problem as one-dimensional and employ a variant of the Darcy-
Forchheimer model for momentum loss of the coolant fluid during through
flow [141]. Regarding the energy conservation within the porous structure
either a single governing equation or two separate equations are considered for
the porous region. Solving only a single energy equation assumes that coolant
fluid and porous solid are at the same temperature throughout the porous
structure which corresponds to local thermal equilibrium. However, depending
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on the considered transpiration-cooling situation, considerable temperature
differences between coolant and solid can occur [115, 192]. More detailed
approaches thus consider separate energy equations for fluid and solid which
are coupled by a volumetric heat exchange coefficient. However, the modelling
of the latter as well as the selection of appropriate boundary conditions for the
simulation depends on the considered test case and is still uncertain.
Although the engineering methods yield generally good agreement for selected
experiments, they are also restricted to well-known flow situations and simple
geometries. More complex transpiration cooling cases may exhibit variations
in the porous wall thickness or non-uniform hot-gas flow fields. The first-
mentioned effect occurs for application cases involving non-flat geometries such
as nose cones, strut injectors, or thrust chamber throats. With respect to the
main-flow conditions, pressure variations may be introduced for example by
flow acceleration or as a consequence of the formation of shock waves and
expansion fans [63, 79, 90]. As these effects can hardly be captured by the avail-
able correlations, the modelling of transpiration cooling for such applications
demands for superior methods such as computational fluid dynamics (CFD).
Several researchers have investigated transpiration cooling using CFD methods
[13, 83, 92, 122, 123]. However, only few studies discuss the coupling condi-
tions and their numerical implementation at the transpired interface [33, 37].
Dahmen et al. [37] investigated a subsonic turbulent channel flow with a flat
porous C/C wall segment. Their analysis focuses on the external cooling
mechanism and evaluates the boundary-layer profiles of velocity and tempera-
ture with injection. For this, the authors loosely couple separate solvers for
main flow and porous medium by data exchange at the domain boundaries.
Cheuret et al. [33] employed a commercial CFD solver to simulate a supersonic
transpiration-cooling experiment with a flat porous C/C sample. In their
approach, the authors use a single-simulation domain which distinguishes based
on the porosity ε between porous structure (ε < 1) and main flow (ε = 1). At
the virtual porous interface, the approach applies correction terms for viscous,
conductive, and convective terms. As only a single energy equation is solved
for the complete domain, local thermal equilibrium (LTE) between coolant and
solid phase is assumed.
Recently, also Large Eddy Simulation (LES) as well as Direct Numerical Simula-
tion (DNS) have been performed to resolve turbulence effects for wall injection
in more detail [25, 32, 98]. However, these studies focused on the main-flow
region only and did not consider the porous wall.
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1.3 Motivation and Approach

Transpiration cooling offers great potential for the thermal protection of future
combustion engines as well as hypersonic vehicles. As a consequence, a consid-
erate body of research work has focused on different aspects of the cooling
technique. In addition to many experimental studies, recently also numerical
investigations have emerged. However, the detailed modelling of transpiration
cooling as well as the numerical coupling of processes occurring within the
porous structure and in the hot-gas main flow field have still not been conclu-
sively investigated. Moreover, numerical tools for the design and layout of
transpiration-cooled structures are lacking. This is of particular importance,
since the design of aerospace applications increasingly relies on simulation
results.
Therefore, within the given thesis work, a numerical CFD solver has been
developed that allows the simulation of complex transpiration-cooled structures
in non-uniform sub- and supersonic hot-gas flows. The solver is applied to
various test cases and validated by means of comparisons to experimental
data. Besides the validation of the new solver, the combined numerical and
experimental approach aims to enhance the understanding of transpiration
cooling for more complex porous geometries and main-flow situations. The
main part of the thesis work was embedded in the Helmholtz research project
’High Temperature Management in Hypersonic Flight’ which has been conducted
in close collaboration between the German Aerospace Center DLR and Univer-
sity of Stuttgart.
Regarding the numerical solver, an integral approach with full coupling of both
domains, i.e. hot-gas flow field and porous structure, is followed. For prac-
tical reasons, a volume-averaged method with consideration of local thermal
non-equilibrium effects was selected. A three-dimensional Darcy-Forchheimer
approach is employed to model coolant through flow. Moreover, the solver
is capable of modelling the injection of arbitrary coolant gases in a hot main
flow of air. Special attention was put on the consideration of anisotropic mate-
rial parameters which are characteristic for the investigated fibre-reinforced
ceramics, i.e. thermal conductivity and permeability. To allow the implementa-
tion of own models and solver modifications, the OpenFOAM software package
was selected as the framework for the development. Moreover, as OpenFOAM
is free of any licensing costs, the open-source software allows for massive paral-
lelisation of simulations.
The developed solver is validated by means of comparison to several tran-
spiration-cooling experiments. Data from literature is employed to validate
the modelling of boundary-layer injection through porous walls. Regarding
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several other aspects of transpiration cooling, experimental data was found to
be sparse and not suitable for the solver’s validation. For this reason, several
new experiments have been performed in the frame of the given work. The
tests cover isothermal through-flow experiments featuring both unidirectional
and multidimensional coolant flows. The obtained test data is employed to
validate the numerical models regarding the flow behaviour through the pores
of fibre-reinforced ceramics. Furthermore, transpiration-cooling experiments
in a supersonic wind tunnel have been conducted using different samples, a
shock generator, and various coolants. Rather modest temperature levels have
been selected to reduce parasitic influences and thus allow for precise measure-
ments. Although the absolute temperatures (Ttot = 500K) are well below the
conditions of real applications, the tests at the ITLR Hot Gas Facility provide
a sufficient data base for model development and solver validation. To explore
several aspects of transpiration-cooled applications such as mentioned in the
introduction, multiple test cases have been studied. Figure 1.2 illustrates the
sample geometries and their effects on the flow field schematically.
The ’reference sample’ as shown in figure 1.2a on the channel’s top wall
represents the baseline test case for transpiration cooling. The constant wall
thickness in combination with uniform main-flow conditions will result in a
rather uniform coolant blowing over the transpired surface. The ’contoured
sample’ is employed to explore the influence of a variation in the porous wall
thickness. The intensity of boundary-layer blowing is expected to change with
sample thickness thus yielding a non-uniform coolant flow rate distribution,
see figure 1.2b. The effect of pressure variations along the transpired surface
is investigated by means of the test cases using a ’shock generator’ as shown
in figure 1.2c. In the supersonic regime, high-speed flow phenomena such as
shock waves and expansion fans may introduce significant pressure variations.
Both occur for deflections of the supersonic flow and can thus be triggered
by geometrical obstructions. Based on this principle, the shock generator
artificially creates a non-uniform flow field to investigate the effect on transpi-
ration cooling. The device is applied in combination with reference sample and
contoured sample in the experiments. Lastly, the ’double-wedge sample’ given
in figure 1.2d combines the effect of wall-thickness variation with a non-uniform
main flow field. Due to its non-flat geometry that protrudes into the supersonic
flow channel, the porous sample itself creates a system of shock waves and
expansion fans. The superposition of effects represents an ideal validation test
case for the developed OpenFOAM solver.
Throughout the thesis, a combined numerical and experimental approach
is followed to investigate transpiration cooling while validating the new
OpenFOAM solver at the same time.
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(a) Reference sample

boundary layer

coolant film

(b) Contoured sample

boundary layer

coolant film

(c) Shock generator

shock generator shock waves

(d) Double-wedge sample

shock wave

Figure 1.2: Schematic illustration of investigated test cases
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In the following chapters, first, the theoretical background is briefly presented.
This concerns the physical fundamentals of compressible high-speed flows
and heat transfer as well as the theory of porous media. Subsequently, the
experimental setup featuring the supersonic hot-gas channel as well as the
different porous samples and the applied measurement techniques are described.
The numerical setup and the developed OpenFOAM are detailed afterwards.
Besides the numerical methods, an emphasis is placed on the treatment of
porous surfaces in the performed simulations. Results on the physical processes
within the porous structure, boundary-layer injection into a subsonic turbulent
main flow, and transpiration cooling in the supersonic flow regime are presented
in chapters 5 to 7. The following table gives an overview of the discussed
problems and solution approaches followed.

# Issue / problem Approach

5 - 1 Internal heat transfer
assess situation of internal heat
transfer for the here-investigated test
cases

evaluate analytical criterion on the
deviations between LTE and LTNE

validate numerical implementation of
two-equation energy model

comparison of OpenFOAM simulation
to analytical solution

5 - 2 Unidirectional through-flow behaviour
determination of permeability coeffi-
cients for C/C

perform isothermal through-flow tests
to obtain Darcy-Forchheimer model
coefficients

evaluate influence of gas properties on
the permeability coefficients

perform through-flow tests with
different coolant gases

evaluate influence of fluid temperature
and pressure level

analyse hot-gas wind tunnel test data
regarding pressure losses (c.f. ch. 7)

validate OpenFOAM solver with
respect to modelling of through-flow
processes for various gases as well
as different temperature and pressure
levels

perform corresponding numerical simu-
lations and compare results to experi-
mental data

5 - 3 Multidimensional through-flow behaviour
investigate multidimensional through-
flow situations within a porous C/C
structure

perform through-flow experiments and
simulations with partial sealing of
outlet area

validate superposition principle of the
3D-Darcy-Forchheimer approach and
its implementation in OpenFOAM

compare integral pressure losses in
experiment and simulations
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# Issue / problem Approach

6 Boundary-layer injection of various coolants
numerical modelling of boundary-layer
injection for various gases and valida-
tion of applied models

perform simulations with injection
of different gases at isothermal and
heated main-flow conditions and
compare to test data from literaturevalidation of foreign-gas modelling

including gas mixtures and diffusion
processes

7 - 1 Supersonic channel flow without boundary-layer blowing
characterise reference conditions for
supersonic flow test case without
blowing

perform wind-tunnel experiments and
analyse test conditions

determination of correct numerical
setup and validation of OpenFOAM
solver for no-blowing test case

perform sensitivity studies on turbu-
lence parameters and compare simula-
tion results to experimental data

7 - 2 Transpiration cooling in supersonic flow - numerical setup
determination of numerical setup for
transpiration-cooling test cases

evaluate resolution of numerical grid
based on GCI analysis
perform sensitivity studies regarding
unknown parameters, i.e. turbulent
boundary condition at the wall, volu-
metric heat transfer coefficient, and
thermal condition on coolant-reservoir
surface

7 - 3 Reference sample - uniform flow and flat sample
explore transpiration cooling for a flat
porous C/C sample in supersonic flow

perform experiments and simulations
with reference sample at various
blowing rates

evaluate the influence of lateral heat
conduction from the surrounding
channel parts into the porous sample

perform simulations for the reference-
sample test case with enlarged numer-
ical domain including surroundings

investigate transpiration cooling with
gases other than air and evaluate the
influence of coolant gas properties

analyse experimental and numerical
results for reference sample test cases
using various coolant gases

validate OpenFOAM solver and numer-
ical setup for transpiration cooling of
porous C/C in supersonic flow

compare numerical and experimental
results for the reference-sample test
cases

validate OpenFOAM solver w.r.t.
foreign-gas modelling and transpira-
tion cooling

compare numerical simulation cases for
foreign-gas injection to the respective
experimental test data
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# Issue / problem Approach

7 - 4 Contoured sample - variation of wall thickness
investigate influence of a variation of
the porous wall thickness

perform wind-tunnel experiments and
complementary simulations with the
contoured sample

validate OpenFOAM solver and setup
for more complex transpiration-cooled
geometries

compare numerical results for
contoured sample 0° and 180° to
experimental data

7 - 5 Shock generator - transpiration cooling in more complex flow fields
explore the effect of considerable non-
uniformities in the main flow field on
transpiration cooling (i.e. variations of
pressure, temperature, and heat flux)

perform experiments and simulations
for the reference sample combined with
a shock-generator wall insert

validate OpenFOAM solver and setup
for the simulation of more complex
main flow fields without and with tran-
spiration cooling

compare numerical and experimental
results for shock-generator test cases
without and with blowing through the
reference sample

investigate combined effect of non-
uniform main flow fields and sample
wall-thickness variation

perform shock-generator experiments
using the contoured sample and
analyse in combination with simula-
tions

7 - 6 Double-wedge sample - combined effects of geometry and flow field
concluding investigation on test case
with non-flat porous sample that
combines geometry and main-flow
effects

perform transpiration-cooling exper-
iments and simulations for double-
wedge sample at various blowing rates
and with different coolant gases

validate OpenFOAM solver for more
complex geometries and non-uniform
main-flow conditions using different
coolants at various blowing rates

compare numerical results to experi-
mental data for porous double-wedge
test cases

validate proposed modified turbulence
BC for transpired surfaces of non-flat
sample in more complex flow

perform numerical sensitivity study on
the choice of BC for the transpired
surface of the double wedge
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CHAPTER 2

Physical Fundamentals

The following chapter briefly introduces the physical background on which the
presented investigations on transpiration cooling in sub- and supersonic flows
are based. First, the governing equations to describe compressible flows of
multiple species are detailed. Certain characteristics of high-speed flows as well
as viscous effects are discussed afterwards. Moreover, the basics of convective
heat transfer and heat conduction are established with a brief description of
the influence of boundary-layer blowing. The fundamentals conclude with an
introduction on porous media theory including volume-averaged modelling
approaches for through flow and internal heat transfer.

2.1 Governing Equations for Compressible Flow

Fundamental laws of conservation with respect to mass, momentum, and energy
apply to any kind of fluid in motion. The resulting governing equations for
compressible flows are briefly described in the following and supplemented
by the thermal and caloric equations of state. From a mathematical point of
view, the set of coupled differential equations can hardly be solved analytically
unless several assumption are made. However, numerical methods allow the
approximate solution and are thus commonly employed in the simulation of
compressible flows.
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2.1.1 Conservation of Mass

Mass can neither be created nor destroyed in a closed system. Consequently,
the rate of mass change inside a considered control volume equals the net mass
flux over the volume’s surface. Mathematically this can be expressed by the
integral form of the continuity equation (in conservational form):

∂

∂t

�
V

ρdV +
�
S

ρu · dS = 0 , (2.1)

where V is the control volume and S is the surrounding surface vector. Applying
Gauss’ divergence theorem, the differential form for an infinitesimal small
volume element is obtained:

∂ρ

∂t
+∇ · (ρu) = 0 . (2.2)

Equations (2.1) and (2.2) are generally valid and apply to all kind of flows
ranging from compressible, incompressible, viscous, or inviscid. However, the
given formulation is for a single fluid species or a single fluid mixture only.
If multiple species are to be considered, conservation equations for the mass
fraction Yi of each component are required:

∂

∂t
(ρYi) +∇ · (ρuYi) = −∇ · ji . (2.3)

In addition to advection, the random motion of molecules leads to species
diffusion which is accounted for by the diffusion flux j. According to Schlichting
and Gersten [164], the diffusion law for a binary mixture reads

j1 = −ρD12[∇Y1 + ᾱY1(1− Y1)∇(ln(T ))] , (2.4)

where the subscripts ’1’ and ’2’ indicate the two mixture components and
D12 is the diffusion coefficient as given in section 2.1.5. In equation (2.4)
the first term determines diffusion due to concentration gradients and is also
known as Fick’s diffusion law [52]. The second term describes diffusion due to
temperature gradients and is based on the Soret effect [175]. As diffusion in
transpiration-cooling processes is primarly governed by concentration gradients
and convective mixing, thermal (mass) diffusion may be neglected in the frame
of this thesis by assuming ᾱ = 0. Moreover, also diffusion effects due to pressure
gradients and volume forces have been omitted in equation (2.4) as both have
a negligible influence in most practical flow problems [62, 129, 206].
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To satisfy the continuity equation, the sum of all species mass fractions Yi equals
unity. In numerical simulations, this is commonly reached by the following
closure for the last component of the mixture:1

YN = 1−
N−1∑
i=1

Yi . (2.5)

2.1.2 Conservation of Momentum

A fundamental principle of physics states that the sum of external forces
onto an object is equal to the rate of momentum change that the object
experiences. This principle which is also known as Newton’s second law is
commonly formulated for a body of constant mass as

F = ∂(mu)
∂t

= ma . (2.6)

Different forces may be acting on a fluid particle which can be distinguished
into body and surface forces. The first type acts directly on the fluid and
thus inside the considered control volume, e.g. gravitational or electromagnetic
forces. Surface forces, on the other hand, work on the surface of the fluid
volume and comprise a viscous component, i.e. shear and normal stresses,
τij and τii, as well as pressure forces that also apply for inviscid flows. The
mentioned forces are equal to the sum of momentum change per time inside the
considered volume and the convective momentum transport over the control
volume’s surface. This can be expressed by the integral form of the momentum
equation (in conservational form):

�
V

∂(ρu)
∂t

dV +
�
S

(ρu · dS)u =
�

V

ρfdV + Fvisc −
�
S

pdS . (2.7)

Equation (2.7) can be translated into its differential form yielding coupled
equations for the three directional components. In honour of the two researchers
that independently obtained the set of equations in the first half of the nine-
teenth century, they are commonly referred to as the Navier-Stokes equations.

1 Selecting a component with a rather high mass fraction as species ’N ’ keeps the
associated numerical error small.
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2 Physical Fundamentals

Neglecting body forces which do not play a significant role for the present
thesis results in the following form:

∂

∂t
(ρu) +∇ · (ρu⊗ u) = −∇p+∇ · τ . (2.8)

Assuming a Newtonian fluid, i.e. shear stress is proportional to shear velocity,
and employing Stokes’ hypothesis, the viscous stress tensor is given by

τ = µ
[
∇⊗ u+ (∇⊗ u)T

]
− 2

3µ(∇ · u)I . (2.9)

The dynamic viscosity µ is a fluid property which depends on temperature.
Values can either be obtained from fluid property databases or through fitted
functions as detailed in section 2.1.5.

2.1.3 Conservation of Energy

The first law of thermodynamics states that energy can neither be created nor
destroyed and thus the total energy in a closed system is constant. However,
energy can be transformed from one form to another, e.g. from kinetic to
internal energy. With respect to a fluid volume, the rate of energy change
equals the sum of work due to body and surface forces, and the net heat flux
into the fluid volume. The latter includes convective energy transport, heat
conduction, diffusion, and possibly also volumetric heating of the considered
volume. Following this, the integral form of the energy equation is given by

�
V

∂(ρetot)
∂t

dV+
�
S

ρetotu · dS =

Ẇvisc −
�
S

pu · dS +
�

V

ρ(f · u)dV + Q̇ .
(2.10)

For high-speed flows such as investigated in the frame of this thesis, the internal
energy stored in the kinetic movement of molecules is significant. Consequently,
the total internal energy etot is used in equation (2.10) instead of the static
internal energy est. The two specific energies are connected by the following
relation:

etot = est + |u|
2

2 . (2.11)
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2.1 Governing Equations for Compressible Flow

For the sake of convenience, the static enthalpy may be introduced as
hst = est + p/ρ. The total enthalpy is then obtained from htot = hst + |u|2/2.
For an ideal gas mixture consisting of N different species, the static enthalpy
per unit mass is defined by

hst =
N∑
i=1

Yihst,i . (2.12)

Combining these definitions with equation (2.10), the differential form of the
total energy equation is obtained:

∂

∂t
(ρhtot) +∇ · (ρuhtot)−

∂p

∂t
= −∇ · q̇ +∇ · (τ · u) . (2.13)

The heat flux q̇ accounts for heat conduction as well as energy transport due
to mass diffusion and is given for a binary mixture by

q̇ = −k∇T + (hst,1 − hst,2)j1 . (2.14)

Radiation effects are assumed to play a minor role in the frame of the present
thesis and are thus not considered.

2.1.4 Equations of State

Two additional relations close the system of equations (2.2), (2.8), and (2.13).
The thermal state equation connects pressure, temperature, and density. For a
pure gas it is given by

p = ρRT , (2.15)

with the specific gas constant R. The so-called ideal gas law neglects inter-
molecular forces which is strictly speaking only valid for gases at comparably
low pressure or high temperature. For gas mixtures consisting of multiple
species, equation (2.15) can be expressed by

p = ρRmT

N∑
i=1

Yi
Wi

, (2.16)

where Rm is the universal gas constant, ρ is the mixture density, and Wi are
the molecular weights of the individual species.
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Furthermore, gases are assumed to be thermally perfect in the given thesis and
thus the specific heat capacities cp and cv are functions of temperature only.
This expresses in the caloric equation of state for a pure gas

hst = hst,ref +
� T

Tref

cp(T ′) dT ′ , (2.17)

where hst,ref is the specific enthalpy of formation at a reference tempera-
ture Tref .

2.1.5 Physical Properties

In the following section, the applied relations and laws used to determine neces-
sary physical properties and proportionality constants are described. A first
overview of selected fluid properties of the employed coolant gases at standard
reference conditions is given in table 2.1.

Table 2.1: Selected fluid properties of air, helium, argon, carbon dioxide (CO2),
and nitrogen (N2) at T = 293.15 K, p = 101.325 kPa [60, 201]

W ρ cp µ k Pr[ kg
kmol

] [ kg
m3

] [
J

kgK

] [ kg
ms

] [
W

mK

]
[−]

Air 28.959 1.204 1006.4 1.821 · 10−5 0.0259 0.708
Helium 4.003 0.166 5193.0 1.962 · 10−5 0.1535 0.664
Argon 39.948 1.662 521.6 2.231 · 10−5 0.0175 0.665
CO2 44.010 1.839 846.1 1.469 · 10−5 0.0162 0.765
N2 28.013 1.165 1041.3 1.757 · 10−5 0.0255 0.718

Physical properties of pure gases and gas mixtures

The specific heat capacity of pure gases at a wide temperature range can be
calculated from the JANAF/NASA polynomials as provided by Burcat and
Ruscic [27]:

cp
R

= a1 + a2T + a3T
2 + a4T

3 + a5T
4 , (2.18)
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2.1 Governing Equations for Compressible Flow

where a1 to a5 are fluid-dependent coefficients obtained through fitting of
experimental data.2 For a mixture of gases, cp can be determined from the
components’ mass fractions Yi:

cp =
N∑
i=1

Yicp,i . (2.19)

Sutherland’s law [182] is used to determine the viscosities of pure gases at a
specified temperature:

µ = AS
√
T

1 + TS
T

, (2.20)

where AS and TS are the Sutherland constants as given in table 2.2.

To obtain properties for a mixture of several gaseous components, various mixing
laws based on kinetic gas theory and empirical findings exist, see for example
Poling et al. [149]. With respect to the dynamic viscosity, Sutherland [182]
and Wilke [205] suggested the following equation for mixtures of non-polar
gases at low pressure:

µ =
N∑
i=1

µi

1 + 1
ψi

∑N

j=1,j 6=i ψjΦij

with Φij =

[
1 +

(
µi
µj

)1/2 (
Wj

Wi

)1/4
]2 [

8
(

1 + Wi

Wj

)]−1/2

.

(2.21)

In equation (2.21), ψi denotes the molar fraction of species ’i’ and Φij is
an interaction parameter calculated from the molecular weights Wi and the
dynamic viscosities µi of the species. Wilke’s law has been extensively tested
by many authors who found an accuracy of better than 2% when compared to
experimental values, see for example Wilke [205] or Dean and Stiel [39].

2 Two sets of coefficients for low and high temperatures are provided to cover the temper-
ature range from 200K to 6000K with a switch between both branches at 1000K.
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The thermal conductivity for a pure gas is calculated according to kinetic gas
theory by means of the modified Eucken correlation for polyatomic gases [149]:

k

µcv
= 1.32 + 1.77

cv/R
, (2.22)

where cv = (cp −R) is the specific heat capacity at constant volume.

Similar to the way of calculating the dynamic viscosity of mixtures, Wassiljewa
[195] introduced a mixing rule for thermal conductivities. Her findings were
later examined by Mason and Saxena [127] who proposed the corresponding
interaction parameter Aij . The combination yields

k =
N∑
i=1

ki

1 + 1
ψi

∑N

j=1,j 6=i ψjAij

with Aij = εk ·

[
1 +

(
ktr,i
ktr,j

)1/2(
Wi

Wj

)1/4
]2 [

8
(

1 + Wi

Wj

)]−1/2

.

(2.23)

The interaction parameter Aij is determined from the molecular weights Wi,
the monoatomic values of the thermal conductivities ktr,i, and the factor εk.
For the latter different values near unity were found, Poling et al. [149] suggest
εk = 1.0. Using two relations based on kinetic gas theory for monoatomic
gases, i.e. k/(µcv) = 5/2 and cv = 3/2R, yields ktr,i/ktr,j = (µi/µj)(Wj/Wi).
Following this leads to Aij = Φij , so that the interaction parameter Φij can be
applied for both viscosity and thermal conductivity calculation. The general
error for non-polar gas mixtures is reported to be less than 3 – 4% [149].

Table 2.2: Model parameters for Sutherland and Fuller-Schettler-Giddings
relations [60, 201]

AS TS
(∑

vi
)[

kg
ms
√

K

]
[K]

[
cm3]

Air 1.461 · 10−6 111.00 19.70
Helium 1.461 · 10−6 79.44 2.67
Argon 1.964 · 10−6 144.00 16.20
CO2 1.503 · 10−6 222.00 26.70
N2 1.401 · 10−6 107.00 18.50
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2.2 High-Speed Flows

Diffusion coefficients for binary mixtures

The binary diffusion coefficientD12 relates diffusion flux to species concentration
gradient as described by equation (2.4). The proportionality constant depends
on the mixture composition as well as local pressure and temperature. Various
equations exist to determine the coefficient for binary gas systems at low
pressure, see for example Poling et al. [149]. Due to its accuracy and simplicity,
the Fuller-Schettler-Giddings relation [59] was employed for the present thesis
work:

D12 = DAB =
A∗D T

7/4
(

1
WA

+ 1
WB

)1/2

p
{(∑

vi
)
A

1/3 +
(∑

vi
)
B

1/3
}2 , (2.24)

with the constant A∗D = 3.204 · 10−8 (s3K1.75mol0.5)/(m3kg1.5) and the diffu-
sion volumes

(∑
vi
)
of the binary mixture’s components.3 Relation (2.24)

as well as the diffusion volumes for several atoms and simple molecules were
obtained through a least-square fitting of experimental data on various binary
diffusion systems. The average deviation between calculated diffusion coeffi-
cients and experimental data is stated to be 4.2% [58]. Fuller et al. [60] later
updated the diffusion volumes and obtained slightly optimised values which
are given for air, helium, argon, carbon dioxide (CO2), and nitrogen (N2) in
table 2.2.

2.2 High-Speed Flows

Several flow features are characteristic for high-speed flows and have a significant
influence on compressible flow fields. Opposed to subsonic flows, the propaga-
tion of information in supersonic flows is limited to the downstream direction.
This is due to the confined speed at which information is transported within a
gas, i.e. the speed of sound cs. The information propagation is based on the
interaction of molecules (e.g. collisions) and is thus governed by the average
molecular velocity due to random thermal motion. Consequently, if the bulk
velocity of a flow is higher than the speed of sound (within the moving bulk),
disturbances cannot travel upstream.

3 To obtain the diffusion coefficient D12 in m2/s, values of T , p, W , and
(∑

vi
)
have

to be inserted in SI units into equation (2.24).
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The speed of sound for gases in general and more specifically ideal gases
(right-hand side) is defined by

cs =

√(
∂p

∂ρ

)
∆s=0

IG=
√
γRT , (2.25)

where the partial derivative is taken at constant entropy s and γ = cp/cv
represents the ratio of specific heats [8].
The Mach number gives the ratio of directed flow velocity u∞ to the speed of
sound. It is calculated from

M = u∞
cs

. (2.26)

Based on this definition, compressible flows can be divided into different flow
regimes, i.e. subsonic (M < 1), transonic (M ≈ 1), supersonic (M > 1), and
hypersonic (M & 5).
Within an isentropic flow of an ideal gas, the following equations relate static
and total values of the state variables for density, pressure, and temperature:

ρtot
ρ

=
(

1 + γ − 1
2 M2

) 1
γ−1

(2.27)

ptot
p

=
(

1 + γ − 1
2 M2

) γ
γ−1

(2.28)

Ttot
T

=
(

1 + γ − 1
2 M2

)
. (2.29)

In the following, the supersonic flow phenomena which are most relevant for
this thesis are briefly discussed.

2.2.1 Shock Waves and Expansion Fans

Since information can only propagate in downstream direction, a supersonic
flow has to adapt suddenly to disturbances such as geometrical obstacles. This
is in contrast to subsonic flows, where a flow adapts gradually and well upstream
to a geometrical change. Consequently, the appearance of shock waves and
expansion fans are common phenomena in the supersonic flow regime.
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Figure 2.1: Supersonic flow over a corner

An oblique shock forms if a supersonic flow is diverted inwards (e.g. for a
narrowing of the flow cross section) such as illustrated in figure 2.1a. The
oblique shock wave causes a redirection of the supersonic flow parallel to the wall.
Moreover, this is accompanied by an increase of the static values of pressure,
temperature, and density. Opposed to this, the Mach number decreases and a
loss in total pressure occurs across a shock wave. As the sudden flow adaptation
is considered to be adiabatic, the total enthalpy remains constant. The intensity
of changes in state variables depends on the strength of the shock, which in
turn is dependent on the magnitude of the geometrical change. For an attached
oblique shock wave, the wave angle β is a function of the deflection angle θ
and the upstream Mach number M1:

tan θ = 2
tan β

[
M2

1 sin2 β − 1
M2

1 (γ + cos 2β) + 2

]
. (2.30)

Equation (2.30) provides two solutions for a given combination of deflection
angle θ and upstream Mach number M1, which are denoted as weak shock
solution (M2 > 1) and strong shock solution (M2 < 1), respectively. Which
one of the two solutions occurs is determined by the prevailing back pressure.
However, the weak solution is preferred by nature and usually obtained if the
downstream pressure is not artificially increased.

If the deflection angle exceeds a certain maximum value which depends on the
Mach number, i.e. θ > θmax, no solution exists for equation (2.30). In this case,
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the shock detaches from the geometrical obstacle to form a detached, curved
shock wave.4

To determine the change of state properties across an oblique shock with a
wave angle β, the following relations for an ideal gas [8] may be used:

ρ2

ρ1
=

(γ + 1) M2
n,1

(γ − 1) M2
n,1 + 2 (2.31)

p2

p1
= 1 + 2γ

(γ + 1)
(
M2
n,1 − 1

)
(2.32)

M2
n,2 =

M2
n,1 + [2/ (γ − 1)]

[2γ/ (γ − 1)] M2
n,1 − 1 (2.33)

T2

T1
= p2

p1

ρ1

ρ2
. (2.34)

The downstream values (subscript ’2’) only depend on the upstream properties
(subscript ’1’) and the normal component of the upstream Mach number

Mn,1 = M1 sin β . (2.35)

In contrast to the normal direction, the velocity component tangential to the
shock wave is preserved across a shock, i.e. Mtan,1 = Mtan,2.
Using equation (2.33), the downstream Mach number is then calculated from

M2 = Mn,2

sin (β − θ) . (2.36)

A normal shock wave represents a special case of an oblique shock (with
β = 90°). Applying the given relations, it is found that M2 < 1 for a normal
shock wave, while M2 > 1 for an oblique shock.

4 This effect reduces the heat flux on blunt leading edge vehicles during reentry flight
on the cost of aerodynamic drag (e.g. Apollo command module, Space Shuttle Orbiter,
Intermediate Experimental Vehicle). Viscous dissipation downstream of the normal
part of the detached shock heats up the layer of air surrounding the vehicles to extreme
temperatures, thus triggering endothermic reactions such as dissociation which reduce
the heat flux on the surface.
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2.2 High-Speed Flows

The limiting case on the other end is a Mach wave which is an infinitely weak
oblique shock. The corresponding wave angle is termed Mach angle and can
be calculated from

β = arcsin
( 1

M

)
. (2.37)

In the case that an oblique shock wave hits a wall, it is reflected downstream
as shown in figure 2.2. Again, the flow is turned inwards across the shock to
be parallel to the wall. As M2 < M1, the reflected shock wave is weaker when
compared to the incident shock. Also, the wave angle β2 is not equal to β1 but
usually smaller, i.e. β2 < β1. Consequently, after an initial shock generation,
the reflected shock waves become weaker in strength and show decreasing wave
angles in a supersonic channel flow with constant cross section.
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θ

β1
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Figure 2.2: Regular reflection of a shock wave from a solid boundary

The counterpart of oblique shock waves are Prandtl-Meyer expansion waves as
illustrated exemplarily in figure 2.1b. An expansion fan emerges whenever a
supersonic flow is turned outward due to a geometrical expansion. Compared
to an oblique shock wave, the effect on the state variables and the Mach number
is reversed, i.e. M2 increases, while ρ2, p2, and T2 decrease with respect to
the upstream values. The expansion wave consists of an infinite number of
Mach waves resulting in a continuous expansion region which is bounded by
the Mach angles β1 and β2. Due to the infinitesimal flow deflection at each
Mach wave, the changes are smooth and continuously which is opposed to the
sudden change across a shock wave. Moreover, the expansion is isentropic and
thus total pressure and total enthalpy are conserved.
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The Prandtl-Meyer function ν(M) may be employed to determine the properties
downstream of an expansion fan

θ = ν(M2)− ν(M1) , (2.38)

with

ν(M) =
√
γ + 1
γ − 1 arctan

√
γ − 1
γ + 1 (M2 − 1)− arctan

√
M2 − 1 . (2.39)

Typically, tabulated values of ν(M) are used to determine M2 in dependence
of the deflection angle θ. In a second step, the state variables ρ2, p2, and T2
are calculated. As the expansion is isentropic, equations (2.27) to (2.29) may
be used for this. When evaluating equation (2.39) for rising Mach numbers,
values range from ν(M = 1) ≡ 0 (per definition) to the finite value νmax for
M→∞. Thus, a maximum deflection angle θmax exists for a given upstream
Mach number M1. If exceeded, i.e. θ > θmax, a shear layer forms between
downstream wall and trailing edge of the expansion fan. A further increase of
θ then has no influence on the downstream flow.

2.2.2 Viscous Effects

Boundary Layers

Any viscous flow develops a boundary layer when in vicinity of a solid surface.
The boundary layer describes the region or layer which relates the undisturbed
core flow from free-stream velocity u∞ to the no-slip condition at the wall,
i.e. uw = 0. Generally, it can be distinguished between laminar and turbulent
boundary layers. While a developing boundary layer starts as laminar close to
the leading edge of a plate, disturbances and instabilities result in a growth of
turbulent fluctuations which eventually leads to the transition from laminar
to turbulent flow. In this regard, the dimensionless Reynolds number is the
characterising parameter as it gives the ratio of inertial forces to viscous forces:

Rex = ρux

µ
. (2.40)

The characteristic length x is typically chosen to be the run length on a flat plate
or the hydraulic diameter of a channel. The point at which the laminar-turbulent
transition occurs for a flat plate is estimated from the critical Reynolds number
Rex,crit ≈ 5 · 105. For a channel flow, the critical Reynolds number based on
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2.2 High-Speed Flows

the hydraulic diameter is around 2300 [164]. With respect to the application
cases mentioned in the introduction, laminar boundary layers can only be
expected at the leading edges of hypersonic flight or reentry vehicles, whereas
in combustion engines (e.g. rocket engines, Ram-, or SCRamjets) the flow can
be assumed to be fully turbulent in most cases. In accordance with this, only
turbulent boundary layers are considered in the given thesis which reduces the
complexity of numerical simulations as transition modelling can be omitted.
Within a turbulent boundary layer, random fluctuating motions due to turbu-
lence give rise to an apparent viscosity which is dominating the greater part
of the boundary layer (see also section 4.2). The influence of viscous forces
is then limited to a thin viscous sublayer directly at the wall. Moreover, irre-
spective of the main-flow velocity and Mach number, a subsonic part exists
within the boundary layer. This gives rise to the phenomenon that even in a
purely supersonic core flow, information may travel upstream and alter the
flow field such as in boundary-layer separation or shock-wave/boundary-layer
interaction. With increasing run length the boundary-layer thickness δ grows.
It is commonly specified by means of the wall-normal distance δ99 at which the
flow velocity reaches 0.99u∞. In addition to the run length, also wall tempera-
ture and compressibility effects (i.e. the Mach number M) have a significant
influence on boundary-layer growth [7]. The major displacement effect that
a thick boundary layers can exert on the inviscid outer flow is called viscous
interaction.
To estimate the skin friction and drag due to the viscous boundary layer, the
wall shear stress

τw = µw
∂u

∂n

∣∣∣
w

, (2.41)

or in dimensionless form, the skin-friction coefficient

Cf = τw
1
2ρu

2
∞

(2.42)

may be employed. Wall shear stress is typically inversely proportional to the
boundary-layer thickness and thus decreases with run length.
Separation of a boundary layer generally results from an adverse pressure
gradient which may be present for an incident shock wave or a geometrical
obstacle. The point of separation is defined by a vanishing velocity gradient
at the wall, i.e. τw ≈ 0. Due to the strong thickening of the boundary layer
occurring in this situation, streamlines leave the wall at a certain angle and
thus boundary-layer mass is transported into the outer flow [164].
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Shock-Wave/Boundary-Layer Interaction

Shock-wave/boundary-layer interaction is observed when a shock wave hits on
a surface and penetrates the boundary layer as illustrated in figure 2.3. The
associated pressure rise is transmitted upstream through the subsonic part
of the boundary layer and leads to a local thickening of the boundary layer.
When sufficiently strong, the adverse pressure gradient triggers a region of
separation which exhibits local flow velocities in reverse direction. Upstream
of the incident shock, the streamlines are bended away from the thickened
boundary layer resulting in several oblique shocks that eventually merge into
the stronger separation shock. Additionally, the incident shock is reflected
forming a second oblique shock wave. Downstream of this shock the elevated
local pressure leads to a bending of the flow towards the wall until it reattaches.
The local decrease of δ and the enlargement of the flow passage give rise to
a series of expansion waves which are eventually concluded by a compression
shock associated with the wall reattachment [7, 166].

If boundary-layer separation appears or not depends on the strength of the
incident shock wave and the associated pressure rise. Korkegi [100] proposed
an empirical criterion for the critical pressure ratio which, if exceeded, trig-
gers turbulent boundary-layer separation. The model was obtained through
summarising experimental data and serves as a first-order estimate:(

p2

p1

)
crit

= 1 + 0.3M2
1 for M1 ≤ 4.5 . (2.43)
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Figure 2.3: Shock-wave/boundary-layer interaction, adapted from reference [166]
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2.3 Heat Transfer

With respect to application cases, shock-wave/boundary-layer interactions may
lead to extremely severe local heat peaks in the interaction region and are
thus particularly important when aerodynamic heating is critical. However,
the numerical modelling as well as the complex fluid-dynamic details are still
challenging and active topics of research [40, 44, 61, 161, 203].
Similar to the situation illustrated in figure 2.3, also a normal shock interacts
with the boundary layer. As an example, this is typically observed in supersonic
wind-tunnel testing for the adaptation to ambient pressure at the end of the
channel. Matsuo et al. [128] describe this interaction as well as the emerging
shock train in detail.

2.3 Heat Transfer

Energy transport in the form of heat occurs whenever a temperature difference
between two objects exist. For the case of a fluid overflowing an arbitrary-
shaped wall which is at a different temperature, convective heat transfer takes
place. The transferred heat is then transported from the surface into the wall
by heat conduction. Since both processes are interdependent, a conjugate heat
transfer problem arises.

2.3.1 Heat Transfer by Convection

Hot gas heat transfer without blowing

Convective heat transfer depends on several factors such as the driving temper-
ature difference between fluid and wall, the state of the thermal boundary
layer, and the fluid properties. Since all these parameters may change with
location, also the heat transfer to a certain body usually exhibits local vari-
ations. A typical thermal boundary layer for a compressible flow over a flat
plate is illustrated in figure 2.4.
In the figure, the cases of an adiabatic and a cooled wall are shown. Far away
from the wall, the flow velocity is at its maximum (i.e. u∞) while the static
temperature T = T∞ is lowest. Viscous forces decrease the velocity towards
the wall, where the no-slip condition applies, i.e. |u| = 0. The deceleration
leads to the conversion of kinetic energy into internal energy of the fluid, which
is also referred to as viscous dissipation. For the case of an adiabatic wall, the
temperature rises up to a maximum value which is referred to as recovery or
adiabatic wall temperature Tr. Due to heat conduction within the boundary
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Figure 2.4: Temperature boundary layer in a compressible flow

layer, the total temperature cannot be fully recovered at the wall, and thus
Tr < Ttot. The recovery temperature can be calculated from

Tr = T
(

1 + r
γ − 1

2 M2
∞

)
, (2.44)

with the recovery factory r which can be approximated by r ≈
√

Pr and
r ≈ Pr1/3 for laminar and turbulent flows, respectively [96]. Since no heat is
transferred at an adiabatic plate, the temperature gradient vanishes at the wall.
For the cooled-wall case, the fluid temperature reaches a maximum within the
boundary layer before decreasing to the wall temperature Tw. The temperature
gradient at the wall and the thermal conductivity of the fluid determine the
transferred wall heat flux:

q̇w = −k ∂T
∂n

∣∣∣
w

= h (Tf,ref − Tw) . (2.45)

The form given on the right-hand side introduces the heat transfer coefficient
h which relates the heat flux to the temperature difference between wall and
fluid, i.e. ∆T = Tf,ref − Tw. In this regard, the choice of the reference fluid
temperature Tf,ref is not trivial. In the case of supersonic flows, the recovery
temperature Tr is commonly used.
Moreover, the dimensionless Stanton number can be employed to evaluate
convective heat fluxes:

St = h

ρcpu
= q̇w
ρcpu∆T , (2.46)

where the free-stream values ρ∞, cp,∞, and u∞ are typically used.
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Various correlations for the Stanton number and thus the heat transfer coef-
ficient for different flow situations are given in literature, see for example
references [96, 201]. Eckert [48] proposed the following correlation for the local
Stanton number of a turbulent flow over a flat plate:

St = 0.0296 Re−0.2
x Pr−2/3 , (2.47)

where the Reynolds number is computed from the run length x with respect to
the start of the boundary layer, i.e. Rex = (ρ∞u∞x)/µ∞.

Hot gas heat transfer with boundary-layer blowing

Having briefly introduced the characteristics of heat transfer for a non-transpired
wall, now the focus is shifted towards heat transfer with boundary-layer blowing.
Many early experimental studies explored the influence of transpiration cooling
for sub- and supersonic flows, e.g. Leadon and Scott [114], Rubesin [162], and
Moffat and Kays [139]. All studies found a strong reduction of heat transfer
as well as skin friction for boundary-layer blowing which can be correlated to
the blowing ratio F = (ρcuc)/(ρhguhg).5 Experiments using various light and
heavy coolant gases aside from air additionally revealed a pronounced influence
of the coolant’s properties [114, 130, 160].
Kays et al. [96] proposed the following relations for the ratios of skin friction
and heat transfer with and without (subscript ’0’) blowing into a turbulent
boundary layer:

(Cf/2)
(Cf/2)0

= bf

ebf − 1
with bf = F

(Cf/2)0
kW (2.48)

and
St
St0

= bh
ebh − 1 with bh = F

St0
k∗T k

∗
W k
∗
C . (2.49)

In equations (2.48) and (2.49), the modified blowing parameters bf and bh
account for the influence of fluid properties of the transpired gas. Regarding
the correction factors, Kays et al. [96] suggest kW = k∗W = k∗T = 1 and
k∗C = (cp,c/cp,hg)0.6, whereas Meinert et al. [130] obtained different values from
fitting their experimental data, i.e. kW = (Whg/Wc)0.8, k∗W = (Whg/Wc)0.6,
k∗C = 1, and k∗T ≈ (Tr/T )0.2...0.4.

5 The blowing ratio F = (ρcuc)/(ρhguhg) = (ṁc/Ac) / (ṁhg/Ahg) always represents an
integral value for the complete transpired area in the frame of this thesis.
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From a physical point of view, the reduction in both skin friction and heat
transfer can be explained by the injection of coolant gas at low velocity and
temperature into the hot-gas boundary layer. This decreases the momentum
as well as the internal energy close to the wall or in other terms, the velocity
and temperature gradients are reduced when compared to the non-transpired
boundary layer. As discussed in section 2.2.2, a vanishing skin-friction coef-
ficient, i.e. Cf/2 ≈ 0, leads to boundary-layer separation. For large blowing
ratios, a blow-off condition is reported by several authors [96, 107, 129]. In this
situation, the hot gas flow is fully displaced and the wall is covered by coolant
gas (similar to a film-cooling situation). Kays et al. [96] report a blow-off
value of F & 1 % as a rule of thumb for blowing with air into a fully developed
turbulent boundary layer.
Despite the simplicity of relations (2.48) and (2.49), both give generally good
approximations for simple transpiration-cooling situations. This has also been
confirmed in previous studies at ITLR, when Langener [111] and Schweikert
[165] found good agreement to their experiments on flat porous CMC plates.
However, equations (2.48) and (2.49) are generally limited to one-dimensional
coolant flow situations and require the availability of no-blowing values for Cf
and St which are difficult to obtain for more complex main-flow conditions.

2.3.2 Heat Transfer by Conduction

Heat conduction inside a solid body (subscript ’s’) is described by the heat
equation

∂

∂t
(ρcp,sTs) = ∇ · (ks∇Ts) + q̇v , (2.50)

where q̇v denotes internal heat sources and ks is the thermal conductivity tensor
of the solid material. While for isotropic materials the thermal conductivity
reduces to a scalar, the tensor notation is required for anisotropic materials,
i.e. materials for which the thermal conductivity varies with direction.
For an arbitrary rectangular coordinate system (’1,2,3’) the symmetrical tensor
(ks,ij = ks,ji) is given by

k∗s =

(
ks,11 ks,12 ks,13
ks,21 ks,22 ks,23
ks,31 ks,32 ks,33

)
. (2.51)
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The here-considered fibre-reinforced C/C material exhibits orthotropic prop-
erties, i.e. has three mutually orthogonal principal axis. Thus, a system of
rectangular coordinates (ξ1, ξ2, ξ3) exists for which only the main diagonal
tensor entries of ks are different from zero. The conductivities ki along these
axes are then called the principal conductivities [70]. In the frame of this thesis,
the principal coordinate axes (ξ1, ξ2, ξ3) coincide with the Cartesian coordinate
axes (x, y, z) yielding

ks =

(
ks,x 0 0

0 ks,y 0
0 0 ks,z

)
. (2.52)

The heat flux q̇n normal to a solid surface Γ is obtained from the surface normal
vector n and the heat flux vector q̇:

q̇n = n · q̇ = n · (−ks∇Ts) . (2.53)

For an isotropic solid, equation (2.53) reduces to

q̇n = −ks
∂Ts
∂n

∣∣∣
Γ

. (2.54)

2.4 Theory of Porous Media

The class of porous media covers various types of materials such as foams,
powders, or fibre-reinforced composites to name just a few. Common to all
materials is the existence of a void volume which is typically described by the
porosity ε computed from the ratio of void to total volume

ε = Vvoid
Vtotal

. (2.55)

Pore sizes range from very large (e.g. caverns) to the molecular scale, and the
openings may be closed or interconnected. It can be distinguished between
ordered and disordered materials with isotropic or anisotropic properties. With
respect to transpiration cooling, potentially interesting porous materials usually
exhibit microscopic pores that add up to rather small porosities (ε < 0.4).
This also applies to porous CMC materials such as the here-investigated C/C,
i.e. εC/C ≈ 10− 15%.
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2.4.1 Modelling Approaches

Different modelling approaches may be used to describe the internal processes
of coolant gas through flow as well as the heat exchange between coolant and
solid within a porous structure.
Ideally, the fluid pores and the solid skeleton are resolved in a numerical
simulation of a porous structure. However, depending on the pore size, this
may require extremely fine numerical grids which result in high computational
costs. Additionally, the detailed structure of the porous material must be
known which is often not the case. Consequently, this is not viable for the
simulation of most practical transpiration-cooling problems. Instead, typically
a volume-averaging approach is employed as described in detail for example
by Whitaker [200] or Kaviany [94]. According to this, the real porous medium
which consists of two portions (i.e. solid phase and fluid phase) is replaced
by two fictitious overlapping continua that fill the complete volume of the
porous structure. The general assumption underlying this approach is the
existence of a representative elementary volume (REV) that can be used to
determine characteristic properties through volume-averaging. The size of the
REV has to be chosen in a way that the resulting averaged properties are
material characteristics and do not depend on the evaluated location of the
homogeneous porous material, as discussed by Bachmat and Bear [10]. The
volume-averaged approach which has also been employed in the frame of this
thesis introduces several modelling parameters with respect to through flow
and heat exchange which need to be determined beforehand.

2.4.2 Through-Flow Behaviour of Porous Structures

In general, the coolant flow through a transpiration-cooled structure is driven
by a pressure difference between coolant reservoir and hot-gas side. The mate-
rial’s permeability defines the through-flow resistance and thus relates the
pressure drop to fluid velocity or coolant mass flux, respectively. In this regard,
the Darcy-Forchheimer model is widely applied to describe the momentum
loss occurring for porous flow. A first form given by Darcy [38] was later
supplemented by a second term often referred to as the Forchheimer contribu-
tion [47, 55]. The resulting Darcy-Forchheimer equation in one-dimensional
differential form is given by Nield and Bejan [141] as

dp

dx
= −

(
µf
KD

uD︸ ︷︷ ︸
Darcy

+ ρf
KF

u2
D︸ ︷︷ ︸

Forchheimer

)
, (2.56)
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with the fluid’s viscosity µf , density ρf , permeability coefficients KD and
KF , and the Darcy velocity uD. In line with the modelling approach, uD is
obtained from volume-averaging the pore velocity upore over the REV. The
Dupuit-Forchheimer relationship [141] connects both velocities by means of the
open porosity, i.e. uD = ε upore.

Equation (2.56) consists of a linear term which is due to viscous drag and
a quadratic term related to form drag [109]. While for small through-flow
velocities the Darcy term dominates the pressure loss, the Forchheimer contri-
bution is necessary to account for higher flow velocities. The corresponding
permeability coefficients KD and KF are commonly assumed as material
characteristics and may be obtained through experimental determination or
theoretical approaches.6

The pressure drop over a porous structure with thickness L is obtained through
integration of equation (2.56). For a compressible gas and isothermal conditions,
the following forms are obtained(

∆p
L

)∗
= p2

in − p2
ex

2pexL
= µf
KD

uD,ex + ρf,ex
KF

u2
D,ex or (2.57)

p2
in − p2

ex

2LRT = µf
KD

(
ṁc

Ac

)
+ 1
KF

(
ṁc

Ac

)2
, (2.58)

where subscripts ’in’ and ’ex’ denote the inlet/reservoir and outlet/exit condi-
tions, respectively.

To evaluate the prevailing flow regime, Lage [109] suggests to determine the
ratio between form drag and viscous drag which indicates the transition from
linear to quadratic flow regime, i.e.

C∗FD =
(∆p/L)∗Forchheimer
(∆p/L)∗Darcy

= ρfKD

µfKF
uD = KD

µfKF

ṁc

Ac
. (2.59)

The value of C∗FD approaches zero for flows dominated by viscous drag (Darcy),
whereas it tends to infinity for form drag dominated flows (Forchheimer).

6 Existing correlations are typically valid only for highly porous, regular, and isotropic
materials (see for example Ergun [50]), and are thus not applicable to most CMC
materials. For C/C the determination ofKD andKF has to be performed experimentally,
see chapter 5.
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The Darcy-Forchheimer equation (or the simpler form neglecting the Forch-
heimer term) is employed in various fields of research such as geology, petroleum
engineering, or resin transfer molding of polymer composites [117, 146, 156].
As many of the considered porous materials exhibit anisotropic permeabilities,
a three-dimensional form of equation (2.56) becomes necessary [12, 94, 190].
To account for the anisotropy, the permeability coefficients are provided by
symmetrical tensors (i.e. Kij = Kji) of the following form:

K∗D/F =

(
KD/F,11 KD/F,12 KD/F,13
KD/F,21 KD/F,22 KD/F,23
KD/F,31 KD/F,32 KD/F,33

)
. (2.60)

Again, the symmetrical tensors can be translated to diagonal forms for ortho-
tropic materials by transformation into the coordinate system of principal axes.
For the investigated material C/C, the principal axes coincide with the chosen
coordinate system (x, y, z) yielding

KD/F =

(
KD/F,x 0 0

0 KD/F,y 0
0 0 KD/F,z

)
. (2.61)

Employing the inverses of the permeability tensors for easier notation, i.e.
D = K−1

D and F = K−1
F , the three-dimensional form of the Darcy-Forchheimer

equation is obtained

∇p = −
(
µfDuD + ρfF uTDIuD

)
, (2.62)

where I is the identity matrix and uTD is the transposed Darcy velocity vector.

2.4.3 Thermal Behaviour of Porous Structures

Considering transpiration cooling on the microscopic scale, the solid parts of the
porous structure are at a certain temperature Ts while the pores are filled by a
coolant at a (typically lower) temperature Tf . Following the volume-averaging
approach, fluid and solid phases are overlapping continua with the porosity ε
specifying the volume ratio between both phases. Consequently, in addition
to heat conduction occurring within the solid, the coolant gases’ contribution
to heat transfer as well as the interaction between solid phase and fluid phase
have to be considered.
The thermal situation of an aerothermally heated porous wall is illustrated in
figure 2.5. At the backside of the porous wall, coolant gas is provided at an
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Figure 2.5: Thermal behaviour of an aerothermally heated porous wall

elevated pressure and a certain temperature Tc in the coolant reservoir (also
called plenum). Convective heat transfer between the porous backside and
the coolant leads to an increased temperature of the entering coolant Tf,in
when compared to the reservoir conditions. In the following, the temperature
distributions of solid and fluid phases are governed by the internal heat exchange
within the porous structure. Generally, solid temperature levels decrease due
to the heat absorption of the coolant mass flow rate. At the hot-gas side, the
coolant exits the porous structure and enters the hot-gas main flow. During
through flow, a heat flux of q̇ = ρfuD,fcp,f (Tf,ex − Tf,in) is transferred by
convection from solid skeleton to coolant fluid. Across the porous structure
as well as at the hot-gas interface, solid and fluid temperatures may differ,
i.e. Tf (y) 6= Ts(y) and Tf,ex 6= Ts,ΓHG , respectively.
Following this, two separate volume-averaged energy equations for fluid and
solid phases have to be considered:

ε
∂

∂t
(ρfcp,fTf ) +∇ · (ρfcp,fuDTf ) = ε∇ · (kf∇Tf ) + hv(Ts − Tf ) (2.63)

and

(1− ε) ∂
∂t

(ρscp,sTs) = (1− ε)∇ · (ks∇Ts) + hv(Tf − Ts) . (2.64)

Equations (2.63) and (2.64) are coupled through a source term representing
the internal heat exchange. The latter depends on the temperature difference
and the volumetric heat transfer coefficient hv which may be split into specific
inner surface of the porous material and the respective heat transfer coefficient,
i.e. hv = asfh. For a rigid porous structure the specific inner surface asf is
constant, whereas the heat transfer coefficient h depends on several factors such
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as the coolant flow field or the properties of the coolant. Various correlations
exist to determine h within porous materials, see for example references [2, 4,
13, 53, 54, 57, 210]. However, the relations differ by orders of magnitudes and
are generally valid for specific porous materials only. Different limiting cases
can be considered with respect to hv. Complete heat exchange, i.e. hv →∞,
yields identical temperatures for fluid and solid. This situation is called local
thermal equilibrium (LTE) throughout literature and would allow to model
fluid and solid phases with a single energy equation. Opposed to this, small
hv-values result in little heat absorption of the coolant and lead to substantial
temperature differences between solid phase and fluid phase which is commonly
called local thermal non-equilibrium (LTNE). In reality, the thermal situation
is between these two limiting cases. In literature, the simplified assumption
of a constant hv-value for the complete porous structure is commonly made
[37, 78, 165, 192, 193]. Based on this and a simplified analytical solution that
neglects heat conduction in the fluid phase, Wang and Wang [192] developed
a criterion to evaluate the influence of LTNE. In addition to the volumetric
heat exchange coefficient hv, also other parameters such as the coolant gases’
specific heat capacity cp,c, the mass flux ṁc/Ac, or the thermal conductivity of
the solid ks,eff = (1− ε)ks play an important role. As a result of their analysis,
the authors describe the following criterion:(

ṁccp,cL

Acks,eff

)
> 0.223

(
hvL

2

ks,eff

)0.507

, (2.65)

where L is the through-flow length. If the condition is satisfied, the assumption
of LTE leads to an error δLTE = (Ts − Tf )/(Ts − Tc) > 5% in the temperature
distributions at the hot-gas side.
Also at the domain boundaries, fluid-phase and solid-phase temperatures
may differ. This is a consequence of the significant difference in thermal
conductivities of coolant gas and porous solid and the fact that hv is finite. The
volume-averaging approach with two energy equations does not resolve these
local effects but yields two (volume-averaged) temperatures at the hot-gas
interface of the porous structure. Regarding the conjugated heat transfer
problem of transpiration cooling, the two temperatures at the hot-gas side have
to be related to a single main-flow temperature at the porous interface [115].
Moreover, also the distribution of the resulting wall heat flux onto the two phases
is not trivial as described by several authors [3, 89, 193]. Likewise, different
approaches exist for the thermal modelling of the coolant-reservoir side, see for
example references [28, 148, 188]. The numerical setup including all selected
boundary conditions used in the frame of this thesis is detailed in chapter 4.
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CHAPTER 3

Experimental Methods

Verification and validation is an essential part of the development of any
new numerical tool. Experiments with well controlled conditions are ideally
suited for this task. However, there is only limited experimental data available
regarding transpiration cooling in supersonic flows, and even more so for
materials such as ceramic matrix composites. Also, transpiration-cooling
experiments using gases other than air are sparse. Thus, besides using available
literature data, extensive experimental tests have been performed in the frame
of this thesis. In addition to the validation of the developed OpenFOAM solver,
the results of the combined numerical/experimental approach also contribute
to the general understanding of transpiration cooling for CMC materials.
The following chapter focuses on the setup of the supersonic wind-tunnel
experiments, the investigated porous samples, and the applied measurement
techniques.

3.1 Experimental Setup

The following section describes the employed experimental setup consisting of
the institute’s supersonic hot gas facility, a modular test channel, and a coolant
plenum with mounted porous samples.
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3.1.1 ITLR Hot Gas Facility

The ITLR Hot Gas Facility which has been employed for the tests is a contin-
uously operating connected tube facility. In the experiments, it provides a
constant hot supersonic air flow and allows for long duration tests and measure-
ments at steady-state conditions. An overview of the facility is shown in
figure 3.1. First, a screw compressor supplies a continuous flow of air of up to
1.4 kg/s at a maximum pressure of around 1 MPa. The air is then fed into an
air dryer which reduces the relative humidity to less than 0.5%. Subsequently,
three consecutive electrical heater stages (maximum total power consumption
400 kW) raise the main flow total temperature to values up to 1350 K. The hot
gas flow is then directed into the test channel where the main experiment takes
place. Depending on the Laval nozzle used, the facility can be operated at
different Mach numbers. The total pressure provided by the screw compressor
and the total temperature of the air after heating then determine the mass flow
rate within the flow channel. For the here-presented steady state experiments
the facility was operated at M = 2.5, ptot = 0.5 MPa, Ttot = 500 K, and
ṁhg = 0.436 kg/s. Lastly, after passing through the test section, the flow is
exhausted by a chimney into ambience. An auxiliary air supply consisting of
four 2 m3 pressure vessels is installed as a standby unit in case of a compressor
failure. For cooling investigations, the auxiliary tanks additionally provide
air for injection into the test section at a maximum pressure of up to 2 MPa.
Further test gases such as helium (He), argon (Ar), and carbon dioxide (CO2)
are supplied by means of gas cylinders. The coolant mass flow parameters
employed in the here-presented tests are summarised in table 3.1.

Screw compressor
Heater I

Heater II
Heater III

Interchangeable
test segment

Coolant supply
(He, Ar, CO2, N2)

Auxiliary air
Air dryer

Chimney

Figure 3.1: ITLR Hot Gas Facility
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3.1.2 Modular Test Channel

A new test channel has been designed to investigate transpiration cooling using
various porous sample geometries, different coolant gases, and for non-uniform
supersonic flow fields exhibiting shock waves and expansion fans. In addition to
the sample surface, also the film-cooled wake region is to be evaluated. Special
care has been spent on the thermal insulation of the porous sample to avoid
parasitic lateral heat conduction as found in previous investigations [111].
As shown in figure 3.1, the test channel is attached downstream of the third
heater stage. It is based on a modular design that allows to combine various
segments. For the here-presented tests, the setup consists of three modules,
see figure 3.2. The heated main flow enters the test channel through the Laval
nozzle, where it is accelerated to M = 2.5. Downstream of the Laval nozzle
segment, the channel features a constant rectangular cross section of 35.4 mm
height and 40 mm width and has an axial length of around 575 mm in total.
The flow is assumed to be fully turbulent for most of the channel as indi-
cated by the unit Reynolds number, i.e. Re1 = (ρ∞ux,∞) /µ∞ ≈ 2.3 · 107 1/m.
After passing through the channel, the flow is exhausted into ambience. The
flow’s recompression to ambient pressure (pex ≈ 96.4 kPa) does not affect the
measurement section as it occurs close to or directly at the end of the extension
module.
The channel is mainly manufactured from stainless steel except for a large
top-wall insert made from the high-temperature plastic Victrex™PEEK. For
optical access, it features two side-wall windows made from fused silica and
a large sapphire window in the bottom plate. Depending on the performed
test case, these can be replaced by stainless-steel wall inserts. As the static
pressure in the channel flow is below ambience, a complex sealing system is
required that consists of a mix of graphite flat gaskets and high-temperature
O-ring seals. Since the channel itself is not cooled, the complete section
heats up to values close to the recovery temperature of the flow. Regarding
this, the PEEK material and the employed O-ring seals limit the permanent
operating temperatures to around 500 K. The porous samples used for tran-
spiration cooling are integrated into a coolant plenum. The assembly is then

Table 3.1: Cooling parameters in supersonic flow tests

Air Helium Argon CO2

ṁc · 103 [ kg
s

]
0.32 − 6.44 0.13 − 0.97 0.64 − 7.73 1.29 − 5.80

F [%] 0.05 − 1.00 0.02 − 0.15 0.10 − 1.20 0.20 − 0.90
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Laval
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Test section + plenum/sample Extension
module
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Figure 3.2: Slice view of modular test channel

attached as a single part to the test section’s top wall. After installation,
the surface of the sample is flush with the top wall (except for the double-
wedge sample). The sample extends over the full channel width of 40mm
and has a length of 60mm in streamwise direction. It is positioned between
0.169 m < x < 0.229 m, while the origin of the axial coordinate coincides with
the Laval-nozzle throat. To avoid a significant influence of parasitic lateral
heat fluxes, the ceramic sample is surrounded by the thermally low-conducting
PEEK material (kPEEK = 0.25 W/(mK)). This reduces the heat flux from
the uncooled channel walls into the porous sample considerably albeit not
completely (see section 7.3.2). In addition to the thermal insulation of the
sample, the top wall made from PEEK allows the measurement of nearly
adiabatic wall temperatures in the film-cooled wake region. As the experiments
are performed in the supersonic flow regime, the manufacturing tolerances of
all components were chosen very small in order to avoid steps at transitions
and junctions which would lead to the formation of shocks and disturb the
measurements. This is evaluated in section 7.1 based on the measured pressure
distribution and schlieren images.
In addition to the tests using the channel configuration as illustrated in figure 3.2,
validation experiments with an artificially-modified, non-uniform flow field have
been performed. For this purpose, a shock-generator insert has been designed
which induces the formation of shock waves. The insert replaces the large
window in the channel’s bottom plate and features a movable flow barricade
which can be continuously elevated into the channel flow. The barricade extends
over a width of 35mm and has been tested up to a maximum elevation position
of ∆y = 9.7 mm. This corresponds to a channel blockage of around 24%.
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Moreover, the insert is equipped with a smaller sapphire window that provides
optical access to the sample surface and its direct wake (up to x ≈ 0.26 m). The
shock generator is depicted for two positions of the flow barricade in figure 3.3.

(a) ∆y = 0 mm (b) ∆y = 9.7 mm

Figure 3.3: Shock generator insert with sapphire window and movable flow
barricade (red part)

3.2 Investigated Porous Samples

The employed test samples consist of the porous ceramic material, a galvanised
copper layer, and a stainless-steel frame. An exemplary image of the reference
sample is given in figure 3.4. The following section briefly describes the porous
material C/C, the sample design including mounting frame, and the sample
geometries tested in the supersonic hot-gas experiments.

Carbon/Carbon
(porous material)

stainless-steel
mounting frame

tip of surface
thermocouple

galvanised
copper layer

Figure 3.4: Porous sample including mounting frame
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C/C material

The investigated material Carbon/Carbon (C/C) is a fibre-reinforced ceramic
which has been developed at the Institute of Structures and Design of the
German Aerospace Center (DLR). The CMC material is an intermediate
product during the Liquid Silicon Infiltration (LSI) process, while the final mate-
rial is C/C-SiC. The production process is described in detail by Heidenreich [76]
whereas only a brief account is given here. First, a green body of carbon fibre-
reinforced plastic (CFRP) is formed via autoclave, resin transfer moulding
(RTM), or hot pressing techniques using commercially available 0°/90° carbon
fabrics impregnated with a phenolic resin. After curing, the green body is
pyrolysed in a second step at temperatures of up to 1650°C, which converts the
phenolic matrix to amorphous carbon. During cooldown, the volume shrinkage
of the matrix and the geometrical stability of the C fibre architecture lead
to internal stresses that cause the creation of microcracks in the resulting
C/C preform. As a consequence, C/C exhibits a porous microstructure and is
suitable for transpiration cooling applications, see figure 3.5.
Due to the fibre component of the material, C/C features anisotropic properties.
The lay-up of the here-investigated C/C material are stacked 0/90° twill plies.
Two main directions can be identified, parallel and perpendicular directions
with respect to the fibre orientation. In the chosen coordinate system, these
correspond to the x- and y-axis directions (parallel), and the direction of the
z-axis (perpendicular), respectively.

parallel

pe
rp
en

di
cu
la
r perpendicular

parallel
parallel

100µm

Figure 3.5: C/C microstructure visualised through scanning electron microscopy
and isometric view of a C/C-SiC cube to illustrate parallel and
perpendicular fibre directions [67]
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Using the Archimedes principle [42], DLR Stuttgart determined the material’s
porosity and density, i.e. ε = 10.2% and ρs,eff = 1380 kg/m3, respectively.
Moreover, the specific heat capacity of C/C is cp,s = 750 J/(kgK), and the effec-
tive anisotropic thermal conductivity is ks,eff,‖ = 13.8 W/(mK) parallel and
ks,eff,⊥ = 1.9 W/(mK) perpendicular to the fibre direction. The corresponding
measurements were carried out at room temperature using the Hot Disk TPS
3500, which bases on a transient response method. Wagner et al. [189] addi-
tionally determined the pore-size distribution of C/C by means of mercury
intrusion porosimetry. The measurements yielded peak and median pore diam-
eters ranging between 28− 30µm and 11− 14µm, respectively.

Sample integration concept

The integration of the porous structure into the coolant plenum is realised by
means of a mounting frame as shown in figure 3.4. Several steps are required
in the manufacturing process. First, the sample is cut from large C/C plates
and subsequently manufactured to geometry. In the frame of this thesis, all
investigated ceramic samples originate from the same C/C preform. This
minimises differences in the material properties between the samples, which
may be introduced by slight parameter variations in the production process. In
the next step, a surrounding copper layer is galvanised onto the C/C material
for the purpose of lateral sealing. The sample is then milled to the defined
cross-section of 60 × 40 mm2, where the galvanised cooper layer reduces the
transpired surface by 1.6 mm from each side. Finally, the porous structure and
the copper layer are laser-welded to the stainless-steel frame and then shaped
to the final geometry.

Sample geometries

Three different sample geometries have been tested to create multiple valida-
tion cases. While the general idea behind the samples has been explained in
the introduction chapter, figure 3.6 specifies the dimensions. The drawings
additionally indicate the positions of internal temperature measurements, see
section 3.3.2 for more details.
The ’reference sample’ represents a flat porous wall segment with a thickness
of 15 mm, see figure 3.6a. It has a length of 60 mm and a width of 40 mm.
However, the galvanised copper layer reduces the transpired surface by 1.6 mm
from each side for all samples. The resulting external dimensions as well as
the thickness of the copper layer are identical for all investigated samples.
Moreover, the component of the transpired surface area that is perpendicular
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(a) Reference sample
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Figure 3.6: Geometry of investigated samples and installation positions of
internal thermocouples (units in mm)

to the principal direction of coolant flow (i.e. normal to y-axis) is identical for
all samples. This area is employed for the calculation of the blowing ratio,
yielding Ac = 56.8× 36.8 mm2 = 0.00209 m2.
The contoured sample depicted in figure 3.6b is flat on the hot-gas side, while
its backside surface (towards the coolant reservoir) is at an angle. Thus,
the sample’s thickness L varies with axial run length of the test channel.
Considering only the porous structure available for coolant through flow, L
reduces from 40.8 mm to 12.4 mm for the 0° configuration.1 This configura-
tion is denoted as ’contoured sample 0°’ in the following. Alternatively, the
sample can be turned by 180° which results in an increasing sample thickness in
main-flow direction. This configuration is referred to as ’contoured sample 180°’.

1 The dimensions given in figure 3.6b include the copper layer and thus differ.
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The third investigated sample is referred to as ’double-wedge sample’
and is given in its 0° configuration by figure 3.6c. It exhibits two inclined
surfaces which meet at one third of the sample length, i.e. 20 mm. The sample’s
minimum and maximum thicknesses are 10 mm and 15.36 mm, respectively.
Further test cases result from combining the different porous samples with the
shock generator depicted in figure 3.3. Such experiments have been performed
with the reference sample and the contoured sample.

3.3 Measurements and Applied Techniques

The following section describes the measurement techniques employed to char-
acterise the transpiration-cooling experiments. Non-intrusive and wall-bounded
methods are preferred in supersonic flows as the intrusion of any object results
in substantial alterations of the flow field. Moreover, all measurements were
taken at steady-state conditions, i.e. after a sufficient settlement time that
allowed the channel to reach thermal equilibrium.

3.3.1 Main-Flow Conditions

The mass flow rate of air supplied by the compressor is measured upstream of
heater II by combining the measurements of volume-flow rate (Endress+Hauser
Prowirl vortex flow meter, accuracy ±0.001 m3/s) with temperature (type K,
accuracy ±1.1 K) and pressure (accuracy ±8 kPa) at the same position. Based
on a combined standard uncertainty analysis [16], this yields an uncertainty
of 0.008 kg/s in the determination of the hot-gas mass flow rate ṁhg. Total
temperature of the flow is measured after the heater stages and upstream of the
Laval nozzle throat by two Electronic Sensors thermocouples (type K, ∅1 mm,
accuracy ±1.5 K). Likewise, total pressure is determined before the flow enters
the test section by an OMEGA pressure transducer (accuracy ±10 kPa). Static
wall pressure measurements are used to generally characterise the main flow
within the test section and to identify the position and strength of shock waves
and expansion fans. Therefore, on top and bottom walls of the test section
up to 63 static pressure taps are distributed along the symmetry plane of the
channel. The pressure measurements are recorded by Scanivalve DSA3016
pressure transducers (accuracy ±400 Pa). Additionally, four side-wall windows
manufactured from fused silica allow for optical access and are used for schlieren
photography as detailed in section 3.3.5.
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3.3.2 Coolant Plenum and Porous Sample

The coolant mass flow rate is regulated by a Bronkhorst EL FLOW thermal
mass-flow controller designed to control mass flows of air, argon, helium, and
CO2. The controller is calibrated to air as the reference gas with an accuracy
of ±0.5% of the read value (RD) plus ±0.1% of the controller’s full-scale value
(FS), i.e. the maximum mass flow. For other gases than air, it is used with
conversion factors which introduce an additional uncertainty. The latter can
be calculated from a gas-dependent correlation according to the manufacturer
(Ar ±3.05% RD, He ±3.06% RD, CO2 ±2.66% RD). The mass-flow controller
is operated with a constant upstream pressure of 1.67MPa, whereas the plenum
pressure accommodates based on the prescribed mass flow rate and the through-
flow resistance of the porous sample. It is recorded through Scanivalve DSA3016
and Omega pressure transducers (accuracy ±400 Pa).
The coolant-reservoir temperature of the fluid is measured by two thermocouples
positioned close to the sample’s backside (type K, ∅1 mm, accuracy ±1.5 K,
grounded, sheathed).
To record the thermal state of the porous wall, all investigated samples are
equipped with ten additional grounded sheathed2 thermocouples (same type
and make). Therefore, bore holes with the size of the thermocouples’ diameter
are drilled into the C/C structure. Subsequently, the sensors are installed using
carbon glue (Aremco Graphi-Bond 669). The measurement positions are spread
over the samples’ cross section with four and two thermocouples allocated
to the hot-gas and coolant-reservoir surfaces, respectively. The remaining
four thermocouples are installed at different depths as depicted in figure 3.6.
Additionally, two thermocouples are attached to the stainless-steel mounting
frame of the samples. The exact measurement coordinates as well as the
assumed positioning uncertainties of the employed thermocouples are specified
for all samples in appendix B.

3.3.3 Wall Temperature Measurement

Wall temperatures are measured by means of three different methods in the
frame of the here-presented experiments: wall thermocouples, an adiabatic wall
insert, and infrared (IR) thermography. The two first-mentioned are described
in the following, whereas the IR measurements are detailed in section 3.3.4.

2 The thermocouples’ sheathing material Inconel 600 (2.4816) has a similar thermal
conductivity as C/C, i.e. kInc600 = 14.8 W/(mK) and ks,eff,‖ = 13.8 W/(mK), respec-
tively.
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Wall thermocouples are employed to measure the temperature at nine axial
positions distributed over the channel’s top wall. Therefore, a total of 13
thermocouples (type K, ∅1 mm, accuracy ±1.5 K, grounded, sheathed) are led
through PEEK insert or porous sample and installed flush with the channel’s
surface, see figure 3.7. Two PEEK surface thermocouples are positioned in
a distance of 10mm left and right of the channel’s symmetry plane to check
for thermal discrepancies in the cross direction (at fifth axial thermocouple
position, marked by ∗). Further measurements using wall thermocouples were
performed to determine the thermal state of the channel’s bottom wall and to
estimate conduction heat fluxes to the channel’s surroundings (not indicated in
figure 3.7). Although not discussed in detail here, these supported the selection
of suitable numerical boundary conditions, see chapter 7.
Besides wall thermocouples, an insulated wall insert designed to measure
adiabatic wall temperatures was employed in selected tests. The insert is made
from stainless steel and copper, and replaces one of the upstream side-wall
windows as displayed in figure 3.8. Three surface thermocouples (Electronic
Sensors, type K, accuracy ±1.5 K) are installed at the backside of the thin

PEEK

sample

adiabatic wall insert pressure taps

coolant plenum

∗
wall thermocouples

Figure 3.7: Overview of test section and applied wall-measurement techniques
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sealed chamber for
thermal insulation

surface thermocouple of
adiabatic wall insert

wall thermocouples

copper plate

Figure 3.8: Isometric slice through adiabatic wall insert

copper layer (thickness 2mm). Due to copper’s high thermal conductivity
(kcopper ≈ 380 W/(mK)), the temperature of the thin plate is assumed to
be uniform. Opposed to this, a sealed air chamber behind the copper plate
thermally insulates the surface thermocouples (and the copper plate) with
respect to the outside. Thus, the measured values are expected to be close to the
adiabatic wall temperature. Consequently, the insert is denoted as ’adiabatic
wall insert’ in the following to clearly distinguish between the wall insert’s
surface thermocouples and the wall thermocouples described above. Due to the
defined mounting position, the adiabatic wall insert features negligible positional
uncertainties. Moreover, the insulation chamber eliminates the influence of
stem conduction [14]. This effect describes undesired heat conduction along
the wall thermocouple length which falsifies the measurement. It may become
of significance if large thermal gradients are present along the thermocouple.
In section 7.1, the influence of stem conduction for the wall thermocouple
measurements is evaluated by means of a comparison to the adiabatic wall
insert measurement. Although the position of the two measurements differs,
i.e. top wall and side wall of the channel, the influence is assumed to be small
for the no-blowing case. This is confirmed by the numerical simulations.
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3.3.4 Infrared Thermography

Infrared thermography bases on the principle that any body radiates thermal
energy which may be transformed in a measurement signal by a suitable IR
detector [136]. In the frame of the here-presented study, the non-intrusive
measurement method has been employed to assess the spatial temperature
distribution on the surfaces of porous sample and surrounding PEEK. For
optical access, an IR-transmissive window made from sapphire (thickness
10mm) replaces a segment of the channel’s bottom wall. Moreover, due to
the experimental infrastructure and space limitations, an infrared mirror was
used to alter the optical flow path, see figure 3.9. The measurements were
then taken by means of a FLIR SC7600 infrared camera with a maximum
resolution of 640 × 512 pixels. It detects infrared rays with a wavelength
between 1.5µm and 5.1µm, and thus blends well with the employed sapphire
window which offers high transmissivity up to a wavelength of 5µm [191]. The
camera’s noise-equivalent temperature difference is specified to be less than
25mK according to the manufacturer.
The radiation intensity detected by the infrared camera is not limited on the
emissions of porous sample and wake region which are to be measured but
consists of several further contributions. These originate from the optical
path (e.g. infrared window and mirror), reflections (e.g. side walls), or the
background. Moreover, the radiation components depend not only on the
temperature of the emitting surfaces but also other influences such as surface
properties, emissivity, transmissivity, or viewing angles.
As this complicates the quantitative evaluation of the IR measurements, an
in-situ calibration has been performed for the here-presented data [24, 111, 126].
The method relates radiation intensities detected by the IR camera to surface
temperatures measured by means of wall thermocouples. In the calibration
process, the radiation intensity DL in close vicinity of a thermocouple tip
(0.75 mm < r < 1.75 mm) is averaged and then assigned to the thermo-
couple’s reading TTC . Moreover, since particularly the temperature reduction
for boundary-layer blowing is of interest, a differential calibration method
is employed. Consequently, reductions of wall thermocouple measurements,
i.e. ∆TTC = (TTC,F 6=0% − TTC,F=0%), are related to reductions of measured
radiation intensity, i.e. ∆DL = (DLF 6=0% −DLF=0%). The measurements for
the test case without coolant blowing (F = 0%) serve as the reference case here.
The applied calibration approach eliminates several non-beneficial influences
on the IR measurements. By using differences, parasitic influences present in
both blowing and no-blowing cases disappear. This concerns for example the
radiation intensities of uncooled components such as the channel’s side walls
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porous sample

sapphire window

infrared
mirror

Figure 3.9: IR measurement setup

or the sapphire window which are independent of blowing ratio. Additionally,
the narcissus effect [81, 113], which arises from cooling of the camera’s sensor
to its cryogenic working temperature, is eliminated. In contrast, the effect of
transpiration cooling on the porous sample surface and its direct surroundings
is captured. A polynomial of second degree is determined from the calibration
data set which contains the measurements of various blowing rates. To avoid
extrapolation, the data points should include both minimum and maximum
temperature levels. Since the surface emissivities (and reflectivities) of C/C and
PEEK are different, both regions need to be calibrated separately, resulting
in two calibration curves as exemplarily given in figure 3.10.3 Combining
calibration curves, differential IR images, and wall temperature of the test case
without blowing, finally results in absolute surface temperature plots.

Figure 3.10: In-situ
calibration curves for
surface of porous sam-
ple and surface of
PEEK surroundings
for reference sample
test case. Left and
right ordinates depict
temperature reduction
and absolute tempera-
ture, respectively.
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A drawback of the here-proposed calibration method based on differences is
that the temperature distribution for the no-blowing case has to be known. For
reference and contoured samples, the temperature distribution is assumed to be
constant throughout the channel (as shown in chapter 7.1). Thus, TTC,F=0% is
determined as the average of all wall thermocouples. Regarding the double-
wedge sample, the observed surface is divided in front and aft surfaces of the
porous sample, and PEEK surface. The no-blowing temperature TTC,F=0% is
then determined separately for each surface by averaging corresponding ther-
mocouple measurements. However, since there are moderate local temperature
variations on the individual surfaces, the assumption of a constant reference
temperature is not entirely correct. Regarding the shock-generator test cases
without blowing, substantial temperature differences occur continuously over
the porous sample surface. Therefore, absolute values of thermocouple and IR
measurements (i.e. TTC and DL) have been used for the in-situ calibration of
these test cases.

3.3.5 Schlieren Imaging

Schlieren imaging is applied to visualise the supersonic flow field within the test
section. The optical measurement technique captures changes in the refraction
index which are directly related to density gradients in the flow. Therefore, the
occurrence of shock waves and expansion fans as well as their positions may be
determined. Besides, the wave angle indicates the flow Mach number.

The standard schlieren setup employed for the experiments is schematically
illustrated in figure 3.11. A white light emitting diode (Philips Luxeon Rebel)
and a small aperture (∅1 mm) serve as a punctual light source. An achromatic
lens (f = 1000 mm, d = 100 mm) is employed to parallelise the light beam
before it crosses the gas volume between the two side-wall windows of the test
section. A second identical achromatic lens focuses the beam onto a horizontal
knife edge. The latter blocks all light parts diverted by the changes in the
refraction index present between the two lenses. The remaining light beam
is captured by a camera (Canon EOS 600D, max. resolution 18 megapixels)
yielding one-dimensional schlieren images.

3 However, the materials’ surface emissivities are not required for the calibration procedure.
A flat black finish was applied to the PEEK wall insert to minimise the reflectivity of
its surface. The surface absorptivity of a comparable C/C sample was determined to be
0.85 for the temperature range 290 K to 450 K [165].
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Side-wall windows made from fused silica allow for optical access at two axial
positions (window thickness 15mm). As indicated in figure 3.2, only the down-
stream window spreads over the full channel height, whereas the wall-near
regions are partially concealed by the window frame for the upstream position
(i.e. 2.2mm at top wall and 6.2mm at bottom wall).

Canon 600D

Knife edge

Test section

Lens Lens

LED

Aperture

z

x

Main flow

Figure 3.11: Schlieren imaging setup
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CHAPTER 4

Numerical Methods

The significance of numerical simulations in the design process of all kinds of
engineering application has tremendously increased within the last decades.
This has various reasons including economical considerations when compared
to extensive experimental test campaigns. Moreover, especially with respect
to aerospace applications, numerical methods allow to simulate arbitrary test
conditions and flight regimes which may be hard to obtain in a ground-based
experiment. In addition, methods such as computational fluid dynamics (CFD)
reveal the complete flow field and enable a detailed analysis of physical processes.
However, the quality of simulations strongly depends on the applied physical
models which therefore require extensive validation. As a consequence, a
combined numerical and experimental approach is most promising for many
engineering problems.

In the present chapter, the numerical methods and models employed for the
simulation of transpiration cooling are described. Starting with an introduction
on numerical fundamentals, subsequently the governing equations for main
flow and porous structure are discussed. Afterwards, the treatment of porous
interfaces and the domain coupling are described. Lastly, the developed
OpenFOAM solver is detailed.
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4.1 Finite Volume Method

For most practical flow situations, the governing equations presented in
section 2.1 have not yet been (or cannot be) solved analytically. Instead,
numerical methods such as CFD are employed for flow simulation and analysis.
A common approach is to divide the fluid continuum into numerous control
volumes by a numerical grid. Flow variables (ρ, u, Y , p, T ) are calculated for
discrete positions, e.g. the computational nodes located at the centroids of the
respective control volume. Since fluxes leaving a control volume are entering
directly a neighbouring volume, the so-called Finite Volume Method (FVM) is
conservative. Thus, the solution satisfies the conservation of mass, momentum,
species, and energy for any individual control volume as well as for the whole
flow domain. To obtain an algebraic equation for a control volume, surface and
volume integrals are approximated using quadrature formulae. Consequently,
the partial derivates present in the governing equations are discretised using
the surrounding cell values. Fluxes between two control volumes depend on
the variable values at the surface which separates the cells. Their calculation is
based on the numerical interpolation of cell-centred values onto the cell faces.
The system of algebraic equations may then be solved by means of different
numerical methods.

Solution algorithms

The SIMPLE solution algorithm (Semi-Implicit Method for Pressure Linked
Equations) by Patankar and Spalding [147] in combination with relaxation
factors is well suited for the simulation of subsonic steady-state problems. The
method is based on a predictor-corrector approach which decouples the algebraic
operations on pressure from those on velocity. It starts with initial pressure and
velocity fields from which an intermediate velocity field is computed. Based
on continuity and momentum equations, and with the intermediate velocity
field, a pressure correction term is determined. From the updated pressure
field, a corrected velocity field is obtained. The sequence is iterated until
momentum and continuity equations are satisfied. An extension of the algo-
rithm for unsteady flow problems has been proposed by Issa [87] by means of
the PISO algorithm (Pressure-Implicit with Splitting of Operators). It follows
a similar procedure to handle the pressure-velocity coupling but employs a
second corrector step. Despite being also applicable to supersonic flow problems,
the solution algorithms produce spurious oscillations in vicinity of discontinu-
ities in the flow properties, see for example Gutiérrez Marcantonia et al. [69].
Instead, other numerical schemes have proven to be beneficial in high-speed
flows featuring local discontinuities because of the formation of shock waves.
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Moreover, information transport in compressible flows occurs not only through
directed advection but also based on the omnidirected propagation of sound
waves. The reconstruction of numerical fluxes typically involves the solution
of a Riemann problem which introduces left and right states at each cell face
[184]. Besides computationally expensive approximate Riemann solvers such
as presented by Roe [159] and Harten et al. [75], the discretisation scheme
developed by Kurganov and Tadmor [105] and Kurganov et al. [106] may be
employed to solve these algebraic problems. By taking into account the local
speed of sound, the central scheme is able to provide accurate non-oscillatory
solutions. However, a disadvantage of the scheme typically is the velocity
limitation which forecloses viscous flow simulations at low Mach numbers, i.e.
M < 0.3. To circumvent this, Kraposhin et al. [101] developed a hybrid scheme
combining PISO/SIMPLE method and Kurganov-Tadmor’s scheme which is
suited for both incompressible and compressible flow regime. As the hybrid
scheme has been employed in the frame of this thesis, more details are given in
section 4.5.

Numerical errors

The solution of a numerical simulation is only an approximation of the real
physical problem. Deviations arise from different error sources which can be
classified into the following types:

1) modelling errors, 2) discretisation errors, 3) iteration errors.

First, the differences between the actual physics involved in the problem and
its mathematical representation by equations are denoted as modelling errors.
They are mainly due to assumptions and simplifications made during the deriva-
tion of conservation equations, e.g. turbulence modelling or volume-averaged
porous-structure modelling. Additionally, the applied boundary conditions as
well as the coupling conditions between numerical domains may add to the
deviations. The modelling error is commonly evaluated by a comparison of
simulation results to analytical solutions, accurate experimental measurements,
and/or simulation methods of higher quality such as direct numerical simu-
lation. To validate the here-presented numerical simulations, the results are
compared to own experimental measurements as well as data given in literature.
Although the experimental reference data itself is subject to measurement
uncertainties, a good agreement indicates that the simulations represent the
physics well within the range of tested conditions.
Secondly, the discretisation error represents the difference between the exact
solution of the conservation equations and the exact solution of the system of
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algebraic equations. It depends on the applied discretisation schemes as well
as the spatial (and temporal) resolution of the simulation domain. Generally,
high-order schemes and a fine numerical grid reduce the discretisation error, but
increase the computational cost of the simulations. In the frame of this thesis,
the geometries of all considered test cases are represented by block-structured
grids with hexahedral elements. This concerns fluid, solid, as well as porous
domains. To adequately resolve the turbulent boundary layers, the mesh is
refined towards the walls using prism layers with growing rates, i.e. hi+1/hi,
set between 1.1 and 1.25. The employed spatial discretisation schemes are
of second order. Additionally, in the shock-capturing supersonic simulations,
the total variation diminishing (TVD) scheme Minmod is employed [74]. To
estimate the spatial discretisation error, Roache [158] established the Grid
Convergence Index (GCI) method which represents a widely accepted system-
atic approach. Following this, the GCI has also been determined in the frame of
this study for a generic test case with boundary-layer blowing, see section 7.2.2.
Lastly, the numerical solver approaches the exact solution of the discretised
equations iteratively instead of yielding exact solutions. Thus, a residual
remains for each of the solved equations which is controlled by a predefined
simulation criterion. In the present work, low iteration errors are achieved by
ensuring a drop in the residual of at least 4 orders of magnitude for all equa-
tions solved. Additionally, the numerical convergence was confirmed through
monitoring the change of flow field variables over iterations.

4.2 Turbulence Modelling

Generally, flows can either be laminar or turbulent. While laminar flows are
ordered and free from disturbances, turbulent flow on the other hand is associ-
ated with random and chaotic fluctuations in space and time. The turbulent
motions may be categorised based on their size, ranging from large-scale
anisotropic eddies to small dissipative eddies which are commonly assumed as
locally isotropic. Although the Navier-Stokes equations as detailed in chaper 2
are valid for all flows including compressible turbulent flow, the extremely small
length and time scales related to turbulent fluctuations make the simulations
challenging with respect to grid resolution and computational costs. Addition-
ally, the length scale of dissipative eddies decreases with increasing Reynolds
number [203]. Consequently, direct numerical simulation (DNS) resolving all
turbulent fluctuations has only been feasible for relative simple geometries at low
or moderate Reynolds numbers up to now. In contrast, many engineering prob-
lems and particularly supersonic flow situations exhibit high Reynolds numbers.
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This has led to the existence of various turbulence-modelling approaches.
Large eddy simulations (LES) resolve the unsteady and anisotropic large-scale
turbulence while using approximations for the smaller eddies. However, the
transient and three-dimensional simulations are still computationally expensive.
Therefore, the most common method to date is to consider the Reynolds-
Averaged Navier-Stokes (RANS) equations where the turbulent fluctuations
are time-averaged. Instead of resolving the turbulent motions in detail, only
their influence on the main flow field is captured. The averaging process of
the flow introduces additional terms and variables which are related to the
turbulent motion. The system of equations is then closed by employing one
of the various existing turbulence models. Regarding this, the selection of an
appropriate model depends on the character and complexity of the flow, the
desired modelling accuracy, and the available computational resources.

4.2.1 Reynolds-Averaged Navier-Stokes Equations

Reynolds-averaging is based on the assumption that for a statistically steady
flow, the turbulent quantities can be split into a time-averaged and a fluctuating
part. Regarding the flow velocity this yields

u = u+ u′ , (4.1)

with a time-averaged part

u = 1
∆t

� t0+∆t

t0

u dt , (4.2)

where ∆t is large in comparison to the typical time scale of fluctuations, and
u′ is the fluctuating velocity component which satisfies the condition u′ = 0. If
compressible flows with multi-component gases (and thus density fluctuations)
are to be considered, the governing equations may be simplified by an additional
mass-weighted time-averaging, also denoted as Favre-averaging:

u = ũ+ u′′ , (4.3)

where the Favre-averaged velocity ũ is defined as

ũ = ρu

ρ
=
� t0+∆t
t0

ρu dt� t0+∆t
t0

ρ dt
. (4.4)

Here, the condition ρu′′ = 0 for the fluctuating part arises from the continuity
equation.
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Applying Reynolds- and Favre-Averaging to the conservation equations in
differential form (2.2), (2.3), (2.8), (2.13) yields the following set of governing
equations, also denoted as RANS equations:

∂ρ

∂t
+∇ · (ρũ) = 0 . (4.5)

∂

∂t
(ρũ) +∇ · (ρũ⊗ ũ) = −∇p+∇ · τ̃eff . (4.6)

∂

∂t
(ρỸ1) +∇ · (ρũỸ1) = −∇ · j1,eff . (4.7)

∂

∂t
(ρh̃tot) +∇ · (ρũh̃tot)−

∂p

∂t
= −∇ · q̇eff +∇ · (τ̃eff · ũ) . (4.8)

Note that the continuity equation remains unchanged, while the transport
equations for momentum, species, and enthalpy now contain effective vari-
ables which comprise both viscous and turbulent transport. This concept of
turbulence modelling is based on the eddy viscosity hypothesis proposed by
Boussinesq [23]. It postulates that the turbulent transport acts in a similar
way as molecular transport and is linearly proportional to the stress tensor.
The three-dimensional nature of turbulence is omitted by the approach. To
characterise the transport of momentum due to turbulent motions or eddies,
the turbulent eddy viscosity µt is introduced. It appears in the effective stress
tensor τeff which is defined by

τ̃eff = τ̃ + τ̃t

= µeff [∇⊗ ũ+ (∇⊗ ũ)T ]− 2
3µeff (∇ · ũ)I − 2

3ρt̃I ,
(4.9)

where µeff = µ + µt is the sum of molecular viscosity and turbulent eddy
viscosity. In contrast to its molecular counterpart, µt is not a fluid property
but a function of the flow. Additionally, equation (4.9) contains the turbulent
kinetic energy

t = 1
2

(
u′2x + u′2y + u′2z

)
, (4.10)
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which will be discussed in more detail later.1

Based on the averaging process, additional terms are also introduced to the
species transport equation and the enthalpy equation. In line with the eddy
viscosity concept, turbulent species diffusion and heat transport are accounted
for by using effective properties

j1,eff = −ρD12,eff∇Ỹ1 , (4.11)

and

q̇eff = −keff∇T̃ + (h̃st,1 − h̃st,2)j1,eff , (4.12)

with D12,eff = D12 + D12,t and keff = k + kt. Replacing temperature by
enthalpy, equation (4.12) translates to

q̇eff = −ραeff∇h̃− ρ (D12,eff − αeff )
(
h̃st,1 − h̃st,2

)
∇Ỹ1 , (4.13)

with the effective thermal diffusivity defined by αeff = α+ αt = keff/(ρcp).2

As for the eddy viscosity, the turbulent variables, i.e. D12,t, kt, and αt, are no
fluid properties but describe the transport due to turbulent motions. The turbu-
lent transport of species and heat may be linked to the previously introduced
eddy viscosity µt by means of the turbulent Schmidt number and turbulent
Prandtl number given by

Sct = νt
Dt

= turbulent momentum diffusivity
turbulent mass diffusivity (4.14)

and

Prt = νt
αt

= turbulent momentum diffusivity
turbulent thermal diffusivity , (4.15)

where νt = µt/ρ is the kinematic eddy viscosity.

Both dimensionless numbers are constructed identical to their molecular equiva-
lents Pr = ν/α and Sc = ν/D which are, however, fluid properties. A simplistic
approach which is widely spread in literature employs constant values for Prt

1 The symbol t is employed to represent the turbulent kinetic energy to avoid any
confusion with the thermal conductivity k.

2 The first term in equation (4.13) represents heat conduction, whereas the second term
accounts for energy transport due to diffusion. The latter may have a significant
contribution to the enthalpy balance given by equation (4.8) if the (molecular and/or
turbulent) Lewis number Le = Sc/Pr 6= 1 and the difference between the specific heat
capacities of the considered species is large.
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and Sct. This approach is also followed within the frame of the present work.
The choice of the values for turbulent Prandtl and Schmidt numbers is discussed
in appendix E.1 and only briefly stated here.
Concerning the turbulent Schmidt number, a value of Sct = 0.8 has been
applied in all simulations involving species diffusion. With respect to the
selection of an appropriate value of Prt, a sensitivity study is performed for
the supersonic flow test cases discussed in chapter 7. In contrast, for the
analysis of the subsonic turbulent channel flow experiments by Meinert [129]
(see chapter 6), a constant value of Prt = 0.87 as proposed by the author has
been used.
Following this approach yields only two remaining unknowns, i.e. turbulent
kinetic energy t and eddy viscosity µt. Closure of the equation system is
then achieved by using a turbulence model. With respect to this, various
models ranging from algebraic relations to more sophisticated two-equation
models exist. In the frame of this thesis, Menter’s shear stress transport (SST)
two-equation model [133] is employed to model turbulence in the main flow.
The model as well as the applied near-wall treatment are briefly described in
the following sections.

4.2.2 Near-Wall Treatment

The boundary layer relates the free-stream velocity of a flow to the no-slip
condition at a rigid wall. In general, turbulent flows exhibit a particular velocity
profile which is of universal character. In this context, dimensionless variables
for velocity and wall distance are employed:

u+ = u

uτ
, (4.16)

where uτ =
√
τw/ρ is the friction velocity with the wall shear stress

τw = µw (∂u/∂n) |w. The dimensionless wall distance is defined by means
of uτ and the wall-normal distance ∆y:

y+ = uτ∆y
ν

. (4.17)

Figure 4.1 depicts the ’universal law of the wall’ as described for example in
references [30, 164, 203]. A turbulent boundary layer consists of inner and
outer regions, where the inner region only takes about 10% to 20% of the entire
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boundary-layer thickness. It may be further divided into viscous sublayer,
buffer zone, and overlap layer. In the viscous sublayer (y+ ≤ 5), the flow is
laminar and governed by molecular transport processes, whereas mixing is
dominated by turbulence in the overlap or log-law layer (70 ≤ y+). Both are
connected via the buffer layer (5 ≤ y+ ≤ 70), in which molecular and turbulent
transport are approximately in balance.
Different approaches are used in RANS simulations to represent the region in
direct vicinity of the wall. These vary in terms of computational effort and
range from applying wall functions for the near-wall region to fully resolving
the boundary layer through a refined numerical grid [51]. The latter, more
general approach, is also denoted as Low-Re-number method and typically
yields more accurate simulation results. This particularly applies to complex
flow situations and the simulation of heat transfer problems. Following the
approach, the first grid cell needs to be placed within the viscous sublayer,
i.e. y+

1 ≤ 1. As a consequence, wall shear stress and heat flux can be directly
computed from the velocity and temperature gradients at the wall, respectively.
However, for high Reynolds number flows, the y+

1 requirement for the first
cell leads to small mesh sizes in the wall-normal direction (i.e. ∆y1 ≈ 10−6 m)
which increases the number of cells and the total simulation time. The Low-Re
approach has been employed for all here-presented numerical simulations. Thus,
the dimensionless wall distance of the first cell satisfies the condition y+

1 < 1
for all walls while the viscous sublayer is resolved by around 10 cells.

outer region

typical velocity profile
u+ = y+

u+ = 1
κ ln y+ + C+

log-law layer

buffer zone

viscous
sublayer

1 5 70 400

inner region

u+

y+

5

10

15

20

25

Figure 4.1: Turbulent boundary-layer profile in wall coordinates (von Kármán
constant κ ≈ 0.41 and C+ ≈ 5.0 for a smooth wall)
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4.2.3 Shear Stress Transport Model

The Menter shear stress transport (SST) model combines two widely used
turbulence models, namely Jones and Launder’s t-ε model [93] and the t-ω
model developed by Wilcox [202]. Both of the models have been applied to
numerous test cases and are well validated. However, they exhibit certain
strengths and weaknesses depending on the considered flow situations. The
t-ε model is based on the transport equations for the turbulent kinetic energy
t and the turbulence dissipation ε. From both variables, the eddy viscosity µt
is then determined. The model has been successfully applied to various flow
situations and performs particularly well in turbulent free-shear flows. However,
it lacks in sensitivity to adverse pressure gradients and thus delays (or even
prevents) separation [131]. Moreover, Low-Re formulations of the model require
damping functions since integration through the viscous sublayer is numerically
challenging. In contrast to this, the t-ω model performs significantly better
under adverse pressure gradient conditions and may be employed throughout
the complete boundary layer without damping functions. Here, transport
equations for turbulent kinetic energy t and specific turbulence dissipation rate
ω are solved. A major downside of this model, however, is its strong sensitivity
to the free-stream values of ω as demonstrated in reference [132]. In order to
combine the advantages of both models while eliminating the disadvantages,
Menter [133] suggested the SST model which incorporates a blending function
that activates the t-ω model in wall-near regions and uses the t-ε formulation
further away from the wall. For this, the ε-equation is transformed into an
ω-equation which yields the following two transport equations for turbulent
kinetic energy t and specific turbulence dissipation rate ω:

∂

∂t
(ρt) +∇ · (ρut) = P̃t − β∗ρωt +∇ · [(µ+ σtµt)∇t] , (4.18)

∂

∂t
(ρω) +∇·(ρuω) = α

νt
Pt − βρω2

+∇ · [(µ+ σωµt)∇ω] + (1− F1)2ρσω2

ω
∇t · ∇ω ,

(4.19)

where Pt = τ : (∇⊗ u) is the rate of turbulent production and β∗ = 0.09 is an
empirical coefficient. A limiter is used to prevent the build-up of turbulence in
stagnation regions P̃t = min(Pt, 10β∗ρtω). The transition from t-ε model to
t-ω model is implemented by means of complex blending functions. A coefficient
Φ is calculated through Φ = F1Φt-ε + (1− F1) Φt-ω, where Φt-ε and Φt-ω
represent the coefficients of the t-ε and t-ω models, respectively. The blending
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function F1 is equal to zero away from the surface and switches to one inside
the boundary layer. It is defined by

F1 = tanh

(
min

[
max

( √
t

β∗ωy
,

500ν
y2ω

)
,

4ρσω,2t
CDtωy2

]4
)

, (4.20)

with CDtω = max
(
2ρσω2

1
ω
∇t · ∇ω, 10−10) and the distance to the nearest

wall y. All further constants of the SST model are specified in table 4.1.

Table 4.1: SST model constants [135]

β∗ α β σt σω

t-ε 0.09 5/9 0.075 0.85 0.5
t-ω 0.09 0.44 0.0828 1 0.856

From the solutions of the conservation equations for t and ω, the turbulent
eddy viscosity is calculated via

µt = a1ρt

max (a1ω, S F2) , (4.21)

where a1 = 0.31, S =
√

2D : D with D = 1
2

[
∇⊗ u+ (∇⊗ u)T

]
is the

invariant measure of the strain rate, and F2 is a second blending function
defined by

F2 = tanh

([
max

(
2
√
t

β∗ωy
,

500ν
y2ω

)]2
)

. (4.22)

Boundary conditions for the SST model in Low-Re formulation are set in line
with the no-slip condition for t and Wilcox’ original condition for ω [134, 202]:

t = 0 , (4.23)

ωF=0 = 6νw
0.075(∆y1)2 . (4.24)

The turbulent kinetic energy tin of incoming flows may be defined by the
turbulent intensity TI

tin = 3
2
(
u′
)2 = 3

2 (TI u∞)2 . (4.25)
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Typically, a turbulent intensity between 2% and 10% is chosen for the simulation
of turbulent channel flows. The corresponding inlet condition for the specific
dissipation rate is calculated from the turbulent viscosity ratio νt/ν

ωin = t

ν

(
νt
ν

)−1
(4.26)

or the turbulent mixing length Lt,in

ωin = 1
C0.25
µ

√
tin

Lt,in
, (4.27)

with Cµ = 0.09.

4.3 Volume-Averaged Porous Structure Equations

Within the frame of this thesis, the porous structure is not resolved on pore
level but modelled by means of a volume-averaged approach using several
material parameters. The underlying assumption is that the porous material
can be considered as homogeneous on the macroscale, see also section 2.4.
However, this is only an approximation with respect to the here-considered
C/C material. As a consequence of the volume-averaged approach, each cell of
the porous domain contains both solid and fluid phases. The volume-averaged
conservation equations for the porous domain are given by:

ε
∂ρf
∂t

+∇ · (ρfuD) = 0 , (4.28)

∂

∂t
(ρfuD) + 1

ε
∇ · (ρfuD ⊗ uD) = −∇p+ SDF , (4.29)

ε
∂

∂t
(ρfcp,fTf ) +∇ · (ρfuDcp,fTf )− ∂p

∂t

= ε∇ · (kf∇Tf ) + hv (Ts − Tf ) ,
(4.30)

∂

∂t
(ρs,effcp,sTs) = ∇ · (ks,eff∇Ts) + hv (Tf − Ts) . (4.31)
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Equations (4.28) to (4.30) represent mass, momentum, and energy equations
of the fluid phase, while the solid-phase energy is accounted for by equa-
tion (4.31). Coolant momentum loss within the porous structure is considered
by means of the Darcy-Forchheimer relation as expressed by the source term
in equation (4.29):

SDF,i = −
(

µf
KD,i

uD,i + ρf
KF,i

|uD,i|uD,i
)

for i = x, y, z . (4.32)

4.4 Numerical Treatment of Porous Surfaces

The following section describes the simulation models employed to numerically
reproduce the coolant reservoir and the interaction of a transpiration-cooled
porous wall with an overflowing hot gas. While the interface between hot
gas flow and porous structure is defined by coupling conditions, the coolant
flow in the reservoir is not resolved by the numerical grid but only modelled
by means of the applied boundary conditions. The section starts with the
description of the employed boundary conditions at the coolant-reservoir side
ΓPM. Subsequently, the coupling conditions at the interface ΓHG between
hot-gas and porous-structure domain are discussed. Figure 4.2 illustrates the
two porous surfaces ΓPM and ΓHG.
The presented models are employed for all fully-coupled simulations and are
also applied for the single-domain simulations (e.g. only main-flow domain,
only porous domain), if not stated otherwise.

Reservoir

ΓPM

ΓHG

Porous structure

Main flow

Figure 4.2: Porous surfaces ΓPM and ΓHG
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4.4.1 Coolant-Reservoir Side
In a typical transpiration-cooling situation, a porous structure is heated through
an overflowing hot gas while a coolant gas at lower temperature enters the
porous channels through a reservoir. The surface ΓPM through which the
coolant gas enters the porous structure is denoted as ’coolant-reservoir side’
in the following. Since the reservoir itself is not included in the simulation,
appropriate boundary conditions need to be defined to model its influence.

Pressure-driven mass flow inlet

The coolant mass flow is driven by the pressure difference between coolant
reservoir and static pressure at the transpired surface. Due to variations
of the hot-gas wall pressure, the driving pressure difference over the sample
thickness may locally vary. Besides, also the local coolant-fluid temperature
and variations in the porous wall thickness influence the through-flow behaviour.
All effects may yield a non-uniform distribution of coolant mass flow rate over
the porous inlet and the hot-gas interface. To account for this, the mass flow
inlet at the coolant-reservoir side is modelled by a total pressure boundary
condition. The condition prescribes a constant value ptot,c over the complete
surface ΓPM.
In the frame of the here-presented simulation cases, typically, a target blowing
ratio F is to be reached at steady-state conditions. Thus, the boundary
condition for total pressure ptot,c has been modified to induce a predefined ṁc

through an iterative process. The boundary condition on ΓPM is mathematically
expressed by

ptot,c
s+1 =

[
ṁc

ṁs
c,tmp

]j
ptot,c

s . (4.33)

Here, ṁs
c,tmp =

∑
i
ρsini · usD,i Ai is the current total mass flow rate at itera-

tion step ’s’ determined as the sum over all boundary faces ’i’ on ΓPM, and
0 < j < 1 is an appropriate relaxation parameter or function. Thus, the
pressure ptot,c incrementally changes while the induced coolant mass flow rate
ṁc,tmp asymptotically approaches the target value ṁc.

System-adiabatic coolant reservoir

As the coolant reservoir is not resolved in the simulation, also the thermal
behaviour of the incident flow needs to be modelled by the applied boundary
conditions. In general, the coolant flow entering the porous structure and
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the solid skeleton may be at different temperatures (LTNE). Therefore, two
thermal boundary conditions need to be specified at the coolant side, i.e. one
for each of the two energy equations (2.63) and (2.64). For the here-presented
investigations, the coolant flow approaches the porous structure in normal
direction. The respective thermal situation is depicted qualitatively in figure 2.5.
Due to the temperature difference over the sample, heat is transported from
hot-gas side ΓHG to coolant-reservoir side ΓPM. Since the porous structure at
ΓPM is typically at an elevated temperature when compared to the temperature
Tc of the coolant fluid in the plenum, heat is transferred from the porous
structure to the incident flow. Considering the inflow process on the microscale,
the coolant fluid begins to accelerate in direction of the nearest pore at a
distance of several times the pore diameter from the porous inlet surface. This
small-scale convective heat transfer adds to the heat conduction within the
incident flow [125]. Different authors found that the temperature rise due to
preheating is not negligible, e.g. references [35, 120]. In the frame of this thesis,
a system-adiabatic approach is followed. It assumes that all heat which is
transferred from the backside of the porous structure into the coolant reservoir
is absorbed by the inflowing coolant gas. Consequently, no energy effectively
leaves the porous structure domain.
The resulting boundary conditions on ΓPM may be expressed by the following
heat balances:

ρcp,fn · uD(Tf − Tc) = n · (ks,eff∇Ts) , (4.34)

hc(Ts − Tc) = n · (ks,eff∇Ts) , (4.35)

with the coolant-reservoir temperature Tc, the effective solid thermal conduc-
tivity ks,eff = (1−ε)ks, and the local area-specific heat transfer coefficient hc.3
Combining equations (4.34) and (4.35) yields the fluid-phase temperature
at ΓPM:

Tf = Tc + Stc(Ts − Tc) , (4.36)

with the coolant-side Stanton number

Stc = hc
ρfcp,fn · uD

. (4.37)

3 The fluid-phase heat conduction within the porous solid has been neglected in equa-
tions (4.34) and (4.35). As the thermal conductivity of the solid skeleton is generally
much higher than the fluid-phase thermal conductivity, the introduced error is small
(e.g. ks/kf ≈ 350 ... 550 for air and C/C in parallel fibre direction).
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The condition for the solid-phase temperature gradient at ΓPM is then obtained
from equation (4.34), leaving only Tc and Stc as simulation inputs.
Although the above boundary conditions have been used by various authors,
e.g. references [28, 35, 123, 188], the choice of the heat transfer coefficient hc or
the Stanton number Stc is not trivial. The intensity of heat exchange depends
on the considered test case as well as the employed porous material. Moreover,
a dependency of Stc on the blowing ratio exists as shown by Colladay and
Stepka [35]. However, since only little experimental data is available (e.g. refer-
ences [35, 125]), no generalised expression exists to determine neither hc nor Stc.
Instead, a constant value of Stc is typically used which is determined based on
sensitivity studies or simply estimated. Regarding this, the condition Stc ≤ 1
(i.e. hc ≤ ρfcp,fn · uD) ensures that the coolant temperature upon entering the
porous structure does not exceed the corresponding solid-phase temperature,
i.e. Tf ≤ Ts at ΓPM. The opposed limiting case is expressed by Stc = 0 and
represents a situation without any preheating of the coolant, i.e. Tf = Tc
at ΓPM.
As an alternative, the boundary conditions may also be formulated using the
backside solid-phase temperature Tb := Ts at ΓPM. If Tc is provided as a
second simulation input, equation (4.34) yields the fluid-phase temperature.
An advantage of this set of boundary conditions lies in the fact that Tb can be
experimentally determined and is then available as an input to a corresponding
simulation case. However, in the predictive use of numerical tools, Tb is typi-
cally an unknown to be determined from the simulation results. Moreover, this
formulation of boundary conditions may lead to unphysical results depending
on the employed set of simulation parameters (e.g. hv, ks,eff , (ρfuD), cp,f ).
Lastly, the temperature measurement at the coolant-side boundary itself is
challenging and may thus be flawed by measurement uncertainties, e.g. stem
conduction effect [14].

4.4.2 Hot-Gas Side

In the here-presented transpiration-cooling simulations, porous structure and
hot-gas domains are interacting and are thus treated in a fully-coupled way.
Coolant gas exiting the porous domain, is injected into the main-flow boundary
layer. Likewise, the static pressure of both domains is linked at the interface.
Naturally, also the thermal coupling at the heat-exchanging porous surface is
an important aspect in the simulation of transpiration cooling. Subsequently
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to kinematic and thermal coupling, the injection of foreign gas into a main
flow of air and the modelling of turbulence for a transpired wall are discussed.
For the sake of clarity, the subscript ’hg’ is used to denote variables of the hot
gas flow, while the subscripts ’f’ and ’s’ represent the coolant fluid and solid
variables of the porous domain, respectively.

Kinematic coupling

The coolant mass flow rate is driven by the pressure difference between coolant
reservoir and static pressure of the main flow at the transpired surface. Likewise,
the boundary-layer injection influences the main flow and the pressure distribu-
tion on the porous interface ΓHG. As a consequence, both regions are coupled
with respect to pressure and mass flow over the interface. This coupling is
realised by an internal exchange of variables in the OpenFOAM solver, see
section 4.5.
In experiments and real application cases using porous CMC materials, the
coolant is injected into the hot-gas boundary layer via numerous microscopic
pore openings when exiting the porous structure. For the numerical simula-
tions, however, an injection model using surface-averaging as illustrated in
figure 4.3 was selected. This is in accordance with the employed volume-
averaging approach for the porous domain. Instead of resolving the individual
coolant jets of the single pore openings, the approach prescribes a locally
surface-averaged coolant mass flow rate for each boundary face. The model
is denoted as ’continuous blowing model’ in the following. In a study on a
subsonic turbulent channel flow by Prokein and von Wolfersdorf [152], it has
been found to be superior when compared to discrete injection models. The
latter reproduced the transpired surface by a series of enlarged holes and wall
segments without matching the original pore resolution. A brief summary of
this study is given in appendix D.

continuous coolant gas inlet

hot gas flow

Figure 4.3: Macroscale modelling approach for gas injection through porous walls
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The model is applied to all simulation cases including sub- and supersonic main-
flow conditions as presented in chapters 6 and 7, respectively. The dominating
physical processes are assumed to take place in the thin subsonic layer close to
the wall which exists for all viscous flows. Matching cells at the interface in
combination with the applied domain coupling ensure that the coolant mass
flux exiting the porous domain enters the main-flow domain. This results in
the following conditions for pressure and mass flux at the hot-gas boundary
ΓHG:

pf := phg , (4.38)

ρhgu := ρfuD , (4.39)

with hot gas and Darcy velocities u and uD, respectively.
Thus, not only the patch-normal mass flux is conserved, i.e. ρfn ·uD = ρhgn ·u,
but also possible velocity components in tangential directions. Despite the
surface-averaging approach, the resulting injection mass flux is not necessarily
uniform over the length and width of the transpired surface. Instead, ρu
may spatially vary as also fluid density ρf and local Darcy velocity uD at the
interface are not constant. However, characteristics of the pore distribution
such as non–homogeneities on the microscale or structural defects cannot be
captured by the continuous blowing model. Moreover, the momentum added
to the main flow is reduced when compared to a calculation based on pore
velocity which may have an influence on the mixing processes.

Foreign-gas blowing

Transpiration of foreign gases, i.e. other than air, into a main flow of air requires
special attention with respect to the porous interface. From a physical point of
view, the situation is simple. Coolant gas of a different species exits the porous
structure and is injected into the main flow. From the numerical point of view,
this would correspond to a mass-flow inlet and should thus be modelled with
the condition defined by equation (4.39). However, in the main-flow domain,
two species exist which requires the modelling of species diffusion. Thus, an
additional boundary condition for the foreign-gas mass fraction Y1 is to be
prescribed at the interface. Moreover, in this case, the foreign-gas species is not
only transported into the hot-gas domain through advection but additionally
by means of mass diffusion. This is a consequence of the non-uniform mass
fraction of foreign gas in the main flow field. It is highest at the porous inter-
face and decreases with wall distance. Thus, the advective mass flux at the
porous surface is supplemented by a diffusion mass flux which depends on the
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gradient of Y1 at the wall. The combined mass flux ṁc is then employed in
the calculation of the blowing ratio F = (ṁc/Ac)/(ṁhg/Ahg).

In the simulation, two assumptions are made for the porous domain. First, the
structure is fully saturated with foreign gas, i.e. no gas mixture is considered
within the porous structure. Secondly, no fluid from the main flow enters the
porous structure. In contrast to this, the gas in the main-flow domain is treated
as a mixture of air and the foreign species as detailed in section 2.1.5. In accor-
dance with this, the species conservation equation is solved, cf. equation (4.7).

As described in section 4.4.2, the coolant mass flux ṁi/Ai exiting a boundary
face ’i’ of the porous structure directly enters the hot-gas domain through a
matching boundary face. Approaching the interface from the porous-structure
side, the mass flux of an individual face ’i’ is determined from

ṁi

Ai

∣∣∣
ΓHG−

= Y1
∣∣
ΓHG−

ρfn · uD , (4.40)

where Y1 is the mass fraction of the foreign species, i.e. Y1|ΓHG− = 1 in the
porous structure.
Calculating the mass flux from the hot-gas side, the molecular mass diffusion
flux j1 = ρD12∇Y1 adds to the advective mass flux. This results in

ṁi

Ai

∣∣∣
ΓHG+

=
(
Y1
∣∣
ΓHG+

ρhgn · u
)

+ (ρD12n · ∇Y1) . (4.41)

where Y1|ΓHG+ < 1 follows from (ṁi/Ai) |ΓHG− = (ṁi/Ai) |ΓHG+ if ∇Y1 6= 0.

A combination of equation (4.39) and a special boundary condition for Y1|ΓHG+
is necessary to inject the correct mass flow rate of the foreign gas into the main
flow. Therefore, the so-called Eckert-Schneider boundary condition as described
by Schlichting and Gersten [164] is applied to the transpired surface. In line
with the introduced definitions, it assumes that the external component, i.e. air
(subscript ’2’), does not penetrate the porous wall from which the foreign-gas
component is transpired. At the interface ΓHG+, the diffusion flux of air is
defined to be equal in magnitude and opposite in sign to the area-specific mass
flow rate of air. This yields a zero net flux over the transpired wall which is
expressed by

n · j2 := −ρ2n · u = −ρ(1− Y1)n · u , (4.42)

where ρ is the density of the gas mixture at the interface of the main-flow
domain and Y2 = (1− Y1) is the mass fraction of air.
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The diffusion flux of the foreign gas (subscript ’1’) is obtained from

n · j1 = −ρD12n · ∇Y1 . (4.43)

Using the relation n · j2 = −n · j1, which is valid for a binary mixture, yields
the Neumann boundary condition prescribed for the foreign-gas mass fraction:

n · ∇Y1 = −1− Y1

D12
n · u . (4.44)

Thermal coupling

As for the coolant-side boundary, two thermal coupling conditions are required
at the hot-gas side of the porous structure. In the case of transpiration cooling,
the convective heat flux q̇∗hg that is effectively transferred from the main flow
onto the porous structure is to be distributed between solid and fluid phases,
i.e. q̇∗hg = q̇s + q̇f . With respect to this, several authors proposed various
types of coupling conditions, e.g. references [3, 15, 82, 89, 193, 211]. Generally,
the approaches can be distinguished based on the weighting used for the
distribution of q̇∗hg into fluid-phase heat flux q̇f and solid-phase heat flux q̇s.
Regarding this, the heat-flux ratio is determined either according to the surface
ratio, i.e. q̇f/q̇s = ε/(1−ε), the ratio of thermal conductivities q̇f/q̇s = kf/ks,
or a combination of both. For the two first-mentioned conditions, Wang and
Shi [193] found unphysical behaviour in their analytical study, i.e. Tf > Ts
at ΓHG. Opposed to this, the condition expressed by

q̇f
q̇s

= εkf
(1− ε)ks

. (4.45)

gave realistic results for all tested conditions. However, due to the large
difference between fluid-phase and solid-phase thermal conductivities, i.e. kf
and ks, the heat flux is mainly transferred to the solid phase. Following this,
another possible (and simpler) coupling condition is based on the assumption
that the convective heat flux transferred from main flow to porous structure is
fully absorbed by the solid phase. This yields the following two conditions on
the hot-gas side ΓHG which have been used in the frame of this thesis:

q̇∗hg = −n · (ks,eff∇Ts) , (4.46)

0 = −n · (kf∇Tf ) . (4.47)
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Besides the distribution of the main-flow heat flux onto fluid and solid phases
of the porous domain, also the temperature of the porous wall at the hot-gas
interface demands for further considerations. Based on the LTNE approach,
two temperatures from the porous domain, i.e. Tf and Ts, have to be related
to a single temperature of the main flow, i.e. Thg. Regarding this, different
authors [5, 49, 116] employed the simple condition Thg = Ts = Tf at ΓHG, while
others [15, 82, 211] used a surface-averaging approach to determine the main
flow temperature at the interface, i.e. Thg = εTf + (1 − ε)Ts. L’Ecuyer and
Colladay [115] proposed another model for this situation which has been used in
the frame of this thesis. It bases on an infinitesimal transition layer that yields a
single averaged temperature Tlayer for the porous structure domain. Regarding
the heat transfer between main flow and porous structure, this temperature
then corresponds to the porous wall temperature seen by the hot-gas boundary
layer, i.e. Thg = Tlayer at ΓHG. Accordingly, this temperature is essential in the
calculation of the transferred heat flux, i.e. q̇hg = −n · (khg∇Thg). The authors
introduce an additional parameter for the calculation of Tlayer which depends
on the character of the transition layer. As the choice of this parameter is case-
dependent and not trivial, a simplified approach has been used in the present
work. It defines the transition-layer temperature to be equal to the solid-phase
temperature of the porous domain, i.e. Tlayer := Ts at ΓHG. Consequently,
Ts remains constant in the virtual transition layer, whereas the temperature
of the exiting coolant fluid has to increase from Tf up to the solid-phase
temperature Ts. This requires a heat flux q̇layer which reduces the convective
heat flux q̇hg from main flow to transition layer to the heat flux q̇∗hg = q̇s
that is effectively transferred to the porous structure. By considering this,
the transition-layer model satisfies the conservation of energy at the interface
ΓHG. The resulting heat-flux balance at the transpired surface is given in the
following, while figure 4.4 schematically illustrates the model.

q̇s = q̇hg − q̇layer , (4.48)

n · (ks,eff∇Ts) = n · (khg∇Thg)− ρfcp,fn · uD(Ts − Tf ) . (4.49)

Besides the discussed thermal aspects, the model also has an influence on the
velocity coupling as defined by equation (4.39). Since coolant-fluid temperature
Tf and Thg differ while pf = phg at ΓHG, also a jump in density occurs in the
transition layer. This had to be considered in the numerical implementation of
equation (4.39).

81



4 Numerical Methods

Turbulence modelling

As detailed in section 4.2, turbulence in the main flow is modelled by means
of the Low-Re formulation of the SST model by Menter. Thus, the turbulent
processes are resolved down to the viscous sublayer of the boundary layer. In
the simulation setup, a boundary condition needs to be set at all walls. The
standard boundary conditions of the t-ω-model as defined by equations (4.23)
and (4.24) are applied for rigid solid walls. Different boundary conditions for
transpired porous surfaces have been proposed in literature. Typically, the
no-slip condition for the turbulent kinetic energy is applied, i.e. t = 0. With
respect to the specific turbulence dissipation rate ω, three different boundary
conditions have been considered in the frame of this thesis and are listed below.
The first approach is to employ the standard boundary conditions for all walls,
including the transpired surface. These were specified in section 4.2.3 and are
given by

t = 0 , (4.23)

ωF=0 = 6νw
0.075(∆y1)2 . (4.24)

For surfaces with mass injection (and thus a wall-normal velocity component),
Wilcox [204] proposed an alternative boundary condition:

ωF>0,std = u2
τ

νw

25
u+
w

(
1 + 5u+

w

) , (4.50)

Tf

Ts

Tlayer

main flow

transition layer

Figure 4.4: Schematic illustration of the transition-layer model at the hot-gas
side of the porous interface
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where uτ is the friction velocity and u+
w is the reduced wall-normal injection

velocity defined by

u+
w = uw

uτ
= n · uD√

τw/ρ
. (4.51)

Generally, this relation yields smaller values of the specific turbulence dissipa-
tion rate at the wall when compared to equation (4.24). Moreover, the value
of ω decreases for more intense boundary-layer blowing, i.e. rising values of
u+
w. Wilcox obtained equation (4.50) through an optimisation of coefficients to

match the data of subsonic wind-tunnel experiments by Andersen et al. [6]. The
flat porous wall segment used in the experiments was made of sintered bronze
material composed of particles with diameters between 17µm and 59µm. The
material’s porosity was around 40% which is rather high when compared to
CMC materials used for transpiration cooling applications. In spite of this,
the boundary condition has been used in the numerical investigation of a
transpiration-cooled C/C wall segment by Dahmen et al. [37].
To consider the influence of smaller porosities (i.e. ε < 40%), Prokein et al. [151]
proposed a slight modification of Wilcox’ blowing condition as a third boundary
condition. The modified condition is based on the actual injection velocity
(or pore velocity) upore instead of the Darcy velocity uD. Both are connected
by the Dupuit-Forchheimer relationship [141] via the open porosity, i.e.
uD = εupore. Using this relation in combination with the porosity ε ≈ 40%
applicable to the reference experiments by Andersen et al. [6], translates
equation (4.50) into the modified blowing condition:

ωF>0,mod = u2
τ

νw

62.5ε
u+
w

(
1 + 2

ε
u+
w

) . (4.52)

The modified condition is based on the assumption that the enhanced mixing
processes at a transpired wall rather depend on the pore velocity upore than
the surface-averaged Darcy velocity uD. Elevated coolant jet velocities on
the microscale, i.e. upore, increase the occurring shear forces and trigger an
enhanced transport of momentum and heat close to the wall. Regarding this,
the porosity ε scales the velocity for a given mass flux (or Darcy velocity),
resulting in a higher magnitude of upore for small porosities. As a consequence,
the modified boundary condition yields decreased values of ω at the transpired
wall for low-porosity materials. This results in a reduced dissipation of turbulent
kinetic energy t in the near-wall region which leads to enhanced turbulent
transport. The new formulation is consistent with Wilcox’ original formulation,
since equation (4.52) reduces to equation (4.50) for a porosity of ε = 40%.
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4.5 OpenFOAM Solver Development

All numerical simulations presented in the frame of this thesis have been
performed with a new CFD solver which has been specifically developed to
model complex transpiration-cooling processes. The C++ library OpenFOAM
(Open Field Operation and Manipulation) was selected as the basic numerical
environment [88, 198]. The software package contains various applications such
as CFD solvers and other utilities. OpenFOAM is distributed under the GNU
general public license (GPL) and thus, the complete source code is openly
accessible. This allows modifications and extensions of the available solvers’
capabilities and was an important factor in the decision to use the open-source
toolbox. Additionally, the modular design allows to easily add new libraries
which can then be loaded and used by various solvers. Since OpenFOAM is
free of any licensing costs, highly-parallelised simulations can be performed at
the net costs of processor-usage time only.

In line with OpenFOAM nomenclature conventions, the new solver is referred to
as speciesTranspirationFOAM or short spectraFOAM. It has been designed for
the simulation of transpiration-cooling processes for arbitrary geometries under
sub- and supersonic flow conditions. Further key features are the consideration
of local thermal non-equilibrium, multi-dimensional coolant-flow situations,
anisotropic material properties, and foreign-gas injection. The solver follows
an integral approach and models the complete simulation domain which may
include the external main flow, volume-averaged porous structures, and solid
regions. The code is organised in two separate parts, one that deals with
the main-flow domain and another for all other domains (i.e. porous or solid).
Switches are used in the numerical setup to enable or disable the various
domains as well as different functionalities of the solver, e.g. the consideration
of species diffusion. The numerical development is based on OpenFOAM release
2.3.x and builds upon existing solvers as detailed in the following.

Main flow

The main flow or external flow solver part is based on the compressible solver
pisoCentralFOAM by Kraposhin et al. [101] which uses a hybrid scheme
combining PISO/SIMPLE method [51, 87, 147] and Kurganov–Tadmor’s (KT)
scheme [105]. Through a blending function depending on the local Mach
and acoustic CFL number4, the solver automatically adapts the applied flux
discretisation method. With respect to this, the discretisation method strives
towards KT scheme (or more specifically to the version by Kurganov-Noelle-
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Petrova (KNP) [106]) with increasing influence of compressibility, whereas it
behaves similarly to the standard PISO/SIMPLE method for flows in the low
Mach-number regime. The scheme can thus be used for both incompressible
and compressible flow regime and was validated for a wide range of Mach
numbers, i.e. 0.001 ≤ M ≤ 3. This corresponds well to the Mach number
regime investigated in the frame of the here-presented thesis. More information
on the implementation of the hybrid scheme as well as the validation work of
pisoCentralFOAM is given in references [101, 102]. For the modelling of tran-
spiration cooling, several modifications and supplements were introduced to the
solver apart from the coupling conditions at the porous interface. These include
additional thermodynamic libraries for the modelling of gas mixtures as well as
modifications with respect to species transport. Regarding the first mentioned,
mixing laws for viscosity and thermal conductivity as described in section 2.1.5
are provided by means of an OpenFOAM library. An additional governing
equation accounts for species transport in the main flow, see equation (4.7).
With respect to this, also the Fuller-Schettler-Giddings relation as given by
equation (2.24) was added to the solver. Moreover, an additional term is
considered in the solver’s enthalpy equation to account for energy transport
due to species diffusion. These adaptations as detailed by equations (4.8) and
(4.13) have been implemented in the new solver.

Porous and solid regions

The second part of the solver deals with the porous-medium processes and was
developed on the basis of the standard solver chtMultiRegionFOAM. It supports
multi-region treatment for arbitrary numbers of porous and non-porous wall
segments, and thus enables the simulation of conjugate heat transfer cases.
Depending on the considered problem either the transient or steady-state
governing equations are solved by means of the PISO/SIMPLE or SIMPLE
methods, respectively. Several adaptations with respect to porous-structure
modelling have been implemented. A volume-averaging approach as outlined
in section 2.4.1 is employed. To consider LTNE situations (i.e. Tf 6= Ts), the
porous wall domains are represented by overlapping fluid and solid regions with
coupled energy equations. Internal heat transfer between solid skeleton and
coolant can be modelled either by using a constant volumetric heat transfer
coefficient hv or heat transfer correlations in dependence of local flow properties.

4 The acoustic CFL number is defined by CFLacoustic = (|u|+cs)∆t
∆x where ∆x represents

the grid spacing and cs is the local speed of sound. The convective CFL number,
i.e. CFL = |u|∆t

∆x is related to the numerical stability of explicit time discretisation
schemes where the condition CFL < 1 must be satisfied.
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Pressure loss for coolant through flow is considered by means of the multi-
dimensional Darcy-Forchheimer model as given by equation (2.62). Moreover,
the solver takes into account anisotropic material properties with respect to
through-flow permeability and heat conduction.

Domain coupling

Kinematic and thermal coupling of both solver parts is performed internally by
an exchange of variables at the porous interface. The coolant mass flux vector
ρuD is transferred from the porous region to the main-flow domain, while the
static wall pressure phg from the external flow field is an input to the porous
domain. Thermal coupling is based on the flux forward temperature back
method, see for example Verdicchio et al. [187]. Consequently, the interface
temperature Ts is provided by the porous domain as a coupling condition for
the main flow, whereas the convective heat flux q̇hg from the hot gas flow
is transferred in opposite direction. For the here-presented simulations, the
grids of coupled domains feature matching cells at the interface which avoids
data interpolation. Figure 4.5 depicts a schematic illustration of the coupling
between a main-flow region and a porous region, consisting of fluid and solid
phases. The solver allows different modes of domain coupling ranging from full
to loose coupling at a specified frequency.

hot gas

porous porous

Ts

ρfuD

q̇hg phg

Tf
ρfuD

ρf cp,fn · uD

Ts
solid fluid

Figure 4.5: Coupling scheme between main-flow domain
and porous domain
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Local time stepping approach

The main-flow-solver part of spectraFOAM uses a transient formulation by
design. For stability reasons, the hybrid algorithm is bound by the Courant-
Friedrichs-Lewy (CFL) stability criterion based on the local flow velocity [51,
102]:

CFL = |u|∆t∆x < 1 , (4.53)

where ∆t is the time discretisation increment and ∆x represents the grid
spacing. As a consequence of the high flow velocities in supersonic problems,
small values of ∆t are required. Additionally, the time scales to reach steady-
state conditions in a heat transfer problem are considerably different for main
flow and porous structure. Just as for a rigid solid, it requires several seconds
to minutes until the temperature distribution within a porous structure is fully
established. In contrast, the supersonic flow generally develops a steady-state
within fractions of a second. Therefore, large computational run times are
required for transient transpiration-cooling test cases. However, when the focus
is only on the steady-state solution, a non-uniform (and non-physical) time step
may be introduced for the different regions. This results in a local time-stepping
(LTS) approach as suggested by Osher and Sanders [144]. The local time step
is then determined from the local flow velocity and the parameter Cmax < 1:

∆t(x) ≤ ∆x
|u(x)|Cmax . (4.54)

Obviously, the time uniformity and temporal accuracy is lost by employing
locally varying time steps. Anyhow, if only the steady-state solution is desired,
the numerical simulation converges towards this final state considerably faster,
see for example Dröske [45]. Moreover, the main-flow region which is solved
using the LTS approach can also be coupled to a steady-state simulation of the
porous structure. This further reduces the computational costs for conjugate
simulations. For all coupled transpiration-cooling simulations presented in
chapter 7, the here-described LTS approach has been employed. Subsequent to
the calculation of a cell-individual time step ∆t(x), a damping function as well
as a spatial smoothing are applied to the variable. Both limit the change in ∆t
between iterations and reduce spatial gradients of the local time step which
may lead to numerical instabilities.
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CHAPTER 5

Porous Structure - Through Flow and Internal Heat Exchange

Having both numerical and experimental setups introduced, now the obtained
results and the solver validation are presented. This chapter focuses on the
physical processes taking place within a transpiration-cooled porous structure.
At the same time, the corresponding numerical models and their applicability to
C/C are investigated and validated. First, the internal heat exchange between
coolant fluid and the solid skeleton of a porous structure is addressed. Secondly,
the through-flow behaviour of porous C/C structures for unidirectional and
multi-dimensional coolant flows is discussed. Besides air, other coolant gases
are used to explore the influence of fluid properties on internal heat transfer and
through-flow resistance. While the internal heat transfer investigation is only
theoretical, a combined numerical and experimental approach is employed with
respect to the through-flow behaviour. This allows a more thorough analysis
and simultaneously validates the applied models.

5.1 Internal Heat Exchange

One of the effect mechanisms of transpiration cooling bases on the internal heat
exchange taking place whenever a fluid at a lower temperature flows through
a heated porous structure. Regarding this, the intensity of heat exchange is
governed by the temperature difference Ts − Tf , the internal surface asf in
contact with the coolant, and the state of the thermal boundary layer modelled
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by the local heat transfer coefficient h. For a rigid porous structure, the heat-
exchanging surface per volume asf is a constant material property, just like the
porosity. Opposed to this, the heat transfer coefficient h may be variable as it
depends on the local flow situation as well as local fluid properties. In volume-
averaged simulations of porous structures, the two variables are typically
combined into the volumetric heat transfer coefficient hv = asfh. Several
authors deduced correlations for the determination of hv for various porous
materials, as discussed in section 2.4.3. However, little work is concerned with
CMC materials or similar, see for example Florio et al. [54]. No relation for the
here-considered porous material C/C exists to date. Geometrical estimations
for the internal (heat-exchanging) surface per volume of the porous material
yield values between 104 m2/m3 and 105 m2/m3 [68, 165]. This suggests large
values for hv between 104 W/(m3K) and 107 W/(m3K). Due to the lack of
available data for C/C, the simplified assumption of a constant hv-value for
all mass flows and coolants and for the complete porous domain has been
employed in previous studies using the material, see references [37, 165]. Albeit
a simplification, this assumption is also used in the frame of this thesis.1

5.1.1 Evaluation of Analytical LTNE Criterion

In this section, the suitability of the LTE assumption is discussed for the test
cases investigated in chapter 7. For this, an analytical relation from literature
is employed to estimate the modelling error if only a single energy equation is
considered for both solid and fluid phases.
Several parameters have a decisive influence on the thermal situation within a
porous structure and more specifically the question if a significant temperature
difference between solid phase and fluid phase occurs (LTNE) or if both phases
are at equal temperature (LTE). Besides the volumetric heat transfer coefficient
hv, also the coolant flow situation, i.e. fluid properties and mass flow rate, as
well as porous structure properties are important with respect to this. The
criterion by Wang and Wang [192] as defined in equation (2.65) gives a first
estimation if LTNE occurs for a certain test case or not. The authors define that
the influence of LTNE is non-negligible if the relative difference between hot-
gas-side temperatures for LTE and LTNE modelling exceeds 5%. As suggested
by their analytical relation, the prediction strongly depends on hv (which is
assumed as constant over the porous sample), the specific heat capacity of the
coolant cp,c, the solid-phase thermal conductivity ks,eff , and the coolant mass
1 However, the developed OpenFOAM solver also allows to employ internal heat transfer

correlations, if available. In this case, a local hv is computed for each cell of the
simulation domain in dependence of the local values for Re and Pr.
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flow rate ṁc (or blowing ratio F ). Additionally, a weak dependency on the run
length L exists which is neglected in the following analysis. The contour plot
given in figure 5.1 illustrates the hv-F -parameter range for which the criterion
indicates a significant influence of LTNE for the here-investigated test setup
and C/C material (ṁhg/Ahg = 307.9 kg/(m2s), Ac = 0.00209 m2). Regarding
this, the areas below the coolant-specific curves represent the parameter range
connected to LTNE, whereas areas above the curves correspond to LTE.
It can be noted that the criterion applied to the here-investigated test cases
predicts LTNE situations already at moderate blowing ratios. Examining the
curve for air as coolant, equilibrium between solid-phase temperature and fluid-
phase temperature (LTE) can only be assumed for volumetric heat transfer
coefficients higher than 107 W/(m3K) for the highest blowing ratio tested,
i.e. FAir = 1.0%. Due to the specific heat capacities of the coolants, LTE
requires even higher hv-values at a given blowing ratio for helium, while lower
values are sufficient for CO2 and argon. Since the value of hv is estimated to
be between 104 W/(m3K) and 107 W/(m3K) for C/C, this suggests that the
occurrence of LTNE might be important in the test cases discussed in chapter 7.
Thus, the consideration of separate energy equations for fluid phase and solid
phase of the porous medium is an essential aspect of the corresponding numerical
simulations. Furthermore, although being computationally more challenging,
the consideration of both energy equations provides additional flexibility with

He Air
ArCO2

Figure 5.1: Diagram illustrating hv-F -parameter range for which analytical crite-
rion predicts a significant influence of LTNE (arrows point towards
LTNE region)
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respect to future application cases of the solver (e.g. higher blowing ratios or
coolant gases with high specific heat capacity such as hydrogen).

5.1.2 Solver Validation

In a next step, the numerical implementation of separate energy equations
for fluid phase and solid phase and their coupling by means of internal heat
transfer is validated. For doing so, the OpenFOAM solver results are compared
to a steady-state analytical solution as described in references [123, 188] and
given in appendix F. The analytical solution introduces several simplifications
to the problem such as incompressibility, constant thermal properties, and
negligence of heat conduction within the porous-fluid phase. Consequently, the
OpenFOAM solver settings were adapted accordingly to allow for a meaningful
comparison. For the validation case, a one-dimensional full porous compu-
tational domain of the length L = 0.01 m is employed. A system-adiabatic
boundary condition according to equations (4.34) and (4.35) is prescribed
on the coolant side, while a heat flux on the solid phase is specified at the

Table 5.1: Simulation
parameters

L 0.01 m
ε 15%
ṁc/Ac 0.5 kg/(m2s)
q̇0 100 kW/m2

ks,eff 1.4 W/(mK)
hv 105 W/(m3K)
ρf 1.18 kg/m3

cp,f 1004 J/(kgK)
Tc 300 K
hc 10 W/(m2K)

x

ks,eff
dTs
dx

∣∣
ΓPM

= hc

(
Ts,ΓPM − Tc

)
ρfuDcp,f

(
Tf,in − Tc

)
= ks,eff

dTs
dx

∣∣
ΓPM

ks,eff
dTs
dx

∣∣
ΓHG

= q̇0

Figure 5.2: Validation test case for internal heat
transfer - boundary conditions and
simulation results
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heated side. Following the results from the previously discussed criterion by
Wang and Wang [192], a moderate value of hv = 105 W/(m3K) is selected for
the validation case to ensure the occurrence of LTNE. Further simulation
parameters are selected exemplarily as given in table 5.1. Figure 5.2 depicts
the analytical (symbols) and numerical (lines) temperature distributions over
the sample thickness. An excellent agreement is found between both results
which confirms the correct implementation of the LTNE model.

5.2 Unidirectional Flow through Porous Media

The following section details the experimental determination of permeability
coefficients based on the Darcy-Forchheimer model. The influence of coolant
gases as well as the pressure and mass flux ranges employed for the deter-
mination are briefly discussed. Additionally, simulations of the through-
flow experiments using the determined permeability coefficients verify the
correct implementation of the one-dimensional Darcy-Forchheimer equation in
OpenFOAM. Finally, the influence of the coolant gas temperature on through-
flow pressure loss is investigated.

5.2.1 Experimental Determination of Permeability Coefficients

Theoretical models for the calculation of permeability coefficients such as
proposed by Ergun [50] are not applicable to most CMC materials. As this
is also the case for the here-employed material C/C, the coefficients need to
be determined experimentally. For doing so, the assembly of coolant plenum
and porous sample is used, see figure 5.3. Since only coolant through flow
and no main flow is considered, the tests are performed outside of the flow
channel.2 In the test series, the coolant mass flow rate is stepwise increased
by means of a thermal mass-flow controller. Simultaneously, static pressure is
recorded inside the coolant reservoir pin and for ambient conditions at the outlet
pex ≈ 96.4 kPa. Additionally, the coolant temperature is determined as the
average of two measurements within the coolant reservoir. A nearly constant
value is recorded during the tests, i.e. Tf ≈ 290 K. Internal thermocouples
spread over the sample thickness confirm the isothermal situation of the porous
sample. All measurements are taken at steady-state conditions. More details
on sensor types and uncertainties are given in section 3.3 and appendix A.

2 Identical results are obtained in the fully assembled test channel without main flow,
as demonstrated for exemplary blowing ratios. However, testing outside the channel
facilitates accessibility and has thus been favoured for the through-flow experiments.
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coolant supply

port to pressure
transducer

reservoir
thermocouples

feed-through for internal
thermocouples

reference sample (copper sealing)

stainless-steel frame

Figure 5.3: Experimental setup for determination of permeability coefficients

Due to the fibre character of the here-investigated C/C, the material’s perme-
ability is anisotropic. Consequently, the through-flow resistance differs based on
the angle between flow direction and fibre orientation. The following discussion
and the here-described determination of permeability coefficients consider only
parallel through flow. This is in line with the supersonic transpiration-cooling
experiments presented in chapter 7 where the coolant flow is mainly in the
parallel-parallel fibre plane.

Figure 5.4 presents the measured through-flow data for the coolant gases air,
helium, argon, carbon dioxide (CO2), and nitrogen (N2). The pressure loss over
the sample (thickness L = 15 mm) is plotted against mass flux using the form
introduced by equation (2.57), i.e. (∆p/L)∗ =

(
p2
in − p2

ex

)
/ (2pexL). Error

bars resulting from a standard uncertainty analysis [16, 140] are added to the
diagram, see also appendix A. The diagram illustrates an increase of pressure
loss for rising coolant mass fluxes which strongly depends on the coolant gas
properties. The measurements for helium show a significant higher pressure
loss for a certain ṁc/Ac when compared to the other gases. Carbon dioxide
exhibits the lowest pressure losses with respect to this. When examining the
curves, at first, a linear increase of pressure loss with rising mass flow rate
(Darcy regime) is found. At higher mass fluxes, this shifts to a quadratic
behaviour (Forchheimer regime).
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Figure 5.4: Experimental data for normalised pressure loss over air mass flux for
through flow parallel to fibre orientation

Based on the experimental data, the permeability coefficients can be determined
by a curve-fitting procedure which is based on the Darcy-Forchheimer model:

p2
in − p2

ex

2LRT = µf
KD

(
ṁc

Ac

)
+ 1
KF

(
ṁc

Ac

)2
. (2.58)

This yields a pair of permeability coefficients KD and KF for each of the coolant
gases included in figure 5.4. Two different fitting ranges were selected for the
permeability determination. First, the measured values were evaluated up to a
maximum pressure difference of ∆pfit1 ≈ 0.5 MPa. Secondly, the fitting range
was confined by a maximum coolant mass flux of (ṁc/Ac)fit2 = 1.8 kg/(m2s).
The fitting algorithm takes into account the measurement results, when aver-
aged values are used also the deviation from the average. Additionally, the
uncertainties of the employed sensors are considered for the uncertainty calcu-
lations. The determination of permeability coefficients is therefore not only
based on the mean values, but also takes into account the normal distribution
of the measured values contained in the Darcy-Forchheimer equation [167]. The
uncertainty in the permeability coefficients is then calculated from a Monte
Carlo method as described in reference [17]. Figure 5.5 gives the resulting
permeability coefficients including uncertainties.
The determined values for parallel through-flow direction show a fair agreement
for the coolant gases N2, air, argon, and CO2. This suggests that KD and
KF are independent of the coolant gas properties in the here-tested range.
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(a) Darcy coefficient (b) Forchheimer coefficient

Figure 5.5: Darcy-Forchheimer permeability coefficients for C/C using various
coolants and two fitting ranges

Opposed to this, the coefficients determined from the helium measurements
show slightly higher deviations which are discussed later. In addition to this,
the curve-fitting technique is found to yield similar values of KD and KF for
both fitting ranges, i.e. ∆pfit1 and (ṁc/Ac)fit2. Two additional data points for
nitrogen (hollow symbols) are included in figure 5.5 which correspond to earlier
measurements before (depicted left of N2 reference value) and after (depicted
right) instrumentation of the sample with thermocouples. The two measure-
ments compare well to the reference data point which is plotted centrally and
was taken after exposure to hot-gas channel flow (like the data points for all
other gases). The good agreement of all values indicates that neither deteri-
oration nor the instrumentation with thermocouples or the exposure to hot
gas flow changed the permeability of the employed C/C material significantly.
Leaving the helium coefficients out, the combined mean value of all fits yields
KD,‖ = (7.11± 0.45) · 10−13 m2 and KF,‖ = (8.66± 1.25) · 10−8 m as given by
solid and dashed lines in the figures.
The deviation for helium may be explained by the prevailing flow regime
within the porous structure. With respect to this, the ratio between form drag
(Forchheimer) and viscous drag (Darcy) indicates the transition from linear
to quadratic flow regime, see also section 2.4.2. The mean values of KD,‖ and
KF,‖ are used in combination with the maximum mass fluxes (ṁc/Ac)max to
evaluate the flow regime for the here-described determination of permeability
coefficients:

C∗FD =
(∆p/L)∗Forchheimer
(∆p/L)∗Darcy

=
{

1.09± 0.11 N2, Air, Ar, CO2

0.23 He
. (5.1)
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For the gases N2, air, argon, and CO2, the equation yields similar C∗FD values
which indicates that Forchheimer and Darcy drag contributions are of compa-
rable magnitude for the applied mass fluxes (ṁc/Ac)max. Opposed to this,
the helium value for C∗FD is considerably less because of the low helium mass
flux induced by the maximum pressure difference ∆pfit1 ≈ 0.5 MPa. This
suggests that the pressure loss is almost entirely due to viscous drag consid-
ered by the linear Darcy term. Therefore, curve-fitting on the basis of the
Darcy-Forchheimer equation is not appropriate for the here-presented helium
measurements.3 Consequently, the observed deviation for helium is due to
the deviating flow regime. With respect to this, it has to be noted that also
the measurements for the other tested gases do not reach the flow regime
where the Forchheimer term completely dominates and the Darcy contribu-
tion becomes negligible. To carry out such measurements, significantly higher
coolant mass flow rates would be required. However, this would also lead
to considerably higher pressure differences over the porous sample and thus
increase the demands on the test equipment.
An overview of the permeability coefficients KD and KF is given in table 5.2. In
addition to the determined coefficients KD,‖ and KF,‖ in parallel through-flow
direction, also the values KD,⊥ and KF,⊥ for the perpendicular fibre orienta-
tion are specified. These have been measured and provided by DLR Stuttgart.
Comparing perpendicular and parallel through-flow directions, the permeability
coefficients KD,⊥ and KF,⊥ are lower by a factor of 9 and 15, respectively.

Table 5.2: Permeability coefficients of C/C

Coolant flow orientation KD KF

parallel (7.11± 0.45) · 10−13 m2 (8.66± 1.25) · 10−8 m
perpendicular (7.81± 0.78) · 10−14 m2 (5.86± 0.55) · 10−9 m

5.2.2 Solver Validation

To verify the correct implementation of the one-dimensional Darcy-Forchheimer
equation in the OpenFOAM solver, numerical simulations of the previously
discussed parallel through-flow experiments were performed. The validation
includes the coolant gases air, helium, argon, and CO2. Each coolant gas and
3 Performing a curve fitting for the helium measurements based on the Darcy equation,

i.e. neglecting the quadratic term in equation (2.58), yields a Darcy coefficient of
KD,He,‖ ≈ 6.22 · 10−13 m2 which is closer to the determined mean value.
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applied mass flux correspond to an individual simulation case. All simulations
use the permeability coefficients KD,‖ and KF,‖ given in table 5.2. A two-
dimensional mesh with 15 000 cells and mesh grading towards all boundaries
numerically reproduces the reference sample employed for the through-flow
experiments. The mesh consists of a single cell layer of the three-dimensional
mesh employed for the supersonic simulations discussed in section 7.3. The
applied boundary conditions and the grid are illustrated in figure 5.6. Walls
are modelled by means of no-slip and adiabatic conditions. The coolant mass
flow rate is induced by the modified total pressure boundary condition defined
by equation (4.33). The air enters the porous structure at the measured
coolant-fluid temperature, i.e. Tf ≈ 290 K, and is exhausted into ambience
(pex = 96.4 kPa).

uD = 0
∇T = 0

pex

ptot,res = f(ṁc), Tf

uD = 0
∇T = 0

Figure 5.6: Numerical mesh and applied boundary condition for unidirectional
coolant flow investigation

Figure 5.7 compares the numerical results to the experimental data. To esti-
mate the influence of the coefficients’ uncertainties, additional simulations
were performed with minimum and maximum permeabilities resulting from
subtracting or adding the specified standard deviations σKD and σKF , respec-
tively. This adds the areas highlighted in colour to the diagram.

5.2.3 Influence of Coolant Temperature

In the previous analysis, the permeability coefficients KD and KF have been
found to be independent of the coolant properties in the measured range.
However, the pressure loss occurring for the different gases at a certain mass
flux varies considerably. This is due to the fluid-dependent properties contained
in the Darcy-Forchheimer equation, i.e. viscosity µf and density ρf . Both
properties additionally vary with coolant temperature. For rising temperature
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5.2 Unidirectional Flow through Porous Media

Figure 5.7: Simulation results for normalised pressure drop over mass flux for
various gases using the averaged permeability coefficients

levels, µf increases while ρf decreases. Assuming constant permeability coef-
ficients in the Darcy-Forchheimer equation, both effects should result in an
increase of pressure loss for a given mass flux ṁc/Ac. To investigate this effect
and for further validation of the OpenFOAM solver’s modelling capabilities,
the through-flow resistance for heated test cases is addressed in the following.
The respective data originates from the supersonic transpiration-cooling exper-
iments and the corresponding numerical simulations presented in chapter 7.
However, the analysis given here is concerned with the pressure loss over the
sample only, while all cooling related questions are discussed later. In line with
the results of the analysis on the LTNE criterion by Wang and Wang [192], a
variation of the volumetric heat transfer coefficient hv between 105 W/(m3K)
and 107 W/(m3K) has been performed in the simulations. As the influence on
pressure loss has been found to be small, a value of hv = 106 W/(m3K) was
selected for the here-presented analysis.
With respect to the previously discussed through-flow tests at cold conditions,
i.e. Tf ≈ 290 K, two variations are introduced: First, the heated test cases
exhibit higher coolant-fluid temperatures (due to internal heat transfer) and
secondly, the static pressure at the outlet pex reduces from 96.4 kPa to around
30 kPa. The latter effect is due to the supersonic test conditions in the channel-
flow experiments, see chapter 7. As the gas density varies with pressure, an
influence is expected. To separate the effects, numerical simulations for all
three conditions have been performed. The simulation results thus comprise
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5 Porous Structure - Through Flow and Internal Heat Exchange

data sets for cold conditions and pex ≈ 96.4 kPa, and data sets for both cold
and heated conditions for pex ≈ 30 kPa. In contrast, experimental data is only
available for two test conditions, i.e. cold conditions for pex = 96.4 kPa and
heated conditions for pex ≈ 30 kPa.
The two influences on through-flow pressure loss are considered separately in
the following analysis. Before examining the results, it has to be noted that
the normalised pressure loss (∆p/L)∗ =

(
p2
in − p2

ex

)
/ (2pexL) chosen for the

here-presented result diagrams is sensitive to the outlet pressure pex. A signif-
icant influence on the displayed results is therefore expected. In contrast to
this shortcoming, the chosen way of illustration allows to easily determine the
inlet pressure for a given mass flux/blowing ratio while representing the mixed
linear-quadratic behaviour of the Darcy-Forchheimer equation.
Figure 5.8 depicts numerical and experimental data of the pressure loss (∆p/L)∗
over mass flux ṁc/Ac for the different test conditions and the coolants air,
helium, argon, and CO2. Additionally, the blowing ratio is included on the
second abscissa to provide a better link to the transpiration-cooling test cases
presented in chapter 7.
Regarding the influence of the outlet pressure, a significant increase of (∆p/L)∗
at a given ṁc/Ac is found (compare dash-dotted and solid lines). As discussed
before, this is partly due to the chosen visualisation and the influence of pex
which scales the normalised pressure loss. Adding to this effect, the gener-
ally lower fluid density levels, i.e. ρf = pf/(RTf ), yield higher through-flow
velocities uD and thus increased pressure losses. With respect to the heated
test cases, the observed pressure loss for a given mass flux increases further
(compare dashed and dash-dotted lines). The additional pressure loss is solely
due to the elevated fluid temperature levels during the coolant’s flow through
the porous structure. In the chosen visualisation, the effect of coolant tempera-
ture appears smaller when compared to the influence of the outlet pressure.
However, it reveals to be of similar magnitude, if absolute pressure differences
are examined, i.e. ∆p = pin − pex. Good agreement between numerical simula-
tion and experimental results is found for the heated test cases using air, argon,
and CO2 as coolants. For the helium test cases at elevated temperatures, the
agreement is less (see also discussion on flow regime in section 5.2.1).
The generally good agreement between simulation and experiment confirms
the applicability of the Darcy-Forchheimer model also for the heated test
cases. Moreover, the results indicate that the permeability coefficients are
independent of fluid temperature and pressure level. This is an important
finding which allows to use a single set of KD-KF -coefficients for all subsequent
simulations. With respect to the numerical validation of porous through flow,
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5.2 Unidirectional Flow through Porous Media

the OpenFOAM solver is able to reproduce the combined effects of increased
fluid temperature and reduced outlet pressure.4

(a) Air (b) Helium

(c) Argon (d) CO2

Figure 5.8: Normalised pressure loss over coolant mass flux/blowing ratio

4 Additionally, the comparison of experiment and simulation gives a first indication that
the temperature of the porous sample (and the internal heat transfer) is generally well
captured by the simulation. This is analysed in more detail in chapter 7.
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5 Porous Structure - Through Flow and Internal Heat Exchange

5.3 Multi-Dimensional Flow through Porous Media

In the previous section, unidirectional through-flow behaviour for C/C has
been discussed. In general, real application cases will also exhibit coolant flow
that is at an arbitrary angle to the carbon fibres and thus not aligned with
parallel or perpendicular directions. This is also expected to occur for the
supersonic transpiration-cooling experiments discussed in chapter 7. However,
due to the fibre lay-up of the investigated C/C samples with 0/90° twill plies,
significant cross flow is expected only in the parallel-parallel fibre plane. The
corresponding through-flow behaviour is addressed in the following section
by means of a validation experiment employing partial sealing of the outlet
surface. The purpose of the investigations is to validate the superposition
principle postulated by equation (2.62) for arbitrary angles between through-
flow direction and fibre orientation. In addition to this, the cross-flow behaviour
in the parallel-perpendicular fibre plane is discussed in appendix C by means
of a theoretical study as well as OpenFOAM simulations of a porous cone
experiment performed at DLR.

5.3.1 Partial-Sealing Experiment

The following validation experiment is designed to induce significant cross
flow within the porous structure. Corresponding numerical simulations reveal
the coolant flow field within the porous structure. Additionally, the validity
of the 3D-Darcy-Forchheimer equation in the parallel-parallel fibre plane is
evaluated based on the comparison of integral pressure losses in experiment
and simulation.

Experimental setup

For the experiments, a similar setup as for the unidirectional through-flow
investigations is employed. Again, static pressures in the coolant reservoir and
at ambient conditions are recorded as a function of the applied coolant mass
flow rate. Moreover, the temperature of the coolant air is measured for the
isothermal tests. To induce coolant cross flow, the outlet surface is partially
sealed by a two-component adhesive as shown in figure 5.9. In addition to
the illustrated sealing of 25% of the outlet surface, a consecutive measurement
series with a sealing of 50% has been performed.
Before starting the through-flow experiment, the applied sealing is examined
with respect to leakages at higher reservoir pressure. Due to the experiment’s
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pressure
transducer

coolant
supply

partial sealing
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C/C fibre orientation
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Figure 5.9: Experimental setup for through-flow tests (left) and porous sample
with 25% of outlet surface closed (right)

nature involving a porous structure, standard test procedures to detect leakages
are not appropriate [41]. Instead, a qualitative analysis based on schlieren
images has been performed for through flow of helium at high mass flow rates
and high reservoir pressures, respectively. Results of this test cases are given
in figure 5.10. In the figures, the adhesive effectively prevents helium to flow
over the sealed outlet surface. A pattern of separate coolant jets is observed at
the outlet plane of the C/C sample. However, a clear statement on the outflow
direction of the coolant is not possible. With increasing distance to the sample,
the coolant jets mix with ambient air and among each other.

(a) 0.25% sealing (b) 0.50% sealing

Figure 5.10: Schlieren images to illustrate outflow behaviour of coolant (here
helium) for partial sealing of porous sample (red areas illustrate
sealing by adhesive)
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Simulation setup

For the simulations, the earlier introduced reference sample (illustrated in
figure 3.4) is reproduced by means of a two-dimensional mesh with 15 000 to
18 000 hexahedral cells. Depending on the degree of sealing, i.e. 0%, 25%, or
50%, the numerical outlet is partially replaced by a wall segment to represent
the adhesive sealing used in the experiment. The grid features mesh grading
towards all boundaries and a refinement of the cell layers close to the tran-
sition between outlet and adhesive. The numerical domain and the applied
boundary conditions are illustrated in figure 5.11. Walls are modelled by means
of no-slip and adiabatic conditions. The air mass flow rate is induced by the
modified total pressure boundary condition, see equation (4.33). It enters the
porous structure at the experimentally measured coolant-fluid temperature,
i.e. Tf ≈ 290 K, and is eventually exhausted into ambience (pex = 96.4 kPa).
The previously determined permeability coefficients are employed to construct
the orthotropic permeability tensor, see table 5.2. Since neither a main-flow
domain nor internal heat transfer to the solid-phase of the porous structure
need to be considered, only the fluid-phase region is modelled by the solver.

5.3.2 Results and Discussion

The results of the partial-sealing test cases are discussed based on a combined
numerical and experimental approach. First, simulation results are presented
for different levels of sealing and a constant mass flow rate of ṁ = 1 g/s
(corresponds to ṁ/Ain ≈ 0.5 kg/(m2s)).

sealing

uD = 0
∇T = 0

uD = 0
∇T = 0pex = 96.4 kPa

ptot,res = f(ṁc)
Tf ≈ 290 K

Figure 5.11: Sketch of numerical domain with applied boundary conditions for
25% sealing test case
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5.3 Multi-Dimensional Flow through Porous Media

Figure 5.12 illustrates coolant pressure by means of the greyscale contour,
while streamlines coloured by the mass flux indicate the flow direction and
transport of coolant mass. The no-sealing test case serves as a reference case
with unidirectional coolant flow and straight pressure isolines.
For sealing of the outlet surface, the coolant streamlines below the sealing are
forced to change direction which is accompanied by bended pressure isolines.
Only streamlines further away from the sealing (i.e. close to the left boarder
of the sample) are not affected by this and show an unchanged through-flow
behaviour. The cross-flow effect intensifies for the test case with an outlet
sealing of 50%. With respect to the coolant pressure, a substantial increase
of inlet pressure is found for intensified sealing. Due to the reduced outlet
surface, a higher pressure difference between reservoir and outlet is required

(a) 0% partial sealing

(b) 25% partial sealing

(c) 50% partial sealing

Figure 5.12: Internal pressure distribution and coolant streamtraces for sealing
of the outlet surface and ṁ/Ain ≈ 0.5 kg/(m2s)
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to drive the mass flow rate of ṁ = 1 g/s. In line with this, higher mass fluxes
occur below the non-blocked outlet. This is indicated by the colour of the
streamlines. Comparing the colouring of streamlines below the blocked-outlet
area for 25% and 50% test cases, it is found that streamlines further away from
the non-blocked outlet transport less coolant mass.
To evaluate the modelling approach, numerical and experimental results for
the integral pressure loss ∆p = pin − pex over mass flux ṁ/A are compared in
figure 5.13. In accordance with the determination of permeability coefficients
(see section 5.2.1), the value range for the analysis reaches up to maximum
pressure differences of ∆p = 0.5 MPa. Figure 5.13a illustrates the results with
respect to the inlet coolant mass flux. The diagram confirms the previous
finding stating higher pressure losses at a given mass flux ṁ/Ain for sealing of
the outlet.
For correlating the pressure loss to the outlet coolant mass flux as shown in
figure 5.13b, the stacking of the curves is reversed. While the no-sealing data
curve is identical in both diagrams (Ain = Aex for 0% sealing), the pressure loss
at a given value of ṁ/Aex reduces for partial sealing of the outlet. The right-
hand diagram thus illustrates the effect of coolant flow in the porous volume
below the sealing. If the coolant flow was only unidirectional and no cross flow
existed, the curves for 0%, 25%, and 50% sealing would coincide. However, the
porous volume below the sealing gives rise to a secondary flow which eventually
merges with the primary coolant mass flow (below the non-blocked outlet)
before being exhausted into ambience. Although the secondary mass flow is
limited in size, it reduces the mass flux below the non-blocked outlet and thus
yields lower pressure losses for a given outlet mass flux, i.e. ṁ/Aex. With respect

(a) Pressure loss over inlet mass flux (b) Pressure loss over outlet mass flux

Figure 5.13: Pressure loss over mass flux for partial sealing of the outlet surface
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to this, the ∆p-reduction from no-sealing to 25% is greater than the additional
effect for a sealing of 50% of the outlet surface. This implies that only little
additional secondary flow is transported in the enlarged porous volume below
the 50% sealing and thus confirms the findings from figure 5.12c. Comparing
the simulation results to the measured pressure losses, little deviations are
found for all sealing levels and mass flow rates. The generally good agreement
suggests the applicability of the superposition principle given by equation (2.62)
and thus validates the applied multi-dimensional through-flow approach in the
parallel-parallel fibre plane.

5.4 Summary

In the given chapter, the physical processes taking place within a transpiration-
cooled porous structure were discussed. At first, the internal heat transfer
between coolant and solid skeleton of the porous structure was addressed.
A theoretical study based on the criterion by Wang and Wang [192] suggests a
non-negligible influence of local thermal non-equilibrium on the transpiration-
cooling test cases discussed in chapter 7. This motivates the consideration of
separate energy equations for the porous domain throughout the here-presented
numerical investigations. Moreover, the solver implementation of the internal
heat exchange has been successfully validated based on an analytical solution
for a LTNE situation.
In a second step, results with respect to the through-flow behaviour of the
porous material C/C were presented. The analysis is split in unidirectional
and multi-dimensional coolant flow and combines experimental measurements
and numerical simulations. Summarising the permeability investigation for
unidirectional flow, the presented measurements confirm the applicability of
the Darcy-Forchheimer equation for the modelling of pressure loss within C/C
structures. Moreover, the experimental data suggests that the coefficients KD

and KF for C/C are independent of the coolant gas used and can be considered
as material properties in the measured range. The determined values showed to
be robust with respect to repetition, also after exposure to hot-gas channel flow.
Likewise, the instrumentation with thermocouples has no significant influence
on the through-flow characteristics of the C/C sample. However, the results
indicate that the flow regime in the experiments employed for the permeability
determination has a decisive influence on the resulting coefficients. Additionally,
the sensitivity of the pressure loss on the coolant’s fluid temperature has been
evaluated. As implied by the Darcy-Forchheimer model, the experiment yielded
higher pressure losses at elevated temperatures for a given coolant mass flux.
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Complementing numerical simulations allowed to separate the effects of higher
fluid temperature and reduced outlet pressure present in the experimental
data. The simulations verify the correct numerical implementation of the
Darcy-Forchheimer model. Moreover, the good agreement to the experimental
data confirms the applicability of a single pair of permeability coefficients for
all coolants and mass flow rates as well as for varying fluid temperatures and
pressure levels.
Subsequently, the multi-dimensional through-flow behaviour in the parallel-
parallel fibre plane of C/C was investigated. Regarding this, a validation
experiment with partial sealing of the outlet surface has been performed. With
increasing level of partial sealing, i.e. 25% and 50%, the pressure loss rises for
a given inlet coolant mass flux. The numerical results indicate a significant
coolant cross flow below the sealed outlet surface. The generally good agreement
of experimental data with the corresponding simulations validates the applied
modelling approach based on the superposition principle. Additional validation
work given in appendix C confirms the validity of the applied modelling
approach also in the perpendicular-parallel fibre plane. However, for the
present investigations, only coolant cross flow in the parallel-parallel fibre plane
is of importance.
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CHAPTER 6

Boundary-Layer Injection of Various Coolants

Subsequent to the porous structure modelling, now the influence of transpiration
cooling on the main flow is addressed. Mass injection through a transpired
wall particularly alters the main flow in the near-wall region. This manifests in
a thicker boundary layer exhibiting smaller velocity and temperature gradients.
In line with this, skin friction and wall heat transfer reduce for boundary-
layer blowing. Besides the intensity of blowing, the coolant gas properties
significantly influence the effects. As described earlier, thermal protection
in propulsion engines is one of the main application cases of transpiration
cooling. Aside from air, fuel is typically used as coolant in these applications.
Similarly, thermal protection of external surfaces in hypersonic flight through
transpiration cooling might use other gases than air. As a consequence, the
injection of foreign gases into the main flow is an important aspect in the
numerical simulation of transpiration cooling. The following validation work
focuses on this aspect by investigating boundary-layer blowing of various gases
into a non-reactive main flow of air.

6.1 Test-Case Description

For the solver validation, an experimental data set from literature has been
selected [129]. In his work, Meinert experimentally investigated a subsonic
turbulent channel flow with boundary-layer blowing using various coolant gases.
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The subsonic flow velocity allows the measurement of detailed boundary-layer
profiles for isothermal and heated test conditions. These are now compared to
the results of corresponding numerical simulations. Additionally, the numer-
ical parameters for skin friction and wall heat transfer, i.e. St and Cf , are
compared to correlations from literature [96, 130]. A brief account on Meinert’s
experiments as well as the description of the numerical setup are given in the
following.

6.1.1 Experimental Setup

In the wind-tunnel experiments selected as the reference for this validation,
a blower supplied a continuous air flow of up to ṁhg = 1.3 kg/s. The static
pressure in the test section was around 100 kPa, while main-flow velocities
could be adjusted to values of up to u∞ = 160 m/s. For selected test cases,
a combination of electrical heater and recuperator was employed to increase the
static main-flow temperature up to T∞ ≈ 550 K. Depending on the considered
test case, this results in unit Reynolds numbers Re1 ≈ 3.6− 4.8 · 106 1/m and
Mach numbers M∞ ≈ 0.21− 0.34. The employed measurement section has a
constant cross section of 0.114m width and 0.1m height. At the entrance of
the segment, the existing boundary layer is removed by boundary-layer suction
(x = 0). Thus, a new boundary layer is developing which is tripped artificially
downstream at x = 0.1 m. A porous wall segment made from the stainless-steel
packed-bed material SIKA-R5 replaces the wall between the axial positions
0.20 m < x < 0.47 m. The material exhibits a porosity of ε = 30% and an
average pore diameter of dpore = 10µm. With respect to the latter, SIKA-R5
compares well to porous CMC materials such as C/C which exhibit an average
crack size of 11 to 14µm [189]. However, the porosity of CMC materials is
generally lower. In the experiments, coolant gases such as air, argon, and
helium are supplied via gas bottles and mass-flow controllers to the coolant
reservoir below the porous wall segment.
A combined sensor containing a static-pressure probe, a miniature pitot probe,
and a miniature thermocouple is used to measure the boundary-layer profiles.
The here-discussed measurements were taken in the middle of the channel at
the axial positions x = 0.342 m and x = 0.442 m. The sensor’s wall distance
was adjusted by a precise positioning system in order to traverse the boundary
layer. Based on velocity and temperature profiles, skin friction and wall heat
transfer were determined by means of the Clauser method [34]. Moreover,
the surface temperature on the porous sample was determined by an infrared
pyrometer. All measurements were taken at steady-state conditions, i.e. after
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thermal equilibrium was reached. Velocity profiles are calculated from the
measured dynamic pressure via Wuest’s formula [208]. Meinert et al. [130]
point out that the evaluation of measured data for foreign-gas transpiration is
challenging due to the significant density variations in the boundary layer. As
the concentration profiles were not measured in the experiments, a simplified
analogy of momentum transport and diffusion in the turbulent boundary layer
was employed in order to determine the required fluid properties of the binary
gas mixtures. More information on the experimental setup and the applied
data analysis methods can be found in references [129, 130].

6.1.2 Numerical Setup

The corresponding numerical simulations were performed using the OpenFOAM
solver described in chapter 4. As the validation is only concerned with the main
flow boundary-layer profiles, only this region is considered while the porous
domain is neglected in the simulations. However, the mass injection by means
of boundary-layer blowing (through the porous structure’s outlet) is modelled
using the continuous blowing model as detailed in section 4.4.
The computational domain and the applied boundary conditions are shown
in figure 6.1. A two-dimensional numerical grid consisting of around 200 000
rectangular cells represents the channel geometry. An air flow with constant
area-specific mass flux and constant static temperature is prescribed at the
inlet, whereas the outlet is modelled by a fixed pressure boundary condition

0.20m 0.27m 0.23m
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Figure 6.1: Computational domain and applied boundary conditions
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of pex = 100 kPa. The channel flow is assumed as fully turbulent, i.e. no
laminar-turbulent transition is taken into account. Turbulence modelling is
done by means of the Low-Re formulation of the shear stress transport model
by Menter [133]. With respect to the inlet conditions, TI = 2% was selected
for the turbulent kinetic energy and a mixing length of Lt,in = 4.8% · dhyd is
specified for the calculation of the specific dissipation rate ωin. For a good
approximation of turbulent behaviour close to the channel wall, a dimensionless
wall distance of y+

1 < 1 was obeyed during mesh generation. A turbulent
Prandtl number of Prt = 0.87 is selected for the simulation of Meinert’s test
case. Regarding the isothermal test cases, walls are set to be adiabatic, whereas
for the heated test cases the experimentally measured temperature is imposed
at the porous wall. Since no experimental data on the wall temperature up-
and downstream of the porous segment is available, the surface temperature
measured on the porous wall for the no-blowing case is applied at these posi-
tions. The coolant gas is injected at the measured wall temperature Tw. For
the here-considered test cases, the applied continuous blowing model yields an
even coolant mass flow rate over the transpired surface and a no-slip condition
for the axial velocity component, i.e. uy = ṁc/(ρcAc) and ux = 0. Regarding
the turbulence settings on the porous wall, the turbulent kinetic energy is set
to t = 0 while three boundary conditions for the specific dissipation rate ω
were proposed in section 4.4. The standard ω boundary condition given by
equation (4.24) has been selected for the here-discussed simulations. A brief
sensitivity study at the end of this section reviews this choice.

6.2 Injection of Various Coolants into a Main Flow at
Isothermal Conditions

The validation on boundary-layer blowing starts by investigating the injection
of various gases into a non-heated main flow of air. At first, the injection of
air at isothermal conditions, i.e. T∞ = Tc = 293.15 K is discussed. Figure 6.2
gives velocity distributions over wall distance with varying blowing ratio for
simulation (lines) and experiment (symbols). The case of no injection (F = 0%)
was evaluated at the axial position x = 0.342 m, whereas all measurements with
blowing were taken at x = 0.442 m. This corresponds to axial positions at the
middle and close to the trailing edge of the sample as indicated in figure 6.1.
In a first step, the simulation of the no-blowing case was used as a reference for
the determination of inlet conditions. Although the simulation treats the wall
flow fully turbulent and does not model the laminar-turbulent transition, the
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agreement between numerical and experimental values is very good. This is
related to two contrary effects on the boundary-layer growth occurring in the
experiment (but not in the simulation). The tripping device has a thickening
influence, whereas the laminar boundary-layer growth up to the point of flow
transition is weaker when compared to fully turbulent flow. Both effects cancel
each other out as already reported by Meinert [129]. Having the main-flow
conditions validated, the injection of air at various blowing rates F ranging from
0.0836% to 0.5206% was added to the simulation. Comparing the numerical
results to the experimental data points in figure 6.2, a very good agreement is
found. The effect of increasing injection rates is well captured in the simulations.
It is clearly notable that the boundary-layer thickness increases with rising
blowing ratio. Likewise, the velocity gradients at the wall diminish.
Transpiration of the foreign gases argon and helium into a main flow of air
requires the modelling of gas mixtures and species diffusion as described in
chapter 2. Additionally, the coolant inlet boundary condition (at the porous
wall) has to be modelled with special care in order to meet a desired blowing
ratio. Regarding this, the Eckert-Schneider boundary condition as detailed in
section 4.4 has been employed. Since the injection of heavy (e.g. argon) or light
(e.g. helium) gases changes the density within the boundary layer, the velocity
profile does not correctly reproduce the deficit in mass and momentum trans-
port in the wall-near region. Instead, the mass flux density ρux is employed

Figure 6.2: Velocity profiles at x = 0.442 m for blowing with air into a main flow
of air for various blowing ratios at isothermal conditions
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for the analysis of foreign-gas transpiration. Figure 6.3 displays the mass
flux density over wall distance for argon and helium injection. A very good
agreement between simulation and experiments is found for both gases. The
boundary-layer thickening as well as the reduced gradients in comparison to
the no-blowing case are well represented. It is notable that even comparatively
small injections of helium change the mass flux density distribution substan-
tially. This is a consequence of helium’s much lower density when compared
to air (ρAir/ρHe ≈ 7) which decreases the mixture density close to the wall
and moreover results in comparatively large transversal velocities. Argon as a
heavier gas (ρAir/ρAr ≈ 0.7) has a reduced effect in this regard. The presented
simulation results of argon and helium injection show little deviations to the
measured data. Taking into consideration that the experimental results natu-
rally include some measurement uncertainties and are additionally based on
analytical diffusion modelling, the agreement is very good.

In addition to the comparison of boundary-layer profiles, the skin-friction
coefficient as defined by equation (2.42) allows a detailed analysis of the
velocity gradients close to the transpired wall. With respect to transpiration
cooling applications, rather the reduction for boundary-layer blowing than the
absolute value is of interest. Therefore, the ratio of skin-friction coefficients
with and without blowing is determined, i.e. Cf/Cf,0. Figure 6.4 depicts the
results for injection of air, argon, and helium at isothermal conditions and for
the axial position x = 0.442 m. Besides OpenFOAM results (symbols), also the

(a) Argon (b) Helium

Figure 6.3: Mass flux profiles at x = 0.442 m for blowing with argon and helium
into a main flow of air for various blowing ratios at isothermal
conditions
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Figure 6.4: Ratio of skin-friction coefficients with and without transpiration over
blowing ratio for air, argon, and helium at isothermal conditions

correlations by Kays et al. [96] and Meinert et al. [130] as given by equa-
tion (2.48) are included in the figure (lines). The diagram clearly illustrates
the strong reduction of wall shear stress for mass injection. Moreover, a
pronounced dependency on the coolant-fluid properties is found. Light gases
such as helium reduce the skin-friction coefficient drastically already at low
blowing rates. Opposed to this, the influence of the heavier gas argon is less
significant. Nonetheless, the highest investigated blowing ratio for argon exhibits
a skin-friction coefficient close to boundary-layer blow-off which occurs for
Cf ≈ 0. A very good agreement between simulation results and correlations
is found for the transpiration of air, argon, and helium. However, for blowing
with foreign gases, the correction factor proposed by Meinert et al. [130] has to
be taken into account, i.e. kW = (Whg/Wc)0.8 in equation (2.48).

6.3 Injection of Various Coolants into a Heated Main Flow

Having validated the injection of same and foreign gases at isothermal condi-
tions, boundary-layer injection into a heated main flow is investigated in the
following. Numerical simulations using argon and helium as coolants are
compared to the corresponding experiments at heated conditions. For the
injection of argon, the main flow temperature was T∞,Ar = 456 K, whereas
for helium injection the experiments were performed at higher temperatures,
i.e. T∞,He = 550 K. The coolant temperature at injection is set identical
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to the measured wall temperature and thus depends on the applied blowing
ratio. Besides the temperature dependency of fluid properties, e.g. dynamic
viscosity µ and thermal conductivity k, also the effect on the molecular diffusion
coefficient (i.e. D12 ∝ T 1.75) has to be considered for the heated test cases.
Figure 6.5 compares the numerical results to experimental measurements. In
addition to the mass flux density, the temperature profile is given on the
second abscissa. Again, a very good agreement for the mass flux density is
found for both investigated cases. Especially close to the wall, experimental
and simulation data coincide nearly perfect, whereas further away from the
wall smaller deviations occur. Also the temperature distributions show a fair
agreement between experiment and simulation. A clear decrease of temperature
gradients close to the wall and a thickening of the temperature boundary layer
is found for coolant gas injection. As observed for the mass flux density profiles,
the injection of helium at a given blowing ratio F influences the temperature
boundary layer more significantly than a comparable argon injection. This
is due to the high specific heat capacity of helium (cp,He/cp,Air ≈ 5) when
compared to argon (cp,Ar/cp,Air ≈ 0.5).
For further analysis, the Stanton number reduction is evaluated for the injection
of same and foreign gases. The ratio St/St0 is determined from the numerical
values obtained with and without boundary-layer blowing at an axial position
of x = 0.442 m. Figure 6.6 compares the numerical results to the correlations

(a) Argon, x = 0.342 m (b) Helium, x = 0.442 m

Figure 6.5: Mass flux profiles (x1-axis, symbol ◦) and temperature profiles
(x2-axis, symbol �) at x = 0.342/0.442 m for blowing with argon and
helium into a heated main flow of air
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6.4 Sensitivity of Turbulence Boundary Condition

Figure 6.6: Ratio of Stanton number with and without transpiration over blowing
ratio for air, argon, and helium

by Kays et al. [96] and Meinert et al. [130] given by equation (2.49).1 A distinct
reduction of wall heat flux for increased blowing ratios is notable for all coolant
gases. For a given blowing ratio, helium is found to have a stronger influence
when compared to the other gases. This confirms the previous findings. A good
agreement is found for the correlation of Meinert et al., whereas the agreement
to the correlation of Kays et al. is less.

6.4 Sensitivity of Turbulence Boundary Condition

The presented results for same and foreign gas injection show a generally good
agreement between numerical simulation and experimental data. The standard
ω boundary condition given by equation (4.24) was employed at the porous
wall in all simulations. To investigate the sensitivity of results on this choice,
additional simulations were performed using two further ω boundary conditions
for transpired walls, i.e. equations (4.50) and (4.52). As exemplary test cases,
an injection of air at isothermal conditions (FAir = 0.2576%), and helium
transpiration into a heated main flow (FHe = 0.0473%) have been selected.

1 The values for St0 were obtained from separate numerical simulations without blowing
while the porous wall temperature was set identical to the value of the respective blowing
cases. As a consequence of the weak dependency of St0 on the wall temperature, the
values for St0 vary slightly for the different test cases.
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6 Boundary-Layer Injection of Various Coolants

Figure 6.7: Sensitivity study on ω-BC - boundary-layer profiles for selected test
cases using air (ρux) and helium (ρux, T ) as coolants

Figure 6.7 illustrates the boundary-layer profiles of mass flux density (air and
helium) and temperature (helium only, second abscissa) for the three inves-
tigated boundary conditions. The depicted profiles coincide and thus do not
indicate any influence of the applied ω boundary condition.

To analyse the wall-near region more closely, the ratios Cf/Cf,0 and St/St0 are
evaluated at x = 0.442 m for non-heated and heated test cases, see table 6.1.
The deviations between all boundary conditions for Cf/Cf,0 and St/St0 are
small. Moreover, the correlations by Kays et al. [96] and Meinert et al. [130]
which base on experimental data exhibit uncertainties of similar magnitude,
see for example Meinert [129].

Table 6.1: Results of ω-BC sensitivity study for Cf/Cf,0 and St/St0

OpenFOAM Correlations
ωF=0 ωF>0,std ωF>0,mod Kays Meinert

Air cold Cf
Cf,0

0.40 0.47 0.48 0.39 0.39

He heated Cf
Cf,0

0.58 0.61 0.62 - 0.47

He heated St
St0

0.72 0.74 0.75 0.76 0.70
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6.5 Summary

Summarising the sensitivity study, only a moderate influence of the ω boundary
condition on the results has been found. Regarding the boundary-layer profiles
no differences were observed, while slightly larger variations are present in the
dimensionless parameters characterising the near-wall gradients. Taking into
account the uncertainties present in the experimental data and the correlations,
this suggests the applicability of all investigated ω boundary conditions for the
here-investigated test cases with same and foreign gas injection. However, it
has to be noted that the test cases use Dirichlet boundary conditions at the
transpired surface which represent rather hard constraints on the boundary-
layer profiles, i.e. ux = 0 and T = Tw for y = 0. Thus, a further sensitivity
study for a fully-coupled transpiration-cooling test case has been performed
and is presented in section 7.2.4.

6.5 Summary

Numerical simulations of a subsonic turbulent channel flow with boundary-layer
injection on the basis of an experiment by Meinert [129] have been performed.
By comparison of the results to the available experimental data and correlations,
the solver has been validated with respect to same and foreign gas transpiration
into heated and non-heated main flows. The analysis focused on the boundary-
layer profiles of velocity, mass flux density, and temperature as well as the
reductions of skin-friction coefficient and Stanton number for blowing.
A generally good agreement was found for all considered test cases. Important
effects on the main flow such as the thickening of kinematic and thermal
boundary layers and the reduction of gradients close to the wall are accurately
represented in the simulations with boundary-layer blowing. Moreover, the
influence of the fluid properties of the injected gas is well reproduced. The
conformance of results validates several aspects of the simulation setup. First,
the continuous blowing model may be applied to represent a transpired wall
with microscopic pore openings. Secondly, the models added to the OpenFOAM
solver in order to determine fluid properties of gas mixtures and with respect to
diffusion modelling (see section 2.1.5) perform well in the simulation of the test
cases with foreign-gas injection. In this regard, the applied Eckert-Schneider
boundary condition gave good results and may be applied to model the transpi-
ration of foreign gases into a main flow of air. Thirdly, the consideration of the
term representing energy transport due to species diffusion is appropriate, see
equation (4.13). This is confirmed by the generally well captured heat transfer
at the wall.
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6 Boundary-Layer Injection of Various Coolants

Summarising this validation work, the OpenFOAM solver and the applied
numerical setup perform well in the simulation of foreign-gas injection through
a porous wall segment into a subsonic main flow at isothermal or heated condi-
tions. With that in mind, the solver and the numerical models are validated for
supersonic main-flow conditions and the ceramic material C/C in the following
chapter.
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CHAPTER 7

Transpiration Cooling of CMC Structures in Supersonic Flows

The following chapter focuses on transpiration cooling of CMC structures in
supersonic main flows. Different porous samples in uniform and more complex
supersonic main-flow conditions have been tested experimentally in the ITLR
Hot Gas Facility. Corresponding numerical simulations have been performed in
parallel. Thus, the developed OpenFOAM solver is validated for different main-
flow and transpiration-cooling situations. Moreover, the combined approach
enables a more detailed analysis of results since the numerical simulations allow
to investigate regions and effects which are not accessible to measurements or
cannot be captured experimentally.
The chapter starts with an investigation on the supersonic channel flow without
boundary-layer blowing to demonstrate the solver’s capabilities to reproduce
the correct reference conditions. Subsequently, a sensitivity study for selected
transpiration-cooling cases is performed to decide on the final simulation setup.
Using the determined simulation parameters, blowing with air and foreign
gases through the reference sample is investigated at hot supersonic main-flow
conditions. The focus of the investigation is on the temperature levels of the
external surfaces and within the porous sample. Moreover, the cooling efficiency
is determined for the considered cases. In the following sections, the contoured
sample which introduces thickness variations and thus non-uniform coolant
blowing is investigated. Besides this geometrical aspect, also modifications of
the flow and pressure fields by means of shock generation is considered. The
final section deals with the double-wedge sample which combines both effects.
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7 Transpiration Cooling of CMC Structures in Supersonic Flows

7.1 Supersonic Channel Flow without Boundary-Layer Blowing

The developed OpenFOAM solver is employed to simulate the supersonic wind-
tunnel tests performed in the ITLR Hot Gas Facility. In a first step, the heated
channel flow without boundary-layer blowing is investigated which serves as a
reference for all further test cases. As detailed in chapter 3, the facility allows
long-duration testing and thus provides steady-state main-flow conditions for
the tests, i.e. Ttot = 500 K, ptot = 0.5 MPa, and ṁhg = 0.436 kg/s. The flow
is accelerated in the Laval nozzle to M = 2.5, before it enters the test section
with a constant cross section of 35.4× 40 mm2.

The simulation domain starts after the heater stages and includes the complete
Laval nozzle as well as the constant rectangular test section, see figure 7.1.
A Cartesian coordinate system is employed with the channel’s symmetry plane
corresponding to the x-y-plane. The origin of the x-axis coincides with the
Laval nozzle throat and the y-axis origin is defined by the channel’s mid height.
The positive y-axis direction points from channel mid height to the channel’s
top wall. With respect to the chosen coordinate system, the mesh covers
the axial channel length −0.20 m < x < 0.45 m. A three-dimensional grid is
employed for all simulations to capture possible side-wall effects in the channel
flow. Additional lateral influences are expected for the transpiration-cooling
test cases, since the transpired surface of the porous sample does not extend
over the full channel width (due to copper layer with 1.6 mm thickness). The
numerical grid used for the simulation reproduces the experimental wind-tunnel
geometry with a total of around 7.5 million hexahedral cells.1 To reduce the
mesh size, only a half model is simulated making use of the channel’s symmetry
plane, i.e. the x-y-plane. In accordance with the selected turbulence model, all
walls exhibit a non-dimensional wall distance of y+

1 < 1.

The subsonic inlet is modelled by prescribing both total pressure ptot = 0.5 MPa
and total temperature Ttot = 500 K. Moreover, turbulence conditions are set
using an eddy viscosity ratio of νt/ν = 50 and a constant turbulent intensity TI
ranging from 1% to 10%. Conditions of the supersonic outlet are determined
from the internal field, i.e. ∇p = 0 and ∇T = 0. Except for inlet and outlet,
all boundaries are adiabatic no-slip walls.

1 A mesh sensitivity study has been performed for a generic test case with boundary-layer
blowing and is presented in section 7.2.2. All parameters such as first-cell height, growing
rate, or number of cells have been selected similarly for the here-discussed test case.
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7.1 Supersonic Channel Flow without Boundary-Layer Blowing

Figure 7.1: Numerical half domain of supersonic flow test channel

7.1.1 Analysis of Flow Field

In the following, the flow field in the test channel without boundary-layer
injection is evaluated through experimental and numerical data. Regarding
this, the wall pressure over channel length is depicted in figure 7.2. Additionally,
a contour plot of the Mach number as well as a slice view of the channel are
given in the figure’s background.2

Examining the diagram, the characteristic pressure drop in the Laval nozzle
is found which is due to the flow’s acceleration from subsonic (M ≈ 0.15) to
supersonic velocity (M = 2.5). In the test section, a nearly constant wall
pressure of around 30 kPa prevails. This value is in line with the isentropic
pressure relation for air at a total pressure of ptot = 0.5 MPa and M = 2.5,
cf. equation (2.28). A slight increase of pressure with run length occurs due to
the combination of boundary-layer growth and constant channel cross section.
Top and bottom wall pressure is coinciding and the even pressure distributions
do not indicate the formation of shocks. This attests smooth transitions between
modules in the experimental setup. Moreover, no shock train is found for the
considered run length, the adaptation to ambient pressure (pex ≈ 96.4 kPa)
takes place downstream of the test section. Comparing simulation results (lines)
and experimental data (symbols), a very good agreement is found.

In addition to wall pressure measurements, schlieren images for both side-wall
windows have been taken. Figure 7.3 reveals density gradients in the flow

2 Non-porous stainless-steel samples equipped with pressure taps were used for the
experimental pressure measurements.
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7 Transpiration Cooling of CMC Structures in Supersonic Flows

Figure 7.2: Wall pressure distribution and Mach number contour plot for super-
sonic channel flow

field which are related to Mach lines, i.e. infinitely weak shock waves. For the
Laval nozzle’s design Mach number M = 2.5, the corresponding wave angle is
calculated from equation (2.37) to

β = arcsin
( 1

2.5

)
= 23.6° . (7.1)

It is indicated in the schlieren image by the red-coloured lines, see figure 7.3.
The good agreement to the density-gradient lines confirms the channel-flow
Mach number of M = 2.5.

With respect to the temperature flow field, the total value Ttot = 500 K
is measured in the free stream at a position upstream of the Laval nozzle.
Downstream, the flow acceleration results in a significant static-temperature
drop in the core flow, i.e. T ≈ 222 K. In the boundary layer, the temperatures
increase again up to the recovery temperature Tr due to the flow’s deceleration
and viscous dissipation, see also chapter 2.

24°

24°

24°

Figure 7.3: Experimental schlieren image of supersonic channel flow without
boundary-layer blowing and wave angles for M = 2.5
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7.1 Supersonic Channel Flow without Boundary-Layer Blowing

The resulting wall temperature distributions as experimentally measured
(symbols) and obtained from OpenFOAM simulations (lines) are given in
figure 7.4.
First, the experimental measurements are analysed. The thirteen thermo-
couples mounted flush with the channel’s top wall record a rather uniform
temperature distribution along the channel axis, i.e. TF=0 = 446.1±2.5 K. The
deviations of ±2.5 K from the mean value are within the estimated measurement
uncertainty and may be explained by slight differences in the thermocouples’
mounting positions along the channel. Moreover, the three thermocouples
positioned at different lateral positions (x = 0.279 m, z = 0± 0.01 m) measure
nearly identical temperatures and do not indicate significant lateral deviations
in the temperature field. To measure the adiabatic wall temperature Tr more
accurately, a wall insert as detailed in section 3.3 has been employed yielding
an averaged temperature of TF=0,insert = 446.9±0.6 K (side-wall measurements
between 0.179 m < x < 0.219 m). Although this value is slightly elevated
when compared to the wall thermocouples’ average, both measurements are in
reasonable agreement. This suggests that the wall thermocouple measurements
are not significantly affected by stem conduction, i.e. undesired heat conduction
along the wall thermocouple length which falsifies the measurement [14].3

Figure 7.4: Wall temperature distribution for supersonic channel flow

3 A theoretical calculation of the recovery temperature for an adiabatic flat plate using
r ≈ 3√

Pr = 0.89, γAir = 1.4, and M = 2.5, results in Tr = 468.9 K. This is around 5%
higher when compared to the experimentally measured values. However, the theoretical
determination neglects the influences of side-wall boundary layers and corner vortices
present in the here-considered rectangular channel flow. In addition to this, the thermal
situation of the test channel is not completely adiabatic despite insulation measures
such as the employed PEEK material or the wall insert’s air chamber. Also, the total
temperature within the test section might be slightly reduced when compared to the
upstream measurement (Ttot = 500 K) due to heat losses from the non-insulated Laval
nozzle segment to the ambience.
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7 Transpiration Cooling of CMC Structures in Supersonic Flows

Besides experimental data, the numerical results obtained with the new
OpenFOAM solver are included in figure 7.4. In the simulations, turbulence is
modelled through the two-equation eddy viscosity model t-ω-SST. As discussed
in section 4.2, the choice of the turbulent Prandtl number Prt is not trivial.
Consequently, a sensitivity study has been performed with respect to this
parameter, i.e. Prt ∈ [0.65, 0.75, 0.85]. From the results, a significant influence
on the numerical results for the adiabatic wall temperature TF=0 is found.
An increase of Prt results in higher wall temperatures which is due to the
decreased turbulent transport of heat within the boundary layer. As the heat
which originates from viscous dissipation cannot be transported away from the
wall into the cooler core flow, the thermal boundary layer becomes thinner and
thermal gradients increase.
Comparing the numerical results to experimental data, good agreement is
found for Prt = 0.75 while larger deviations occur for the two other values of
Prt.4 Besides the turbulent Prandtl number, also the influence of the turbulent
intensity has been investigated by a variation of TI ∈ [1%, 5%, 10%]. However,
no influence was found on the wall temperature and thus the results are coin-
ciding with the given curves for the reference value TI = 5%. Besides, no
influence of Prt or TI on the numerical pressure distribution was detected.
As discussed, the measurement with the adiabatic wall insert indicates similar
temperatures as the wall thermocouples and thus confirms the accuracy of
the latter. To evaluate the influence of the different measurement positions,
numerical wall temperatures have been evaluated for top wall (symmetry plane)
and side wall (mid height). The results included in figure 7.4 indicate only
small deviations between both positions. This supports the previous statement
that the thermocouple measurements are not significantly affected by stem
conduction.

7.1.2 Inlet Conditions for Reduced Numerical Domain

To study transpiration-cooling processes with varying blowing intensity and
for different porous sample geometries, a reduced numerical domain has been
used in order to decrease computational costs. As information is only passed
in downstream direction for supersonic flows it is not necessary to simulate
the complete channel including the subsonic parts. Instead, flow variables are
extracted from the complete channel solution at the position of the reduced
domain’s inlet plane as indicated in figure 7.5 (i.e. downstream of the Laval

4 A brief literature review on the choice of the turbulent Prandtl number in RANS
simulations is given in appendix E.1.
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7.1 Supersonic Channel Flow without Boundary-Layer Blowing

Figure 7.5: Supersonic flow field visualised by means of velocity contour slices

nozzle at x = 0.064 m). The extracted values are then used as boundary
conditions for the reduced mesh simulations. As a consequence, the mesh
size reduces to around 4 million cells while the correct inlet flow field and the
existing boundary layer are preserved. The resulting boundary conditions on
the inlet plane are detailed in appendix E.2.

7.1.3 Summary

The test-channel flow without boundary-layer blowing serves as the reference
for all further investigations. The experimental and numerical results indicate a
transition from sub- to supersonic flow in the Laval nozzle. Downstream, in the
rectangular test section with constant cross section, a completely supersonic
flow situation at M = 2.5 prevails. Experimentally, a constant wall pressure
of around 30 kPa and an average wall temperature of 446.1K were found.
While the pressure distribution of the corresponding three-dimensional numer-
ical simulation agrees well with the measurements, a significant dependency
on the turbulence settings was found with respect to the wall temperature.
In this regard, a sensitivity study suggests that Prt = 0.75, TI = 5%, and
νt/ν = 50 accurately reproduce the experimental wall temperature distribution.
In summary, the experimental results for the hot-gas channel flow without
blowing show a smooth pressure distribution and a rather uniform wall temper-
ature along the channel. Both are well matched by the selected numerical
setup.
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7 Transpiration Cooling of CMC Structures in Supersonic Flows

7.2 Transpiration Cooling - Simulation Setup and Sensitivity
Studies

In the following section, the general numerical setup employed for the simulation
of transpiration cooling in supersonic flow is described. The choice of different
parameters which are unknown or have only been estimated for C/C up to
now is evaluated in the frame of sensitivity analyses. Thus, their influences
on the simulation results is determined and appropriate values are selected.
The sensitivity studies cover the boundary conditions for turbulence on the
porous surface ΓHG, the volumetric heat transfer coefficient, and the thermal
boundary condition on the coolant-reservoir side ΓPM, where the coolant enters
the porous structure. Moreover, the formatting of result figures employed in
the corresponding analyses is detailed.

7.2.1 Coupled Simulation Setup

All coupled simulations are performed with a similar numerical setup which only
differs slightly in the mesh due to the different experimental test configurations,
i.e. the variation of porous sample geometries and the geometrical alteration
introduced for the shock-generator cases. The numerical domain for the
transpiration-cooling test cases is reduced when compared to the previous
simulation without boundary-layer blowing. It starts downstream of the Laval
nozzle at an axial position of x = 0.064 m and extends over the rectangular
test section up to x = 0.45 m. The three-dimensional domain makes use of the
channel’s symmetry and can be divided into different regions corresponding
to main-flow channel and porous sample.5 A porous sample is represented by
two overlapping numerical grids corresponding to porous-solid and porous-fluid
domains. Depending on the test case, the mesh of all regions consists of 5.1 to
6.4 million hexahexdral cells in total. The numerical domain and the applied
boundary conditions are exemplarily illustrated for the reference-sample test
case with transpiration cooling using air in figure 7.6. The symmetry plane
has been blanked for clarity.
At the inlet plane of the domain, values are prescribed through mapping from
the reference simulation of the complete supersonic channel, see section 7.1.2.
On the channel’s top wall, the porous-sample domain is located. Its numerical

5 Additional regions are employed for a test case investigating the thermal situation of
the porous sample which is presented in section 7.3.2. Here, the sample’s surroundings
are considered by three solid regions representing PEEK material, the galvanised copper
sealing, and the sample’s mounting frame made from stainless steel.
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Mapped inlet plane
Coolant inlet
Porous interface
Outlet

x
z

y

u, T
t, ω

ptot,c = f(ṁc)
Tc = f(ṁc)
Stc = const.

∇p

Figure 7.6: Reduced numerical domain and applied boundary conditions for
reference-sample test case

grid shares identical cell faces with the main-flow domain on the porous interface.
The sample domain covers only the porous material (i.e. C/C) through which
the coolant is flowing. The lateral copper sealing as well as the stainless-steel
mounting frame are not included in the standard setup. The influence of these
parts is investigated in section 7.3.2. Boundary conditions are prescribed at
the backside of the porous structure as detailed in section 4.4.1. The coolant
fluid temperature Tc is set according to the averaged measurement values from
the corresponding experimental test cases and thus varies with blowing ratio.
The modified total pressure boundary condition is employed to induce the
coolant mass flow rate ṁc. Gaseous air is used as coolant fluid if not stated
otherwise. The heat transfer situation at the porous inlet is modelled by the
simplified condition of a constant Stanton number and is therefore independent
of the applied blowing ratio. A sensitivity study in section 7.2.6 evaluates
the influence of Stc and discusses the choice of this parameter. The material
anisotropy of the porous C/C samples is considered for all simulations. This
concerns the thermal conductivity tensor (ks,eff,‖ ≈ 7 · ks,eff,⊥) as well as the
permeability tensors (KD,‖ ≈ 9 ·KD,⊥ and KF,‖ ≈ 15 ·KF,⊥).
The supersonic outlet is placed sufficiently downstream to avoid any interaction
because of recompression to ambient pressure. It can therefore be modelled by
a zero-gradient pressure condition. Moreover, as the fluid domain extends up to
an axial position of x = 0.45 m, the film-cooled wake region of the sample can
be investigated. All boundary patches except for main and porous inlets are set
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7 Transpiration Cooling of CMC Structures in Supersonic Flows

to be adiabatic. Kinematic and thermal coupling conditions at the transpired
surface are described in section 4.4. A fully-coupled approach between main
flow and porous sample is chosen.

7.2.2 Mesh Study

As briefly outlined in chapter 4, assumptions in the physical modelling as well
as the numerical solution process itself both introduce errors to the results of a
computational simulation. Thus, besides validation by means of comparison to
experimental data, also the numerical error of the geometric discretisation has
to be addressed. In this regard, the Grid Convergence Index (GCI) method as
proposed by Roache [158] and Celik et al. [31] is widely accepted. It is based on
Richardson extrapolation [157] applied to the simulation results obtained for
three systematically refined numerical grids. The refinement and subsequent
extrapolation is to be performed within the asymptotic range which thus yields
an ’exact’ solution independent of the numerical mesh.

In the frame of this thesis, the procedure as proposed by Cadafalch et al. [29]
has been applied to a generic test case with boundary-layer blowing. For this,
the main-flow domain as given in figure 7.6 has been discretised in three meshes
with 1.15, 3.95, and 13.62 million hexahedral cells (subscripts ’3’, ’2’, and ’1’,
respectively). This corresponds to a refinement factor of r12 = r23 = 1.51 for
both refinement steps. In the process, the size of the first cell has been scaled
while the growing rates hi+1/hi are kept constant. To comply with the applied
turbulence model, a non-dimensional wall distance of y+

1 < 1 has been obeyed
during the generation of the three meshes. The medium-sized mesh features
the reference resolution which is also employed for the simulations of the
transpiration-cooling experiments presented in sections 7.3 to 7.6. Numerical
settings have been chosen identical for the generic test case, while boundary
conditions are similar but slightly different to the coupled test cases. At the
inlet, block profiles are prescribed for the flow variables, i.e. u = (720 0 0) m/s,
p = 27.5 kPa, T = 230 K, t = 100 m2/s2, and ω = 2 · 108 1/s. Likewise, the
coolant inflow through the porous interface at the top wall is modelled with
constant values, i.e. u = (0 − 5 0) m/s, T = 330 K, t = 0, and ω = 2 · 108 1/s.
Only the main-flow domain is considered in the GCI analyis, wheareas the
porous structure is not included.

Surface values of pressure, temperature, and skin friction in the wake region
of the sample (0.229 m < x < 0.450 m) have been selected as the evaluation
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7.2 Transpiration Cooling - Simulation Setup and Sensitivity Studies

variables. The relative local GCI is calculated for the medium-refined mesh
according to

GCI(x) = Fs
rx23 − 1

∣∣∣∣f2 − f3

f1

∣∣∣∣ , (7.2)

where f denotes the evaluated variable at x, r23 is the refinement factor, Fs = 3
represents a safety factor, and x is the global observed order of accuracy. The
latter is obtained from averaging the local observed order of accuracy x(x)
which is defined as

x(x) = 1
ln(r23) ln

(
f2 − f3

f1 − f2

)
. (7.3)

In addition to these values, the percentage of asymptotic as well as oscilla-
tory cells is of interest. The results for the medium-refined mesh have been
summarised in table 7.1. The small values given for relative and absolute GCI
indicate a sufficient grid resolution of the medium-sized mesh. Moreover, large
portions of the cells are converging towards a constant value for grid refinement.
However, the asymptotic approximation is not exclusively monotonic but occurs
oscillatory for many cells.

Formally, the numerical schemes employed in the simulations are of 2nd order.
According to Celik et al. [31], an agreement between formal and observed
order of accuracy is an indication of the grids being in the asymptotic range.
However, for the investigated case, the observed order of accuracy slightly
differs from the formal value, i.e. x 6= 2. As this occurs frequently in practical

Table 7.1: Results of the GCI study for the employed mesh (medium resolution)

Twall pwall Cf/2
asymptotic cells a 77.4% 57.8% 53.1%
- monotonic asymptotic cells 42.1% 46.9% 37.5%
- oscillatory asymptotic cells 35.3% 10.9% 15.6%

global observed order x b 2.66 2.15 1.87
relative local GCI 0 - 0.7% 0 - 4.4% 0 - 18.8%
relative global GCI 0.5% 1.1% 7.5%
absolute local GCI 0 - 2.95K 0 - 1613Pa 0.9 − 18.6 · 10−5

absolute global GCI 2.05K 401Pa 5.4 · 10−5

a both monotonic and oscillatory asymptotic cells
b calculation based on monotonic asymptotic cells [29]
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7 Transpiration Cooling of CMC Structures in Supersonic Flows

applications of the GCI method, a safety factor of Fs = 3 (instead of Fs = 1.25)
has been employed in the GCI calculation to compensate for the associated
uncertainties.

Summing up the results of the mesh sensitivity study, the GCI method reveals
no significant numerical error due to the employed geometrical discretisation.
The remaining deviations in temperature, pressure, and skin-friction coefficient
are considered as small and thus justify the selection of the medium-sized
numerical grid for all further simulations.

7.2.3 Reference Test Case

The following section presents the numerical results of a single test case to
describe general effects of transpiration cooling as well as the logic of result
figures which include experimental and numerical data. For this, a test case
using the reference sample and air blowing at F = 0.50% has been exemplarily
selected. Its numerical domain and the applied boundary conditions are given
in figure 7.6. Moreover, for the discussion of the example case in this section,
simulation parameters are set to hv = 106 W/(m3K) and Stc = 1, while the
modified blowing boundary condition is applied for the turbulence dissipation
rate ω, i.e. equation (4.52). Further test cases for the reference sample with
various blowing ratios and different coolant gases are presented in section 7.3.

Figure 7.7 depicts the static temperature contour plot on the symmetry plane
and thus gives an overview of the thermal situation for the investigated super-
sonic transpiration-cooling test cases. Lowest static temperatures occur in the
supersonic core flow, while viscous dissipation in vicinity of the walls leads to
elevated temperatures in the boundary layer. Besides ordinary boundary-layer
growth, an additional thickening is found for the channel top wall where cool
air is injected.

Figure 7.7: Contour plot of temperature for F = 0.50%
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(a) Velocity (b) Temperature

Figure 7.8: Velocity and temperature boundary-layer profiles

Figure 7.8 displays the boundary-layer profiles for axial velocity and tempera-
ture at three slice positions, i.e. x ∈ [0.184 m, 0.199 m, 0.214 m]. For the sake
of clarity, the ordinate is reversed in the diagrams. Similar to the findings in
chapter 6, reduced velocity gradients and an increased boundary-layer thick-
ness is detected when compared to the no-blowing case. Both effects intensify
over the transpired surface, i.e. with increasing axial coordinate. Regarding
the temperature profiles, typical aspects of wall-bounded supersonic flows are
found. The temperature is lowest outside of the boundary layer and increases
towards the wall. The transpiration-cooled case corresponds to the cooled-wall
case in figure 2.4, whereas the no-blowing case represents the adiabatic-wall
case. Boundary-layer blowing yields reduced temperatures directly at the
wall (y = 0.177 m). Moreover, the temperature gradients decrease and the
boundary-layer thickness increases over the porous sample, i.e. with rising axial
coordinate.

The observed thickening of the boundary layer due to the coolant injection
triggers the formation of an oblique shock which may be visualised by schlieren
imaging. However, as the flow deflection is small, also the strength of the
shock wave is small. Neither the experiment nor the corresponding numerical
simulations indicate a significant influence on the axial pressure distribution
for the reference-sample test case. More details on this aspect are given in
appendix E.3.

The subsequent sections will focus on temperature levels of the investigated
porous samples under transpiration cooling. In this regard, it is useful to distin-
guish between internal and external temperatures, i.e. temperatures within the
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porous structure and temperatures on the transpired and non-transpired wall
surfaces. The plot logic as well as first results are briefly introduced in the
following.
Figure 7.9 illustrates an internal temperature diagram for the reference sample
and a blowing ratio of F = 0.50%. Temperature is plotted over the vertical coor-
dinate y, while the position of the reference sample is indicated by the grey area.
The sample has a thickness of 15mm and spreads from 0.0177 m < y < 0.0327 m.
Numerical temperature distributions are given by solid and dashed lines which
represent solid-phase temperature and fluid-phase temperature, respectively.
If not stated otherwise, the continuous data is extracted on the sample’s centre
line, i.e. x = 0.199 m, z = 0. Experimental thermocouple measurements are
depicted by filled symbols. Due to the installation of thermocouples as described
in section 3.2, the measurement is assumed to correspond to the solid-phase
temperature. The simulation equivalent, i.e. the numerical solid-phase tempera-
tures at the thermocouples’ positions, are given by hollow symbols. In addition
to internal temperatures, also the reservoir temperature averaged from two ther-
mocouples is included in the diagram. In the experiments, both thermocouples
were positioned within the coolant reservoir with a distance of around 5mm
to the sample’s backside. If applicable, different symbol types and colours are
employed to represent the included blowing ratios (e.g. section 7.3). Figure 7.9
depicts the temperature rise from coolant-reservoir side ΓPM (y = 0.0327 m) to
hot-gas side ΓHG (y = 0.0177 m). It is found that the temperature gradient
within the material rises towards the hot-gas side.

coolant-reservoir side ΓPM
(sample backside)

hot-gas side ΓHG
(porous interface)

Exp. - TC measurements

Exp. - coolant reservoir

OF - fluid phase

OF - solid phase
OF - values at TC positions

upstream
downstream

upstream

downstream

Figure 7.9: Internal temperature distribution for example case F = 0.50%
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Moreover, the fluid-phase temperature is only slightly below the corresponding
solid-phase values for the applied volumetric heat transfer coefficient of
hv = 106 W/(m3K). The two thermocouple measurements for a certain sample
depth are slightly differing which is due to the respective axial positions
(upstream/downstream). The temperatures generally decrease in axial direc-
tion due to the coolant film build-up. Additionally, moderate deviations are
found for the pairs of surface thermocouples at identical axial position but
different lateral positions.6 Regarding the discrete numerical temperatures
evaluated at the thermocouple positions, similar deviations are observed. Again,
the lower temperatures for a given sample depth (i.e. y-coordinate) correspond
to the downstream positions. However, the differences between slice data
(extracted at x = 0.199 m, z = 0) and discrete numerical values are small.
Experimental and numerical results show a generally fair agreement. More
detailed analyses and comparisons are given in the following sections.

Besides internal cooling, also the external surface temperatures are reduced
through transpiration cooling. Figure 7.10 exemplarily illustrates the corre-
sponding external temperature plot for F = 0.50%. Again, the diagram
includes both numerical and experimental data for the channel’s top wall.
Thermocouple measurements are spread over the channel length and are given
by filled symbols. As for the internal temperature plot, numerical values
extracted at the thermocouple positions are given by hollow symbols. More-
over, a continuous experimental temperature distribution is obtained from
averaging a central strip of in-situ calibrated IR data. For doing so, pixels
between −10 mm < z < 10 mm are laterally averaged and subsequently plotted
as dashed lines. Similar to this, numerical values of the channel’s top wall
are spanwise-averaged for |z| < 10 mm (half domain) and depicted by a solid
line. While the field of view is limited for the IR data due to the size of the
employed sapphire window, the numerical equivalent extends the continuous
temperature distribution further downstream.
The influence of transpiration cooling on the temperature of external surfaces is
clearly illustrated in figure 7.10. The blowing ratio of F = 0.50% yields steeply
decreasing temperatures at the beginning of the transpired area and then more
slowly over the sample surface. Downstream of the sample, the temperature
rises again. However, a cooling effect remains visible for the complete length

6 The four surface thermocouples are in good agreement for the no-blowing test case.
Additionally, further measurements at x = 0.279 m indicate that the thermal flow field
in the channel centre (−10 mm < z < 10 mm) is not significantly affected by lateral
inhomogeneities. The here-observed differences for boundary-layer blowing are also
present in the infrared images (see section 7.3) and might be due to non-homogeneous
blowing behaviour of the porous sample.
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Exp. - IR data

OpenFOAM - values
at TC positions

Exp. - TC measurements

OpenFOAM

Figure 7.10: External temperature distribution for example case F = 0.50%

observed. The earlier discussed lateral deviations in the thermocouple measure-
ments on the porous surface are also visible here, i.e. at x = 0.184 m and
x = 0.214 m. For reasons of clarity, multiple measurements at a given axial
coordinate are averaged for the plots in subsequent sections.
As stated earlier, the three temperatures corresponding to main flow Thg,
porous solid Ts, and porous fluid Tf are co-occurring at the porous interface
ΓHG. The transition-layer model as described in section 4.4.2 is employed to
relate the three temperatures. Figure 7.11 illustrates the situation for a slice
at x = 0.199 m through the symmetry plane. In the figure, the temperature

Figure 7.11: Thermal situation at porous interface exemplarily shown for
sample’s centre line (x = 0.199 m, z = 0)
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distribution from channel centre to coolant reservoir is depicted. From low
values in the supersonic core flow (T ≈ 222 K), the temperature rises within the
boundary layer to a maximum (T ≈ 367 K) before decreasing to the cooled wall
temperature (T ≈ 334 K). The latter is prescribed to the main-flow domain
as a coupling condition. It originates from the porous region calculation and
is equal to the solid-phase temperature at the porous interface. As visible in
the detail view, the fluid-phase temperature at the interface is reduced when
compared to the other two temperatures (Tf ≈ 330 K < Thg = Ts ≈ 334 K).
In spite of this, the conservation of energy is satisfied across the interface due
to the applied transition-layer model. In brief, the convective heat flux from
main flow to porous wall is reduced by the amount required to heat up the
coolant fluid from Tf ≈ 330 K to Thg ≈ 334 K.

7.2.4 Turbulence Boundary Condition

The porous surface is modelled by a continuous blowing approach which has
to be combined with appropriate turbulent boundary conditions. To deter-
mine the numerical settings, three different turbulent boundary conditions
for the porous interface are evaluated by comparison to experimental data.
Again, the reference test case with a blowing ratio of F = 0.50% has been
selected for the comparison. As described in section 4.4.2, the turbulent kinetic
energy is set to t = 0 at the interface for all cases, while the specific dissipa-
tion rate ω is modelled in different ways as given by equations (4.24), (4.50),
and (4.52). All remaining parameters are kept constant for the sensitivity study,
i.e. hv = 106 W/(m3K) and Stc = 1. Figures 7.12 and 7.13 depict the external
and internal temperature distributions for the three cases. Compared to the
previous diagrams, error bars have been added to the figures (see appendix A
for more details on the uncertainty analysis).

The choice of the ω boundary condition on the transpired surface has a signifi-
cant influence on the temperature levels over the sample surface, whereas the
wake region remains unaffected. Comparing to the experimental values, the SST
standard boundary condition for non-porous refined walls, i.e. equation (4.24),
exhibits the greatest deviations. The blowing modification by Wilcox [204]
which is defined by equation (4.50) reduces the value of ω in close vicinity
of the wall. This results in a reduced dissipation of turbulent kinetic energy t

which leads to enhanced turbulent transport and thus higher wall tempera-
tures. The results using the modified blowing boundary condition as given by
equation (4.52) are closest to the experimental data. The condition is based on
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Figure 7.12: Wall temperature over channel length for sensitivity study on ω-BC

Wilcox’ suggestion but additionally takes the wall’s porosity into account. For
the here-employed low-porosity material C/C (ε = 10.2%), this results in even
smaller ω values at the porous interface and thus elevated wall temperatures
which are closest to the experimental data.

The findings are supported by the results for the internal temperature distri-
bution given in figure 7.13. From the slope of the three curves, an increase of
the wall heat flux q̇s is notable for Wilcox’ blowing condition and even more
pronounced for the modified blowing condition. Moreover, the agreement to
the experimental measurements is best for this condition, while the largest
deviations occur for the standard ω boundary condition.

Figure 7.13: Internal temperature over sample thickness for sensitivity study
on ω-BC
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Summing up the sensitivity study, a strong sensitivity of the sample’s surface
temperature Ts on the applied ω condition is found. In contrast, the wake
region is not affected. Based on the comparison to experimental data, the
modified blowing condition given by equation (4.52) is selected for all following
simulations. Later, in section 7.6, this finding is confirmed also for non-flat
sample geometries and more complex flow conditions.

7.2.5 Volumetric Heat Transfer Coefficient

As discussed in section 5.1, the volumetric heat transfer hv has not been
determined for C/C up to now. To investigate its influence, a sensitivity study
is performed based on the reference test case with a blowing ratio of F = 0.50%.
For the sensitivity study, all parameters except for hv are kept constant. With
respect to the coolant-side boundary condition, a Stanton value of Stc = 1 is set,
while the modified blowing condition ωF>0,mod is used. A simplified approach
assuming a constant volumetric heat transfer coefficient in the complete porous
domain is followed. In line with the analysis in section 5.1, the value of hv is
varied between 104 W/(m3K) and 107 W/(m3K). The numerical results (lines)
are compared to experimental data (symbols) in figure 7.14. Regarding the
simulation data, the diagram depicts the internal temperature distributions
for solid phase (solid line) and fluid phase (dashed line) over the porous
wall. From the figure, a significant influence on the temperature distributions
is found for the variation in hv. For the two lower hv-values, i.e. 104 and
105 W/(m3K), only little heat is transferred from solid phase to fluid phase.

Figure 7.14: Internal temperature over sample thickness for sensitivity study on
volumetric heat transfer coefficient hv
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Thus, the increase in coolant-fluid temperature is small when compared to
the solid-phase temperature rise over the sample thickness. The two higher
hv-values lead to a more intense internal heat transfer between solid and
fluid phases. Consequently, Tf and Ts are rising similarly over the porous
wall. Differences between both temperatures are limited to the vicinity of the
hot-gas interface ΓHG and nearly vanish for hv = 107 W/(m3K). The slope
of the temperatures indicates that heat transfer by conduction reduces with
increasing distance from the hot-gas side. This is due to the internal heat
exchange between solid and fluid phases for the larger hv-values.
When comparing simulation results to experimental data, good agreement to
all thermocouple measurements is found for values hv ≈ 106 W/(m3K). The
solid-phase temperature at the porous interface, i.e. Ts at ΓHG, is equal for all
cases. This is a consequence of the employed transition-layer model and the
system-adiabatic coolant side, see section 4.4. Thus, the temperature at the
hot-gas side, i.e. Ts at ΓHG, is insensitive to the variation of hv. As this extends
to the wake region, the external temperature distribution for all hv-values is
given by the black line in figure 7.12. Regarding the coolant side, different
temperatures Tf are found for the coolant fluid entering over the boundary ΓPM.
This results from the system-adiabatic boundary condition with Stc = 1 that
couples the solid-phase temperature gradient to the rise in fluid temperature,
i.e. (Tf − Tc) at ΓPM.
In summary, good agreement is found for hv = 106 W/(m3K). This value is
selected for the simulations in sections 7.3 to 7.6.

7.2.6 Thermal Boundary Condition on Coolant Side

Similar to the volumetric heat transfer coefficient, also the choice of the thermal
boundary condition on the coolant side is not trivial. Within the frame of this
thesis, a system-adiabatic boundary condition has been selected as described
in section 4.4.1. The condition can be formulated by means of the Stanton
number Stc as given by equation (4.36). In the following, the influence of a
constant Stc ∈ [0, 0.25, 0.5, 1] is investigated. For the study, the volumetric
heat transfer coefficient is kept at a constant value of hv = 106 W/(m3K) and
the modified blowing condition ωF>0,mod is set at the porous interface.
The internal temperature diagram for the sensitivity study is given in figure 7.15.
In general, the internal temperatures show only little dependency on the applied
Stc number. The observed deviations are limited to the entrance region in direct
vicinity of the coolant side boundary, i.e. 0.0277 m < y < 0.0327 m. This finding
is supported by other studies, e.g. Maiorov [125]. The detail view in figure 7.15
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Figure 7.15: Internal temperature over sample thickness for sensitivity study on
backside Stanton number Stc

illustrates fluid-phase and solid-phase temperatures in the entrance region
more clearly. Based on the prescribed boundary condition, i.e. equation (4.35),
the solid-phase temperature gradient ∂T/∂n at the reservoir side ΓPM results
in a heat flux into the coolant plenum. The model equals this heat flux to
the temperature rise of the entering fluid, see equation (4.34). For Stc = 0
the coolant enters the structure with Tf = Tc at ΓPM, while the solid-phase
temperature gradient is zero. However, due to the intense internal heat transfer
(hv = 106 W/(m3K)), the coolant fluid is quickly heated within the porous
structure. The contrary extreme occurs for Stc = 1, where fluid- and solid-
phase temperatures are equal at the coolant side, i.e. Tf = Ts at ΓPM. This
represents a limiting case, as for values Stc > 1 the fluid-phase temperature
would rise over the solid-phase temperature which is generally not physical
for transpiration cooling. The two remaining values of Stc yield distributions
in between the other solutions, i.e. Tc < Tf < Ts at ΓPM. However, for all
Stc-values the temperature distributions are coinciding after an accommodation
length of around 5 mm. As for the sensitivity study on hv, the temperatures
at the porous interface are found to be equal for all cases. Again, this is
a consequence of the applied transition-layer model and results in identical
external temperature distributions as given by the black line in figure 7.12.
As a result of the sensitivity study on the Stanton number, only little influence
on the solid-phase temperature distribution is found for the investigated test
case. The condition Stc = 1.0 is selected for all subsequent simulations.
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7.2.7 Summary

In this section, the numerical setup for transpiration-cooling cases in supersonic
flow has been presented and evaluated with respect to the employed numerical
grid as well as several modelling parameters. The mesh study based on the GCI
method demonstrated a general independence of simulation results and thus
indicates a sufficient resolution of the employed mesh. Following this, sensitivity
studies on several modelling parameters have been performed to determine
their influence on the simulated test case. Regarding the turbulent boundary
condition for the transpired surface, a strong sensitivity of the hot-gas wall
temperature (Ts at ΓHG) as well as the slope of the temperature distribution
(related to q̇s) was found. The volumetric heat transfer coefficient hv changes
the slope of the temperature distribution but has no influence on the wall
temperature of the hot-gas side. In contrast to this, the choice of Stc only
influences the entrance region close to the coolant-reservoir side. Based on the
comparison to experimental data, the modified blowing condition ωF>0,mod,
hv = 106 W/(m3K), and Stc = 1.0 are selected for all subsequent simulations.
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7.3 Reference Sample - Uniform Main Flow and Flat Sample

In the previous sections, the supersonic channel flow without boundary-layer
blowing as well as the numerical setup of the transpiration-cooling cases were
discussed. Moreover, several simulation parameters were determined based
on sensitivity studies. Now, the focus is shifted on transpiration cooling for
various test conditions. A combined experimental and numerical approach
is followed to analyse the physical processes and simultaneously validate the
developed OpenFOAM solver.

The analysis starts with the reference sample which has been tested at super-
sonic channel-flow conditions, i.e. M = 2.5, Ttot = 500 K, ṁhg = 0.436 kg/s,
and ptot = 0.5 MPa. After integration into the test section, the flat porous
C/C sample is flush with the top wall of the channel and spreads from
0.169 m < x < 0.229 m in the previously defined coordinate system. The
analysis of transpiration cooling concentrates on the external and internal
temperature distributions as well as the cooling efficiencies. Besides, the influ-
ences of blowing ratio and coolant gas properties are investigated. In addition to
the transpired surface and the porous sample, also the film-cooled wake region
is considered. To validate the developed OpenFOAM solver, a comparison of
experimental measurements to corresponding simulations is performed for all
investigated aspects. Regarding this, the continuous blowing model which was
previously applied to the simulation of subsonic channel flow and a sintered
stainless-steel sample is also validated for boundary-layer blowing through C/C
in a supersonic main flow. An overview of the simulation parameters applied
for all C/C samples is given in table 7.2.

7.3.1 Air Injection

First, the injection of coolant air into the hot main flow of air is investigated.
The analysis is divided into external and internal regions which correspond
to the transpired and channel-wall surfaces, and the porous wall segment,
respectively. Moreover, the discussion focuses on the temperature levels and
cooling efficiencies.

Internal temperature distribution

Based on the intense internal heat exchange between porous structure and
the through-flowing coolant, the temperature of the porous wall reduces.
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Table 7.2: Simulation parameters for supersonic transpiration-cooling test cases

Porosity ε [%] 10.2
Density ρs,eff [kg/m3] 1380
Specific heat capacity cp,s [J/(kgK)] 750
Volumetric heat
transfer coefficient

hv [W/(m3K)] 1 · 106

Permeability
coefficients

KD [10−13m2]

(
7.110 0 0

0 7.110 0
0 0 0.781

)

KF [10−8m]

(
8.660 0 0

0 8.660 0
0 0 0.586

)

Thermal conductivity ks,eff [W/(mK)]

(
13.8 0 0

0 13.8 0
0 0 1.9

)

Figure 7.16 depicts experimental and numerical temperature distributions
over sample thickness for blowing with air at various blowing ratios
F = (ṁc/Ac)/(ṁhg/Ahg). The experimental data is recorded by means of
several thermocouples installed within the C/C samples, see section 3.2. The
hot-gas-side surface measurements at identical axial positions are averaged.
For the sake of clarity, error bars are omitted, see appendix A for details on
the uncertainty analysis. The numerical data is extracted on the sample’s
centre line (x = 0.199 m, z = 0). Discrete numerical values at the thermocouple
positions are not included in the figure.
The results demonstrate a significant temperature reduction for transpiration
cooling already at small blowing ratios. For intensified blowing the internal
temperature levels decrease further up to nearly complete cooling for large
blowing ratios (i.e. T ≈ Tc for F = 1%). In accordance with this, the surface
temperatures at the hot-gas side decrease for rising blowing ratio. Differences
between measurements at identical y-positions are due to the respective axial
positions. Downstream temperature values are reduced due to the build-up
of a coolant film. Moreover, a dependency of the measured coolant-reservoir
temperature Tc on the blowing ratio is found.
Comparing numerical and experimental results, a generally good agreement is
found for all blowing ratios. In general, deviations are small with respect to the
measurement uncertainties. However, slightly larger deviations are observed at
the entrance region (y = 0.0322 m) for small blowing ratios, e.g. F = 0.10%.
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Figure 7.16: Numerical and experimental internal sample temperature for
reference sample at different blowing ratios

At this position, the experimental measurement by means of thermocouples is
challenging due to the large thermal gradients.

The heat fluxes transferred by conduction from hot-gas side to coolant-reservoir
side are visualised by the curves’ slopes and can be calculated from the temper-
ature gradients. Neglecting the fluid-phase contribution (kf � ks), this yields
q̇s = −n·(ks,eff∇Ts) for the local heat flux over the porous surface. Figure 7.17
depicts the numerical heat flux Q̇s/Ac surface-averaged for hot-gas side ΓHG
and coolant-reservoir side ΓPM.
The heat flux Q̇s/Ac at the hot-gas side ΓHG varies with blowing ratio F which
is due to two counteracting effects. First, a decrease of the wall temperature (as
a result of transpiration cooling) increases the driving temperature difference.
Secondly, the injection of cool fluid reduces the heat transfer coefficient as

Figure 7.17: Solid-phase heat transfer by conduction
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discussed in section 2.3.1. Therefore, Q̇s/Ac first increases up to a maximum,
i.e. Q̇s/Ac ≈ 46 kW/m2 for F ≈ 0.35%, before decreasing at higher blowing
rates. A similar curve is found for the conduction heat flux at ΓPM. The
maximum value is observed for F ≈ 0.15%, while the heat flux reduces for
larger blowing ratios.

External surface temperature

The previous results demonstrated that transpiration cooling significantly
reduces the temperature levels within the porous sample. The analysis exam-
ined the temperature distribution over the sample thickness and considered the
thermal situation one-dimensionally. However, the thermocouple pairs at same
depth, i.e. identical y-coordinate, indicated an influence of the axial position.
Now, the wall temperature distribution over channel length is assessed for
various blowing ratios. Figure 7.18 depicts experimental and numerical wall
temperatures for the sample surface and the wake region. Besides discrete
thermocouple measurements, IR data and OpenFOAM results are included in
the diagram. The two last-mentioned are spanwise-averaged for |z| < 10 mm.
The diagram confirms the previous findings discussed by means of figure 7.10.
A strong temperature reduction at the beginning of the transpired surface
is found. The temperature slightly reduces over the porous sample’s length
due to the effect of the growing coolant film. At the transition to the wake
region, the temperature rises again. Still, reduced temperature levels are found
for the complete length observed. The temperature reduction intensifies with
increasing blowing ratio. However, it can be noted that the additional cooling
effect reduces at higher blowing ratios.

Figure 7.18: Numerical and experimental wall temperature for reference sample
at different blowing ratios
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A generally good agreement between experimental measurements and numerical
simulations is found. The simulation slightly overpredicts the cooling effect
on the sample surface and in the direct wake region (0.229 m < x < 0.3 m).
Further downstream, the simulation is in good agreement to the experiment.
While the simulation’s deviations to the discrete thermocouple measurements
are moderate, larger differences are found with respect to the spanwise-averaged
IR data. The continuous curve reveals a less abrupt temperature drop at the
leading edge of the sample. Moreover, in contrast to the simulation results, the
temperature rises already on the transpired surface. A possible explanation
are parasitic lateral heat fluxes from the surroundings into the sample. The
effect intensifies for higher blowing ratios where the temperature difference
between cooled sample and uncooled surroundings is larger. Following this
finding, the influence of lateral heat-conduction effects is investigated in more
detail in section 7.3.2.
For the highest blowing ratios, the temperature curve exhibits a small fluc-
tuation at x ≈ 0.3 m. This is due to the (weak) oblique shock wave caused
by boundary-layer blowing. It is reflected at the channel’s bottom wall and
subsequently hits the top wall at x ≈ 0.3 m. An exemplary schlieren image
illustrating this is given in appendix E.3.

Surface temperature distributions

Infrared thermography allows the non-intrusive determination of temperatures
on large surface areas. To be able to evaluate the data not only qualitatively but
also quantitatively, an in-situ calibration based on surface thermocouples has
been performed, see section 3.3.4. The so-obtained IR data has already been
used in the previous diagrams to obtain an experimentally measured, contin-
uous temperature distribution. Instead of spanwise-averaged lines, now the
two-dimensional wall temperature fields are examined. Figure 7.19 exemplarily
illustrates the temperature distribution for air as coolant and two blowing
ratios. The contour plots compare experimental (top half) and numerical
(bottom half) results. Due to the size of the employed sapphire window, only
the sample and the direct wake region (up to x = 0.285 m) are captured in the
IR images.
The contour plots support the previous findings and indicate a significant reduc-
tion of temperatures on the transpired surface as well as in the wake region.
Regarding the temperature levels, a fair agreement between IR data and simu-
lation is found for the transpired surface while deviations are observed in the
wake region. With respect to the sample’s surface, the IR images reveal slight
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(a) F = 0.25%

(b) F = 0.50%

Figure 7.19: Comparison of sample surface and wake region temperatures - in-situ
calibrated infrared thermography (top half) and OpenFOAM simu-
lation (bottom half)

non-uniformities in the temperature field which are due to the sample’s blowing
behaviour. Additionally, the fibre character of C/C and the associated non-
uniform surface emissivity become visible. As a consequence of the non-uniform
coolant blowing, a weak thermal stratification in the wake region is observed (i.e.
hot and cold streaks). These effects are not captured by the volume-averaged
numerical simulation approach. Furthermore, the experimentally measured
temperature distributions exhibit higher temperatures in the sample’s boarder
regions whereas the numerical distribution is more uniform. This especially
applies to the larger blowing ratio, i.e. F = 0.50%. The higher temperatures
close to the leading edge are connected to the non-existent coolant film, and
are also slightly visible in the simulation results. However, the temperatures
are higher in the experiment which implies the existence of another influencing
effect. Likewise, the elevated temperatures in the side-wall and trailing-edge
region are not present in the numerical contour plot. Possible explanations are
lateral heat conduction into the porous sample and/or a reduced through-flow
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permeability close to the sample’s boarder and thus less blowing. Also the
corner vortices present in the rectangular channel flow may have an influence
on the side-wall regions. The first-mentioned effect is investigated by means of
a simulation setup including the sample’s surroundings in the following section.

7.3.2 Lateral Influences on Thermal Situation of Porous Sample

Different non-desired effects may occur in transpiration-cooling experiments
and introduce uncertainties or difficulties in the subsequent analysis of results.
Lateral heat conduction from the test channel into the porous sample or vice
versa represents such an effect as found by Langener [111]. In his experiments
with a water-cooled test section, relatively large heat fluxes were transported
from the (typically hotter) porous sample to the cold surroundings, thus
altering the measurements which complicated the result analysis. Likewise, for
an uncooled test channel as considered in the frame of this thesis, heat fluxes
from the hot surroundings into the cold porous sample may occur. To obtain
precise temperature measurements and to eliminate this effect to a large extent,
extensive efforts have been put into the thermal insulation of the porous sample
for the here-presented tests. As described in chapter 3, an insert made from
the thermally low-conducting PEEK material (kPEEK ≈ 0.25 W/(mK)) has
been employed in the experimental setup. It is completely surrounding the
porous sample and is in direct contact with the galvanised copper layer of the
sample, see figure 3.4. The thin copper layer is required to seal the porous
sample but may introduce heat-conduction effects due to the large thermal
conductivity of copper (kcopper ≈ 380 W/(mK)). In this regard, the previously
discussed axial temperature distributions as well as the IR images revealed
some deviations between numerical and experimental results. These could be
due to lateral heat fluxes into the sample.
To investigate the effect in more detail, simulations with an enlarged numerical
domain as shown in figure 7.20 have been carried out. In addition to the porous
C/C material and the main-flow channel, solid regions for PEEK, galvanised
copper layer, and stainless-steel mounting frame (ksteel ≈ 21 W/(mK)) are
included. The simulation is fully coupled, meaning that all interfaces between
regions are considered as heat-exchanging surfaces. No thermal contact resis-
tances between solid regions are considered in the analysis. Regarding the
boarders of the numerical domain mainly adiabatic conditions have been
selected. This corresponds well to the experimental setup where air gaps and
cavities reduce the heat fluxes at these surfaces to a minimum. Exceptions to
this are the boundary conditions at the top of the steel mounting frame and
the bottom surface of the PEEK insert which is in contact with the channel’s
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stainless-steel
mounting frame

PEEK insert

hot gas channel

porous sample
(Carbon/Carbon)

galvanised copper layer

Tsteel = f(ṁc)

TPEEK = 446.1 K
(only overhang)

Figure 7.20: Enlarged numerical domain to investigate lateral heat-conduction
effects (half model)

side wall. The first-mentioned temperature is measured in the experiment by
two thermocouples which are led through the coolant reservoir and attached
to the mounting frame. The averaged value of both is then prescribed as an
input to the numerical simulation. As in the experiment, the temperature
boundary condition for the stainless-steel mounting frame varies with the
applied blowing ratio, i.e. Tsteel = f(ṁc). Secondly, the temperature of the
bottom surface of the PEEK which is not in contact with hot gas is set to
the channel wall temperature without blowing which has been measured to be
TPEEK = 446.1 K.
Figure 7.21 shows a temperature contour plot of the solid and porous regions
for F = 0.50%. The main-flow domain is not included in the plot. In general,
the porous-sample domain, i.e. the C/C material, is at the lowest temperature,
while the highest temperatures occur upstream of the sample and in the side-
wall region (|z| > 20 mm). From the temperature levels, different heat flow
rates into the porous-sample domain can be identified. In addition to heat flow
rates from PEEK to the porous sample respectively copper layer at front, back,
and side of the sample, a smaller heat flow rate is transported from the top of
the steel mounting into the sample.
Figure 7.22 depicts the external temperature diagram over axial channel length
for different blowing ratios. The plot logic deviates from the previous descrip-
tion. Here, solid lines represent the spanwise-averaged numerical results for
the enlarged domain, whereas the dashed lines give the original results for the
standard-domain simulation (without additional solid regions). Experimental
results are included by means of thermocouple measurements (solid symbols)
and spanwise-averaged IR data (hollow symbols, averaged for |z| < 10 mm).
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Figure 7.21: Temperature contour plot for enlarged half domain and F = 0.50%

Comparing the numerical results with and without inclusion of the additional
solid regions, a moderate influence on the temperature distribution is found.
The simulation results for the enlarged numerical domain and the two larger
blowing ratios show a slower decrease of temperatures close to the leading edge
of the porous sample. Moreover, the numerical temperatures increase towards
the trailing edge for F = 0.50%, and more significantly for F = 1.00%. Both
effects are also present in the experimental IR data. The deviations between
simulations with and without surroundings increase with blowing ratio. This
follows from the generally reduced temperature levels of the porous sample at
higher blowing ratios which increases the temperature difference that causes
heat conduction between uncooled surroundings and sample. Consequently,
the influence of lateral heat fluxes on the porous wall temperature is small

Figure 7.22: Wall temperature over channel length for different blowing ratios,
comparison between standard and enlarged numerical domains
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for F = 0.10%, whereas a more significant influence is found for the test case
with F = 1.00%. However, the temperature increase is limited to the vicinity
of the copper layer for all test cases. In contrast, the temperatures in the
centre of the porous sample are mostly unchanged. This also applies to the
positions of the surface thermocouples which are located close to the centre.
Likewise, the surface temperatures in the wake region remain largely unaffected
by the consideration of the surrounding solid regions for all blowing ratios tested.

Figure 7.23 exemplarily depicts comparisons of surface temperatures for
F = 0.50%. First, numerical simulation and IR image are compared and
secondly, the numerical results with and without consideration of the sample’s
surroundings are shown. Figure 7.23a indicates a better agreement to the exper-
imental data for the simulation using the enlarged domain when compared to
the previous analysis for the standard-domain simulation. This concerns the
regions close to the sample’s leading and trailing edges as well as close to the
channel’s side wall. However, the deviations in the wake region remain similar.
The direct comparison of numerical simulation results given in figure 7.23b
highlights the influence of lateral heat conduction into the porous sample. Here,
also a change in the wake region is notable.

(a) Infrared thermography (top half) and OpenFOAM with surroundings (bottom
half)

(b) OpenFOAM without (top half) and with (bottom half) surroundings

Figure 7.23: Numerical and experimental wall temperature distributions for
F = 0.50%
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Figure 7.24: Comparison of solid-phase temperature distribution on sample’s
symmetry plane between simulation with and without surroundings
for F = 0.50%

The observed lateral heat fluxes into the C/C sample also change the tempera-
ture levels within the porous wall. The solid-phase temperature of the sample
with and without consideration of the surroundings is illustrated for F = 0.50%
in figure 7.24. The contour plots demonstrate the higher temperatures close
to the copper frame where the lateral heat flow rate is added to the porous
sample. As stated before, heat is not only transported from PEEK to the
copper frame (and subsequently the sample) but also from the stainless-steel
mounting frame. Considering only the sample’s central region, both simulation
cases show similar temperatures.
This is confirmed by the internal temperature diagram depicted by figure 7.25.
In the comparison, the centre line data for both simulation cases is nearly
coinciding, thus indicating small deviations at the axial position x = 0.199 m.

Figure 7.25: Internal temperature diagram for simulation with and without
surroundings and F = 0.50% (data for x = 0.199 m, z = 0)
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Summing up the results, lateral heat fluxes are found to have a moderate
influence on the thermal situation of the porous sample. Deviations for the
simulations with and without surrounding solid regions occur close to the porous
sample’s boarder, while the central region as well as the wake region remain
largely unaffected. The lateral heat conduction leads to higher surface temper-
atures in vicinity of the copper frame which partly explains the previously
observed deviations between IR data and numerical temperature distributions.
However, it has to be noted that no thermal contact resistances have been
considered in the simulations. Thus, the here-presented lateral heat fluxes and
their influence should be less significant in the experiment. In this context,
also other effects such as a smaller permeability of the C/C material close to
the sample’s boarder and thus less intense blowing in these regions could be a
possible explanation for the remaining differences.
To reduce the complexity of simulations and the computational costs, it was
decided to employ the standard numerical setup (without surroundings) for
all subsequent simulations. However, the following points should be kept in
mind with respect to the upcoming simulation results. First, the influence of
lateral heat fluxes is of minor importance for small to moderate blowing ratios,
whereas test cases with higher blowing ratios should be considered more care-
fully. Secondly, the effects are limited to the boarder regions of the sample while
the central region is less affected. There, the temperatures at the surface as well
as within the porous wall are similar regardless of the consideration of the addi-
tional solid regions. As a consequence, the thermocouple measurements, which
are generally taken at central positions, are well suited for comparison to the
numerical simulations. Conversely, the continuous experimental temperature
distributions obtained through IR data are dropped for the subsequent analyses.

7.3.3 Foreign-Gas Injection

Regarding the application cases of transpiration cooling, various coolants aside
from air are of interest. The coolant properties were found to have a significant
influence on the heat-transfer reduction for blowing in chapter 6. Therefore,
transpiration-cooling experiments in supersonic flow have also been performed
with the coolant gases helium, argon, and CO2. The comparison between
numerical simulation and experiment then serves to validate the developed
OpenFOAM solver with respect to transpiration cooling using gaseous coolants
other than air. Based on findings reported in literature (e.g. references [96, 111]),
the specific heat capacity cp of the coolant is of particular importance in
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transpiration cooling. Therefore, in the subsequent comparisons between air
and foreign gases, blowing ratios are roughly scaled by the ratio of specific
heat capacities. This introduces the modified blowing ratio F ∗ = (cp/cp,Air)F .
Table 7.3 summarises selected properties of the here-investigated coolants.

Table 7.3: Selected coolant gas properties at T = 293.15 K,
p = 101.325 kPa [118]

ρ cp cp/cp,Air[ kg
m3

] [
J

kgK

]
[−]

Air 1.204 1006.4 1.00
Helium 0.166 5193.0 5.16
Argon 1.662 521.6 0.52
CO2 1.839 846.1 0.84

Internal temperature distribution

First, the internal temperatures are discussed by means of figure 7.26. In
addition to the thermocouple data, numerical results extracted at the domain’s
centre line (x = 0.199 m, z = 0) are included in the diagram. Each of the test
cases for a foreign gas is supplemented by a corresponding test case using air
as the coolant, while scaled blowing ratios are applied.

Figure 7.26: Numerical and experimental internal sample temperature for
reference sample and different coolant gases
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In general, figure 7.26 confirms all of the previously discussed results regarding
the internal temperature distribution for transpiration cooling. Additionally,
the comparison between the pairs of coolant gases confirms the strong sensitivity
of temperature levels on the coolant’s specific heat capacity. Similar results for
air and foreign-gas transpiration at scaled blowing ratios are found. Compared
to air as coolant gas, less (He), comparable (CO2), or more (Ar) coolant mass
flow rate is required to reach equivalent temperature levels. Regardless of
the employed coolant gas, the coolant’s capacity to absorb heat from the
solid skeleton seems to be fully exploited in the test cases. This suggests the
occurrence of an intense internal heat transfer for the transpiration-cooled C/C
material. The comparison between experiment and OpenFOAM simulation
reveals a generally good agreement. The effect of coolant gas properties on the
internal temperatures is well captured.

External surface temperature

A corresponding diagram for the external surface temperatures is given by
figure 7.27. The same test cases as before with scaled blowing ratios are depicted.
The diagram compares thermocouple measurements to spanwise-averaged
OpenFOAM results. Again, similar temperature distributions are observed for
air and foreign-gas injection at scaled blowing ratios. A good agreement for
the considered pairs of test cases is found for the transpired surface. Moreover,
the numerical simulation reproduces the experiment well for all coolant gases.
Deviations are limited to the previously discussed direct wake region and are
more significant for larger blowing ratios (e.g. FAir = 0.75% or FHe = 0.15%).

Figure 7.27: Numerical and experimental wall temperatures for reference sample
and different coolant gases
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In spite of this, the influence of coolant properties is well captured in the
simulations.
Downstream of the transpired surface, the produced coolant film protects
the wake region. Several film-cooling investigations demonstrated that the
cooling efficiency depends on the specific heat capacity of the employed gas for
this situation as well, see for example Goldstein [66]. However, the proposed
cp-scaling yields less agreement in the wake region. This particularly applies
to the temperature distributions of helium and air, i.e. FHe = 0.15% and
FAir = 0.75%. The temperatures for helium blowing are slightly higher on
the sample surface, while being lower in the wake region. Thus, helium is
more effective in the cooling of the wake region when compared to air. Both
experiment and simulation demonstrate this effect. This implies different
relationships between specific heat capacity and the cooling efficiencies on
the transpired surface and in the wake region. However, the effect is not as
significant for the other foreign gases depicted in figure 7.27 which is due to
the smaller differences in gas properties, see table 7.3.

Surface temperature distributions

In a next step, numerical and experimental surface temperature distributions
are compared in figure 7.28. To explore the wake region effect further, air and
helium test cases are selected which are scaled by a factor of 5 which roughly
corresponds to the ratio of specific heat capacities. The contour plots feature
IR images (top half) and numerical results (bottom half). Comparing numer-
ical and experimental results, a generally fair agreement is found. Deviations
close to the sample’s boarders for transpiration of air have been discussed in
section 7.3.2. Similar differences are now detected for the helium test cases.
This suggests that the deviations are not connected to the usage of a particular
gas as coolant. Regarding the comparisons between air and helium cooling at
scaled blowing ratios, the previous findings are confirmed. The helium test cases
exhibit slightly higher temperature levels on the transpired surface, whereas the
temperatures in the wake region are reduced. The effect is linked to the different
cooling mechanisms for porous sample and wake region: First, the combination
of internal heat transport and surface blowing (transpiration cooling) and
secondly, the heat-transfer reduction by means of a protective coolant layer
in the wake region (film cooling). The two mechanisms are discussed in more
detail in the next section.
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FAir = 0.10%

FHe = 0.02%

FAir = 0.75%

FHe = 0.15%

Figure 7.28: Comparison of sample surface and wake region temperatures for
air and helium injection - in-situ calibrated infrared thermography
(top half) and OpenFOAM simulation (bottom half)
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7.3.4 Cooling Efficiency

Previous comparisons between different blowing ratios as well as different
coolant gases suffer from the variation of the coolant-reservoir temperature Tc
in the test cases, see figures 7.16 and 7.26. To compensate for this, the cooling
efficiency is introduced by

Θ = TF=0 − T
TF=0 − Tc

. (7.4)

It takes into account the temperatures of the uncooled wall TF=0 and the fluid
in the coolant reservoir Tc. As it is a measure for the temperature reduction
in relation to the maximum possible temperature reduction (i.e. TF=0 − Tc),
it allows for a more meaningful comparison of test cases. Moreover, the
dimensionless parameter also facilitates the comparison to further studies from
literature with different test conditions.

Transpired wall

Figure 7.29 depicts the cooling efficiency for the transpired surface of the
porous sample. The diagram includes experimental (filled symbols, lines) and
numerical (hollow symbols) data points for various blowing ratios and all tested
coolants. The experimental error bars are based on the differences between the
four surface thermocouples (vertical) and the measurement uncertainties in the
mass flow rates (horizontal). Numerical values are determined through value-
averaging for the transpired surface. The diagram illustrates a strong increase
of the cooling efficiency Θ already at low blowing ratios, whereas the behaviour
becomes asymptotic for large values of F . Moreover, the analysis confirms the
significant dependency on the properties of the coolant gas. Helium is most
efficient, followed by air and CO2 which show similar results. Argon exhibits the
worst cooling efficiency for a given blowing ratio. However, a cooling efficiency
of around 90% is reached for all coolants at the respective maximum blowing
ratios. When comparing experiment and numerical simulation, a generally good
agreement for all coolant gases is observed. Deviations slightly rise for increasing
blowing ratios, where also the influence of lateral heat conduction showed to be
more significant. The previous findings implied similar temperature reductions
for blowing ratios scaled by the specific heat capacity of the coolant. Figure 7.30
depicts the data points for Θ over the scaled blowing ratio F ∗ = (cp/cp,Air)F .
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Figure 7.29: Cooling efficiency of the porous wall over blowing ratio for various
coolant gases

Figure 7.30: Cooling efficiency of the porous wall over scaled blowing ratio for
various coolant gases
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A good agreement between the curves of all coolant gases is found. This
suggests that the cooling efficiency of the porous wall is mainly governed by the
coolant’s capability to convey energy, i.e. (ṁc/Ac) cp,c. Therefore, the intense
internal heat transfer between solid skeleton and coolant gas dominates the
overall cooling efficiency in the here-discussed test cases. The OpenFOAM
results follow the trend well and thus verify the cp-scaling approach.

Wake region

In the following, the cooling efficiency is also evaluated for the channel’s wall
surface including the film-cooled wake region. Figure 7.31 depicts the numer-
ically and experimentally determined values of Θ for some of the previously
discussed test cases.
As found for the absolute temperatures in figure 7.27, the cooling efficiencies for
experiment and simulation compare fairly well. Regarding the pairs of coolant
gases at scaled blowing ratios, a good agreement is found for the sample surface
which confirms the conclusion drawn from figure 7.30. However, differences
are present in the wake region for the comparison between FHe = 0.15% and
FAir = 0.75%. Although, the sample surface shows nearly identical results,
helium exhibits a substantially higher cooling efficiency in the wake region. In
contrast, no significant differences are observed for argon and CO2 to their
equivalent air test cases at scaled blowing ratio. Here, the discrepancies in
specific heat capacity and density with respect to air are smaller when compared
to helium and air.

Figure 7.31: Cooling efficiency over axial channel length for various coolant gases
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For the transpired surface, the coinciding curves in figure 7.30 demonstrated
that similar cooling efficiencies are obtained for different test gases if the modi-
fied blowing parameter F ∗ = (cp/cp,Air)F remains constant. The finding was
explained by the dominating effect of the internal heat transfer occurring within
the porous sample. In contrast, figure 7.31 reveals deviations in the cooling
efficiencies of the wake region between test cases at cp-scaled blowing ratios
(cf. FAir = 0.75% and FHe = 0.15%). This suggests a different dependency
for the cooling efficiency of the wake region when compared to the transpired
surface.
In any case, the numerical and experimental results indicate a considerable
influence of the coolant gas properties on the cooling efficiency also for the
wake region of the sample. This is in line with film-cooling correlations such as
given by Goldstein et al. [65]:

Θ =
{

1 + cp,∞
cp,c

[
0.33 (4.00 + ξ)0.8 − 1

]}−1

with ξ = x′

F · s

(
Res

µc
µ∗

)−0.25
ρ∗
ρ∞

and Res = ρcucs

µc
,

(7.5)

where ξ is a dimensionless film cooling parameter with the injection length
s and the distance from the injection point x′. The correlation may be used
to determine the cooling efficiency in a film-cooled region and is applicable
to the injection of same and foreign gases. As it is based on incompressible
considerations, the authors used Eckert’s reference state method to extend
the relations to high-speed compressible flows. A compressibility correction
ρ∗/ρ∞ is included in the definition of ξ, and the fluid properties are evaluated
at T∗ = T∞ + 0.72(Tr − T∞) with Tr = TF=0. Reference [65] describes the
derivation in more detail.

7.3.5 Summary

In the given section, transpiration cooling for a flat porous C/C sample and
supersonic main-flow conditions has been investigated experimentally and
numerically. Boundary-layer blowing was found to cause significant temperature
reductions on the transpired surface, in the wake region, and within the porous
wall. A strong influence of the applied blowing ratio on the resulting temperature
levels was observed. Fully-coupled numerical simulations corresponding to the
experimental test cases have been performed using the developed OpenFOAM
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solver. The results are in fairly good agreement to the experimental data and
captured all relevant effects. These include the substantial temperature drop
at the transition to the transpired surface, the build-up of a coolant film along
the porous surface, and the rise of temperatures in the non-transpired wake
region. The cooling effect remained visible for the complete length observed and
depended on the applied blowing ratio. Moreover, the solver allowed to analyse
the internal temperature distribution which was found to be in good agreement
to internal thermocouple measurements. Deviations between experiment and
simulation occurred on the transpired surface, where slight non-homogeneities
due to the fibre character of C/C and the sample’s blowing behaviour are
visible. These effects cannot be captured by the applied volume-averaging simu-
lation approach. Moreover, the regions close to the sample’s boarder displayed
elevated temperatures in the IR contour plots. These are partly due to heat
conduction from the surroundings into the porous sample. This effect could be
captured by corresponding numerical simulations with an enlarged simulation
domain. The influence of the parasitic conduction heat fluxes was found to be
limited to the regions close to the boarders and does not affect the sample’s
central region or the non-transpired wake region. Therefore, also the locations
of thermocouple measurements are not compromised. Moreover, the effect is
stronger for higher blowing ratios due to the generally lower temperature levels
of the porous sample. As a consequence, subsequent analyses focus on small
to moderate blowing ratios and compare simulation results to thermocouple
measurements.
The investigation on transpiration cooling using foreign gases revealed a substan-
tial influence of the coolant properties. In particular, a strong sensitivity on
the gases’ specific heat capacities was detected. Similar temperature levels
were obtained for reduced (helium), comparable (CO2), and increased (argon)
coolant mass flow rates.
For a more meaningful comparison between test cases using different gases and
blowing ratios, the cooling efficiency was introduced. It is calculated for the
transpired surface and takes into account the non-uniform coolant-reservoir
temperature and the no-blowing wall temperature. The analysis confirms the
significant influences of blowing ratio and coolant gas properties. Furthermore,
the cooling efficiency of the porous wall can be described for all gases by a
modified blowing ratio that is based on a cp-scaling. The results indicate a
strong internal heat transfer that dominates the overall cooling efficiency of
the investigated test cases.
Regarding the non-transpired wake region, a considerable film-cooling effect
was observed. Again, an influence of the coolant properties was found which
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is, however, different from the dependence found for the transpired surface
and the internal temperatures. At scaled blowing ratios, helium injection
showed higher cooling efficiencies in the wake region when compared to air
as coolant. This was demonstrated by both experiment and corresponding
numerical simulations.
Summarising on the numerical validation, the developed OpenFOAM solver
was able to capture all relevant effects observed in the transpiration-cooling
experiments with the reference sample. Therefore, the continuous blowing
model proves to be applicable also to C/C and the supersonic main-flow situa-
tion. Moreover, the transition-layer model and the proposed modified blowing
boundary condition for the specific turbulence dissipation rate are well suited
for the here-presented test cases.

164



7.4 Contoured Sample - Variation of Wall Thickness

7.4 Contoured Sample - Variation of Wall Thickness

In the previous section, transpiration cooling in supersonic flow using a flat-plate
sample has been investigated. Although, a rather uniform temperature distri-
bution was observed, the analysis revealed a reduced cooling effect close to the
sample’s leading edge. This effect was explained by the non-existent coolant film
and to some extent, heat conduction from the upstream part of the channel wall
into the sample. Likewise, different more complex application cases, e.g. strut
injectors, rocket combustion-chamber throats, exhibit regions of higher wall
temperatures where an intensified cooling is desired. In general, increasing
the blowing ratio (by means of a higher reservoir pressure) yields a higher
cooling efficiency and reduced temperature levels. However, the effect acts on
the complete sample whereas possibly only local hot spots require additional
cooling. According to the Darcy-Forchheimer equation, the pressure difference
to induce a certain coolant mass flow increases with the sample thickness.
Vice versa, larger wall thicknesses yield reduced coolant mass flow rates for a
fixed pressure difference. Thus, the contouring of porous structures, i.e. the
variation of wall thickness, represents a promising approach to locally increase
the blowing ratio in transpiration cooling.
In the following, results on transpiration cooling for a porous sample with
non-uniform wall thickness are presented. The analysis is focused on the general
effect of a wall-thickness variation instead of an optimisation of the cooling
in the sense of design improvement. Experimental results for the contoured
sample are analysed in combination with complementing numerical simulations.
At the same time, the involved comparison of experimental and numerical data
further validates the new OpenFOAM solver. The contoured sample is tested
using the same experimental setup as before, see also chapter 3. To explore the
effect of wall-thickness variations, the sample is tested in two configurations as
illustrated by figure 7.32.

(a) Contoured sample 0°

41
.6

11
.6

(b) Contoured sample 180°

41
.6

11
.6

Figure 7.32: Test configurations for contoured sample (units in mm, main-flow
direction from left to right)
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7.4.1 Wall Temperatures for Injection of Air

In a first step, the general effect of a wall-thickness variation is evaluated. There-
fore, surface temperatures recorded by means of IR thermography are depicted
in figure 7.33. The plot illustrates experimental data for both configurations
of the contoured sample and blowing with air at F = 0.25% and F = 0.50%.7
The direct comparison of the two configurations reveals lower temperatures
in the sample’s front region for the contoured sample 180°. In contrast, the
temperatures in the aft region are higher when compared to the contoured
sample 0°. In the non-transpired wake region, slightly lower temperatures are
observed for the contoured sample 0°. However, the influence is weak when
compared to the transpired surface. The IR images clearly demonstrate the
effect of a wall-thickness variation on the surface temperatures.

(a) F = 0.25%

(b) F = 0.50%

Figure 7.33: Surface temperature distributions from experiment for contoured
sample 0° (top) and contoured sample 180° (bottom)

7 The field of view is reduced when compared to previous IR images since a smaller
sapphire window has been used for the measurements (cf. figure 3.3a).
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Figure 7.34: Comparison of sample surface and wake region temperatures for
contoured sample 180° and F = 0.25% - in-situ calibrated infrared
thermography (top) and OpenFOAM simulation (bottom)

Next, the experiment is exemplarily compared to OpenFOAM results for the
test case F = 0.25% in figure 7.34. A generally good agreement is found between
simulation and measurement. As for the reference-sample test case, larger devi-
ations are limited to the areas close to the sample’s boarders. The simulation
captures the effect of reduced temperatures in the front region of the contoured
sample 180° where the smaller wall thickness compensates for the non-existent
coolant film.
A more detailed analysis may be obtained based on the axial temperature distri-
butions. Instead of the surface temperature, the cooling efficiency is employed
for the analysis as it allows for a better comparison between the different test
cases and blowing ratios. Figure 7.35 depicts the spanwise-averaged cooling
efficiency for both configurations of the contoured sample and the reference
sample. The diagram reveals a clear influence of the sample’s relative wall
thickness on the local cooling efficiency for both simulation and experiment.
Compared to the reference sample with a uniform wall thickness, contoured

Figure 7.35: Cooling efficiency over axial length for contoured sample in both
configurations in comparison to reference sample - numerical and
experimental data for F = 0.25% and F = 0.50%
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sample 0° exhibits a lower and contoured sample 180° a higher cooling efficiency
in the front region, respectively. This changes to the opposite for the aft region
of the transpired surface, where the contoured sample 0° shows the highest
cooling efficiency. In the wake region, no influence is detected.
The comparison between OpenFOAM results and experimental measurements
shows a fair agreement on the transpired surface and a good agreement in the
wake region. Trends are well reproduced by the numerical simulation, although
deviations are observed regarding the absolute values on the porous surface.

7.4.2 Coolant Mass Flow Distribution and Sample Temperatures

In the analysis of the reference-sample test case, it was shown that an increase
in the blowing ratio yields higher cooling efficiencies. Regarding the contoured
sample and a single blowing ratio, local variations of the cooling efficiency are
observed on the transpired surface. This suggests that the non-uniform wall
thickness of the sample triggers local variations of the coolant mass flow rate.
To investigate this further, the distribution of coolant mass flow rate and its
influence on the internal temperature of the porous sample are evaluated in the
following. As the local mass flow rate can hardly be determined experimentally,
the through-flow behaviour is analysed by means of numerical simulations.
Figure 7.36 depicts the internal temperature distribution and the coolant mass
flux vectors for the symmetry plane of the three test cases at a blowing ratio of
F = 0.25%. Confirming the previous results, the leading-edge region exhibits
highest temperatures for the contoured sample 0°. Moreover, the temperature
isolines suggest heat conduction in axial direction. In contrast, the contoured
sample 180° displays lower temperatures in the front region and a generally
more homogeneous temperature distribution when compared to the other two
samples. The temperature levels for the reference sample are in between the
two other test cases. Regarding the through-flow behaviour, the mass flux
vectors indicate a locally increased coolant outflow for reduced wall thickness
of the samples. Additionally, the curved flow paths demonstrate coolant cross
flow for both contoured sample test cases. Opposed to the reference sample,
the contoured-sample test cases thus exhibit multi-dimensional coolant flow.

The coolant mass flux distribution over axial length is shown in figure 7.37.
The diagram gives the absolute values of coolant mass flux ρuy for the samples
as well as relative deviations with respect to the reference sample. Figure 7.37a
displays a variation of |ρuy| for both contoured samples while the reference
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Figure 7.36: Internal temperature distributions and mass flux vectors for
contoured sample 0°, reference sample, and contoured sample 180°
at F = 0.25%

sample exhibits a nearly uniform coolant mass flux. Higher values are linked to
smaller wall thickness and vice versa. The non-uniform coolant mass flux may
also be considered as a variation of the local blowing ratio and explains the
previously discussed temperature variations. The deviations of |ρuy| relative
to a uniform distribution rise up to around 40% as illustrated by figure 7.37b.
Moreover, the non-uniformity is slightly more pronounced for the smaller
blowing ratio.

(a) absolute (b) relative deviation

Figure 7.37: Comparison of coolant mass flux distributions for the different
samples at F = 0.25% and F = 0.50%
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The internal temperature diagrams given by figure 7.38 allow a more detailed
analysis of the thermal situation of the porous structures. Here, numerical
results of the OpenFOAM solver are compared to the internal thermocouple
measurements for the contoured sample in both configurations. The analysis is
split into front region and aft region. The numerical data for solid-phase temper-
ature is extracted on the domain’s symmetry plane and the axial positions
x = 0.184 m and x = 0.214 m, cf. figure 7.36. Likewise, thermocouple positions
are localised close to these axial positions, see figure 3.6b. The diagrams
confirm the discussed effect of the wall-thickness variation. Lower temperatures
are observed in the region with reduced thickness (and intensified blowing),
regardless of whether the sample is in 0° or 180° configuration. Comparing
experiment and simulation, a fair agreement is found for all blowing ratios.

(a) Contoured sample 0°

(b) Contoured sample 180°

Figure 7.38: Internal temperature distribution for contoured sample 0° and 180°
at various blowing ratios
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7.4.3 Summary

This section explored the influence of a variation in the sample’s wall thickness
on transpiration cooling and the achieved cooling efficiency. A significant
effect on the surface temperatures was detected in the experiments by means
of infrared thermography. Depending on the test configuration, the wall
temperatures and cooling efficiencies in the sample’s front region are increased
or reduced when compared to the reference sample with uniform wall thickness.
Higher local wall thicknesses are linked to increased temperatures/reduced
cooling efficiencies and vice versa. However, the effect is limited on the
transpired surface, no influence on the cooling efficiencies in the wake region
was detected. Besides the wall temperatures, also the internal temperature of
the porous sample was found to be at elevated levels for the region exhibiting a
larger wall thickness. The OpenFOAM solver was able to reproduce all observed
effects with a fair agreement to the experiment. Moreover, it allowed to analyse
the test cases in more detail, e.g. with respect to the local distributions of
coolant mass flux. The simulations revealed locally increased or reduced
coolant mass fluxes for the variation of the sample thickness. These non-
uniform distributions are the reason for the observed temperature differences
between front and aft regions. The wall-thickness variation for the contoured
sample 180° counterbalanced the effect of the non-existent coolant film at the
beginning of the sample. The latter was found in section 7.3 for the reference-
sample test cases and expressed by means of elevated temperatures close to
the leading edge.
In summary, the variation in wall thickness yields a non-uniform coolant mass
flux distribution which modifies the local cooling efficiencies. The developed
OpenFOAM solver reproduces the effects well and was validated by means of
a comparison to the experimental data. The contouring of samples proves to
be a possible means of controlling local surface temperatures in transpiration
cooling. Besides the here-investigated geometrical variation, a similar effect
is expected for local variations in the material’s permeability. Both design
options could be combined to maximise the effect for specific applications.
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7.5 Shock Generator - Transpiration Cooling in More Complex
Flow Fields

As outlined in the introduction, several application cases for transpiration
cooling involve strong pressure variations. Examples for these are the throats
of rocket combustion chambers or the combustor parts of ram- and scramjet
engines. While for a rocket engine, the substantial acceleration of the flow in
throat and nozzle sections causes a pressure reduction, the formation of shock
waves and expansion fans introduces pressure variations in the supersonic flow
applications. Due to the complexity of the flow field as well as the coupling
between porous structure and main flow, the multi-dimensional effects can
hardly be captured by available engineering correlations. This underlines the
importance of numerical tools such as the here-presented CFD solver.
In the following, the formation of shock waves in supersonic flow is exploited
to validate the developed solver and the applied numerical setup for pressure
variations on the transpired surface. The shock generator as described in
section 3.1.2 is employed to alter the flow field. The insert that replaces the large
IR window on the channel’s bottom is equipped with a movable flow barricade
that introduces an obstruction into the flow field. Thus, an oblique shock forms
which can be varied in strength and wave angle by the position of the barricade.
First, the flow field and the static wall pressure distribution are examined for
the no-blowing test case. Additionally, the influence on the wall temperature
and the heat transfer characteristics are analysed. Afterwards, the influence of
the more complex flow field on transpiration cooling is explored. Therefore, two
shock-generator positions and two porous samples, i.e. the reference sample and
the contoured sample 180°, are investigated experimentally and numerically.

7.5.1 Shock-Generator Flow Field without Boundary-Layer Blowing

In a first step, the flow field without boundary-layer blowing is analysed.
Schlieren images illustrate the formation of shock waves and expansion fans
while corresponding wall pressure diagrams supplement quantitative data.
Figure 7.39 depicts experimental and numerical schlieren images for the shock-
generator positions ∆y = 5.0 mm and ∆y = 9.7 mm. In contrast to the simu-
lation data, the field of view in the experiment does not extend over the full
channel height for the upstream side-wall window. The visualisation reveals a
system of shock waves and expansion fans throughout the supersonic channel.
As the porous sample is located on the channel’s top wall, the analysis focuses
on this region. First, the test case for ∆y = 5.0 mm is discussed. Upstream
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(a) F = 0% - ∆y = 5.0 mm

(b) F = 0% - ∆y = 9.7 mm

Figure 7.39: Experimental (top) and numerical (bottom) schlieren images for the
reference sample without blowing at two shock-generator positions

of the shock generator, an oblique shock wave forms which impinges onto the
transpired surface, close to the sample’s leading edge. Moreover, a reflected
shock hits the channel’s top wall in the sample’s wake region (x ≈ 0.26 m).
Regarding the maximum elevation of the shock generator, i.e. ∆y = 9.7 mm,
the shock forms further upstream and exhibits a steeper wave angle. Thus, it
hits the channel’s top wall slightly upstream of the porous sample. Likewise,
the reflected shock is shifted in the upstream direction and impinges close
to the trailing edge of the sample. Comparing experimental and numerical
schlieren images, a very good agreement is found. The numerical simulation
is able to reproduce all details of the flow field.
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The corresponding static wall pressure distributions for both test cases are
given in figure 7.40.8 The system of shocks and expansion fans considerably
alters the pressure distribution. As intended, a significant pressure differ-
ence over the sample surface is created. For the shock-generator position
∆y = 9.7 mm, the highest pressure occurs at the leading edge and then
continuously decreases by ∆p ≈ 80 kPa over the porous sample. In contrast,
a local maximum of the wall pressure at an axial position x ≈ 0.19 m is
observed for an elevation of ∆y = 5.0 mm. Downstream, a pressure drop of
∆p ≈ 60 kPa follows. Again, a very good conformity between experimental
measurements (symbols) and numerical simulations (lines) is observed. This
applies to both test cases and the complete length observed. As mentioned
before, a strong shock wave and the associated rise in pressure may lead
to boundary-layer separation. This is investigated more closely by means
of figure 7.41. To estimate the size of recirculation zones, isosurfaces for
ux = 0 are indicated in red colour in the figure.

(a) F = 0% - ∆y = 5.0 mm

(b) F = 0% - ∆y = 9.7 mm

Figure 7.40: Experimental (symbols) and numerical (lines) wall pressure over
channel length for the reference sample without blowing at two
shock-generator positions

8 For the reduced domain simulations, the numerical pressure distribution in the divergent
part of the Laval nozzle (up to x = 0.064 m) is supplemented from the full-channel
simulation results discussed in section 7.1. Due to the supersonic flow regime, no
upstream effect originating from the test section is expected. This assumption has been
reviewed and confirmed by means of an exemplary simulation using the full numerical
domain.
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Figure 7.41: Combined visualisation of schlieren image and isosurfaces for ux = 0
indicating recirculation zones for no-blowing case (numerical results,
half model)

Regarding the top wall, two recirculation zones are observed. For the test case
with ∆y = 5.0 mm, the first separation forms directly at the leading edge of
the sample, while the second is positioned in the wake region. The test case
with stronger elevation of the shock generator, i.e. ∆y = 9.7 mm, exhibits a
larger recirculation zone upstream of the sample’s leading edge as well as a
second in the wake region. Due to the larger wave angles, both recirculation
zones are shifted to an upstream position when compared to the test case with
an elevation of ∆y = 5.0 mm. Moreover, the size of the upstream recircula-
tion zone is larger for the test case with ∆y = 9.7 mm. This is confirmed by
the schlieren images given by figure 7.39. With respect to the bottom wall,
recirculation zones are occurring at both sides of the movable flow barricade of
the shock generator.

A simple criterion for the occurrence of boundary-layer separation has been
proposed by Korkegi [100] and is defined by equation (2.43). According to the
criterion, separation takes place if the pressure ratio exceeds a critical value,
i.e. (p2/p1) > 2.9 for M1 ≈ 2.5. Based on the pressure distributions presented
in figure 7.40, the criterion predicts two recirculation zones on the channel’s
top wall. For the test case with shock-generator position ∆y = 5.0 mm, these
are located between 0.16 m < x < 0.19 m and 0.25 m < x < 0.30 m. The
more elevated shock-generator position, i.e. ∆y = 9.7 mm, shifts the positions
slightly upstream to 0.13 m < x < 0.17 m and 0.24 m < x < 0.26 m. Further
downstream, the intensity of reflected shock waves is reduced. Thus, no addi-
tional recirculation zones are indicated. The findings based on the Korkegi
criterion agree well with the numerical simulation results in figure 7.41.

175



7 Transpiration Cooling of CMC Structures in Supersonic Flows

Figure 7.42: Combined visualisation of schlieren image and adiabatic wall temper-
ature distribution for F = 0% and ∆y = 9.7 mm (numerical results)

The more complex supersonic flow field also alters the temperature flow field
and the wall heat flux distribution. To exemplarily illustrate this, figure 7.42
shows the adiabatic wall temperature for a simulation without blowing and a
shock-generator position ∆y = 9.7 mm. A numerical schlieren image is added
and the y-coordinate is inverted to provide a better visualisation. The combined
visualisation indicates a significant influence of the shock system on the temper-
ature distribution. Elevated temperature levels are found downstream of the
formation point of shock waves as well as in the separation zone. The highest
temperatures occur close to the reattachment point at the sample’s leading
edge.
A comparison to experimental data is given in figure 7.43. The diagram depicts
temperature distributions obtained from spanwise-averaged numerical data and
wall thermocouple measurements without boundary-layer blowing. Moreover,
results for the test cases without shock generator (filled symbols, solid lines)

Figure 7.43: Wall temperature distributions for reference sample without blowing
and shock-generator positions ∆y ∈ [0, 9.7] mm
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and with maximum elevation ∆y = 9.7 mm (hollow symbols, dashed lines) are
compared. The figure confirms the previous results and indicates considerable
higher wall temperatures for the shock-generator test case. An oscillating
temperature distribution is found with minimum values close to the constant
wall temperature of the test case without shock generator. Regarding the
surface of the porous sample, substantially higher temperatures are observed
for the front region of the transpired surface, whereas the values reduce towards
the sample’s trailing edge. Comparing simulation and experiment for the shock-
generator test cases, significant deviations between thermocouple measurements
and numerical results are found. In particular, regions of recirculation zones
are concerned, where the temperature rise is overpredicted by the numerical
solver. Shock-wave/boundary-layer interaction triggers the flow separation as
illustrated in figure 7.41. The simulation of this phenomenon is currently
still challenging as has been stated by various authors, e.g. Dolling [44].
Commonly, the associated deviations are attributed to the applied turbu-
lence model [40, 161, 183, 203].

To obtain a first estimate of the distribution of heat transfer coefficients on
the sample surface, simulations with no blowing and different shock-generator
positions are performed. Regarding the thermal boundary condition of the
porous surface, both a constant wall temperature condition and an adiabatic
wall condition are applied in separate simulations. Figure 7.44a depicts the
absolute distributions of the heat transfer coefficient h0 as well as the adiabatic
wall temperature Tr (second ordinate) over sample length. Moreover, the
relative deviation to the reference-sample test case without elevation of the
shock generator is given in figure 7.44b. As specified before, all numerical data
is spanwise-averaged for |z| < 10 mm.
Figure 7.44a displays a strongly non-uniform distribution of h0 for the shock-
generator test cases which is due to the impingement of shock waves and the
occurrence of recirculation zones. The regions of highest heat transfer coincide
with the reattachment points after flow separations (cf. figure 7.41). The adia-
batic wall temperature is increased for both shock-generator test cases when
compared to the test case with no elevation of the flow barricade, i.e. ∆y = 0 mm.
It decreases along the sample length but remains elevated. With respect to
the relative deviations given in figure 7.44b, substantial increases in the heat
transfer coefficient of up to 160% are found. Regarding this, the enhancement
in h0 is similar for both shock-generator positions but shifted with respect to
the axial position.
This concludes the analysis of the no-blowing test case which serves as the
reference in the following investigations.
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7.5.2 Transpiration Cooling for Non-Uniform Main Flow Field

As discussed for the no-blowing test case, the introduction of oblique shock
waves by means of the shock generator has a significant effect on the distribu-
tions of wall pressure, temperature, and heat flux. Based on this, a considerable
influence on transpiration cooling is expected.
In contrast, the influence of boundary-layer blowing on the main flow field is
small for the shock-generator test cases. Figure 7.45 exemplarily demonstrates
this by depicting numerical schlieren images with and without blowing for the
shock-generator elevation ∆y = 5.0 mm. No significant differences are found
for the blowing case. Merely, the recirculation zones at the sample’s leading
edge and in the wake region (top wall) are marginally larger for the test case
with blowing. The corresponding static wall pressure distributions are given
in figure 7.46. Likewise, no considerable differences are detected between test
cases with and without boundary-layer blowing.

Regarding transpiration cooling, on the other hand, two effects on the coolant
mass flow distribution are expected for the test cases with shock generator.
First, the combination of constant pressure in the coolant reservoir and a
variation of static pressure on the sample surface will result in a non-constant
pressure difference over the porous sample. Secondly, the variation in the heat-
transfer distribution yields locally higher temperature levels which increase the
through-flow resistance (cf. section 5.2.3).

(a) absolute (b) relative deviation

Figure 7.44: Comparison of heat transfer coefficient and adiabatic wall tempera-
ture for reference sample and different shock-generator positions
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(a) F = 0% - ∆y = 5.0 mm

(b) F = 0.50% - ∆y = 5.0 mm

Figure 7.45: Comparison of numerical schlieren images without and with blowing

Figure 7.47a depicts the local coolant mass flow distribution for two blowing
ratios and two shock-generator positions. In addition to the absolute values,
the relative deviations from the test case without shock generator are given
in figure 7.47b. The diagram reveals a non-uniform distribution of the local
coolant mass flux |ρuy| over sample length. Regions of low coolant mass flux
correspond to regions of high static wall pressure and heat flux, compare also
figures 7.40 and 7.44. Relative deviations of up to −20% are found with respect
to the case without shock generator in figure 7.47b. The effect is stronger for the
smaller blowing ratio F = 0.25% due to the reduced driving pressure difference
over the sample when compared to F = 0.50%. Regarding this, the pressure

Figure 7.46: Comparison of experimental (symbols) and numerical (lines)
wall pressure over channel length without and with blowing for
F = 0.50% and shock-generator elevation ∆y = 5.0 mm
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(a) absolute (b) relative deviation

Figure 7.47: Comparison of coolant mass flux distributions for reference sample
and different shock-generator positions

difference over the sample thickness has to be related to the pressure variation
over the sample surface due to the non-uniform main flow field. The latter
remains nearly constant (cf. figure 7.46), while the first changes drastically
with blowing ratio. For the two here-discussed blowing ratios, i.e. F = 0.25%
and F = 0.50%, the pressure difference over the porous wall is ∆p ≈ 316 kPa
and ∆p ≈ 487 kPa, respectively.
Subsequent to the analysis of the coolant through-flow behaviour, now the
resulting surface temperatures as well as the cooling efficiencies are examined.
Figure 7.48 depicts surface temperature plots for the blowing ratio F = 0.25%
and three shock-generator positions, i.e. ∆y ∈ [0, 5.0, 9.7] mm. Each of the
contour plots compares experimental measurements to numerical data.
The effect of the flow-field alteration through the shock generator is clearly
visible for the transpired surface and the wake region. As suggested by the
discussion on local distributions of coolant mass flux and heat transfer, the
front region exhibits higher temperatures when compared to the aft region
for the two test cases with elevated shock generator. In the wake region, a
considerable increase of temperature is detected at the position where the
reflected shock impinges. Due to the larger wave angle, the location is shifted
upstream for the test case with an elevation of ∆y = 9.7 mm. The comparisons
between IR thermography and OpenFOAM simulation show a fair agreement
for the complete surface observed. Features such as the significant temperature
increase on the transpired surface as well as in the wake region are well captured.
Moreover, the temperature levels are well represented in general. Exceptions
to this are the recirculation zones in the sample’s wake as well as close to the
leading edge, where the simulation yields higher temperatures.
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(a) F = 0.25% - ∆y = 0

(b) F = 0.25% - ∆y = 5.0 mm

(c) F = 0.25% - ∆y = 9.7 mm

Figure 7.48: Surface temperature distributions from experiment (top) and simu-
lation (bottom) for reference sample at F = 0.25% and different
shock-generator positions
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The cooling efficiency as defined by equation (7.4) is employed for a more
detailed analysis of the effect of transpiration cooling. As it takes into consider-
ation the no-blowing wall temperature, the influence of the previously discussed
numerical modelling error associated to shock-wave/boundary-layer interaction
is partly eliminated. Figure 7.49 depicts the cooling efficiency for the blowing
ratios F ∈ [0.25%, 0.50%] and shock-generator positions ∆y ∈ [0, 5.0, 9.7] mm.
The cooling efficiencies of both test cases with shock-generator elevation show
low values at the beginning of the samples where the aerothermal load is gener-
ally high and the coolant mass flow rate low. The values of Θ increase with
sample length for both test cases. However, while Θ increases monotonously
for ∆y = 9.7 mm, a local minimum of Θ on the sample is found for the medium
shock-generator position. Generally lower cooling efficiencies are observed for
the shock-generator test cases except for the rear part of the sample, where
the values are similar to the no-shock-generator test cases.

(a) ∆y = 5.0 mm

(b) ∆y = 9.7 mm

Figure 7.49: Cooling efficiency over axial channel length for blowing ratios
F ∈ [0.25%, 0.50%] and different shock-generator positions
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For all test cases, a substantial decrease of Θ takes place at the transition to the
non-transpired surface. Downstream, in the film-cooled wake region, a reduced
cooling effect remains visible for the complete length observed. Here, the
influence of the shock generator expresses through a slightly lower value of Θ.
The numerical results additionally reveal a decrease of the cooling efficiency at
x ≈ 0.25 m for both shock-generator cases. This is due to the reflected shock
wave that impinges on the top wall, see also figure 7.39.
Comparing simulation and experiment, a fair agreement is found. Both experi-
ment and simulation show the described effects associated to the shock generator.
However, the differences between test cases with and without shock generator
are less pronounced for the experimental measurements when compared to the
simulation. This particularly concerns the wake region where the experimental
data indicates only a weak influence of the shock generator.

7.5.3 Wall-Thickness Variation in Shock-Generator Flow Field

The non-uniform flow field for the shock-generator test cases triggers the
occurrence of local temperature maxima in the regions of highest heat flux. As
depicted in figures 7.48 and 7.49, the highest temperature levels or respectively
lowest cooling efficiencies are found in the sample’s front region. Additionally,
the local coolant mass flux |ρuy| is at a minimum in this region, see figure 7.47.
In section 7.4, the method of sample contouring by means of a variation in
the wall thickness proved to be a possible means of counterbalancing local
hot spots. In the following, this is explored in context of the here-presented
shock-generator test cases.
Due to the locally reduced wall thickness, an elevated coolant mass flux in
the front region was found for the contoured sample 180°. However, in the
previous analysis, the static wall pressure at the main-flow interface was nearly
constant, whereas larger differences were found for the shock-generator test
cases. Figure 7.50 depicts the local coolant mass flux |ρuy| over sample length
for different elevations of the flow barricade, i.e. ∆y ∈ [0, 5.0, 9.7] mm. In
addition to the results of the contoured sample 180°, the previously discussed
values for the reference sample are included. The diagram reveals significant
higher coolant mass fluxes in the front region for the contoured sample 180°
and all shock-generator positions. In contrast, |ρuy| is reduced in the aft region.
The different shock-generator elevations influence the resulting distribution
without changing the general trend. Although the absolute coolant mass
fluxes in the front region reduce from ∆y = 0 mm to ∆y = 9.7 mm, the
relative effect of the wall-thickness variation remains similar. Compared to
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Figure 7.50: Comparison of coolant mass flux distributions for reference and
contoured 180° samples at F = 0.25% and for three shock-generator
positions ∆y ∈ [0, 5.0, 9.7] mm

the reference-sample test case, up to around 45% more coolant is directed to
the front region. Here, also the highest heat fluxes are acting as demonstrated
earlier by figure 7.44. The resulting cooling efficiencies for maximum shock-
generator elevation and two blowing ratios are compared to the reference-sample
test case in figure 7.51. The diagram indicates a more homogeneous cooling
efficiency for the contoured sample 180°. Compared to the reference sample,
slightly higher values are found in the front region, while Θ is smaller in the
aft region. The effect on the transpired surface is visible in both experiment
and numerical simulation. Conversely, no effect is notable for the wake region.
This confirms the earlier finding, stating that the total coolant mass flow rate
is decisive for the cooling of the wake region, while the local distribution of
coolant injection is not of importance for the investigated test cases. However,
also for the transpired surface, the effect of the locally reduced wall thickness
is limited. The substantial increase of aerothermal loads in the front region

Figure 7.51: Comparison of cooling efficiency over axial channel length for
reference and contoured 180° samples for shock-generator position
∆y = 9.7 mm
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due to the shock-generator flow field dominates the cooling efficiency and the
temperature levels. As a consequence, the front region exhibits significant lower
cooling efficiencies than the aft region, even for the contoured sample 180°. This
seems reasonable when comparing the relative deviations in the heat transfer
coefficient and local coolant mass flux, i.e. +160% and +40%, respectively. The
agreement between simulation and experiment is good in the wake region and
fair on the sample surface. The effect of the contoured sample 180° for the
transpired surface is well captured, although some deviations in the absolute
values are present.
Concluding the study of this test case, the method of variable wall thickness
proves to be effective in the reduction of local hot spots also for more complex
flow fields such as present in the shock-generator test cases. However, the
non-uniform distribution in coolant mass flux for the contoured sample 180°
was found to be not sufficient to achieve uniform cooling efficiency over the
sample surface. For this, a stronger variation in the wall thickness, a generally
less-permeable porous material, or a grading in the permeability would be
necessary.

7.5.4 Summary

The shock-generator test cases introduced the formation of shock waves and
expansion fans to the flow field. The strength of these flow-field modifications
depended on the position of the movable flow barricade that represents the
geometrical obstruction. Two shock-generator positions were analysed in this
section, i.e. ∆y = 5 mm and ∆y = 9.7 mm, which resulted in pressure differ-
ences over the sample surface of around 60 kPa and 80 kPa, respectively. The
more complex flow field yielded areas of increased wall temperature and heat
flux. Moreover, due to the impingement of shock waves and the interaction with
the boundary layer, flow separation and recirculation zones occurred upstream
and downstream of the sample at the channel’s top wall. With respect to this,
the OpenFOAM results were confirmed by the empirical Korkegi criterion.
Regarding transpiration cooling, the change of the flow field due to the shock
generator has a significant influence on the distribution of coolant mass flux over
the porous surface which was found to be non-uniform in the test cases. The
observed variation depended on blowing ratio, pressure loss over the sample,
and pressure variation over the transpired surface. As a consequence of the
variations in convective heat flux and coolant mass flux over the sample surface,
also the cooling efficiency was significantly altered. Reduced values of Θ were
found in the sample’s front region, while the cooling efficiency recovered to
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no-shock-generator values for the aft region. Furthermore, a weak influence on
the wake region was detected. In summary, the discussed results demonstrate
that the more complex main-flow conditions have a significant effect on tran-
spiration cooling which, however, remains an effective means of cooling.
The numerical simulation results are in reasonable agreement to the experi-
ments. Regarding the no-blowing test case, deviations in the absolute surface-
temperature distributions were found for the shock-generator test case which
are linked to the modelling of shock-wave/boundary-layer interaction. In
contrast, a very good agreement between numerical and experimental pressure
distributions was observed for both shock-generator positions. The cooling
efficiency has been employed to investigate the effect of the introduced flow-field
modifications on transpiration cooling. A fair agreement between numerical
and experimental results was found for both shock-generator positions and all
investigated blowing ratios. The developed OpenFOAM solver is thus capable
of simulating transpiration cooling also in more complex flow fields such as
present for the shock-generator test cases.
Lastly, the contoured sample 180° was tested in combination with the shock
generator. As found before, the reduced wall thickness in the front region
increased the local coolant mass flux. This counteracted the higher heat loads
induced by the shock-generator flow field to some extent.
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7.6 Double-Wedge Sample - Combined Effects of Geometry
and Flow Field

Besides the modelling of transpiration cooling in more complex flow fields,
extending the simulation capabilities towards more complex porous structures
has been one of the main goals of the here-presented research work. This is
important with respect to application cases such as strut and wall injectors
within a scramjet combustor or sharp leading edges envisaged for hypersonic
vehicles. These non-flat geometries self-induce the formation of shock waves
and thus combine the effects of geometry and flow-field variations which have
been investigated separately in sections 7.4 and 7.5. To explore the combina-
tion of effects, the double-wedge sample which features two inclined surfaces
is examined in the following. Again, experimental and numerical results are
discussed together to analyse the transpiration-cooling processes. Moreover,
the validation of the numerical solver is continued by means of comparisons to
the experimental data for the double-wedge test cases.

7.6.1 Non-Uniform Flow Field without Blowing

The non-flat geometry of the porous sample represents a flow obstruction and
thus triggers the formation of shock waves. This alters the flow field as well as
the distributions of static wall pressure and heat flux. Before analysing the
influence of these effects on transpiration cooling, the double-wedge sample
without blowing is discussed.

First, the flow field is examined by means of experimental and numerical
schlieren images given in figure 7.52. As expected, the non-flat sample geometry
induces a system of shock waves and expansion fans which manifests throughout
the test section. The first oblique shock wave forms at the leading edge of
the double wedge at the channel’s top wall. It subsequently impinges onto
the bottom wall where the numerical results suggest the occurrence of a
recirculation zone (x ≈ 0.21 m). The associated boundary-layer thickening
triggers the formation of a new shock wave which merges with the reflected shock
before hitting the sample’s wake region on the channel’s top wall. Additionally,
another shock wave impinges slightly downstream in the wake region. It is
formed at the bottom wall and originates from the boundary-layer reattachment
downstream of the recirculation zone. At the tip of the double-wedge sample,
an expansion fan forms due to the widening of the test channel. Comparing
numerical and experimental schlieren images, a very good conformity is found.
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Figure 7.52: Experimental (top) and numerical (bottom) schlieren images for
double-wedge sample test case and F = 0%

Figure 7.53 depicts the corresponding wall pressure distribution on the channel’s
symmetry plane based on experimental and numerical data. As suggested
by the schlieren images, a non-uniform distribution with significant pressure
variations is found. The oblique shock forming at the first ramp of the double
wedge yields a rise of static pressure whereas the expansion fan triggers a
pressure drop at the tip of the double-wedge sample. This results in a pressure
difference of around 50 kPa between the two inclined surfaces, referred to
as front and aft surfaces in the following. Likewise, pressure increases are
detected in the sample’s wake region and at the channel’s bottom wall at the
positions of shock impingements. The comparison between simulation results
and measurements shows a very good agreement for both top and bottom walls
of the test section. Following this, the employed numerical setup is able to
accurately reproduce the flow field without boundary-layer blowing.

Figure 7.53: Experimental (symbols) and numerical (lines) wall pressure over
channel length for the double-wedge sample without blowing
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To investigate the effects of shock-wave/boundary-layer interaction for the
double-wedge sample in more detail, figure 7.54 visualises the occurrence of
recirculation zones based on numerical data. As for the shock-generator test
cases, isosurfaces for ux = 0 (black coloured) are employed to roughly mark the
regions of flow separation. Additionally, the top-wall temperature distribution
is shown. For better visualisation the y-coordinate is inverted in the figure.
Two recirculation zones are indicated for both top and bottom walls of the
channel. A small separation zone is observed at the leading edge of the sample,
i.e. where the first oblique shock wave forms. The shock wave is reflected at
the bottom wall (note the upside-down visualisation) and impinges again in
the direct wake of the porous sample. This results in a significant increase
in pressure that triggers the occurrence of a second recirculation zone. The
numerical results are confirmed by applying the empirical Korkegi criterion,
i.e. equation (2.43), on the pressure distribution given in figure 7.53. With
respect to the transpiration-cooling test cases, particularly the shock-wave
impinging onto the downstream region and the interaction with the coolant
film is of interest. The numerical surface temperature distribution without
blowing reveals elevated values directly downstream of the formation of shock
waves as well as in the zones affected by shock-wave/boundary-layer interaction.
The highest temperatures are observed at the reattachment lines downstream
of the recirculation zones.

Figure 7.54: Combined visualisation of schlieren image, isosurfaces for ux = 0,
and top-wall surface temperature for double-wedge sample without
blowing (numerical results, half model)
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Figure 7.55: Wall temperature distribution for double wedge without blowing

A comparison of numerical and experimental wall temperatures is given in
figure 7.55. The diagram depicts spanwise-averaged numerical results (lines)
as well as thermocouple measurements (symbols) over channel length for the
no-blowing test case. The results confirm the previous analysis and indicate a
non-uniform wall temperature distribution due to the formation of shock waves
and expansion fans. Comparing front and aft surfaces of the double wedge,
significantly elevated temperatures are found on the front surface. This suggests
also a higher heat flux in the front region of the sample for a transpiration-cooled
test case. The comparison of numerical simulation results to thermocouple data
reveals a fair agreement for the surface of the porous sample. Opposed to this,
larger deviations are found in the direct wake region (up to x ≈ 0.3 m), where
the numerical simulation overpredicts the temperature levels. The numerical
values in the wake region exhibit significant temperature variations in regions
of shock impingement, whereas the variation in the experimental data is less.
As discussed for the shock-generator cases in section 7.5, these deviations are
linked to the numerical simulation of shock-wave/boundary-layer interaction.

7.6.2 Influence of Boundary-Layer Blowing on Main Flow Field

A non-uniform main flow field featuring shock waves and expansion fans substan-
tially influences transpiration-cooling processes. This has been demonstrated
in section 7.5. However, the effect of boundary-layer blowing on the main flow
field (not considering the wall-near region) was found to be weak.
This is now evaluated for the double-wedge sample. Figure 7.56 compares
numerical schlieren images at no blowing and for a blowing ratio of F = 1.00%.
Additionally, the static wall pressure along the channel’s top wall for different
blowing ratios is depicted in figure 7.57. Examining the schlieren images, a
clear influence of boundary-layer blowing on the wall-near region is found. The
large blowing ratio of F = 1.00% leads to a displacement of the main flow
which is particularly distinct for the aft region. Besides, the brighter region
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(a) F = 0%

(b) F = 1.00%

Figure 7.56: Comparison of numerical schlieren images without and with blowing

close to the wall roughly indicates the coolant film in the wake region. These
alterations of the wall-near region also influence the formation of the shock
waves. The point of shock formation at the front ramp of the double wedge
shifts slightly upstream. Moreover, the system of shock waves and expansion
fan changes downstream of the sample due to thick coolant film. At the top
wall, two oblique shocks are forming (F = 1.00%) instead of a single shock
(F = 0%). The absence of distinct recirculation zones at the positions of
impingement onto the bottom wall indicates that the two shock waves are
mitigated in strength.
The top-wall pressure distribution depicted in figure 7.57 reveals a considerable
influence of coolant injection for the aft surface as well as the sample’s wake
region. In contrast, no influence on the front surface is visible. For boundary-
layer blowing the wall pressure on the aft surface of the double wedge is elevated
when compared to the no-blowing case. An increase of the blowing ratio inten-

Figure 7.57: Comparison of top-wall pressure over channel length for double-
wedge sample at different blowing ratios
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sifies the effect. For the no-blowing case, a significant pressure increase is
observed at the trailing edge of the sample. This is due to the formation of
a shock wave to adjust the direction of the supersonic flow parallel to the
channel’s top wall. This is not present for the two blowing test cases. Here, the
coolant film yields a thick subsonic region close to the wall which prevents the
occurrence of a shock wave. As a consequence, a smoother pressure distribution
results. However, the wall pressure still shows an oscillating behaviour due to
the reflections of the shock waves throughout the test section.
Following the analysis, a substantial effect of boundary-layer blowing on the
main flow field has been found for the double-wedge sample test case. This
stresses the importance of coupled simulation approaches such as followed
within the frame of this thesis.

7.6.3 Geometry and Flow-Field Effects on Transpiration Cooling

In the previous sections, the influences of a variable wall thickness and non-
uniform main-flow conditions on transpiration cooling have been demonstrated
separately. The double-wedge test cases combines both aspects by means of
a non-flat, shock-inducing sample geometry. Figure 7.58 combines an experi-
mental schlieren image with in-situ calibrated IR data and is exemplarily used
to introduce the different aspects which are subsequently discussed in more
detail. Note that the field of view of the schlieren image is limited and does
not reach to the wall. Moreover, the coordinate system has been rotated for
better visualisation.
The experimental results reveal a non-uniform surface temperature distribution
with elevated temperatures for the front part of the double wedge. This is
linked to several effects. First, the shock wave forming at the leading edge
of the sample increases the pressure over the front surface. The expansion
fan at the tip of the wedge then yields a pressure drop for the aft surface
of the double wedge. The substantial pressure difference triggers a non-
uniform coolant flow distribution and possibly also coolant cross flow within
the sample. The coolant mass flow rate is higher for the aft surface. This
is also suggested by the schlieren image as several density-gradient lines are
visible. Secondly, also the heat flux is significantly higher for the front surface.
In combination with the reduced cooling, this yields elevated temperatures in
the front region. The elevated temperature levels in turn affect the through-
flow resistance which increases at higher coolant-fluid temperature as shown in
section 5.2.3. Lastly, the wall thickness of the sample is largest at the tip of the
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Figure 7.58: Combined experimental schlieren and in-situ calibrated IR images
for a blowing ratio of F = 0.25%

double wedge and decreases towards leading and trailing edges. This further
modulates the distribution of coolant mass flow as an increased thickness
generally leads to reduced coolant mass fluxes.
The shock wave forming at the inclined front surface is reflected on the bottom
wall and impinges in the sample’s wake region. There, the coolant film interacts
with the shock wave which expresses by means of the non-uniform temperature
distribution shown in figure 7.58. Higher temperatures are observed in the
recirculation zones and at the positions of flow reattachment.
Complementing the experimental results plot, figure 7.59 illustrates the internal
temperature distribution obtained through numerical simulation. The isometric
plot depicts a half model of the double-wedge sample. The y-coordinate has
been reversed to show the symmetry plane. A comparison of OpenFOAM
results to internal thermocouple measurements is given later. As found for
the IR data, the sample’s front surface exhibits elevated temperatures when
compared to the aft surface. Although the simulation results show a generally
more homogeneous distribution, local hot spots occur which are due to three-
dimensional main-flow phenomena. The temperature values decrease towards
the coolant-reservoir side. Moreover, the front region exhibits substantially
higher temperatures and the isotherms indicate heat transfer by conduction
from front to aft region.
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Figure 7.59: Solid-phase temperature distribution for symmetrical half
model of double-wedge sample for F = 0.25%

The blowing behaviour and the distribution of the available coolant mass flow
has a decisive influence on the temperature levels. To investigate this for the
double-wedge sample, the through-flow behaviour is exemplarily discussed for
the test case with a blowing ratio of F = 0.25%. Figure 7.60 illustrates several
properties on the sample’s symmetry plane. These include the Darcy velocity
vectors within the sample and on the transpired surface. Additionally, the
coolant fluid’s pressure distribution pf over the sample is given by the contour
plot and the static wall pressure p at the interface to the main flow is plotted
on the diagram axis.
Two effects are expected to affect the coolant-flow behaviour: First, the wall-
pressure variation and secondly, the elevated temperature levels in the front
region. The wall pressure varies by around 50 kPa between front surface and
aft surface of the porous sample. As previously shown by means of figure 7.57,
blowing induces an increase of hot-gas static pressure close to the sample’s
trailing edge. This is also visible for the here-discussed test case with F = 0.25%.
The coloured contour visualises the pressure drop of the coolant over the sample.
The distance between isobars reduces towards the hot-gas side which is a conse-
quence of the coolant gases’ acceleration within the porous structure. The
curved Darcy streamlines indicate coolant-flow in cross direction. Substantially
reduced outlet velocities are found for the front region when compared to
the aft region. Examining the front surface, a reduction of outflow velocity
with increasing distance to the leading edge is depicted. Here, different effects
are counteracting. Directly at the leading edge, sample thickness and wall
pressure p have their minimum values. Opposed to this, the temperature is at
a maximum as illustrated in figure 7.59. The first-mentioned effect apparently
outweighs the temperature dependency which leads to a larger Darcy velocity
at the leading edge. With respect to the aft surface, an elevated and nearly
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constant Darcy velocity is found. Variations of pressure, sample thickness,
and temperature seem to balance each other out. The direction of the outflow
vectors is nearly normal to the transpired surface as the tangential velocity
component is small for the complete surface of the double-wedge.

Although the outflow Darcy velocity is substantially higher in the aft region, a
conclusion on the distribution of coolant mass flux cannot be drawn directly.
This is because of the pressure and temperature variations which yield differing
densities at the transpired surface. Figure 7.61 gives the ratio of coolant
mass fluxes exiting over front and aft surfaces of the sample in dependence
of the blowing ratio. Regarding this, the coolant mass fluxes (ṁc/Ac)front
and (ṁc/Ac)aft are determined as the averages of the respective surfaces.
The diagram reveals a reduced coolant mass flux over the front surface when
compared to the aft surface. Moreover, a significant dependency on the blowing
ratio is found. For the lowest blowing ratio, i.e. F = 0.10%, the mass flux
(ṁc/Ac)front is reduced by around 35%. With respect to the previously
discussed test case at F = 0.25%, the numerical simulation indicates a mass
flux reduction of around 20%. This is relatively low when compared to the
differences between Darcy velocities for front and aft surfaces. For increasing
blowing rates, the ratio diminishes which suggests a more uniform coolant mass

Figure 7.60: Pressure distribution on
sample surface, resulting
Darcy velocity vectors, and
coolant pressure distribu-
tion within double-wedge
sample for F = 0.25%

Figure 7.61: Mass flux ratio
between the two
surfaces of the
double-wedge
sample
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flow distribution. This is a consequence of the rising pressure difference over
the sample thickness for elevated blowing ratios. While the pressure difference
between front and aft surfaces remains similar for all blowing ratios, the coolant
reservoir pressure significantly increases for rising blowing ratios. In fact, also
the pressure difference between the two surfaces of the double wedge slightly
reduces for increasing blowing ratio as indicated by figure 7.57.
The through-flow behaviour of the double-wedge sample and the non-uniform
aerothermal load explain the observed temperature distribution for the example
case. Next, the surface temperature is evaluated for different blowing ratios.
Simultaneously, the experimental results are compared to the numerical simula-
tions to further validate the developed OpenFOAM solver. Figure 7.62 depicts
in-situ calibrated infrared images and numerical results for the transpired
surface and the sample’s wake region. The temperature distributions confirm
the previous findings of higher temperatures for the sample’s front surface

(a) F = 0.25%

(b) F = 0.50%

Figure 7.62: Comparison of sample surface and wake region temperatures for
double-wedge sample and two blowing ratios - in-situ calibrated
infrared thermography (top half) and OpenFOAM simulation
(bottom half)
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when compared to the aft surface. Here, the coolant mass flux is reduced and
the aerothermal load is higher. Besides, a significant increase in temperature
is observed at the trailing edge. Generally high temperatures are found for the
non-transpired wake region. This is linked to the impingement of the reflected
shock wave as visible in the schlieren images given for example by figure 7.52.
The effect is discussed in more detail in appendix E.4 where additional results
for test cases with the double-wedge sample turned by 180° are given. The
comparison between experimental data and simulation results shows a fair
agreement of the temperature levels on the transpired surface for both blowing
ratios. However, larger deviations are found for the wake region where the
simulation indicates higher temperatures. Examining the porous surface more
closely, the experimental temperature distribution reflects the C/C fibre struc-
ture of the material. This effect has been discussed before and cannot be
captured by the numerical simulations. Furthermore, the regions close to the
double-wedge sample’s boarder exhibit elevated temperatures which can be
explained by parasitic lateral heat conduction to some extent (cf. section 7.3.2).
To evaluate the effect of transpiration cooling in more detail, the cooling
efficiency which takes into account the uncooled wall temperature as well
as the reservoir temperature is employed. Figure 7.63 compares the cooling
efficiencies obtained from spanwise-averaged simulation results (lines) and wall
thermocouple measurements (symbols). The diagram reveals a general increase
of cooling efficiency with blowing ratio and particularly at the transition to
the aft surface. This corresponds well to the previously discussed differences in
the coolant mass flux between front and aft surfaces, see figure 7.61. A good
agreement between simulation results and experimental measurements is found
for all blowing ratios and over the complete length observed.

Figure 7.63: Cooling efficiency over axial channel length for double-wedge sample
test case at different blowing ratios
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Figure 7.64: Cooling efficiency over axial channel length for double-wedge sample
and blowing with helium and argon

The effect of foreign-gas blowing for the double-wedge sample is exemplarily
shown for helium and argon transpiration in figure 7.64. As in section 7.3.3,
each test case using foreign gas (solid line) is compared to blowing of air at
a scaled blowing ratio (dashed line). Moreover, the OpenFOAM results are
compared to the corresponding thermocouple measurements. In general, the
results for blowing with helium and argon show similar features as discussed
for cooling with air. The significant influence of the coolant gas properties on
the cooling efficiency is confirmed also for the double-wedge sample. Similar
results are obtained for the test cases with FHe = 0.10% and FAir = 0.50% for
which the blowing ratios were scaled by the ratio of specific heat capacities.
The superiority of helium in the cooling of the non-transpired wake region (see
section 7.3.3) is less pronounced for the double-wedge sample. A generally
good agreement between OpenFOAM simulations and experimental data is
found for both helium and argon blowing. This validates the OpenFOAM
solver’s modelling capabilities with respect to foreign-gas injection also for
more complex geometries and main-flow conditions.

Having the temperature and cooling efficiency of the external surfaces analysed,
the focus is now shifted on the temperatures within the double-wedge sample.
Figure 7.65 therefore depicts the temperature distribution over sample thick-
ness for the test cases using air as coolant gas. Foreign-gas test cases are not
included here. However, the internal temperatures within the porous sample
are comparable to the air test cases at scaled blowing ratios. The analysis
is split in two regions, i.e. front (large symbols, solid lines) and aft (small
symbols, dashed lines). Thermocouple positions are indicated in figure 3.6c,
while the numerical data is obtained from slices through the symmetry plane
at x = 0.179 m (front) and x = 0.209 m (aft). Comparing both regions, the
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Figure 7.65: Internal solid-phase temperatures for double-wedge sample at
different blowing ratios

diagram indicates elevated temperatures for the front region, while the levels
are reduced in the aft of the double-wedge sample. Moreover, the temperature
gradients at the transpired surface (i.e. ΓHG at y ≈ 0.015 m) are higher for
the front region which is in accordance with the increased aerothermal loads.
Rising blowing ratios reduce the temperature levels at the sample surface and
within the porous wall. However, a significant temperature difference between
front and aft regions at the hot-gas side remains visible for all test cases.
The comparison between OpenFOAM simulations and internal thermocouple
measurements shows a generally good agreement for all blowing ratios as well
as both regions of the porous sample.

From the sensitivity study in section 7.2.4, the modified ω boundary condition
was found to give best agreement for the reference-sample test case. It has
therefore been employed in all numerical simulations thereafter as the boundary
condition on transpired surfaces. The good agreement of the simulation results
to experimental data for the here-investigated double-wedge confirms this
choice and suggests the suitability of ωF>0,mod also for non-flat transpiration-
cooled geometries and more complex flow conditions. To evaluate this in more
detail, the sensitivity study on the ω boundary condition is repeated for the
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Figure 7.66: Sensitivity analysis on ω-BC for double-wedge sample - internal
temperature for F = 0.25%

double-wedge test case. The corresponding results for blowing with air at
F = 0.25% are given in figure 7.66. As for the reference sample and uniform
flow conditions, best agreement to the experimental measurement is found for
the modified blowing condition ωF>0,mod. This applies to the comparison of
both front region and aft region.

7.6.4 Summary

The test cases with the double-wedge sample triggered the formation of shock
waves and expansion fans due to the non-flat sample geometry. This combines
the previously discussed influences of variable sample thickness and more
complex supersonic main flow field. The analysis of the flow field without
boundary-layer blowing revealed significant variations of local wall pressure
and wall temperature respectively heat flux. Moreover, recirculation zones
formed at top and bottom walls as a consequence of shock-wave/boundary-layer
interaction.
The non-uniform main flow field has several effects on transpiration cooling.
Likewise, a considerable influence of boundary-layer blowing on the main flow
field was found for the double-wedge sample test case. This concerned the
formation and positions of shock waves as well as the wall pressure distribution.
The finding underlines the importance of coupled simulation approaches.
Regarding the transpiration-cooled double wedge, substantially higher temper-
atures were found for the front surface of the sample when compared to the
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aft region. This is a consequence of the higher aerothermal load in this region
as well as the reduced coolant mass flux. The latter effect resulted from the
higher hot-gas pressure and the elevated temperatures in the front region. The
difference between the coolant mass flux for front and aft surfaces depended on
the blowing ratio and was found to be less pronounced for high blowing ratios.
Moreover, the numerical simulation revealed a multidimensional coolant flow
within the porous structure.
A generally good agreement was observed for the comparison between experi-
mental results and numerical simulations. The temperatures within the porous
structure are well captured by the numerical solver for front and aft regions and
all blowing ratios tested. With respect to the surface temperatures, infrared
thermography measurements were compared to the numerical temperature
distributions. Deviations were limited to the boarder regions of the porous
sample and may be explained by lateral heat fluxes and/or a reduced boarder
permeability. Both effects were not considered in the numerical simulations.
Moreover, differences in the absolute temperatures were observed in the direct
wake region where shock-wave/boundary-layer interaction occurred. The cooling
efficiency has been employed to analyse the effect of transpiration cooling.
As it takes into account the no-blowing wall temperature, the discrepancies
originating from the modelling errors linked to shock-wave/boundary-layer
interaction are partially eliminated. Experimental and numerical results are in
good agreement for all blowing ratios and over the complete length of the test
section. This was additionally demonstrated for the injection of gases other
than air by means of test cases using helium and argon as coolants.
Lastly, an exemplary comparison of the simulation results for the three pro-
posed boundary conditions of the specific turbulence dissipation rate ω was
performed. The modified boundary condition ωF>0,mod yielded best agreement
to the experimental measurements. This confirms the findings of the sensitivity
study for the reference sample and suggests a good suitability of the new
boundary condition also for the more complex main flow field and blowing
behaviour of the double-wedge test case.
Summarising the comparison of simulation and experiment, the OpenFOAM
solver and the applied numerical setup were able to capture the influences
of non-uniform main-flow conditions as well as multidimensional coolant flow
within the porous sample. The results thus validate the solver’s simulation
capabilities with respect to non-flat porous geometries under more complex
supersonic main-flow conditions.

201



202



CHAPTER 8

Conclusion and Outlook

Transpiration cooling offers great potential for thermal protection of future
combustion engines as well as hypersonic vehicles. A considerate body of
research work has focused on different aspects of the cooling technique. However,
the detailed numerical modelling of transpiration cooling as well as the numer-
ical coupling of processes occurring within the porous structure and in the
hot-gas main flow field have still not been conclusively investigated. Moreover,
reliable and accurate numerical tools for the design and layout of transpiration-
cooled structures are lacking. This is of particular importance, since the design
of aerospace applications increasingly relies on simulation results.
Within the present thesis, a numerical CFD solver has been developed that
allows the simulation of complex transpiration-cooled structures in non-uniform
sub- and supersonic hot-gas flows. An integral approach with full coupling of
both domains, i.e. hot-gas flow field and porous structure, has been followed. For
practical reasons, a volume-averaged method with consideration of local thermal
non-equilibrium effects was selected. A three-dimensional Darcy-Forchheimer
approach is employed to model coolant through flow. Moreover, the solver is
capable of modelling the injection of arbitrary coolant gases in a hot main
flow of air. Special attention was put on the consideration of anisotropic mate-
rial parameters which are characteristic for the investigated fibre-reinforced
ceramics, i.e. thermal conductivity and permeability. The OpenFOAM software
package was selected as the framework for the development since it allows for
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implementation of own models and solver modifications and is additionally free
from licensing costs.
The solver has been applied to various test cases and validated by means of
comparisons to experimental results. In addition to the solver development,
the combined numerical and experimental approach aims to enhance the under-
standing of transpiration cooling for more complex porous geometries and
main-flow situations.
First, the physical processes taking place within a transpiration-cooled porous
structure were discussed. Therefore, the internal heat transfer between coolant
and solid skeleton of the porous structure was addressed. A theoretical study
based on an analytical criterion suggests a non-negligible influence of local
thermal non-equilibrium for the later-discussed transpiration-cooling test cases.
This motivated the implementation of separate energy equations for the porous
domain into the OpenFOAM solver which was validated against an analytical
solution.
In a second step, results with respect to the through-flow behaviour of the
porous material C/C were presented. The analysis is split in uniform and
multi-dimensional coolant flow and combines experimental measurements and
numerical simulations. Summarising the permeability investigation for unidi-
rectional flow, the presented measurements confirm the applicability of the
Darcy-Forchheimer equation for modelling of pressure loss within C/C struc-
tures. Moreover, the experimental data suggests that the permeability coeffi-
cients KD and KF for C/C are independent of the coolant gas used as well
as temperature and pressure levels. Thus, KD and KF can be considered as
material properties in the measured range. Subsequently, multi-dimensional
through-flow behaviour was investigated. A new kind of validation experiment
has been performed which employs partial sealing of the outlet surface to evoke
coolant cross flow. A generally good agreement between all measurements and
the corresponding simulations validates the OpenFOAM solver with respect
to isothermal and heated through-flow processes. Moreover, the superposi-
tion principle of the multidimensional Darcy-Forchheimer equation could be
confirmed for C/C in the parallel-parallel fibre plane.
Besides the internal process, the numerical modelling of boundary-layer injec-
tion into a main flow has been investigated. For this, numerical simulations
of a subsonic turbulent channel flow with boundary-layer injection have been
performed. The selected test case is based on an experiment from literature. By
comparison of the results to the available experimental data and correlations,
the solver was validated with respect to same and foreign gas transpiration into
heated and non-heated main flows. The important effects of boundary-layer
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blowing on the main flow such as the thickening of kinematic and thermal
boundary layers and the reduction of gradients close to the wall are accurately
represented in the simulations. Moreover, the influence of the fluid properties of
the injected gas could be well reproduced. The conformance of results validates
several aspects of the simulation setup. First, the continuous blowing model
may be applied to represent a transpired wall with microscopic pore openings.
Secondly, the supplemented models for fluid properties of gas mixtures and
diffusion modelling performed well in the simulation of the test cases with
foreign-gas injection. Thirdly, the consideration of an additional term in the
solver’s enthalpy equation that represents energy transport due to species
diffusion is confirmed.
The main part of the thesis investigates transpiration-cooled C/C structures in
supersonic hot-gas flows. For this purpose, experiments in the institute’s super-
sonic wind tunnel have been conducted using three different porous samples,
a shock generator, and various coolants. Several aspects regarding non-flat
geometries, pressure variations on the transpired surfaces, and multidimensional
coolant flow have been investigated for the first time for C/C.
The new test channel setup features supersonic flow conditions at M = 2.5
and shows smooth wall pressure and wall temperature distributions. Rather
modest temperature levels of Ttot = 500 K have been selected in the experi-
ments to reduce parasitic influences and thus allow for precise measurements.
Complementing numerical simulations accurately reproduced the experimental
test case without blowing. The no-blowing test case subsequently served as
a reference for the conducted transpiration-cooling investigations.
Concerning these, remaining unknown modelling parameters were determined
based on sensitivity studies. This includes the internal heat transfer from
porous solid to coolant fluid as well as the convective heat transfer at the
coolant-reservoir side. Moreover, the choice of the turbulence boundary condi-
tion on the transpired surface has been found to have a significant influence
on the wall temperature. The proposed modified condition for the turbulent
dissipation rate which considers the wall’s porosity yielded best agreement
to the test data with boundary-layer blowing. Having the numerical setup
selected, a combined numerical and experimental investigation on transpiration
cooling in supersonic flow was performed for multiple test cases.
Starting with the flat reference sample, significant temperature reductions on
the transpired surface, in the wake region, and within the porous wall were
found. These depend on the applied blowing ratio as well as the coolant prop-
erties. Similar temperature levels as for air were observed for reduced (helium),
comparable (CO2), and increased (argon) coolant mass flow rates. The cooling

205



8 Conclusion and Outlook

efficiency of all test gases coincides for blowing ratios scaled with the specific
heat capacity. This indicates a strong internal heat transfer for C/C at the
tested conditions. A considerable film-cooling effect was observed for all gases.
Due to the differing cooling mechanism, the cp-scaling yielded less agreement
here. Surface temperature distributions obtained by means of IR thermography
indicated slight non-homogeneities which are due to the fibre character of C/C
and the sample’s blowing behaviour. Additionally, slightly higher temperatures
were found close to the sample’s boarder. Therefore, numerical simulations
with an enlarged numerical domain have been performed to determine the
influence of non-desired heat fluxes from the uncooled surroundings to the
sample. The analysis revealed that the effect is limited to regions close to the
boarders and is only significant for the test cases with higher blowing ratios.
Further test cases with a contoured sample in two configurations demonstrated
a significant effect of variations in the porous wall thickness. A reduced wall
thickness results in locally higher coolant mass fluxes. The effect can be used
to adapt the cooling efficiency to locally increased heat loads. As an example,
higher temperatures close to the leading edge due to the not-yet-established
cooling film could be compensated in the investigated test case. The effect is
limited to the transpired surface, no influence of the coolant flow variation on
the cooling of the wake region was detected.
The shock-generator test cases introduced variations to the main flow field due
to the formation of shock waves and expansion fans. As desired, this caused a
significant axial pressure variation over the porous sample. Additionally, the
wall-temperature and heat-flux distributions were found to be non-uniform
and shock-wave/boundary-layer interaction triggered flow separation. The
combination of higher heat fluxes and reduced coolant flow rates led to locally
reduced cooling efficiencies for the reference sample with uniform wall thick-
ness. Replacing the reference sample with the contoured sample compensated
the effect of the shock generator to some extent and yielded a more uniform
temperature distribution.
Lastly, a porous double-wedge sample has been tested. Here, the non-flat
sample itself triggers the formation of shock waves and expansion fans in a
supersonic flow. The test case thus combines the influences of variable sample
thickness and more complex main flow field. Again, a significant influence of
the non-uniform distributions in wall pressure and heat flux on transpiration
cooling was found. The front surface of the double wedge displayed elevated
temperature due to the higher aerothermal load and the reduced coolant flow
rate. Numerical simulations revealed that more coolant mass flow is directed
to the aft region of the sample where the main-flow pressure is reduced. The
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boundary-layer blowing showed to have a considerable influence on the main
flow field for this test case which expressed by altered shock-wave positions.
This underlines the importance of coupled simulation approaches as presented
here.
Concerning the validation of the developed OpenFOAM solver and the applied
numerical setup, the simulations of the different test cases captured all relevant
effects well. Temperature distributions were found to be in generally good agree-
ment with the experimental data. Deviations were limited to the regions close
to the trailing edge, whereas the sample surface and downstream wake region
as well as the internal temperature distributions were in good agreement to
the thermocouple measurements. This also applied to the test cases with more
complex main flow field due to the formation of shock waves. Discrepancies
in the absolute surface temperatures are connected to the modelling of shock-
wave/boundary-layer interaction and occurred for both blowing and no-blowing
cases. However, when regarding the cooling efficiency a good agreement was
observed for all test cases. Thus, the effect of transpiration cooling was well
captured by the numerical simulations for all blowing ratios and coolant gases
tested. The overall good agreement confirms the suitability of the continuous
blowing model also for supersonic flow and Carbon/Carbon. Moreover, the
employed transition-layer model as well as the proposed modification to the
turbulence boundary condition for the transpired wall performed well for all
supersonic test cases considered.
In summary, the main objectives of the thesis could be successfully completed.
A numerical solver for the fully-coupled simulation of transpiration-cooling
processes has been developed in OpenFOAM. Moreover, transpiration-cooling
experiments using several porous samples have been performed in the institute’s
supersonic hot-gas wind tunnel. A combined numerical and experimental
approach has then been followed to investigate various aspects of transpiration
cooling for porous ceramic materials. In this regard, the focus was on exploring
transpiration cooling for more complex geometries featuring multidimensional
coolant flow and different coolant gases. Moreover, the test cases exhibited
non-uniform main flow fields which included significant pressure variations
over the transpired surface induced by high-speed flow phenomena such as
shock waves and expansion fans. Comparisons between experimental data and
numerical simulation results validated the developed solver for all considered
aspects. At the same time, the combined study enhances the understanding of
transpiration cooling.
Further work could be centred around the application and validation of the
developed solver to test cases at more realistic conditions. This would include
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considerable higher aerothermal loads such as occurring in combustion engines.
A similar approach as in the current thesis work could be followed by combining
experimental testing and corresponding OpenFOAM simulations. Regarding
combustion engine applications, it would further be interesting to implement
reactive flow modelling into the solver. This would enable the complete simula-
tion of a transpiration-cooled rocket or scramjet engine. As these simulations
would imply enormous computational costs, they could benefit from the possi-
bility of massive parallelisation provided by OpenFOAM. Moreover, employing
hydrogen as propellant and coolant would represent a step towards real applica-
tion cases while being interesting from the perspective of transpiration-cooling
physics. The coolant with low-density and high specific-heat capacity might
shift the thermal situation within a porous wall further towards local thermal
non-equilibrium. With respect to this, transient experiments and simulations
would be of interest as well, since they might allow the determination of the
volumetric heat transfer coefficient of the porous materials used. Finally, the
developed OpenFOAM solver can readily be used to optimise the design of
porous wall liners for specific application cases featuring transpiration cooling.
In this context, also further advances in the manufacturing process of porous
CMC materials which enable full control of the material’s properties including
gradual changes in permeability would be of great value.
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APPENDIX A

Uncertainty Analysis

A standard uncertainty calculation according to GUM (Guide to the Expression
of Uncertainty in Measurement) [16] has been performed for the experimentally
determined properties. Regarding an exemplary property R that depends on n
separately measured values xi

R = f(x1, x2, ... ,xn) , (A.1)

a Gaussian error propagation is applied, yielding the uncertainty

(δR)2 =
n∑
i=1

(
∂R

∂xi

)2
δx2
i . (A.2)

Here, the model function for R is partially derived with respect to the single
measurands xi and subsequently multiplied with the uncertainty δxi.
Table A.1 summarises the accuracies for all relevant properties measured in the
transpiration-cooling experiments. The mass flow rate of the applied coolants
(Air, He, Ar, CO2) is controlled by a thermal mass-flow controller. The device
is calibrated to air as the reference gas with an accuracy of ±0.5% of the read
value (RD) plus ±0.1% of the controller’s full-scale value (FS), i.e. the maximum
mass flow rate. For other gases than air, it is used with conversion factors
which introduce an additional uncertainty (Ar ±3.05% RD, He ±3.06% RD,
CO2 ±2.66% RD). The accuracies specified in table A.1 represent the values
for the maximum mass flow rates applied and include all conversion factors.
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A Uncertainty Analysis

Thermocouples are employed to measure the channel-wall temperature as
well as the internal temperature within the porous wall. All applied sheathed
thermocouples are from the same type and production batch for which the
accuracy is specified with ±1.5 K by the manufacturer. Regarding the wall-
temperature measurement, the sensors are led through the channel’s wall and
installed flush with the surface. However, some installation uncertainty remains
and the exact position of the sensing element is not clear. Therefore, a higher
uncertainty of ±5 K is assumed for these measurements. Additional information
on the locations of the temperature measurements within the porous wall as
well as the corresponding positioning uncertainties is given in appendix B.
Based on equation (A.2), the uncertainty for the coolant mass flux ṁc/Ac is
determined from

δ
(
ṁc

Ac

)
=
√( 1

Ac
δṁc

)2
+
(
ṁc

A2
c
δAc

)2
, (A.3)

which can also be expressed by(
δ (ṁc/Ac)
(ṁc/Ac)

)2

=
(
δṁc

ṁc

)2
+
(
δAc
Ac

)2
. (A.4)

Table A.1: Overview of most important error sources in measurement equipment

Symbol Measured range Accuracy δxi
coolant mass flow rate a - Air ṁc 0 ... 6.5 g/s < 0.043 g/s

- He 0 ... 1.2 g/s < 0.044 g/s
- Ar 0 ... 7.7 g/s < 0.285 g/s
- CO2 0 ... 5.8 g/s < 0.195 g/s

main-stream volume-flow rate b V̇hg ∼ 0.096 m3/s 0.001 m3/s
main-stream supply pressure b phg ∼ 543 kPa 8 kPa
main-stream supply temperature b Thg ∼ 416 K 1.1 K
hot-gas total pressure ptot,hg 500 kPa 10 kPa
hot-gas total temperature Ttot,hg 500 K 1.5 K
channel width/height Bhg ,Hhg 35.4/40.0 mm 0.1 mm
sample width/height Bc,Hc 36.8/56.8 mm 1.0 mm
sample thickness L 10 ... 40.8 mm 0.5 mm
ambient pressure pamb 90 ... 100 kPa 400 Pa
channel-wall pressure p 0 ... 500 kPa 400 Pa
channel-wall temperature T 290 ... 480 K 5 K
coolant-reservoir pressure ptot,c 0 ... 650 kPa 400 Pa
coolant-reservoir temperature Tc 290 ... 365 K 1.5 K
porous-sample temperature T 290 ... 480 K 1.5 K

a accuracy of mass-flow controller depends on coolant gas and varies with read value
b measured upstream of heater II
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The uncertainty of the measured hot-gas mass flux is calculated in the same
way. However, in this case, the main-flow mass flow rate itself is obtained from
several parameters.
The blowing ratio combines both mass fluxes with the corresponding cross-
sectional areas and is determined from

F = ṁcRhgThgAhg

V̇hgphgAc
. (A.5)

The related uncertainty is given by(
δF

F

)2
=
(
δṁc

ṁc

)2
+
(
δV̇hg

V̇hg

)2

+
(
δphg
phg

)2

+
(
δThg
Thg

)2

+
(
δAhg
Ahg

)2

+
(
δAc
Ac

)2
.

(A.6)

The normalised pressure drop per length (∆p/L)∗ as introduced by equa-
tion (2.57) is employed to describe the through-flow processes of compressible
gases in chapter 5. Its uncertainty is determined from

δ

(
∆p
L

)∗
=

√(
pin
pexL

δpin

)2

+
(
p2
in + p2

ex

2p2
exL

δpex

)2

+
(
p2
in − p2

ex

2pexL2 δL

)2

.

(A.7)

The cooling efficiency for the porous sample surface is determined from three
measurement values, i.e. the wall temperature at no blowing TF=0, the wall
temperature for the current blowing ratio T , and the coolant reservoir temper-
ature Tc:

Θ = TF=0 − T
TF=0 − Tc

. (A.8)

Regarding this, the surface temperature is recorded by four thermocouples
which are subsequently averaged to calculate the cooling efficiency Θ̄. The
obtained average value is then compared to the individual thermocouple results,
i.e.

Θi = TF=0 − Ti
TF=0 − Tc

, for i = 1 ... 4 . (A.9)
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A Uncertainty Analysis

This yields the uncertainty in the cooling efficiency which is defined as

δΘ
Θ = max

{
Θi − Θ̄

Θ̄

}
. (A.10)

Regarding the performed experimental tests, the maximum and minimum
values of measurement uncertainties are summarised in tables A.2 to A.4 for
various parameters. In the frame of the given thesis, the uncertainty is typically
displayed by means of error bars in the according diagrams. However, the error
bars are omitted in selected plots for reasons of clarity.
The most relevant uncertainties for the through-flow experiments are in the
determination of mass flux and pressure loss. The thermal mass-flow controller
employed in the tests offers a generally high accuracy which depends on the
set mass flow rate ṁc. In the isothermal test cases, the applied coolant mass
flow rates include very small values which are below 5% of the maximum
mass flow rate tested. This results in a higher uncertainty for these particular
measurements, while for all other mass flow rates the relative uncertainty
δ (ṁc/Ac)/(ṁc/Ac) is between 4% and 8%. As the applied coolant mass flow
rates in the heated wind-tunnel tests were not reduced to values below 5% of the
respective maximum value, the uncertainty is in a similar range. Furthermore,
also the calculated uncertainties for the blowing ratio F are below 7.5%. The
slightly higher values when compared to the uncertainty of ṁc/Ac are due to
the additional measurands used in the determination of F . With respect to
the pressure measurements, the analysis yields generally small uncertainties
for (∆p/L)∗ and ∆p. This is a consequence of the high accuracy of the
employed pressure transducers. Again, the values increase with reduced mass
flow rates. Regarding the normalised pressure drop (∆p/L)∗, the uncertainty

Table A.2: Estimated uncertainties in unidirectional through-flow experiments

Symbol δxi Uncertainty δxi/xi
Mass flux inlet ṁc/Ac
- air isothermal 4.5% ... 11.4%
- other gases isothermal 5.7% ... 14.3%
- air heated 4.5% ... 6.0%
- other gases heated 5.6% ... 6.9%
Normalised pressure drop per length (∆p/L)∗
- air isothermal 3.4% ... 4.2%
- other gases isothermal 3.4% ... 4.3%
- air heated 3.5% ... 3.7%
- other gases heated 3.4% ... 5.1%
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Table A.3: Estimated uncertainties in multidimensional through-flow
experiments

Symbol δxi Uncertainty δxi/xi
Mass flux inlet ṁ/Ain 4.5% ... 12.3%
Mass flux outlet a ṁ/Aout 5.1% ... 13.1%
Absolute pressure difference ∆p 0.1% ... 3.4%

a applicable to partial sealing test cases only

in the measurement of the sample thickness is the dominating influence. With
respect to the thermal measurements, temperatures at the wall and within the
porous sample were analysed. Moreover, the cooling efficiency Θ is considered
which can be determined to an uncertainty (δΘ/Θ) of less than 10%. The wall
temperature is measured by surface thermocouples and the adiabatic wall insert
as described in section 3.3. Although the installation of thermocouples was
carried out with greatest care, a positioning uncertainty remains for the surface
thermocouples. Based on this mounting uncertainty, an increased accuracy
value of ±5 K was assumed for the surface thermocouples. This yields relative
high uncertainties (δT/T ) between 11.1% and 16.1%. In contrast, the wall
insert measurement eliminates the mounting uncertainty and yields values of
around 3.4% (using the thermocouple accuracy of ±1.5 K). In light of the good
agreement between the readings of adiabatic wall insert and wall thermocouples
(see section 7.1), the uncertainty for the surface thermocouple measurements
represents a rather conservative estimate. Using the wall thermocouples’
accuracy as specified by the manufacturer, i.e. ±1.5 K, would result in an
uncertainty between 3.4% and 4.8%. This is similar to the values obtained for
the temperature measurements in the porous sample.

Table A.4: Estimated uncertainties in supersonic wind-tunnel experi-
ments

Symbol δxi Uncertainty δxi/xi
Blowing ratio F
- air 5.1% ... 6.4%
- other gases 6.1% ... 7.3%
Wall temperature T 11.1% ... 16.1%
Porous sample temperature a T 3.4% ... 5.0%
Cooling efficiency Θ 4.2% ... 9.3%

a only thermocouples within porous structure considered here
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APPENDIX B

Additional Data on Experimental Setup

Within the frame of this thesis, three porous samples have been experimen-
tally investigated. For each of the samples, ten thermocouples are installed
within the porous structure to monitor the thermal state of the porous wall.
Figure 3.6 indicates the sample geometries as well as the positions of thermo-
couple measurements, see section 3.2. Tables B.1 and B.2 specify the exact
measurement positions in the earlier defined coordinate system (x-y-plane
defined by channel’s symmetry plane, x-axis coincides with Laval nozzle throat,
y-axis pointing towards channel top). Additionally, the corresponding posi-
tioning uncertainties of the different thermocouples are given in table B.3. The
values depend on the installation location, i.e. internal, surface, or backside,
and are assumed to be equal for all samples.
In addition to the thermocouples installed within the porous structure, the fluid
temperature in the coolant reservoir as well as the temperature of the stainless-
steel mounting frame are recorded for all samples. The latter is measured
at two positions on the flat overhang of the mounting frame. Regarding the
coolant reservoir temperature, two thermocouples are installed with a distance
of 5mm to the sample’s backside. The two measurement positions are located
on the symmetry-plane and exhibit an offset of ±10 mm to the axial centre of
the sample, i.e. z = 0 and x ∈ [189, 209] mm. The positioning uncertainty is
assumed to be ±2 mm for all directions.
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B Additional Data on Experimental Setup

Table B.1 Thermocouple positions for porous samples - part A

Reference sample Contoured sample 0°
# Description Position Position

x [m] y [m] z [m] x [m] y [m] z [m]

1
hot-gas
surface

0.184 0.0177 0.0100 0.184 0.0177 -0.010
2 0.184 0.0177 0.0100 0.184 0.0177 0.010
3 0.214 0.0177 0.0100 0.214 0.0177 0.010
4 0.214 0.0177 -0.0100 0.214 0.0177 -0.010

5
internal
positions

0.189 0.0227 -0.0050 —
6 0.209 0.0227 0.0050 0.184 0.0372 0.005
7 0.204 0.0277 0.0025 0.199 0.0290 0.005
8 0.194 0.0277 -0.0025 0.214 0.0274 -0.005

9 sample
backside

0.209 0.0322 -0.0050 0.184 0.0497 0.000
10 0.189 0.0322 0.0050 0.214 0.0347 0.000

Table B.2 Thermocouple positions for porous samples - part B

Double-wedge sample
# Description Position

x [m] y [m] z [m]

1
hot-gas
surface

0.179 0.0150 -0.0100
2 0.179 0.0150 0.0100
3 0.209 0.0150 0.0100
4 0.209 0.0150 -0.0100

5
internal
positions

0.182 0.0192 0.0050
6 0.204 0.0199 -0.0050
7 0.179 0.0227 -0.0050
8 0.214 0.0227 0.0050

9 sample
backside

0.179 0.0272 0.0000
10 0.209 0.0272 0.0000

Table B.3 Positioning uncertainty of the porous sample thermocouples

# Description Uncertainty
δx [mm] δy [mm] δz [mm]

1 - 4 hot-gas surface 0.1 0 0.1
5 - 8 internal positions 0.1 1.0 0.1
9 - 10 sample backside 0.1 0.5 0.1
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APPENDIX C

Additional Results on Multi-Dimensional Flow through Porous Media

Multidimensional coolant flow in porous media has been discussed in section 5.3
for the parallel-parallel fibre plane of the employed C/C material. This effect
is of importance for the supersonic transpiration-cooling test cases investigated
which feature coolant flows not aligned with the fibre directions. It was found
that the superposition principle as defined by equation (2.62) is applicable
to model these multidimensional flows in porous media. However, the cross
flow was generally limited to the parallel-parallel fibre plane and did not
occur in perpendicular direction. In a more general sense, also the through-
flow behaviour in the parallel-perpendicular fibre plane of C/C is of interest.
Therefore, two investigations linked to this effect are presented in the following.
First, a theoretical study using the superposition principle details the change
of permeability and the effect on the coolant-flow field. Secondly, numerical
simulations of a cone test case corresponding to an experiment performed at
DLR Stuttgart is presented. The test case features three-dimensional internal
coolant flow and is employed for the validation of the superposition model as
well as the OpenFOAM solver.

C.1 Numerical Pre-Study on Anisotropic Permeability

As a first step to investigate cross flow perpendicular to the C/C fibres, through-
flow simulation results based on the superposition principle are discussed.
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C Additional Results on Multi-Dimensional Flow through Porous Media

Therefore, through-flow angle and (in a second step) mass flow rate are varied for
a flat-plate sample test case while the coolant-fluid temperature is isothermal.
For the simulations, the reference sample is reproduced by means of the
two-dimensional mesh with 15 000 cells which has also been used for the unidi-
rectional through-flow investigation, see figure 5.6. The previously determined
permeability coefficients for C/C are employed to construct the orthotropic
permeability tensor, see table 5.2. As mentioned before, the permeability coeffi-
cients in perpendicular direction KD,⊥ and KF,⊥ are lower by a factor of 9 and
15 when compared to the values for parallel direction. Since neither a main-flow
domain nor internal heat transfer to the solid-phase of the porous structure
need to be considered, only the fluid-phase region is modelled by the solver.
Figure C.1 illustrates the resulting pressure distributions and streamlines for
a mass flow rate of ṁ = 1 g/s and through-flow angles 0° (i.e. parallel), 30°,
60°, and 90° (i.e. perpendicular). The figure reveals a considerable influence of
the angle between fibre and inlet flow direction on the through-flow behaviour.
Figure C.1a illustrates the test case discussed in section 5.2 with unidirectional
through flow aligned with the fibre direction. Examining figure C.1b, a two-
dimensional flow field is found. Due to the reduced permeability perpendicular
to the fibre, the coolant flow streamlines are redirected towards the fibre orien-
tation to some extent. Thereby, the flow resistance reduces as the permeability
in parallel fibre direction is higher. Opposed to this, the flow path length
increases with through-flow angle when compared to the length of the direct
path, i.e. the sample thickness. The two effects are counteracting and result
in the shown flow fields. Moreover, the pressure loss over the porous sample
is increased when compared to parallel coolant-flow situation as indicated by
the pressure contour plot. For increasing through-flow angle, the coolant flow
vector is turned further and the flow path length increases. This results in
a higher total pressure loss over the sample thickness. Finally, figure C.1d
illustrates fully perpendicular through-flow behaviour. For this test case, the
pressure gradient and the flow direction are normal to the fibre orientation.
Although the streamlines are straight and the gas flows along the direct path
from inlet to outlet, the minimum permeability in perpendicular direction
results in maximum pressure loss. Besides these findings, the illustrated flow
fields indicate the need for two-dimensional simulations. If a one-dimensional
simulation was applied instead, slightly different results would be obtained due
to omitting the effect of the boarder regions.
The relation between fibre orientation and the required pressure difference
to induce a certain coolant mass flow is depicted in figure C.2. For the plot,
simulations with a constant mass flow rate of ṁ = 1 g/s and varying fibre
orientations were performed. The resulting pressure difference is given on the
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C.1 Numerical Pre-Study on Anisotropic Permeability

(a) 0° through-flow angle

(b) 30° through-flow angle

(c) 60° through-flow angle

(d) 90° through-flow angle

Figure C.1: Internal pressure distribution and coolant streamtraces for different
angles between through-flow direction and fibre orientation

radial coordinate of the polar diagram. The pressure loss for the prescribed
mass flow rate is minimal for a through-flow angle of 0° which corresponds to
flow parallel to the C/C fibre orientation. It increases with through-flow angle
up to the maximum at 90° where the coolant flow is perpendicular to the fibre
orientation. Following this, the pressure loss decreases again to its minimum
value for a through-flow angle of 180°. The behaviour repeats for through-flow
angles between 180° and 360° due to the symmetry of the permeability tensor.
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Figure C.2: Pressure loss over angle of fibre orientation for a constant mass flow
rate of ṁ = 1 g/s (parallel=̂[0°, 180°], perpendicular=̂[90°, 270°])

C.2 Multi-Dimensional Flow in Parallel-Perpendicular Fibre
Plane

Besides the presented theoretical studies, numerical simulations of a porous
cone experiment by DLR Stuttgart have been performed to investigate multidi-
mensional coolant flow in the parallel-perpendicular fibre plane. The test case
is designed to feature three-dimensional internal coolant flow and can thus be
employed for the validation of the superposition model and the OpenFOAM
solver.
The experiment explores the through-flow behaviour of a porous cone manu-
factured from C/C material and is presented in detail by Dittert et al. [43].
Figure C.3 depicts the porous cone. The lateral surface of the cone-shaped
part represents the porous outlet, whereas the far end and the exterior of the
cylindrical base are sealed by a galvanised layer. A controlled mass flow rate of
gaseous air is provided to the reservoir, flows through the porous structure, and
is eventually exhausted into ambience (pex = 96.2 kPa). The detailed geometry
of the cone structure including the reservoir is shown in the x-ray scan given by
figure C.4. For the here-investigated aspect of the experiment only the pressure
measurements of ambient and reservoir pressure as well as the applied air mass
flow rate are of interest. Additional measurements of the outflow distribution
using a pitot probe are described in reference [43].
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inlet

‖
⊥

‖ sealingporous outlet

Figure C.3: Porous cone experiment by DLR Stuttgart, adapted from
reference [43]

The porous cone is numerically modelled by a three-dimensional, hybrid mesh
with around 6.1 million cells. A slice view is provided in figure C.5. As for the
experiment, isothermal conditions are assumed in the simulations. Regarding
the applied boundary conditions, non-porous walls are modelled by means of no-
slip and adiabatic conditions. The air mass flow rate is induced by the modified
total pressure boundary condition, i.e. equation (4.33), and enters the porous
structure at a temperature of Tf = 295 K. Permeability coefficients are applied
as measured1 and provided by DLR Stuttgart, i.e. KD,‖ = 6.244 · 10−13 m2,
KD,⊥ = 1.734 · 10−13 m2, KF,‖ = 1.175 · 10−7 m, and KF,⊥ = 6.194 · 10−9 m.
Similar to the through-flow experiments presented in section 5.2, the pressure
difference between reservoir and ambience has been experimentally measured

Figure C.4: X-ray scan of porous
cone, adapted from
reference [43]

Figure C.5: Slice through hybrid mesh
employed for numerical
simulations

1 The permeability coefficients for the C/C material of the porous cone have been
determined experimentally by means of one-dimensional through-flow measurements
similar to those described in chapter 5.
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for various air mass flow rates. Corresponding to each mass flow rate applied
in the tests, a numerical simulation has been performed using the developed
OpenFOAM solver.
Figure C.6 exemplarily illustrates the numerical outflow behaviour for the
porous cone structure and an air mass flow rate of ṁ = 1 g/s. The contour plot
shows the distribution of the mass flux at the outlet surface. The effect of the
orthotropic permeability of the C/C material is clearly visible. The mass flux
distribution is significantly differing in circumferential direction with maxima
in the parallel-parallel fibre plane and minima in the perpendicular direction.
Additionally, a variation over axial length of the cone is found with a minimum
outflow velocity at the cone’s tip. This is due to the varying wall thickness
which is largest for the flow path from reservoir to tip.
Figure C.7 compares numerical and experimental pressure loss over mass flow
rate for the porous cone structure. The experimental data included in the
figure has been provided by DLR Stuttgart. To demonstrate the sensitivity of
coolant flow in the parallel-perpendicular fibre plane regarding the permeability
coefficient KD,⊥, two additional sets of simulations have been performed for
reduced and intensified cross flow. For this purpose, the Darcy permeability in
the perpendicular direction KD,⊥ has been reduced and increased by a factor
of 5, respectively. This yields permeability coefficients K∗D,⊥ = 1/5 · KD,⊥
and K∗∗D,⊥ = 5 ·KD,⊥. A good agreement between experimental data and the
numerical simulations is found for the superposition principle and the reference

Figure C.6: Isometric contour plot of mass flux at the outlet surface for ṁ = 1 g/s
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Figure C.7: Comparison of experimental and numerical pressure loss over mass
flow rate for porous cone

permeability coefficients measured from one-dimensional through-flow tests.
In contrast, the numerical test cases with reduced and intensified cross-flow
permeabilities show considerable deviations to the measurements. This confirms
that cross flow in the parallel-perpendicular fibre plane occurs and significantly
influences the pressure drop behaviour of the porous cone.
In summary, the study on the porous cone suggests that the three-dimensional
Darcy-Forchheimer equation and the superposition principle as proposed by
equation (2.62) are applicable also for the parallel-perpendicular fibre plane of
C/C material. Moreover, the OpenFOAM solver was successfully applied to
the simulation of three-dimensional coolant flow in porous media also for the
more complex cone geometry.
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APPENDIX D

Modelling of Mass Injection through Porous Walls

Regarding the numerical modelling of mass injection through porous walls, the
continuous blowing model as described in section 4.4 has been employed in the
present thesis. In addition to this blowing model, a second surface-averaging
approach denoted as ’discrete pores model’ has been investigated in a previous
study by Prokein and von Wolfersdorf [152]. The following section gives a brief
comparison of the two injection models which are schematically illustrated in
figure D.1.
The numerical work is based on the test case of a subsonic turbulent channel
flow as described in chapter 6. The corresponding experiment by Meinert [129]
employs a porous wall segment which is manufactured from SIKA-R5 and has
a length of 270mm. The open porosity of the material is 30% and the average
pore size is dpore = 10µm. For a two-dimensional model of the channel, this

(a) Discrete pores model

coolant gas

hot gas flow wall segments

(b) Continuous blowing model

continuous coolant gas inlet

hot gas flow

Figure D.1: Macroscale modelling approaches for gas injection through porous
walls with microscopic pores
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yields around 8100 pores spread over the axial length of the porous sample.
Both numerical approaches do not exactly reproduce the pore resolution but
model the injection of coolant gas on a larger scale. For the discrete pores model,
the porous wall is represented by a series of enlarged holes and wall segments
which are regularly distributed according to the material’s porosity. Due to
computational costs, the pore resolution cannot be met in the numerical mesh.
Instead, two rough representations using 9 and 27 pores have been considered.
Openings are numerically treated as inlets with a turbulent intensity of TI = 2%
and turbulent mixing length Lt,in = dpore, whereas solid segments are modelled
as common wall patches with the no-slip condition and standard turbulence
boundary condition, i.e. equation (4.24). The continuous blowing model shown
in figure D.1b reproduces the transpired surface by a homogeneous patch which
combines the properties of fluid inlet and solid wall. It is described in detail
in section 4.4 and has been applied for all simulations with boundary-layer
injection presented in chapters 6 and 7.
The comparison between the two injection models is based on the test case
by Meinert [129] that features air injection with F = 0.5206% at isothermal
conditions. First, the numerical flow field in vicinity of the transpired surface
is qualitatively examined. Figure D.2 shows contour plots of the axial velocity
for the three injection cases. The detail views illustrate the flow behaviour at
the beginning of the porous wall segment up to a wall distance of around 5mm.
A scale factor of five is applied to the y-axis for better illustration. The coolant
inlet positions are clearly visible for the discrete pores model, whereas the
injection is uniform and at lower velocity magnitude for the continuous blowing
model. The jet-like injections for the pore models disturb the boundary-layer
development as shown by the wavelike variation of velocity isolines. Although
this is visible for both pore resolutions, the increase of pore number has a
smoothing effect. This suggests that the effect is less pronounced in the
experiment since the 27 pores are still only a rough representation of the
porous material SIKA-R5 (i.e. real pore diameter around 300 times smaller).
In a second step, the numerical results for both blowing models are compared
to the measured boundary-layer profiles in figure D.3. Good agreement is
found between experiment and simulation for both injection models. The
detail view on the right-hand side of the diagram reveals a smaller deviation
for the continuous blowing model close to the wall when compared to the
discrete model. Comparing the two pore resolutions for the discrete model,
the deviations to the experimental data are marginally smaller for the higher
resolution.
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Figure D.2: Detail view of velocity contour plot in injection area, i.e.
0.18 m < x < 0.26 m. For the sake of clarity, the detail view’s
axes size is scaled by a ratio y : x = 5 : 1.

Figure D.3: Velocity distribution over wall distance for discrete pores model
(9 and 27 pores) and continuous blowing model at axial position
x = 0.442 m. Right-hand side diagram shows a detail view.
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In the presented study, two blowing models were successfully applied to the
investigated turbulent channel test case. Both showed good agreement to the
velocity profile measured at x = 0.442 m. However, the velocity flow field
revealed fluctuations for the discrete pore model which are linked to the rough
pore resolution and the jet-like mass injections. The consequent dependency of
results on the evaluation position as well as the intricate mesh generation are
disadvantages when compared to the continuous blowing model. Based on the
discussed results, the continuous blowing model was selected for the simulation
of boundary-layer injection in the frame of this thesis.
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APPENDIX E

Additional Numerical and Experimental Results for
Transpiration Cooling in Supersonic Flow

E.1 Selection of Turbulent Prandtl and Turbulent Schmidt
Numbers

A common approach regarding turbulence modelling is to employ constant
turbulent Prandtl and Schmidt numbers. However, if the simplified assumption
of constant values for Sct and Prt is made, the selection of the actual values is
still subject to discussion throughout literature.
With respect to the turbulent Schmidt number, a value of Sct = 0.8 has been
employed within the frame of this thesis for all simulations involving species
diffusion. The value gave reasonable agreement in turbulent channel flow
experiments of Dunbar and Squire [46] and is also suggested by Landis and
Mills [110]. Measurements by Költzsch [99] indicate a relation Sct = f(y/δ).
However, averaging Sct over the boundary-layer thickness δ yields a value of 0.8
and thus suggests Sct = 0.8 if a constant value is to be assumed.
Similarly, the choice of the turbulent Prandtl number which governs the heat
transport due to turbulent motion is debated. Kays [95] summarises on various
investigations in which the reported values of Prt range from 0.5 to slightly
above 1, depending on the considered region of the boundary layer. Concluding
his review, Kays suggests a value of Prt = 0.85 within the logarithmic part of

249



E Additional Numerical and Experimental Results for
Transpiration Cooling in Supersonic Flow

boundary layers in flows with high Peclet numbers (Pe = Re Pr). A slightly
lower average value Prt = 0.8 is proposed by Simpson et al. [172], while
Schlichting and Gersten [164] suggest a value of Prt = 0.87. The latter value
has also been used by Meinert [129] to analyse his subsonic turbulent channel
flow experiments with foreign-gas blowing. More recently, Shadloo et al. [169]
performed a DNS of a supersonic flow at M∞ = 2 which is similar to the Mach
number of the supersonic transpiration-cooling test cases considered in this
thesis. In contrast, the flow Reynolds number of the DNS was comparatively
low. The study yields values of Prt between 0.65 and 0.85 in the log-layer
region of the boundary layer, whereas Prt increases to around 1 directly at the
wall. A mean value of around 0.75 is obtained from averaging Prt over the
boundary-layer thickness. Similar values are reported in a numerical study by
Sommer et al. [173] for a flow at M∞ = 2.2. For even higher Mach numbers,
i.e. M∞ = 7, Horstman and Owen [80] measured boundary-layer profiles of
Prt that decrease from around 0.8 for y/δ < 0.4 to values of around 0.5 at the
outer edge of the boundary layer. Measurements with respect to the influence
of boundary-layer blowing on Prt have been performed by Blackwell et al. [18]
and Simpson et al. [172]. However, their results do no indicate a significant
effect of blowing or suction on Prt.
Following the above discussion, it becomes evident that the choice of a constant
turbulent Prandtl number is not trivial. With respect to the selection of an
appropriate value of Prt for the present work, a sensitivity study is performed
for the supersonic flow test cases discussed in chapter 7.

E.2 Inlet Conditions for Reduced Simulation Domain

As detailed in section 7.1.2, a reduced numerical domain has been used for the
simulation of test cases with transpiration cooling to lower the computational
costs. Therefore, the Laval nozzle and the subsonic upstream part of the
test channel are not included in the reduced mesh. The boundary conditions
at the inlet plane of the reduced numerical domain are extracted from the
converged numerical solution for the supersonic channel flow without boundary-
layer blowing. This simulation test case uses the full three-dimensional
channel domain including Laval nozzle and subsonic upstream part. For the
transpiration-cooling test cases, the obtained distributions are then prescribed
at the inlet boundary. The values for axial velocity ux, temperature T , turbu-
lent kinetic energy t, and specific dissipation rate ω at the inlet plane are given
in figure E.1. In the contour slices of the half domain, the boundary layers on
top and bottom walls as well as on the side wall are visible.1
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E.2 Inlet Conditions for Reduced Simulation Domain

Figure E.1: Contour plots of boundary conditions at inlet plane of reduced
numerical domain - axial velocity ux, temperature T , turbulent
kinetic energy t, and specific dissipation rate ω

1 The side-wall boundary layer has a moderate influence on pressure and temperature
distributions as found for a simplified two-dimensional simulation setup. Additional
lateral effects are expected for the transpiration-cooling cases since the transpired
surface of the porous sample does not extend over the full channel width. Consequently,
a three-dimensional half domain has been employed for all simulations.
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E.3 Formation of Shock Waves due to Boundary-Layer
Injection

The injection of a coolant gas over a porous wall segment thickens the boundary
layer. This corresponds to a reduction of the flow area which results in the
formation of an oblique shock wave for supersonic flows. However, for most
of the here-discussed test cases the flow deflection is small and thus also the
strength of the induced shock wave is weak. The shock formation as well as its
influence on the axial pressure distribution is illustrated for the reference sample
at an air blowing rate of F = 0.75% in figures E.2 and E.3. The experimental
schlieren image displays the formation of a first shock wave that is triggered by
the boundary-layer blowing over the porous sample. Moreover, the following
series of weak lines in the figure represents the continuous formation of (weak)
shock waves while the boundary-layer thickness continuously increases over
the transpired surface. The initial shock wave is reflected at the channel’s
bottom wall and impinges again on the top wall at x ≈ 0.3 m. Figure E.3
depicts the corresponding axial pressure distribution on the channel’s top wall
for the reference-sample test case with and without blowing, i.e. for F = 0.75%
and F = 0%. Experimental measurements are depicted as symbols, whereas
the numerical simulation data is represented by solid and dashed lines. The
pressure distribution varies slightly for the case with boundary-layer injection.
Main deviations are visible over the porous sample and at x ≈ 0.3 m where
the reflected initial shock wave impinges the top wall. At this position, also
an influence on the temperature distribution was detected which expresses by
means of a small fluctuation, see figure 7.27 as an example. However, the effect
is small and only visible for the highest blowing ratios tested. It diminishes
further for less intense boundary-layer injection and thickening, respectively.
Regarding the double-wedge test case featuring a non-flat surface, a more
significant influence of boundary-layer blowing on the main flow field is found.
This is discussed in section 7.6.2.

Figure E.2: Experimental schlieren image of supersonic channel flow with
boundary-layer blowing at F = 0.75%
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Figure E.3: Experimental (symbols) and numerical (lines) wall pressure over
channel length for the reference sample at blowing ratios F = 0%
and F = 0.75%

E.4 Shock-Wave/Coolant-Film Interaction in Wake Region

In section 7.6, test cases with the double-wedge sample were analysed. It was
found that the inclined surface of the sample triggers the formation of an
oblique shock. The initial shock wave is reflected at the opposed wall and
impinges again at the top wall downstream of the sample. Thereby, the cooling
efficiency in the non-transpired wake region changes considerably. To further
investigate the effect of shock wave impingement on the coolant film, test cases
with the double-wedge sample in two configurations and the reference sample
(without shock impingement) are compared in the following. The second test
configuration for the double wedge is obtained by turning the sample by 180°.
This new configuration is denoted as ’double wedge 180°’ while the previously
analysed configuration is now referred to as ’double wedge 0°’, see figure E.4.

(a) Double-wedge sample 0°

40

1.6 1.6

15°

20

10

(b) Double-wedge sample 180°

40

1.61.6

7.63°

20

10

Figure E.4: Test configurations for double-wedge sample (units in mm,
main-flow direction from left to right)
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Figure E.5: Experimental (symbols) and numerical (lines) wall pressure over
channel length for the double-wedge 180° sample without blowing

Figure E.5 depicts the pressure distribution for the double-wedge 180° test
case which reveals fluctuations linked to the presence of shock waves. As the
double-wedge 180° sample exhibits a smaller front ramp angle, the oblique
shock wave is less intense and the impingement of the shock wave occurs at
a more aft position for this configuration. Moreover, the pressure difference
between front and aft surfaces of the sample are smaller when compared to the
corresponding results for the double-wedge 0° sample in figure 7.53. Again, a
very good agreement between simulation and experimental measurements is
found for the no-blowing case. Combined visualisations of numerical schlieren
images and top-wall surface temperatures for a blowing ratio of F = 0.25% and
the three test cases are given in figure E.6. The schlieren images illustrate the
positions of shock waves for the double-wedge test cases. A significant increase
in wall temperature occurs downstream of the position where the reflected

Figure E.6: Combined visualisation of schlieren image and top-wall surface
temperature for double-wedge sample in both configurations,
i.e. 0° (left) and 180° (centre), and reference sample for F = 0.25%
(numerical results, half domain mirrored for visualisation)
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shock wave impinges. In contrast, the reference-sample test case shows a
smooth increase of wall temperatures with channel run length as no shock
formation occurs. Regarding the sample surface, a less significant temperature
difference between front and aft surfaces is visible for the 180° configuration of
the double-wedge test case.
This is confirmed by the numerical and experimental distributions of the cooling
efficiency depicted in figure E.7. The reference-sample test case features a
rather homogeneous cooling efficiency over the transpired surface, whereas the
double-wedge sample yields a change at the transition between the two inclined
surfaces. This is present for both test configurations. However, the cooling
efficiency for the double-wedge 180° sample is higher in the front region due to
the less intense initial oblique shock when compared to the double-wedge 0° test
case. Again, two effects are superposed: First, the reduced pressure increase
results in elevated coolant mass flow rate and secondly, the aerothermal load is
smaller. Examining the wake region, similar cooling efficiencies are detected for
reference and double-wedge 180° sample, while the stronger shock wave for the
double-wedge 0° test case significantly reduces the coolant film effectiveness.
Although less pronounced, the effect is also captured in the experimental data.
The discussed results confirm that transpiration cooling remains effective in the
wake region, even in more complex flow fields exhibiting shock waves. However,
the study suggests that the cooling efficiency downstream of an impinging
shock depends on the strength of the associated shock wave.

Figure E.7: Cooling efficiency over axial channel length for reference, double-
wedge 0°, and double-wedge 180° samples at F = 0.25%
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APPENDIX F

Analytical Solution of Porous Media Energy Equations

In section 2.4.3, the temperature distributions of fluid and solid phases within
a porous structure are described by equations (2.63) and (2.64). By assuming
a one-dimensional problem and constant thermal properties while additionally
neglecting the heat conduction within the porous-fluid phase, they reduce to
the following forms:

fluid: ρfcp,fuD
dTf
dx

= hv(Ts − Tf ) (F.1)

and

solid: ks,eff
d2Ts
d2x

= hv(Ts − Tf ) , (F.2)

where ks,eff = (1− ε)ks is the effective solid thermal conductivity. The bound-
ary conditions employed to validate the internal heat transfer in section 5.1.2
are given by

x = L: ks,eff
dTs
dx

= q̇0 (F.3)
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and

x = 0: ks,eff
dTs
dx

= hc (Ts − Tc) and (F.4)

ρfuDcp,f (Tf − Tc) = ks,eff
dTs
dx

. (F.5)

Using the following dimensionless quantities:

X = x

L
, Θs = Ts − Tc

q̇0L/ks,eff
, Θf = Tf − Tc

q̇0L/ks,eff
, Bic = hcL

ks,eff
(F.6)

Biv = hvL
2

ks,eff
, Stv = hvL

ρfuDcp,f
, Biv

Stv
= ρfuDcp,fL

ks,eff
, (F.7)

the governing equations and boundary conditions can be written as:

fluid: dΘf

dX
= Stv (Θs −Θf ) , (F.8)

solid: d2Θs

dX2 = Biv (Θs −Θf ) , (F.9)

X = 1: dΘs

dX
= 1 (F.10)

X = 0: dΘs

dX
= BicΘs and (F.11)

dΘs

dX
= Biv

Stv
Θf . (F.12)

From equations (F.8) and (F.9), a third order ordinary differential equation
for the solid matrix temperature is obtained as

d3Θs

dX3 + Stv
d2Θs

dX2 − Biv
dΘs

dX
= 0 , (F.13)
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with the fluid temperature

Θf = Θs −
1

Biv
d2Θs

dX2 . (F.14)

The general solution of equation (F.13) is

Θs = C1e
z1X + C2e

z2X + C3 , (F.15)

where

z1,2 = 1
2

(
−Stv ±

√
St2
v + 4Biv

)
. (F.16)

The integration constants C1, C2, and C3 can be determined from the boundary
conditions defined by equations (F.10) to (F.12):

C1 = 1
z1ez1 − z1−Bic

z2−Bic z2ez2
,

C2 = 1
z2ez2 − z2−Bic

z1−Bic z1ez1
,

C3 = 0 .

(F.17)

259


	Contents
	List of Figures
	List of Tables
	List of Symbols
	Abstract
	Kurzfassung
	1 Introduction
	1.1 Thermal Protection in Aerospace Applications
	1.2 Transpiration Cooling
	1.3 Motivation and Approach

	2 Physical Fundamentals
	2.1 Governing Equations for Compressible Flow
	2.1.1 Conservation of Mass
	2.1.2 Conservation of Momentum
	2.1.3 Conservation of Energy
	2.1.4 Equations of State
	2.1.5 Physical Properties

	2.2 High-Speed Flows
	2.2.1 Shock Waves and Expansion Fans
	2.2.2 Viscous Effects

	2.3 Heat Transfer
	2.3.1 Heat Transfer by Convection
	2.3.2 Heat Transfer by Conduction

	2.4 Theory of Porous Media
	2.4.1 Modelling Approaches
	2.4.2 Through-Flow Behaviour of Porous Structures
	2.4.3 Thermal Behaviour of Porous Structures


	3 Experimental Methods
	3.1 Experimental Setup
	3.1.1 ITLR Hot Gas Facility
	3.1.2 Modular Test Channel

	3.2 Investigated Porous Samples
	3.3 Measurements and Applied Techniques
	3.3.1 Main-Flow Conditions
	3.3.2 Coolant Plenum and Porous Sample
	3.3.3 Wall Temperature Measurement
	3.3.4 Infrared Thermography
	3.3.5 Schlieren Imaging


	4 Numerical Methods
	4.1 Finite Volume Method
	4.2 Turbulence Modelling
	4.2.1 Reynolds-Averaged Navier-Stokes Equations
	4.2.2 Near-Wall Treatment
	4.2.3 Shear Stress Transport Model

	4.3 Volume-Averaged Porous Structure Equations
	4.4 Numerical Treatment of Porous Surfaces
	4.4.1 Coolant-Reservoir Side
	4.4.2 Hot-Gas Side

	4.5 OpenFOAM Solver Development

	5 Porous Structure - Through Flow and Internal Heat Exchange
	5.1 Internal Heat Exchange
	5.1.1 Evaluation of Analytical LTNE Criterion
	5.1.2 Solver Validation

	5.2 Unidirectional Flow through Porous Media
	5.2.1 Experimental Determination of Permeability Coefficients
	5.2.2 Solver Validation
	5.2.3 Influence of Coolant Temperature

	5.3 Multi-Dimensional Flow through Porous Media
	5.3.1 Partial-Sealing Experiment
	5.3.2 Results and Discussion

	5.4 Summary

	6 Boundary-Layer Injection of Various Coolants
	6.1 Test-Case Description
	6.1.1 Experimental Setup
	6.1.2 Numerical Setup

	6.2 Injection of Various Coolants into a Main Flow at Isothermal Conditions
	6.3 Injection of Various Coolants into a Heated Main Flow
	6.4 Sensitivity of Turbulence Boundary Condition
	6.5 Summary

	7 Transpiration Cooling of CMC Structures in Supersonic Flows
	7.1 Supersonic Channel Flow without Boundary-Layer Blowing
	7.1.1 Analysis of Flow Field
	7.1.2 Inlet Conditions for Reduced Numerical Domain
	7.1.3 Summary

	7.2 Transpiration Cooling - Simulation Setup and Sensitivity Studies
	7.2.1 Coupled Simulation Setup
	7.2.2 Mesh Study
	7.2.3 Reference Test Case
	7.2.4 Turbulence Boundary Condition
	7.2.5 Volumetric Heat Transfer Coefficient
	7.2.6 Thermal Boundary Condition on Coolant Side
	7.2.7 Summary

	7.3 Reference Sample - Uniform Main Flow and Flat Sample
	7.3.1 Air Injection
	7.3.2 Lateral Influences on Thermal Situation of Porous Sample
	7.3.3 Foreign-Gas Injection
	7.3.4 Cooling Efficiency
	7.3.5 Summary

	7.4 Contoured Sample - Variation of Wall Thickness
	7.4.1 Wall Temperatures for Injection of Air
	7.4.2 Coolant Mass Flow Distribution and Sample Temperatures
	7.4.3 Summary

	7.5 Shock Generator - Transpiration Cooling in More Complex Flow Fields
	7.5.1 Shock-Generator Flow Field without Boundary-Layer Blowing
	7.5.2 Transpiration Cooling for Non-Uniform Main Flow Field
	7.5.3 Wall-Thickness Variation in Shock-Generator Flow Field
	7.5.4 Summary

	7.6 Double-Wedge Sample - Combined Effects of Geometry and Flow Field
	7.6.1 Non-Uniform Flow Field without Blowing
	7.6.2 Influence of Boundary-Layer Blowing on Main Flow Field
	7.6.3 Geometry and Flow-Field Effects on TranspirationCooling
	7.6.4 Summary


	8 Conclusion and Outlook
	Bibliography
	A Uncertainty Analysis
	B Additional Data on Experimental Setup
	C Additional Results on Multi-Dimensional Flow through Porous Media
	C.1 Numerical Pre-Study on Anisotropic Permeability
	C.2 Multi-Dimensional Flow in Parallel-Perpendicular Fibre Plane

	D Modelling of Mass Injection through Porous Walls
	E Additional Numerical and Experimental Results for Transpiration Cooling in Supersonic Flow
	E.1 Selection of Turbulent Prandtl and Turbulent Schmidt Numbers
	E.2 Inlet Conditions for Reduced Simulation Domain
	E.3 Formation of Shock Waves due to Boundary-Layer Injection
	E.4 Shock-Wave/Coolant-Film Interaction in Wake Region

	F Analytical Solution of Porous Media Energy Equations

