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Kurzfassung

In dieser Arbeit wird die Entwicklung eines molekularen Kraftfeldes dargstellt, das einen
Anwendungsschwerpunkt auf der Berechnung von Phasengleichgewichten zuldsst. Auf-
bauend auf dem ,Transferable Anisotropic Mie (TAMie)“ Kraftfeld von Hemmen et al.
[1, 6, 7] wird der Parametersatz des Kraftfeldes auf kleine zyklische Molekiile sowie po-
lare Stoffgruppen wie Ester und Ketone ausgeweitet. Es handelt sich um ein klassisches,
atomistisches Kraftfeld, bei dem jedoch Wasserstoffatome haufig effektiv mit benach-
barten grofleren Atomen zusammen beriicksichtigt werden. Die Kraftfeldparameter sind
dabei ubertragbar, d.h. sie kénnen innerhalb einer Stoffgruppe fir alle Substanzen ver-
wendet werden. Obwohl die erzielten Ergebnisse der Phasengleichgewichte sehr gut sind,
stoBt das iibertragbare Modell mit einfachen Punktladungen dabei an Grenzen. Dies
zeigt sich in Abweichungen des Séttigungsdampfdruckes aus den Simulationen gegentiber
experimentellen Daten. Eine moglichst genaue Beschreibung des Dampfdruckes ist allerd-
ings erstrebenswert, um Mischungseigenschaften mit guter Ubereinstimmung zu experi-
mentellen Daten vorhersagen zu kénnen. Um den tibertragbaren Charakter des Kraft-
feldes nicht zu zerstoren und gleichzeitig die Genauigkeit des Dampfdruckes fir einzelne
Stoffe zu erhéhen wird das individualisierte TAMie Kraftfeld eingefithrt. Dabei werden
mit Hilfe eines Korrekturparameters 1 alle energetischen Wechselwirkungen eines Rein-
stoffes skaliert, um fiir experimentell gut vermessene Stoffe die Genauigkeit zu erhohen. Es
wird gezeigt, dass dieses Konzept zu deutlich verbesserten Korrelationen und Vorhersagen
von Mischungseigenschaften fithrt. Anhand verschiedener binirer Mischungen wird auch
die Ubertragbarkeit von Kreuzwechselwirkungsparametern, die die van-der-Waalsschen
Wechselwirkungen zwischen zwei Reinstoffen korrigieren, gezeigt. Es werden weitere Un-

tersuchungen und Experimente zur Validierung empfohlen.
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Abstract

In this thesis the development of a molecular force field is presented, which allows an
application focus on the calculation of phase equilibria. Based on the ”Transferable
Anisotropic Mie (TAMie)” force field by Hemmen et al. [I, 0, 7] the parameter set of
the force field is extended to small cyclic molecules and polar groups of substances such
as esters and ketones. It is a classical atomistic force field, but hydrogen atoms are often
effectively considered together with neighbouring larger atoms. The force field parameters
are transferable, i.e. they can be used for all substances within a group of substances.
Although the phase equilibrium results obtained are very good, the transferable model
with simple point charges reaches some limitations. This is shown in deviations of the
saturation vapor pressure from the simulations compared to experimental data. How-
ever, it is desirable to describe the vapor pressure as accurately as possible in order to be
able to predict mixture properties with good agreement to experimental data. In order
not to destroy the transferable character of the force field and at the same time ensure
the accuracy of the vapor pressure for individual substances, the individualized TAMie
force field is introduced. With the help of a correction parameter ¢ all energetic interac-
tions of a pure substance are scaled in order to increase the accuracy for experimentally
well measured substances. It is shown that this concept leads to significantly improved
correlations and predictions of mixture properties. Using various binary mixtures, the
transferability of cross-interaction parameters that correct van der Waals interactions be-
tween two pure substances is also demonstrated. Further investigations and experiments

are recommended for validation.
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1. Introduction

Molecular simulations are going to play an important role in future examinations of sub-
stance properties and many other research fields. Molecular simulation refers to all com-
puter simulations from a quantum mechanical time- and lengthscale (a few femtoseconds
for the electron structure of one or a few atoms), over the microscopic time and length-
scale (several tens to thousands of molecules for the time of nano to microseconds) up
to a mesoscopic time- and lengthscale, e.g. systems containing proteins (sizes up to mi-
crometers over several seconds). Depending on the system size and the field of research,
different approaches and models have been developed over the last decades.

The future applications of molecular simulations might include the design of effective
and gentle drugs or may help to gain a better understanding of how metabolic processes
in animals and humans work. Beside biological and medical research fields and applica-
tions, molecular simulations are also an established tool to solve engineering problems,
e.g. determine substance properties of pure substances and mixtures, like phase equilib-
ria, surface tensions or adsorption isotherms, but also dynamic properties like diffusion
coefficients. These substance properties can afterwards be used to design and optimize
industrial processes.

The determination of substance properties with molecular simulations is often done on
the microscopic scale using classical force fields. For the rest of this thesis I will use the
term “molecular simulations” for such simulations. There are numerous approaches and
methods within the framework of molecular simulations with which substance properties
can be determined. Excellent overviews are e.g. given in [$-18]. Chapter 2 introduces
the most relevant theories and simulation techniques for this thesis.

The methods mentioned include different kinds of molecular simulations as well as the
underlying molecular model, i.e. force fields. Force fields are the backbone of every
molecular simulation, as they describe all interactions in and between molecules. A force
field consists of ansatz functions, representing various types of bonds and interactions
together with a set of corresponding parameters defining these interactions.

The level of detail of a force field depends on the anticipated applications. All-atomistic
models treat every atom in a molecule as an interaction site, and give detailed insight
into the microscopic structure of fluids. AMBER [19-23] (Assisted Model Building with
Energy Refinement) and CHARMM (Chemistry at Harvard Macromolecular Mechanics)
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are two types of force fields which are often used in biological applications like protein
folding or DNA-protein interactions. Different versions of AMBER and CHARMM exist
and depending on the purpose of the investigation, the most suitable version has to be
chosen. For CHARMM the use of a particular version depends e.g. on whether pro-
teins [24-27], nucleic acids [28-31], lipids[32-34] or carbohydrates[35-38] are of special
interest.

Often, force fields for biological investigations are optimized to ambient conditions or
laboratory conditions, meaning pressures about 1 bar and temperatures about 25 °C. The
fact that force field parameters were adjusted to properties at these limited conditions
makes them inappropriate to determine phase equilibria over a wide range of pressures
and temperatures.

Other force fields like the Optimized Potentials for Liquid Simulations all atomistic
(OPLS-AA) force field [39] or the Transferable Potentials for Phase Equilibria with
Explicit Hydrogens force field [10-13] (TraPPE-EH) perform much better for a wide
range of pressures and temperatures. A slightly more coarse version treats hydrogen
atoms around a central atom — for example the hydrogen atom of a methyl group (CHs)
— combined with the central atom as one interaction site. This approach is referred to
as United-Atom (UA) approach. Besides the all-atom OPLS and TraPPE force fields,

both models also have united-atom parameterizations (OPLS-UA [11-19] and TraPPE-
UA [.’)(l*.‘\iD‘
Another approach was taken by Mueller and Jackson who recently developed a method

to directly extract force field parameters from a physically based equation of state leading
to good results for thermodynamic properties [55-57]. However, it is limited to the un-
derlying molecular model of the equation of state and is thus more coarse than atomistic
force fields, leading to significant deviations in dynamic properties.

As it can plainly be seen, several different force fields have been developed and estab-
lished over the past decades and each of them has advantages for a certain purpose. For
example the OPLS force field, as its name implies, was developed especially to simulate
liquid systems. The TraPPE force field on the other hand was developed to give accurate
descriptions of phase equilibria, especially vapor liquid equilibria, in a transferable way.
Transferable means, that the same chemical groups in different molecules are described
with the same parameters. The goal of a transferable force field is to predict the in-
teractions in and between molecules which were not part of the optimization procedure.
This gives — with the appropriate simulation technique — access to properties that are not
available as experimental data in literature or difficult to measure because the conditions
are demanding for experimental work or the substances themselves are dangerous. In the
future, molecular simulations might replace some experimental setups or at least will be

used to support them by giving profound estimations.
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The work presented in this thesis follows the works of Hemmen [1, 6, 7] and coworkers
during her studies at the University of Stuttgart. Many methods used in this work
are described in detail in her thesis[7]. Hence, I keep the methods section brief and
focus on the key methods and new developments of the Transferable Anisotropic Mie
(TAMie) [1, 6, 7, 58] force field and on introducing the concept of an individualized force
field based on TAMie [1].

The next chapters cover the essential theoretical parts and simulation methods used to
develop this force field, the application to aldehydes, ketones and small cyclic alkanes [3],
the development of an individualized force field [1] and to mixtures including parameters
for esters [5]. At the end of the main thesis a conclusion and outlook for further research is
given. In the appendix some results are presented, that have not been published before.
Appendix A gives a short comparison of CPU usage when applying a simple Message
Passing Interface (MPI) scheme to multicanonical sampling. In Appendix B a TAMie
force field for benzene, which works without electrostatic interactions but nonetheless gives
excellent results for dynamic properties is given. The appendix also includes the detailed
description of the relation between the molecular model used for molecular simulations in
this thesis (TAMie) and the equation of state (PC-SAFT [59-62]) used to approximate
and optimize the force field parameters. Finally, a short estimation of how the choice
of the bin width for collecting histograms during simulation affects the results for low
temperatures of the simulations, which was found out at the very end of the research

described in this thesis.
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2. Theory and Methods

In this chapter the basic principles of molecular simulations are briefly explained. This
includes the description of different kinds of ensembles which are connected directly to
macroscopic thermodynamic systems. Afterwards, an overview of the grand canonical
Monte Carlo simulation to determine phase equilibria is given. I rationalize why Monte
Carlo simulations in grand canonical ensemble are — combined with special techniques like
transition matrix sampling and histogram reweighting — a good choice to determine static
properties of phase equilibria for pure substances as well as for mixtures. Furthermore, I
review the most important techniques to minimize statistical uncertainties in the chosen
ensemble. The second part of this chapter will be an overview of the perturbed chain
statistical associating fluid theory (PC-SAFT) and its connection to the united atom
model of the TAMie force field. In this work PC-SAFT is used to get an initial guess
for suitable control variables, at which the molecular simulations are performed and fur-
thermore it is used for accelerating the optimization of force field parameters of TAMie.
Finally, I explain the necessary basics on how to calculate dynamic properties with help

of molecular dynamics simulations.

2.1. Introduction to molecular simulations

This section covers the fundamentals of molecular simulations and their applications to
determine macroscopic thermodynamic properties. The concept of an ensemble will be
explained, as well as the difference between Molecular Dynamics and Monte Carlo simula-
tions. For a far broader and more detailed overview of the history and basics of molecular

simulations I refer to [11-18, 63, (4].

2.1.1. Monte Carlo vs. Molecular Dynamics

The underlying principle behind all molecular simulations is that macroscopic properties
can be determined by studying the microscopic behavior of a system. Every macrostate is
defined by its macroscopic control variables (for example energy F, temperature T', pres-
sure p, volume V, amount of substances N;), depending on the thermodynamic system.
Because microstates can be forced to obey the control variables, the macroscopic prop-

erties can be calculated by averaging over all microstates belonging to the chosen state
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variables of the macroscopic system. Depending on which state variables are defined for
the thermodynamic system, a different ensemble-type is used for molecular simulations.
An ensemble is simply the collection of infinitely many microstates appearing according to
the correct probability and all of them obey the defined control variables. For an N,V E-
ensemble or “microcanonical ensemble”, the energy of every molecule in the microscopic
system can fluctuate, as long as the sum of the energy of all molecules E in the system
is constant (next to constant volume V' and number of molecules N). The macroscopic
properties can then be determined by averaging over all microstates.

Two fundamentally different approaches are available to generate the different mi-
crostates. In Molecular Dynamics (MD) one generates an initial microstate which ful-
fills the constraints of the macroscopic thermodynamic system and then subsequently one
solves Newtons law of motion for every interaction site in the system. Therefore, an in-
tegration over all forces acting on every interaction site is necessary and the integration
time step At has to be sufficiently small to avoid numerical instabilities. This approach
requires knowledge of all positions r" and all momenta p" for all interaction sites. To
generate a new microstate the forces acting on every interaction site and the total energy
of the system have to be evaluated for every time step. The average in this case is a time
average.

The second approach to generate new microstates is referred to as Monte Carlo sim-
ulations. As the name implies, chance plays an important role in this approach. New
microstates are generated by randomly choosing a molecule (or part of it) and also ran-
domly applying an action to it. This action can be the change of the position of the
molecule, a new internal configuration of the molecule (if the molecule is made of several
interaction sites), or even remove the molecule from the simulation box or add a new one.
To guarantee that any trial move leads to a microstate that is representative for the given
control variables, i.e. a microstate appears according to the correct probability for this mi-
crostate, an evaluation step is required after each trial move. The evaluation step depends
on the chosen ensemble. Some advantages of this approach are: “unphysical” moves can
be performed, which sometimes allows for a more efficient sampling of the phase space;
there is no need to evaluated the forces of the system, since moves happen randomly
and it is easy to simulate at constant temperature 7. The last point is one advantage
of MC for the determination of phase equilibria, because one of the three requirements
for thermodynamic equilibrium is the thermal equilibrium. However, constant 7' is only
an assumptium in the framework of MC and a sufficient number of displacement steps -
which is not known a priori - is neccessary and has to be verified in the end. In MD
simulations on the other hand, this condition requires the application of a thermostat.
The second and more important advantage of MC over MD for the determination of phase

equilibria is the possibility to determine the chemical potential p - which is the third re-
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quirement for thermal equilibria - more easily, although there are also hybrid approaches
[65]. The disadvantage of Monte Carlo simulations is that one does not (approximately)
follow the dynamics of a system; no dynamic properties, such as diffusion coefficients or

viscosity can be determined.

2.1.2. Different ensembles and their applications

Table 2.1 [66] shows classical ensemble types, their control variables, fluctuating properties
and the corresponding thermodynamic system. These different ensembles are used for
different kinds of thermodynamic problems.

The microcanonical ensemble with constant number of molecules N; of all species, vol-
ume V' and energy E was seldom used for the study of thermophysical properties, since
both, the pressure p and the temperature T' can fluctuate whereas experimental setups
usually keep one of these state variables constant. However, temperatures, chemical
potentials p and diffusion coefficients D could be obtained with simulations using the
microcanonical ensemble. In 1998 Lustig came up with the MD NVE approach[67] and in
his approach he introduced a sampling procedure in configurational phase space in the mi-
crocanocical (NVE) ensemble to simulate any thermodynamic property. His comparisons
showed equivalent accuracy of his method compared to the best available equations of
state for Lennard-Jones systems. His approach was refined by Meier and Kabelec in 2006,
who solved some problems reported by Lustig, i.e. the correct calculation of isentropic
and isothermal compressibilities, the speed of sound and higher pressure derivatives up
to second order[65].

In the canonical ensemble the number of molecules N; of each species i, the volume
V' and the temperature 7" are kept constant. The corresponding thermodynamic system
would be a closed one with fixed V and 7" and with the possibility to exchange energy with
the surrounding environment. It is used to calculate properties like pressure or dynamic
properties, if the density is known.

The isothermal-isobaric ensemble (or N,p,T-ensemble) was originally thought of to be
particularly appropriate for simulating mixtures, since experimental data, e.g. excess
enthalpies, are often meassured at constant pressure, and the assumptions behind many
theories of mixing often also require constant pressure [17]. For chemical reactions, this
ensemble is useful in the same way, as these reactions are usually carried out under
constant pressure [16]. However, in a N, p, T-ensemble observes two phases only for rather
large systems, which makes it difficult to study phase transitions or phase equilibria [17].

The grand canonical ensemble is special in this list, since it is the only ensemble (of the
ones mentioned above) where the number of molecules is not fixed. If we knew the right
chemical potentials 1;(T, V) leading to coexisting phases, say a liquid and vapor phase,

the ensemble would allow to simulate the vapor and liquid phase of a substance in one
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Table 2.1.: [Raabe: Molecular Simulation Studies on Thermophysical Properties; Springer
2017] Comparison of the classical ensemble types: the control variables by which they are
characterized and the properties that fluctuate.

ensemble control variables important corresponding
fluctuating thermodynamic
quantities system
microcanonical :.: .:: number of molecules N pressure .
(NVE) o[ e Yolume \Y% energy of cach isolated
op |0 | internal energy E molecule ¢;
canonical ...: :.0. number of molecules N pressure f:losed .
(NVT) °°, % volume V energy E isochoric
0% |®% | | temperature T thermostated
open with
grand canoni- chemical potential p | pressure connection to
cal (uVT) volume V no. of molecules N| gubstance-
temperature T energy E reservoir
thermostated
isothermal- number of molecules N volume V closed
isobaric pressure P E isobaric
(NPT) temperature T cnerey isothermal

simulation and therefore, in principle, is a good choice for the determination of vapor
liquid equilibria (VLE). The details and techniques to achieve good results for VLEs will
be discussed in section 2.2.

There is one more important ensemble to mention, especially for the determination of
phase equilibria, in particular VLE. The Gibbs ensemble proposed by Panagiotopoulos [69]
was developed to directly simulate vapor-liquid equilibria. The total volume is split in two
sub-volumes without physical contact to each other, however, molecules can be removed
from one sub-volume and inserted in the other and the size of each sub-volume can change
but only in such a way that the total volume stays constant. This arrangement leads to
equilibrium properties where one sub-volume represents the vapor phase and the other
sub-volume the liquid phase. The pressure and the densities can be determined trough
ensemble averages. To get a complete phase diagram many independent simulations at
different conditions have to be done and evaluated.

Despite the classical usages of the ensembles above, a lot of different approaches and
methods have been developed over the last decades and years to describe and predict
phase equilibria with molecular simulations and post-processing. For a comprehensive

overview I recommend [8-12, 69-71].
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2.2. Grand Canonical Monte Carlo simulations to

determine phase equilibria

In classical thermodynamics, three conditions need to be met for a thermodynamic system
to be in equilibrium state. The three conditions are equality of the temperature 77 = T/
mechanical equilibrium p! = pf and chemical equilibrium p! = pf! for every substance 4
in a mixture. If more than two phases are in equilibrium, the equality conditions have to
be fulfilled for all phases. I will focus on the Grand Canonical ensemble and its advantages
for the purpose of this work.

A big advantage of simulations in the Grand Canonical ensemble is that the temperature
T and chemical potentials p; are control variables and are thus user-defined. If suitable
values for these quantities are chosen, it is possible to determine two phases (in our case
liquid and vapor phase) in a single simulation. Because the box volume V of the simulation
is the third fixed control parameter, the number of molecules has to fluctuate during a
simulation. Because the exact chemical potentials y;(T, V') that lead to coexisting phases
for a given force field and for defined temperature 7" and volume V' are a priori unknown,
estimates for chemical potentials for conducting the simulations are used. Estimates
are sufficient because histogram reweighting techniques can be applied for relating the
simulated histograms to histograms at other chemical potentials. The chemical potentials
that ensure coexisting phases can then be determined as a post-processing step|[l, 6, 72
75]. Histogram reweighting requires sampling histograms, i.e. probability distribution
functions of type p(N, E) for defined 1, V,T. Details to these technique are described in
section 2.2.2.

Figure 2.1 schematically shows a projection of this probability distribution II(N) =
Y ep(N, E), for constant u, V, T somewhere between the triple point and the critical point
of a pure substance. The scheme shows two peaks with a high probability of finding N
particles. The peak at low number of molecules represents the vapor phase and the peak
at higher N corresponds to the liquid phase. The “area” under each peak corresponds
to the pressure of this phase. If the chemical potentials are not exactly equal to the

coex.

equilibrium values g, then the areas are not the same and the system is not in its
equilibrium state.

The space between the two peaks belongs to a region that would for a macroscopic
system be meta-stable or unstable and has a very low probability. Low probabilities
are challenging for Grand Canonical Monte Carlo (GCMC) simulations, as the transfer
between the vapor and the liquid phase has to happen but is very unlikely. This is a
challenge, because for statistical reasons the number of samples in the entire range of
molecule number N should be approximately equal. If the region between the two phases

is too unlikely, the transition will never happen without introducing a bias.
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I(N; i, T)

N

Figure 2.1.: Schematical depiction of the unbiased probability distribution II(N; u, T).

Luckily, this issue can be solved by applying one of several sampling techniques. A first
simple measure for improving the sampling is to divide the N-space into several windows
of size AN, where each window & can be simulated independently of each other. However,
splitting the N-space into several windows is often not sufficient to overcome the regions
of low probability between the two phases. Therefore, techniques like Transition Matrix
Monte Carlo and Multiple Histograms are necessary. These techniques ensure that the
complete phase space is sampled evenly and they allow us to split a simulation into several
well-sampled parts. Those parts can furthermore be conducted for different conditions

i, T, and can run in parallel [1, 6]. Details are given in the following section 2.2.1

2.2.1. Transition matrix Monte Carlo and multiple histograms

To determine the phase equilibria between two phases the probability distribution is of
key interest. As the name implies, this distribution shows the probability of finding the
system with a certain density (or a certain number of particles). Since the probability
of finding a system between two phases (macroscopically speaking, in the meta-stable
region) is extremely small, one has to apply special methods to overcome the gap between
these phases. All of the following techniques target at flat histograms where all states
should be sampled uniformly by introducing bias functions.

In a histogram different states are collected by defining bins of a certain size and by
counting how often the system visits every bin. For Monte Carlo simulations of pu