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Zusammenfassung

ImRahmen dieser Arbeit wurdeDopplerfreie Sättigungsspektroskopie in Stickstoff-
monoxid am A 2Σ+ ← X 2Π3/2 Übergang realisiert. Dieses hochauflösende Spektro-
skopieverfahren ermöglicht die direkte Auflösung von sogenannten “Lamb-dips”.
Dies ist gleichbedeutendmit der direkten Auflösung der Hyperfeinstruktur desMo-
leküls. Der Frequenzabstand zwischen einzelnen Hyperfeinübergängen wurde er-
mittelt und ermöglichte hierdurch die Bestimmung der Hyperfeinkonstanten des
A 2Σ+ Zustandes von Stickstoffmonoxid. Der Vergleich der neu bestimmten Kon-
stanten mit zuvor mit anderen spektroskopischen Techniken bestimmten Konstan-
ten zeigt hervorragende Übereinstimmung. Des Weiteren wird die Rydberganre-
gung von Stickstoffmonoxidmit einemdreiphotonigenAnregungsschema erläutert.
Diese ist Kernbestandteil der Entwicklung eines Laborprototyps zur Erprobung ei-
nes neuartigen Sensorprinzips zum Nachweis von Stickstoffmonoxid.

In dieser Arbeit werden zu Beginn die theoretischen Grundlagen, die für das Ver-
ständnis der weiteren Arbeit notwendig sind, eingeführt. Dies umfasst die Beschrei-
bung der Energiestruktur von zweiatomigen Molekülen. Diese kann in einen elek-
tronischen Anteil sowie die Vibrations- und Rotationsenergien aufgeteilt werden.
Im Anschluss daran werden die verschiedenen Kopplungsfälle für die Drehimpulse
innerhalb des Moleküls behandelt. Hier beschränkt sich die Arbeit auf die relevan-
ten drei Fälle, die als Hund’sche Fälle (a), (b) und (d) bezeichnet werden. Es folgt
darauf eine kurze Einführung zur Parität molekularer Zustände in zweiatomigen
Molekülen sowie ein Überblick über die verschiedenen Auswahlregeln für Dipol-
übergänge innerhalb des Moleküls. Die Beschreibung der eingangs erwähnten Hy-
perfeinstruktur erfolgt mittels eines effektiven Hamiltonoperators (effective Hamil-
tonian). Dieses Konzept wird zunächst kurz erläutert bevor dann die zugehörigen
Matrixelemente für Fein- und Hyperfeinstruktur aufgeführt werden. Die theoreti-
sche Einführung endet mit einem kurzen Abschnitt zu Rydbergzuständen.
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Zusammenfassung

Als Nächstes wird das drei Photonen umfassende Anregungsschema für die Ryd-
berganregung von Stickstoffmonoxid vorgestellt. Es basiert auf drei Übergängen.
Zunächst werden die Atome vom X 2Π3/2 Zustand zum A 2Σ+ Zustand angeregt.
Hierzu wird Licht mit einer Wellenlänge von 226nm verwendet. Der nächste Über-
gang benötigt Licht bei 540nm und regt den H 2Σ+ Zustand des Moleküls an. Von
dort aus sind mit Wellenlängen zwischen 833nm und 835nm viele unterschiedli-
che Rydbergzustände erreichbar. Die detaillierte Struktur der Zustände X 2Π, A 2Σ+
undH 2Σ+ wird daraufhin diskutiert. Anschließend folgt die Einführung der beiden
verwendeten Spektroskopietechniken. Zunächst wird die optogalvanische Spektro-
skopie eingeführt. Diese Technik kann in drei Schritten erklärt werden. Als Ers-
tes wird mit schmalbandigen Lasern nach dem vorgestellten dreiphotonigen Anre-
gungsschema Stickstoffmonoxid in Rydbergzustände angeregt. Im zweiten Schritt
sorgen Stöße der angeregten Moleküle mit einem Hintergrundgas, wie zum Bei-
spiel Stickstoff, für die Ionisation der Rydbergmoleküle. Die dabei entstehenden
freien Ladungen werden im dritten Schritt mittels einer Spannung, die an die sich
in der Zelle befindlichen Elektroden angelegt wird, aus der Zelle abgezogen. Der
resultierende Strom kann dann mittels eines Tranzimpedanzverstärkers verstärkt
und in eine Spannung umgewandelt werden. Diese wird letztendlich gemessen.
Darauffolgend wird Dopplerfreie Sättigungsspektroskopie erläutert. Diese Spektro-
skopiemethode basiert auf einer gegenläufigen Strahlkonfiguration. Dabei wird ein
Laserstrahl mit Leistung nahe der Sättigungsintensität, der als “Pump” bezeichnet
wird, gleichzeitig mit einem gegenläufigen zweiten Laserstrahl mit deutlich gerin-
gerer Leistung, der “Probe” genanntwird, durch dasMediumgeschickt. Der stärkere
der beiden Laserstrahlen verringert dabei die Absorption des schwächeren Strahls,
wenn beide Laser mit derselben Geschwindigkeitsklasse interagieren. Dies ermög-
licht es, molekulare Übergänge aufzulösen, die sonst im Dopplerverbreiterten Li-
nienprofil verborgen blieben. Des Weiteren werden im Zuge dieser Einführung so-
wohl “Crossover-Resonanzen” als auch verschiedene Verbreiterungsmechanismen
kurz diskutiert.

Der Mittelteil der Arbeit ist technischer Natur. Hier werden zunächst kurz die ver-
wendeten Lasersysteme beschrieben. Außerdem wird schematisch erklärt, wie die-
se mittels “Transfer-Cavities” und dem Pound-Drever-Hall Verfahren frequenzsta-
bilisiert werden. Des Weiteren wird das im Rahmen dieser Arbeit entwickelte Gas-
mischsystem vorgestellt. Hierzu werden zunächst einige theoretische Konzepte in
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Bezug auf die Berechnungen von Gasflüssen eingeführt. Diese waren für die Aus-
legung des Systems von Bedeutung. Im Anschluss werden Sicherheitsaspekte und
die einzelnen Komponenten des Setups diskutiert. Die Mischanlage verwendet vier
Massedurchflussregler, um Stickstoffmonoxid und Stickstoff miteinander zu mi-
schen.

Im letztenDrittel dieser Arbeit werden die spektroskopischen Ergebnisse diskutiert.
Zunächst wird der Messaufbau der optogalvanischen Spektroskopie erläutert. Es
werden einzelne Spektren qualitativ diskutiert, die die gelungene Rydberganregung
von Stickstoffmonoxid mittels des vorgestellten Anregungspfades belegen. Der Fo-
kus dieses Teils der Arbeit liegt jedoch auf spektroskopischen Resultaten, dieMittels
Dopplerfreier Sättigungsspektroskopie erzielt wurden.Hierzuwird zunächst der zu-
gehörige Spektroskopieaufbau eingeführt und erläutert. Daran schließt sich ein Ab-
schnitt an, der sich mit der Optimierung des entsprechenden Signals beschäftigt.
Nachfolgend erfolgt die Diskussion derHyperfeinspektren, die für verschiedeneGe-
samtdrehimpulsquantenzahlen 𝐽X desGrundzustands, für den P12ee Zweig des Spek-
trums zwischen den Zuständen X 2Π3/2 und A 2Σ+ gemessen wurden. Im Zuge der
Diskussion werden die Übergänge in den Spektren als Δ𝐹 = −1 Übergänge identi-
fiziert. Die Frequenzabstände zwischen den einzelnen Übergängen werden mittels
eines Fits bestimmt und mit theoretischen Berechnungen verglichen, die mit der
Software pgopher gemacht wurden. Mittels der Frequenzabstände werden dann
im Anschluss die Hyperfeinkonstanten des A 2Σ+ Zustandes neu bestimmt und mit
früheren Ergebnissen verglichen. Nachfolgend daran findet eine qualitative Diskus-
sion eines Spektrums statt, welches bei einem um zwei Größenordnungen niedrige-
ren Druck gemessen wurde. Die darin auftretenden zusätzlichen Linien werden als
“Crossover-Resonanzen” interpretiert. Jedoch stellt sich heraus, dass diese Interpre-
tation der Daten nicht vollständig durch theoretische Berechnungen gestützt wird.
Weitere Daten sind notwendig, um die korrekte Interpretation des Spektrums zu
bewerkstelligen. Im letzten Teil der Diskussion wird auf die Linienbreiten der ver-
schiedenen gemessenen Spektren eingegangen. Hier wird deutlich, dass eine weite-
re Verbesserung der Kontrolle über die Messparameter notwendig ist, um konkre-
tere Aussagen über das Verhalten der Spektren zu machen. Im Anschluss werden
mögliche weitereMessungen erläutert, die genaueren Einblick in die Eigenschaften
der untersuchten Zustände geben könnten.
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Zusammenfassung

Die Arbeit endet mit einem Ausblick, der sowohl das Potential der Dopplerfreien
Sättigungsspektroskopie an Molekülen als auch die Möglichkeiten zur Verbesse-
rung des Spektroskopieaufbaus und des Gassensorprototyps beleuchtet.
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Abstract

Within the scope of this thesis the realisation of Doppler-free saturated absorption
spectroscopy for the A 2Σ+ ← X 2Π3/2 transition in a thermal gas of nitric oxide was
achieved. This high resolution spectroscopy technique enables the direct resolu-
tion of Lamb-dip spectra, i.e. the direct observation of the hyperfine structure of the
molecule. The frequency splitting between individual hyperfine spectra was mea-
sured and allowed the determination of hyperfine constants of the A 2Σ+ state of
nitric oxide [1]. The comparison of the newly determined constants to values previ-
ouslymeasuredwith different spectroscopic techniques, shows excellent agreement.
In addition, the Rydberg excitation of nitric oxide with a three photon excitation
scheme is presented. This is an essential part in the course of the development of a
laboratory prototype for the investigation of a new kind of gas sensing scheme for
nitric oxide.

In the beginning of this thesis a theoretical introduction to the energy structure of
diatomic molecules is given. This comprises the electronic, vibrational and rota-
tional energies. The different angular momentum coupling cases also denoted as
Hund’s cases are explained, followed by summaries concerning parity and dipole
transition rules. The description of the aforementioned hyperfine structure of the
molecules employs the effective Hamiltonian approach. The approach is briefly in-
troduced and the corresponding matrix elements for fine and hyperfine structure of
the molecule are given. It follows a very brief introduction of Rydberg states.

Next, the aforementioned excitation scheme is explained. It employs three transi-
tions starting from the X 2Π3/2 state the molecules are excited to the A 2Σ+ state with
light at a wavelength around 226nm. The second transition is at 540nm and ex-
cites the molecules to the H 2Σ+ state. From there several different Rydberg states
are addressable with wavelength between 833 - 835nm. The energy structure of the
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Abstract

X 2Π, A 2Σ+ andH 2Σ+ state are discussed in detail. This is followed by the introduc-
tion of optogalvanic spectroscopy. This technique can be explained in three steps.
First, the aforementioned narrowband laser excitation to high Rydberg states takes
place. Second, collisions between the Rydberg molecules and the background gas
lead to ionisation of the Rydberg molecules. During the third and last step, the gen-
erated charges are detected by applying a small voltage to the onboard electrodes
of the cell. In addition, an introduction to Doppler-free absorption spectroscopy is
given. This technique is based on a counter-propagating beam configuration where
a strong laser beam denoted as pump beam reduces the absorption of a weaker laser
beam called probe beam, if both beams interact with the same velocity class. This
enables the resolution of the molecular energy structure that is otherwise hidden
within the Doppler-broadened line-profile.

The middle part of the thesis is very technical. It comprises a short overview over
the employed laser systems, their working principles and the frequency stabilisa-
tion setup that was employed as well as an overview about the gas mixing unit that
was developed within the scope of this work. To understand the gas mixing unit
the necessary theoretical concepts for gas flow calculations are given, before the re-
spective setup is explained in detail. The discussion includes safety aspects and a
description of the individual parts of the setup. The gas mixing unit employs four
mass flow controllers to generatemixtures of nitrogen and nitric oxidewith different
concentration of nitric oxide

In the last part of the thesis the spectroscopic results are discussed. First, the opto-
galvanic spectroscopy setup is explained and exemplary datasets are discussed prov-
ing the Rydberg excitation of nitric oxide with the described three photon excitation
scheme.

However, the main focus lies here on the spectroscopic results of the Doppler-free
saturated absorption spectroscopy. The corresponding setup is introduced, followed
by a section where the process of signal optimisation is stated. Then the Lamb-dip
data for different total angular momenta 𝐽X is discussed. Within the course of the
discussion the different transitions are assigned to be Δ𝐹 = −1 transitions and the
splittings between them are determined via a fit. The retrieved splittings are com-
pared to a theoretical calculation employing pgopher and subsequently used to de-
termine new values for the hyperfine constants of the A 2Σ+ state by fitting the data
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employing a wrapper program for pgopher. It follows a qualitative discussion of
spectra taken at two orders of magnitude lower pressure, showing additional spec-
troscopic lines. The additional lines might be attributed to crossover resonances.
However, the corresponding theory does not fully support this hypothesis. Thus,
further data would be necessary to clarify thematter. The final part of the discussion
deals with the linewidth of the hyperfine spectra and is followed by a short overview
on how the spectroscopic resolutionmay potentially be further improved andwhich
additional measurements on that transition could yield important information for
the general enhancement of the gas sensor prototype.
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Introduction

This theses was conducted within the scope of the development of a laboratory pro-
totype for the optogalvanic detection of nitric oxide. However, this work mainly
focuses on high resolution optical spectroscopy. To set this into perspective, first an
overview about the historic development behind the underlying sensor principle is
given.

The technique of optogalvanic spectroscopy is based on electrically contacted spec-
troscopy cells. They were originally developed for the work with alkali vapours,
opening up new possibilities to manipulate Rydberg atoms with electrical fields [2,
3]. In addition, the cell electrodes can not only be used to manipulate atoms inside
the cell but also to read-out small electrical currents [4, 5]. These currents originate
from the ionisation of the Rydberg atoms, i.e. they can be used to obtain information
on the population of the Rydberg state [4]. If it is known how efficient the Rydberg
state can be excited and how large the rate of ionisation is, it is possible to calcu-
late the number of atoms in the ground state. Henceforth, the technique can be
employed as a sensing scheme. This was further investigated in an idealised model
system [6]. The basic principle of the sensing scheme is based on three steps. First,
the atom or molecule in question is excited to a Rydberg state. Narrowband con-
tinuous wave lasers and a multi-photon excitation scheme ensure a high selectivity.
Second, the weakly bound Rydberg atoms or molecules are then ionised by colli-
sional ionisation with the background gas. Third, the generated charges are picked
up by the cell electrodes and a current is measured [7, 8].

The feasibility of this concept was studied in [9, 10], setting it into perspective to
other currently employed sensing techniques. Instead of alkali atoms nitric oxide
was detected. In contrast to them nitric oxide is an important molecule in the hu-
man body. The 1998 nobel price inmedicine was awarded to Furchgott, Ignarro and
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Introduction

Murad for their “discoveries concerning nitric oxide as a signalling molecule in the
cardiovascular system” [11]. They were able to identify nitric oxide to be responsi-
ble for the process of vasodilation in the human body [12–14]. In addition, nitric
oxide regulates neurotransmission and the immune function of macrophages [15,
16]. Furthermore, it acts as a signalling molecule indicating inflammatory diseases
like cancer [17, 18] and asthma [19, 20]. Recently an extensive review on this field
was published by Lundberg and Weitzberg [21]. Consequently, the efficient detec-
tion of nitric oxide in breath gas samples is of high interest in medical research and
diagnostics.

Optogalvanic spectroscopy requires only small amounts of gas, since millilitre cell
volumes are easy to realise and can achieve a high bandwidth in the 100 kHz range.
Narrowband continuouswave lasers ensure high selectivity by exploiting theunique-
ness of the energy structure of the molecules.

The development of the respective laboratory prototype requires precise knowledge
on the involved states. The two involved states X 2Π and A 2Σ+ were investigated
quite thoroughly [22–28]. Also the hyperfine structure of the two states has been
investigated with different spectroscopic techniques [29–36]. However, the corre-
sponding Lamb-dips have never been resolved directly. The new state of the art
narrowband UV-laser system enables the direct resolution of the Lamb-dips. The
investigation of the A 2Σ+ ← X 2Π3/2 transition with Doppler-free saturated absorp-
tion spectroscopy, allows to determine if the transition can be saturated with the
corresponding laser system. The gained knowledge improves the quantification and
assessment of the aforementioned gas sensor prototype.

This thesis is split into six chapters. The first two chapters are mainly of theoretical
nature. In chapter 1 the theoretical concepts necessary to describe the energy struc-
ture of diatomic molecules are introduced. In chapter 2 the excitation path used
for the sensor prototype and the structure of the involved states are discussed. In
addition, optogalvanic spectroscopy and Doppler-free absorption spectroscopy are
introduced.

The middle part of the thesis is of technical character and starts with chapter 3.
Here, an overview on the employed laser systems and their frequency stabilisation
is given. It is followed by chapter 4, which deals with the required gas mixing unit
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and vacuum system to safely mix and handle nitric oxide and nitrogen. This system
has been developedwithin the scope of this thesis. The chapter gives an overview on
the different setup components and the theoretical considerations that were made
before setting the system up.

In the final part of this thesis the focus lies on the spectroscopic results achieved
with the two introduced spectroscopic techniques. Chapter 5 presents first data on
the Rydberg excitation of nitric oxide with the new excitation scheme and narrow-
band laser setup as published in [8]. The data is discussed qualitatively. In chap-
ter 6 the main spectroscopic results are presented. It starts with an introduction to
the experimental setup. This is followed by a description on how to optimise the
experimental parameters to increase the signal quality. Subsequently the data on
the hyperfine structure is quantitatively evaluated as published in [1]. In the last
two sections crossover resonances and the width of the spectroscopic lines are dis-
cussed. The chapter ends with a short outlook, discussing the potential of further
investigations.
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1 The energy structure of diatomic
molecules

Introduction

The energy structure of single atoms is described by quantummechanics and quan-
tum electrodynamics [37]. The electrons move around the nucleus in distinct vol-
umes, atomic orbitals, resulting from the absolute square of the electron wave func-
tions. Molecules are formed by twoormore atoms bound to each other by a chemical
bond. The simplest class of molecules are diatomic, i.e. consist of only two atoms
bound together. Since this thesis is focused on the spectroscopy of nitric oxide (NO),
this chapter will only deal with the energetic structure of diatomic molecules.

First the different contributions to the energy structure of diatomic molecules will
be discussed in section 1.1-1.3. To understand the finer details of the diatomic en-
ergy structure the different coupling schemes for the angular momenta within the
molecule, called Hund’s coupling cases, are discussed. In section 1.6 and section 1.7
parity and symmetry will be introduced and an overview about the types of elec-
tronic transitions and the dipole transition rules will be given. The chapter ends
with the introduction of the effective Hamiltonian in section 1.8 and the discus-
sion of the smallest energy terms corresponding to Λ-type doubling, spin-rotation
coupling and the terms describing the hyperfine structure, i.e. the coupling to the
nuclear spin. At the very end of the chapter a short introduction to Rydberg states
is given.
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1 The energy structure of diatomic molecules

1.1 Electronic energy structure

This discussion relies closely on the explanations given by Herzberg [38]. The total
energy of a molecule depends on the potential and kinetic energy of the electrons
as well as on the corresponding energies of the nuclei [38]. The energy of a specific
electronic state is based on which of the molecular orbitals are occupied by elec-
trons. Transitions of electrons between different molecular orbitals can be induced
by dipole radiation. Compared to the vibrational and rotational levels, which will be
explained in the following sections, electronic energy levels have a larger distance
to each other. Electronic transitions are often observed at wavelengths of the visible
part of the electromagnetic spectrum or at the adjacent near-infrared or ultraviolet
part. Vibrational transitions are often observed in the infrared and rotational tran-
sitions are mostly in the microwave regime.

The Schrödinger equation for the energies 𝐸 of a diatomic molecule is given by
Herzberg [38]

1
𝑚𝑒

∑
𝑖
Δ𝑖Ψ +∑

𝑘

1
𝑀𝑘

Δ𝑘Ψ + 2
ℏ2 (𝐸 − 𝑉)Ψ = 0. (1.1)

Here Δ𝑖 is the Laplace operator acting on electron 𝑖 and Δ𝑘 the Laplace operator act-
ing on the nucleus 𝑘 with mass𝑀𝑘. All electrons have mass𝑚𝑒. 𝑉 is the respective
potential and ℏ the reduced Planck constant. The exact solution of equation 1.1 is
difficult. However, one can use a product wave function

Ψ = 𝜓𝑒(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) ⋅ 𝜓𝑛(𝑥𝑘, 𝑦𝑘, 𝑧𝑘), (1.2)

to approximate the exact solution [38]. Here𝜓𝑒(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) is the electronicwave func-
tion solving equation 1.3a which is the Schrödinger equation describing the elec-
tronsmoving in the field of the fixednuclei described by the potential𝑉𝑒. Thenuclear
wave function𝜓𝑛(𝑥𝑘, 𝑦𝑘, 𝑧𝑘) solves the Schrödinger equation 1.3b for themovement
of the nuclei under the influence of the potential 𝐸𝑒+𝑉𝑛. The potential energy of the
nuclearmotion𝐸𝑒+𝑉𝑛 depends on the solution of equation 1.3a and therefore on the
internuclear distance 𝑟. Thus a stable electronic state does only exist if 𝐸𝑒 + 𝑉𝑛 has
a minimum. The corresponding energy of the potential minimum is the electronic
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1.2 Vibrational energy structure

energy 𝑇𝑒 of the state. The minimum of the lowest electronic state (i.e. groundstate)
is usually choosen as zero.

∑
𝑖
Δ𝑖𝜓𝑒 +

2𝑚𝑒
ℏ (𝐸𝑒 − 𝑉𝑒)𝜓𝑒 = 0, (1.3a)

∑
𝑘

1
𝑀𝑘

Δ𝑘𝜓𝑛 +
2
ℏ2 (𝐸 − (𝐸𝑒 + 𝑉𝑛))𝜓𝑛 = 0. (1.3b)

That the separation of the nuclear and electronic motion is legitimate was shown by
Born and Oppenheimer [39] and is often referred to as Born-Oppenheimer approx-
imation.

1.2 Vibrational energy structure

The minimum of the potential energy of the nuclear motion appears at a certain
equilibrium 𝑟𝑒 of the internuclear distance 𝑟. The nuclei vibrate around the equilib-
rium distance. The vibrational energy levels are quantised and for every electronic
state there exist usually several different vibrational states. The exact number of vi-
brational states depends on the width of the potential and on the respective energy
spacing between the vibrational levels. Radiative transitions between vibrational
states are of much lower energy than those between electronic states. They occur
at infrared wavelengths, so that early spectroscopic investigations relied on thermal
light sources like mercury-vapour lamps or Nernst-lamps [40]. Nowadays modern
infrared light sources like quantum-cascade lasers can be employed[41].

The exact energy levels can be obtained from the Schrödinger equation 1.3b. How-
ever, the solvability of equation 1.3b depends strongly on the form of 𝐸𝑒 + 𝑉𝑛 and is
in most cases not strictly possible. Therefore, it is feasible to approximate the term
𝐸𝑒 + 𝑉𝑛 with a potential 𝑉(𝑟) describing the oscillating movement of the nuclei. Of
course, the first idea that arises is the quadratic potential of an harmonic oscillator.
However, the harmonic oscillator potential is symmetric and yields equidistant en-
ergy levels. This is contradictory to experimental observations since a symmetric

7



1 The energy structure of diatomic molecules

potential will not allow dissociation and cannot explain the shrinking energetic dis-
tance between single vibrational energy levels [42, 43]. Therefore, an anharmonic
potential is necessary to appropriately describe the nuclear motion. A good empiri-
cal approximation for 𝑉(R) is the Morse-Potential [40] which allows to solve equa-
tion 1.3b exactly. It is given by

𝑉(𝐑) = De [1 − exp (−𝑎𝑀(𝑟 − 𝑟𝑒))]
2 . (1.4)

Here, De is the dissociation energy and 𝑎𝑀 a molecule specific constant. Figure 1.1
depicts a Morse Potential with its minimum at 𝑟𝑒. For 𝑟 < 𝑟𝑒 the potential is very
steep, taking into account the repulsive Coulomb potential between the two nuclei.
For 𝑟 > 𝑟𝑒 the potential asymptotically approaches the dissociation energy De. This
is the energy threshold above which the vibrational energy states form a continuum
(grey shading), so that themoleculewill separate into the individual atoms that once
formed it. The dissociation energy is sometimes also denoted by D0 and given with
respect to the lowest vibrational energy level v = 0. The yellow lines indicate a few
vibrational energy levels below the dissociation energy. For 𝑟 > 𝑟𝑒 the vibrational
energies can be calculated by solving equation 1.3b with 𝐸𝑒 + 𝑉𝑛 → 𝑉(𝑟). The vi-
brational energies can then be expressed in dependence of the vibrational quantum
number 𝑣 and several vibrational constants.

𝐺(𝑣) = 𝜔𝑒 (𝑣 +
1
2) − 𝜔𝑒𝑥𝑒 (𝑣 +

1
2)

2
+ 𝜔𝑒𝑦𝑒 (𝑣 +

1
2)

3
... (1.5)

The vibrational constants 𝑤𝑒,𝑤𝑒𝑥𝑒 and 𝑤𝑒𝑦𝑒 differ for each electronic state within
a molecule. The equation is dominated by the term linear in (𝑣 + 1/2). Terms of
higher order act usually only as small corrections, since the respective vibrational
constants are in most cases one or more orders of magnitude smaller than 𝑤𝑒.

1.3 Rotational energy structure

This section also follows the descriptions given in [38]. Molecules are not only able
to vibrate but also to rotate in space. The energy of the rotation is an additional con-
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1.3 Rotational energy structure

re
Internuclear distance r

En
er
gy
E

De

v = 0

D0

Figure 1.1: Morse potential with its minimum at the equilibrium internuclear dis-
tance 𝑟𝑒. De denotes the dissociation energy and D0 the dissociation en-
ergy with respect to the lowest vibrational energy level, denoted as v = 0.
Higher vibrational energy levels are indicated as yellow lines. Above
the dissociation energy the grey shading represents the energetic con-
tinuum. After [40].

tribution to the total energy of the molecule. The spacing between single rotational
energy levels is considerably smaller than between vibrational or electronic energy
levels. Spectroscopic investigations of purely rotational transitions can therefore
rely on microwave spectroscopy [44]. For the theoretical description of the rotation
of diatomic molecules a number of different models exists. A detailed discussion of
the different models is given for example in [38, 45] and is summarised in the fol-
lowing paragraph. It will end with an expression for the rotational energy based on
the symmetric top model.

9



1 The energy structure of diatomic molecules

The simplest model is the rigid rotator where the two nuclei are considered to be
connected by a rigid, massless rod. The rotational energy is given by

𝐹(𝐽) = ℎ
8𝜋2𝑐0𝐼

𝐽(𝐽 + 1) = 𝐵𝐽(𝐽 + 1). (1.6)

Here, the rotational constant 𝐵 = ℎ/(8𝜋2𝑐0𝐼) given in cm−1 and the rotational quan-
tum number 𝐽 are introduced. The constant 𝐵 depends on Planck’s constant ℎ, the
speed of light 𝑐0 and the moment of inertia perpendicular to the internuclear axis 𝐼.
However, as already discussed in section 1.2 the nuclei vibrate periodically around
an equilibrium distance 𝑟𝑒. Consequently, the assumption of a fully rigid connection
between the nuclei is too simplified.

A better model is therefore the non-rigid rotator. Here, the massless rod is replaced
by amassless spring, introducing centrifugal forces resulting from the rotation. These
forces result in a correction term depending on the constant 𝐷𝑒 (not to be confused
with the dissociation energy De) often referred to as centrifugal distortion constant.
The rotational energy has then the form

𝐹(𝐽) = 𝐵𝑒𝐽(𝐽 + 1) − 𝐷𝑒𝐽2(𝐽 + 1)2. (1.7)

For the non-rigid rotator the vibrational and rotationalmovement are still treated in-
dependently of each other. The index 𝑒 refers to the equilibrium distance 𝑟𝑒 between
the two nuclei. The respective constants are often called equilibrium constants.

Further refinement of themodel leads to the vibrating rotator. Since the vibration of
the nuclei changes the internuclear distance, the moment of inertia of the molecule
changes alongside the vibrational motion. Henceforth the rotational energy and
thus also the constant𝐵 of themolecule depend on its vibrational energy state. Since
the vibrational motion is happening at a much higher frequency than the rotational
motion it is justified to use a mean value ̄𝑟 of the internuclear distance 𝑟 for a each
given vibrational energy level. As a consequence the rotational constant and also
its higher order centrifugal correction are given in dependence of the vibrational
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1.3 Rotational energy structure

level 𝑣 as 𝐵𝑣, 𝐷𝑣. They are related to the equilibrium constants 𝐵𝑒 and 𝐷𝑒 by a series
expansion with the coefficients 𝛼𝑒, 𝛽𝑒 and 𝛾𝑒 [45]

𝐵𝑣 = 𝐵𝑒 − 𝛼𝑒 (𝑣 +
1
2) + 𝛾𝑒 (𝑣 +

1
2)

2
+ ... (1.8)

𝐷𝑣 = 𝐷𝑒 − 𝛽𝑒 (𝑣 +
1
2) + ... (1.9)

Here 𝑣 is the vibrational quantum number. The coefficients 𝛼𝑒, 𝛽𝑒 and 𝛾𝑒 are deter-
mined empirically.

So far the electrons were completely neglected in the treatment of the rotational en-
ergy. Even though themass of the electrons is very small compared to that of the nu-
clei it leads to a non-zero moment of inertia along the internuclear axis. The model
of the symmetric top includes this very small moment of inertia. It was treated first
by Reiche, Rademacher, Kronig and Rabi [46–48]. The electron cloud is considered
to be rigid, ignoring the motion of the individual electrons. The total angular mo-
mentum of the rotation of the symmetric top 𝐉 is no longer perpendicular to the in-
ternuclear axis. It’s perpendicular component is denoted𝐍 and resembles the pure
motion of the nuclei. The total angular momentum neglecting the electron spin, is
then given by the sum of 𝐍 and the angular momentum of the electrons along the
internuclear axis 𝚲 which is introduced within the scope of this model. Figure 1.2
illustrates the coupling of the vectors𝐍 and𝚲 to form 𝐉. The reversal of the rotation
of the electrons reverses also the direction of the vector 𝚲. Therefore for each value
of 𝐽 two different modes of motion exist [38]. For the less refined models: the rigid,
non-rigid and vibrating rotator 𝚲 does not exist, thus in their case 𝐉 = 𝐍.

The rotational energies for the symmetric top depend on the quantumnumber 𝐽 and
are given by

𝐹(𝐽) = 𝐵𝑣𝐽(𝐽 + 1) + (𝐴Λ − 𝐵𝑣)Λ2 − 𝐷𝑣𝐽2(𝐽 + 1)2 + ... (1.10)

The constant 𝐴Λ takes into account the moment of inertia parallel to the internu-
clear axis. It is defined in the same manor as the rotational constant to be 𝐴Λ =
ℎ/(8𝜋2𝑐0𝐼A). Since the moment of inertia perpendicular to the internuclear axis is
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1 The energy structure of diatomic molecules

𝑁

Λ

𝐽

Figure 1.2: Schematic of the symmetric top. 𝚲 is the orbital electron angular mo-
mentum along the internuclear axis. 𝐍 resembles the motion of the
pure nuclei and couples with𝚲 to 𝐉, the total angular momentum of the
symmetric top. The whole diagram is rotating around 𝐉 indicated by the
curved arrow. After Herzberg [38].

much larger than the one along the axis, thus 𝐼 ≫ 𝐼A holds, the constant𝐴Λ is much
larger than 𝐵𝑣.

For the interpretation of the spectra of very light molecules, like for example H2, the
interaction between vibration and rotation requires a more detailed treatment [45].
The corresponding theory was developed by Dunham [49] and Pekeris [50].

1.4 Thermal distribution of vibrational and rotational
energy levels

In contrast to electronic states, where usually only the ground state is populated
the population of the vibrational and rotational energy levels is distributed. Con-
sequently, the spectroscopic strength of a transition is not only dependent on the
transition moment but also on the population of molecules in the initial state.
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1.4 Thermal distribution of vibrational and rotational energy levels

The number of molecules 𝑁𝑣 in a particular vibrational state 𝑣 is given by [38]

𝑁𝑣 =
𝑁
𝑄𝑣

exp (−𝐺0(𝑣)ℎ𝑐0
𝑘𝐵𝑇

) . (1.11)

Here, 𝑁 is the total number of molecules, 𝑘𝐵 the Boltzmann constant and 𝑇 the
temperature. 𝑄𝑣 is the state sum of the vibrational levels which can be neglected
when the exponential terms decrease rapidly [38], which is often the case. It is given
by [38]

𝑄𝑣 = 1 + exp (−𝐺0(1)ℎ𝑐0
𝑘𝐵𝑇

) + exp (−𝐺0(2)ℎ𝑐0
𝑘𝐵𝑇

) + ... (1.12)

The energy term𝐺0(𝑣)ℎ𝑐0 is the vibrational energy referred to the zero-point energy
of the potential when 𝐺0(𝑣) is given in cm−1. Its relation to the equilibrium con-
stants can be found in [38]. Figure 1.3 shows the vibrational energy distribution for
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Figure 1.3: Population of the vibrational energy levels for 𝑇 = 293K and 𝑇 = 4400K
of the ground state X 2Π of nitric oxide. The blue and orange dots mark
the vibrational levels with quantum number 𝑣 = 0 − 3. The lines act
as a guides to the eye showing the population for continuous 𝑣 which of
course is not physically correct.

the ground state X 2Π (for the explanation of molecular term symbols see appendix
B) of nitric oxide at 293K and for comparison at 4400K. The populations were cal-
culated from the constants given in the appendix in table A.1. At room temperature
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1 The energy structure of diatomic molecules

almost all of the molecules are in the lowest vibrational state, the contribution of
energy levels with 𝑣 > 0 is negligibly small. Only at 4400K the ratio between the
number of molecules in the vibrational ground and excited states is equal, i.e. 50%
of the molecules are still in the ground state.

In case of the rotational levels the distribution is similar to that for the vibrational
levels but the degeneracy of rotational levels has to be taken into account. For a total
angular momentum 𝐽 there are 2𝐽 + 1 sublevels. These sublevels are energetically
degenerate in the absence of external fields. The degeneracy results in an additional
prefactor, so that the number of molecules 𝑁𝐽 with total angular momentum 𝐽 for
the rotational constant 𝐵 given in cm−1 is given by [38]

𝑁𝐽 =
𝑁
𝑄𝑟

(2𝐽 + 1) exp (−𝐵𝐽(𝐽 + 1)ℎ𝑐
𝑘𝐵𝑇

) . (1.13)

According to Herzberg [38] the state sum 𝑄𝑟 can be substituted by an integral, so
that equation 1.13 simplifies to

𝑁𝐽 = 𝑁 ℎ𝑐𝐵
𝑘𝐵𝑇

(2𝐽 + 1) exp (−𝐵𝐽(𝐽 + 1)ℎ𝑐
𝑘𝐵𝑇

) . (1.14)

The rotational constant for the ground state of nitric oxide is given by𝐵 = 1.696 cm−1

[35]. The resulting rotational energy distribution at 293K is depicted in figure 1.4.
The highest population is around 8% in the 𝐽 = 15/2 state. For comparison the
distribution is plotted for 50K and 1000K too.

1.5 Coupling of angular Momenta: Hund’s cases

The angular momenta in atoms and molecules couple to each other. This coupling
defines the energy structure of a molecule or atom and is therefore essential for the
understanding of the particular molecule or atom. For atoms there are two differ-
ent coupling schemes: LS-coupling sometimes also calledRussel-Saunders coupling
and jj-coupling [37].
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1.5 Coupling of angular Momenta: Hund’s cases
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Figure 1.4: Population of the rotational energy levels in the ground state ofNOcalcu-
lated at different temperatures. At 293K (room temperature) the highest
population is in the 𝐽 = 15/2 level, which is marked by the orange verti-
cal line.

For molecules the situation is more complicated. In comparison to atoms, diatomic
molecules are not spherical symmetric and possess more degrees of freedom. There
are five distinct cases for the coupling of angular momenta in molecules. They are
named Hund’s cases after Friedrich Hund who also developed Hund’s rules to de-
termine the energetic ground state of atoms.

In this section Hund’s cases (a) and (b) will be discussed in detail. These two cases
are the most common in diatomic molecules. However, Hund’s cases are idealised
cases, thus they often do not fully fit the real physical situation. In fact for many
states of diatomic molecules the coupling scheme is not purely given by case (a)
and case (b) description, but by intermediate coupling between the two cases. A
transition from Hund’s case (a) to (b) occurs for example for the ground state of
nitric oxide [27, 51].

Since case (d) is appropriate to describe most Rydberg states it will be mentioned
briefly. Case (c) and (e) are not relevant for the description of nitric oxide and will
be omitted. The discussion follows [45].
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1 The energy structure of diatomic molecules

1.5.1 Hund’s case (a)

The Hund’s case (a) description is usually appropriate when the spin-orbit energy
depending on the spin-orbit constant 𝐴 is significantly larger than the rotational
energy, i.e. 𝐴Λ ≫ 𝐵𝐽.

The coupling scheme for Hund’s case (a) is illustrated in figure 1.5. Electrostatic
forces couple the orbital angular momentum 𝐋 to the internuclear axis. The total
electron spin 𝐒 is coupled strongly to 𝐋, so that both vectors 𝐋 and 𝐒 precess fast
around the internuclear axis. Therefore, L and S are not good quantum numbers.
The projections on the internuclear axis 𝚲 and 𝚺 however, are well defined. To-
gether they form𝛀 = 𝚲+𝚺which subsequently couples to the angular momentum
of the rotation of the nuclei which is denoted𝐑. The resulting total angularmomen-
tum is denoted 𝐉. The orientation of 𝐋 and 𝐒 can be reversed, which also reverses
the projections on the internuclear axis. Henceforth, there are two-fold degenera-
cies in Λ and Ω, consequently named Λ- and Ω-type doubling. In many cases the
degeneracy is lifted resulting in an additional splitting of energy levels. This will be
discussed at a later point (see section 1.8.2).

Hund’s case (a) basis wavefunctions can, according to [45] be written in the form
|𝜂, 𝑣, Λ, 𝑠, Σ, 𝐽, Ω,𝑀𝐽⟩. Here 𝑀𝐽 is the component of 𝐽 along a space fixed axis [45],
analogously to atomic physics. The symbol 𝜂 denotes all quantum numbers which
are not explicitly given and 𝑣 is the vibrational quantum number.

1.5.2 Hund’s case (b)

ForHund’s case (b) the coupling between𝐋 and 𝐒 is onlyweak. The projection𝚲 of𝐋
on the internuclear axis is still a good quantum number but𝛀 is no longer defined.
𝚲 couples directly to 𝐑 forming the total angular momentum without spin 𝐍 (in
older works 𝐍 is sometimes denoted 𝐊, e.g. [38]). The total electron spin couples
then to𝐍 to form the total angular momentum 𝐉. The coupling scheme is depicted
in figure 1.6. The coupling between 𝐍 and 𝐒 results in a small splitting for each
𝑁 > 1 if 𝑆 = 1/2. This results in two series of 𝐽-levels: 𝐹1(𝐽) with 𝐽 = 𝑁 + 1/2 and
𝐹2(𝐽)with 𝐽 = 𝑁 −1/2. This effect is called spin-rotation splitting and will reappear
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𝑅𝐽
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Λ
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Ω

Σ

Figure 1.5: Angular momentum coupling scheme for Hund’s case (a). After [45]

17



1 The energy structure of diatomic molecules

at the discussion of the effective Hamiltonian (see section 1.8.3). For larger values
of 𝑆 the splitting still exists but with a more complicated structure which is beyond
the scope of this work.

The correspondingwavefunctions forHund’s case (b) are |𝜂, 𝑣, Λ, 𝑁, 𝑆, 𝐽,𝑀𝐽⟩ accord-
ing to [45]. Hund’s case (b) is a good descriptionwhen the rotational energy is much
larger then the spin-orbit energy 𝐴Λ ≪ 𝐵𝐽. Σ-states (Λ = 0) correspond almost al-
ways to Hund’s case (b) coupling. In the case of Λ ≠ 0 Hund’s case (b) coupling is
only an appropriate decription for some light molecules.

𝐿

𝑅𝑁

𝑆𝐽

Λ

Figure 1.6: Angular momentum coupling scheme for Hund’s case (b). After [45]

1.5.3 Hund’s case (d)

In Hund’s case (d) neither Λ nor Σ is defined, since the coupling between 𝐋 and 𝐑
is stronger than the coupling of 𝐋 to the internuclear axis. Consequently 𝐋 and 𝐑
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1.6 Parity of molecular states

couple to a resulting vector 𝐍, which then couples with 𝐒 to form the total angular
momentum 𝐉. This scheme results in 2𝐿 + 1 values of 𝑁 for each value of 𝑅 as long
as 𝑅 > 𝐿.

In Rydberg states (see section 1.10) the excited electron is only weakly interacting
with themolecular core due to its large distance to the core and the shielding effect of
the electron shell. Therefore, Hund’s case (d) is inmost cases appropriate to describe
Rydberg molecules.

𝑅

𝐿
𝑆

𝑁𝐽

Figure 1.7: Angular momentum coupling scheme for Hund’s case (d). After [45]

1.6 Parity of molecular states

Transition probabilities between individual molecular states are strongly linked to
parity. Therefore, the concept of parity shall be introduced following [45]. To de-
scribe parity inmolecules there are two operators that can be defined. Themolecule
fixed inversion operator 𝑖 is used to define the overall wave function symmetry with
respect to molecule fixed coordinates [45]. However, this operator does not give any
information about the total parity of a state. Amore general approach is an inversion
operator 𝐸∗ for arbitrary space-fixed coordinates (𝑥𝑖, 𝑦𝑖, 𝑧𝑖). A function 𝑓(𝑥𝑖, 𝑦𝑖, 𝑧𝑖)
of these coordinates is transformed as follows

𝐸∗𝑓(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) = 𝑓′(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) = 𝑓(−𝑥𝑖, −𝑦𝑖, −𝑧𝑖). (1.15)
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1 The energy structure of diatomic molecules

As a consequence for a wave function Ψ it can be written

𝐸∗Ψ(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) = ±Ψ(𝑥𝑖, 𝑦𝑖, 𝑧𝑖). (1.16)

Parity can then be defined to be positive if Ψ transforms to Ψ and to be negative if Ψ
transforms to −Ψ.

As discussed in the previous section for diatomic molecules Hund’s case (a) and
(b) are most common. Even if an intermediate case is present the description will
usually be done eitherwith case (a) or case (b) wavefunctions. Therefore, it is crucial
to know how case (a) and case (b) wave functions transform with respect to 𝐸∗. For
Hund’s case (a) basis functions the following holds true

𝐸∗ |𝜂, 𝑣, Λ𝑠, 𝑆, Σ, 𝐽, Ω,𝑀𝐽⟩ = (−1)𝐽−𝑆+𝑠 |𝜂, 𝑣, −Λ𝑠, 𝑆, −Σ, 𝐽, −Ω,𝑀𝐽⟩ . (1.17)

The number 𝑠 has to be introduced within the treatment of the electronic orbital
wave function. Because Σ± states have to be treated as special cases [45]. For Σ+
states as well as forΛ > 0, 𝑠 is an even number, for Σ− states it is odd. For wavefunc-
tions in Hund’s case (b) the relation is very similar

𝐸∗ |𝜂, 𝑣, Λ𝑠, 𝑁, Σ, 𝑆, 𝐽,𝑀⟩ = (−1)𝑁+𝑠 |𝜂, −Λ𝑠, 𝑁, −Σ, 𝑆, 𝐽,𝑀⟩ . (1.18)

From equation 1.17 and 1.18 one can see that Hund’s case (a) and (b) wave functions
are not eigenfunctions of 𝐸∗. To obtain wave functions with a well defined parity,
i.e. eigenfunctions of 𝐸∗ linear combinations of the respective wave functions have
to be formed. For wave functions in Hund’s case (a) basis they are given by [45]

|𝜂, Λ𝑠, 𝐽,𝑀;+⟩ = 1
√2

[|𝜂, Λ𝑠, 𝑆, Σ, 𝐽, Ω,𝑀⟩ + (−1)𝑝 |𝜂, −Λ𝑠, 𝑆, −Σ, 𝐽, −Ω,𝑀⟩] ,

(1.19)

|𝜂, Λ𝑠, 𝐽,𝑀;−⟩ = 1
√2

[|𝜂, Λ𝑠, 𝑆, Σ, 𝐽, Ω,𝑀⟩ − (−1)𝑝 |𝜂, −Λ𝑠, 𝑆, −Σ, 𝐽, −Ω,𝑀⟩] .

(1.20)

With exponent 𝑝 = 𝐽−𝑆+𝑠. The energy eigenvalues of twowave functions 1.19 and
1.20 are degenerate. However, Λ-type doubling lifts exactly this degeneracy causing
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1.7 Electronic transitions and transition rules

Table 1.1: Overview of the parity labelling scheme introduced in [52]

𝐽 Parity Label 𝐽 Parity Label
Integer (−1)𝐽 𝑒 Half-Integer (−1)𝐽−1/2 𝑒
Integer (−1)𝐽+1 𝑓 Half-Integer (−1)𝐽+1/2 𝑓

a small energy splitting between the different parity levels. As long as this pertur-
bation stays small enough the two functions can still be considered to be eigenfunc-
tions of 𝐸∗. As a result of the parity conserving wavefunctions the parity alternates
between different J-levels. For example if for 𝐽 = 1/2 the parity |+⟩ is lower than
|−⟩ it will be vice versa for 𝐽 = 3/2. To avoid this, a different labelling scheme was
proposed [52]. Here the parity label is either 𝑒 or 𝑓. Following this notation the
lower and upper parity levels of any value of 𝐽 will always be denoted by either 𝑒 or
𝑓 and no longer alternate. Table 1.1 gives an overview about this labelling scheme
which is widely used nowadays. For Hund’s case (b) it follows that in Σ+ states, all
parity doublets have the same labels, i.e. 𝐹1 levels are all denoted 𝑒 and 𝐹2 levels are
all denoted 𝑓. In the case of Σ− states the labelling is reversed.

1.7 Electronic transitions and transition rules

Like for atoms the evaluation of the electric transition dipole moment yields a set
of rules determining if a certain transition is allowed or not. For molecules those
rules can be divided into general rules that will hold in any case and rules that will
only apply for a certain Hund’s case. The later only apply if both of the involved
electronic states belong to the same Hund’s case. Since some states may change
their Hund’s case depending on the rotational quantum number, the rules may even
change within a single electronic transition. Table 1.2 gives an overview on the dif-
ferent transition rules which hold either in general or for Hund’s case (a) and (b).
Transition rules for identical nuclei and nuclei with equal charge are omitted. They
can be found in [38]. The parity selection rules can also be rewritten in the 𝑒, 𝑓-
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1 The energy structure of diatomic molecules

Table 1.2: Overview of selection rules and their validity for the different quantum
numbers and coupling cases in diatomic molecules as given by [38].

Affected Parameter Selection Rule Application

Total angular momentum 𝐽 Δ𝐽 = ±1, 0 & 𝐽 = 0 ↛ 𝐽 = 0 General

Parity ± + ↔ − & + ↮ + & − ↮ − General
Total orbital angular

momentum projection Λ ΔΛ = ±1, 0 Case (a) & (b)

Σ±-states
Σ+ ↔ Σ+
Σ− ↔ Σ−
Σ+ ↮ Σ−

Case (a) & (b)

Total electron spin 𝑆 Δ𝑆 = 0 Case (a) & (b)

Total spin projection Σ ΔΣ = 0 Case (a)
Total electronic angular
momentum along the
internuclear axis Ω

ΔΩ = ±1, 0 &
if Ω = 0 → Ω = 0:
Δ𝐽 = 0 forbidden

Case (a)

Total angular momentum
without spin 𝑁

Δ𝑁 = ±1, 0 &
for Σ → Σ transitions
Δ𝑁 = 0 forbidden

Case (b)

Total orbital angular
momentum 𝐿 Δ𝐿 = ±1, 0 Case (d)

Rotation 𝑅 Δ𝑅 = 0 Case (d)
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1.8 The effective Hamiltonian approach

labelling scheme. In this scheme Δ𝐽 = 0 transitions require 𝑒 ↔ 𝑓 and Δ𝐽 = ±1
require 𝑒 ↔ 𝑒 and 𝑓 ↔ 𝑓 [52].

1.8 The effective Hamiltonian approach

The interaction between the different angular momenta leads to a rich and complex
energy structure for diatomic molecules. One way to treat such a complex system
is perturbation theory. Here, the Hamiltonian 𝐻 is separated into a strictly solvable
part 𝐻0 and a perturbation 𝐻1 which is only a small correction to 𝐻0.[53].

The separation of the Hamiltonian may prove to be difficult or in some cases even
impossible. An alternative approach is the effective Hamiltonian. This is essentially
a large matrix including terms for all the different angular momentum couplings
and interactions within the molecule. The matrix can also include terms describing
the interactionwith external fields. It can be diagonalised to obtain the energy eigen-
values. This method requires enough computational power to diagonalise large and
complex matrices.

For the effective Hamiltonian it is crucial to choose an appropriate set of basis states
and to include only a single electronic state. Dealing with several electronic states
at the same time will overcomplicate the Hamiltonian. However, exceptions exist.
When different adjacent electronic states perturb each other, it is necessary to in-
clude all those states to describe the system correctly.

In general, the matrix elements of the effective Hamiltonian have the form

⟨𝜓𝑓 ||Hint || 𝜓𝑖⟩ . (1.21)

With the initial state𝜓𝑖, the final state𝜓𝑓 and the sub-HamiltonianHint describing a
certain type of interaction. The matrix elements of the effective Hamiltonian given
here are all given for Hund’s case (a) basis states.
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1 The energy structure of diatomic molecules

For the Wigner-3j and Wigner-6j symbols the following notation is used

Wigner 3j-symbol: (𝑎 𝑏 𝑐
𝑑 𝑒 𝑓) ,

Wigner 6j-symbol: {𝑎 𝑏 𝑐
𝑑 𝑒 𝑓} .

1.8.1 Fine structure effective Hamiltonian

The fine structure of a diatomic molecule depends mainly on two terms. The spin-
orbit interaction and the rotational term. The spin-orbit matrix elements are fully
diagonal in case (a) basis description and according to [45, 54] given by

⟨𝜓 |HSO | 𝜓′⟩ = 𝛿𝜂𝜂′𝛿ΛΛ′𝛿ΣΣ′𝛿ΩΩ′ΛΣ
× [𝐴 + 𝐴𝐷(𝐽(𝐽 + 1) − Ω2 + 𝑆(𝑆 + 1) − Σ2)] .

(1.22)

The spin-orbit constant is denoted as 𝐴, while 𝐴𝐷 is the constant to correct for the
centrifugal distortion of 𝐴.

To include the rotational energies the corresponding matrix element is [45, 54]

⟨𝜓 |HROT | 𝜓′⟩ = 𝛿𝜂𝜂′𝛿ΛΛ′𝛿ΣΣ′𝛿ΩΩ′ [2𝐵ΛΣ + 𝐵(𝐽(𝐽 + 1) + 𝑆(𝑆 + 1) + Λ2 − 2Ω2]

− 2𝐵 ∑
𝑞=±1

(−1)𝐽−Ω+𝑆−Σ ( 𝐽 1 𝐽
−Ω 𝑞 Ω′) (

𝑆 1 𝑆
−Σ 𝑞 Σ′)

× √𝐽(𝐽 + 1)(2𝐽 + 1)𝑆(𝑆 + 1)(2𝑆 + 1).
(1.23)

Here, the first term is again strictly diagonal while the sum over 𝑞 may give some
off-diagonal contributions. To correct for the centrifugal distortion two additional
matrix elements can be included depending on the two correction constants 𝐷 and
𝐻[54]:

⟨𝜓 |HROTCD | 𝜓′⟩ = −𝐷 (𝐻ROT)
2 + 𝐻 (𝐻ROT)

4 . (1.24)
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1.8 The effective Hamiltonian approach

Inmany cases it is justified to omit the (𝐻ROT)4 term or even both of the terms, since
their energy contribution is negligible compared to ⟨𝜓 |𝐻ROT | 𝜓′⟩.

1.8.2 Λ-type doubling

Λ-type doubling is an effect that does not occur in an ideal Hund’s case (a) or (b)
picture, where the coupling between the total electronic angular momentum and
the rotation of the nuclei is neglected. If the speed of rotation is large, which is the
case for many molecules, this effect has to be taken into account [38].

The additional interaction lifts the degeneracy between the two symmetry compo-
nents + and − for Λ ≠ 0 as already stated in section 1.6. The splitting between the
two parity components for each 𝐽 is small but increases with increasing 𝐽 [38]. The
effect is usually on the order of MHz to GHz. For its description the three parame-
ters 𝑜, 𝑝, 𝑞 are introduced. For Π-states Λ-type doubling has been treated by Brown
and Merer [55], who give the following relations to obtain the matrix elements for
Λ-type doubling in Π-states

⟨𝜓 |HΛ | 𝜓′⟩ = ⟨∓1, Σ = Σ′ ± 2, 𝐽 = 𝐽′, Ω = Ω′ |HΛ | ±1, Σ′, 𝐽′, Ω′⟩

= 1
2(𝑜𝑣 + 𝑝𝑣 + 𝑞𝑣)√[𝑆(𝑆 + 1) − Σ(Σ ± 1)][𝑆(𝑆 + 1) − (Σ ± 1)(Σ ± 2)],

⟨𝜓 |HΛ | 𝜓′⟩ = ⟨∓1, Σ = Σ′ ± 1, 𝐽 = 𝐽′, Ω = Ω′ ∓ 1 |HΛ | ±1, Σ′, 𝐽′, Ω′⟩

= − 1
2(𝑝𝑣 + 2𝑞𝑣)√[𝑆(𝑆 + 1) − Σ(Σ ± 1)][𝐽(𝐽 + 1) − Ω(Ω ∓ 1)],

⟨𝜓 |HΛ | 𝜓′⟩ = ⟨∓1, Σ = Σ′, 𝐽 = 𝐽′, Ω = Ω′ ∓ 2 |HΛ | ±1, Σ′, 𝐽′, Ω′⟩

= 1
2𝑞√[𝐽(𝐽 + 1) − Ω(Ω ∓ 1)][𝐽(𝐽 + 1) − (Ω ∓ 1)(Ω ∓ 2)].

(1.25)

1.8.3 Spin-rotation coupling

Spin-rotation coupling occurs for Hund’s case (b), when the total electronic spin
couples to the total angular momentum without spin. This has been discussed in
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1 The energy structure of diatomic molecules

detail in section 1.5.2 and is decribed by the constant 𝛾. The corresponding matrix
elements in Hund’s case (a) basis are given by [54] to be

⟨𝜓 |HSROT | 𝜓′⟩ = 𝛾𝛿𝐽,𝐽′ [𝛿Σ,Σ′𝛿Ω,Ω′(Σ2 − 𝑆(𝑆 + 1)) + ∑
𝑞=±1

(−1)𝐽′−Ω+𝑆−Σ

×√𝐽(𝐽 + 1)(2𝐽 + 1)√𝑆(𝑆 + 1)(2𝑆 + 1)

× ( 𝐽 1 𝐽′
−Ω 𝑞 Ω′) (

𝑆 1 𝑆
−Σ 𝑞 −Σ′) ] .

(1.26)

Since spin-rotational coupling is especially important forHund’s case (b), thematrix
element shall also be given in Hund’s case (b) basis [45]. Note that in Hund’s case
(b) basis the matrix element is fully diagonal.

⟨𝜓 |HSROT | 𝜓⟩ = 𝛾(−1)𝑁+𝐽+𝑆 {𝑆 𝑁 𝐽
𝑁 𝑆 1}√𝑆(𝑆 + 1)(2𝑆 + 1)𝑁(𝑁 + 1)(2𝑁 + 1).

(1.27)

The spin-rotational splitting can also be corrected for the centrifugal distortion with
the corresponding correction parameter 𝛾𝐷. The correction term depends also on
the rotational Hamiltonian [54].

⟨𝜓 |HSROT | 𝜓′⟩ = HSROT +
𝛾𝐷
𝛾 HROT ⋅HSROT. (1.28)

1.9 Hyperfine structure

The smallest structural details of the energy landscape in diatomic molecules are
called hyperfine structure. Like in atoms the hyperfine structure results from the
coupling between the total angular momentum of the molecule 𝐽 and the nuclear
spin 𝐼. The two angular momenta form the total angular momentum 𝐹 = 𝐽 + 𝐼.
The situation gets more complicated if the nuclei forming a diatomic molecule both
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1.9 Hyperfine structure

have a non-zero nuclear spin. Yet, this is not the case for the present treatment of
nitric oxide and as a result omitted.

To fully describe the hyperfine structure several different interactions have to be
taken into account. The matrix elements summarised in this section were taken
from [45], where also a more detailed derivation of the individual matrix elements
can be found. Typographical errors that came to the attention of the author have
been corrected. All matrix elements are given in Hund’s case (a) basis.

The first interaction taken into account is the spin orbit interaction for the nuclear
spin 𝐼 with the total angular orbital momentum of the electrons 𝐿. The correspond-
ing hyperfine constants is denoted 𝑎 and the matrix element is given by [45]

⟨𝜓 ||HOrbit
HFS || 𝜓′⟩ = 𝑎Λ(−1)𝐽′+𝐹+𝐼 {𝐼 𝐽′ 𝐹

𝐽 𝐼 1}√𝐼(𝐼 + 1)(2𝐼 + 1)

× (−1)𝐽−Ω ( 𝐽 1 𝐽′
−Ω 0 Ω′)√(2𝐽 + 1)(2𝐽′ + 1).

(1.29)

The magnetic hyperfine interaction results form the interaction of the nuclear spin
𝐼 and the total electron spin 𝑆. For its description either the constant 𝑏 or the Fermi
contact constant 𝑏𝐹 can be employed. The matrix element including the latter one
is given by [45]

⟨𝜓 ||HMagnetic
HFS

|| 𝜓′⟩ = 𝑏𝐹(−1)𝐽
′+𝐹+𝐼 {𝐼 𝐽′ 𝐹

𝐽 𝐼 1}√𝐼(𝐼 + 1)(2𝐼 + 1)

×
1
∑
𝑞=−1

(−1)𝐽−Ω ( 𝐽 1 𝐽′
−Ω 𝑞 Ω′)√(2𝐽 + 1)(2𝐽′ + 1)

× (−1)𝑆−Σ ( 𝑆 1 𝑆
−Σ 𝑞 Σ′)√𝑆(𝑆 + 1)(2𝑆 + 1).

(1.30)
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1 The energy structure of diatomic molecules

In addition to the magnetic interaction, the dipole-dipole interaction between the
nuclear spin and electron spin has to be included. It is included via the following
matrix element [45]

⟨𝜓 ||HDipole
HFS

|| 𝜓′⟩ = √30𝑔𝑠𝜇𝐵𝑔𝑁𝜇𝑁
𝜇0
4𝜋(−1)

𝐽′+𝐹+𝐼 {𝐼 𝐽′ 𝐹
𝐽 𝐼 1}√𝐼(𝐼 + 1)(2𝐼 + 1)

×
1
∑
𝑞=−1

(−1)𝐽−Ω+𝑞 ( 𝐽 1 𝐽′
−Ω 𝑞 Ω′)√(2𝐽 + 1)(2𝐽′ + 1)

×
1
∑

𝑞1=−1

2
∑

𝑞2=−2
( 1 2 1
𝑞1 𝑞2 −𝑞) (−1)

𝑆−Σ ( 𝑆 1 𝑆
−Σ 𝑞1 Σ′)

× √𝑆(𝑆 + 1)(2𝑆 + 1) ⟨𝜂, Λ || 𝐶2
𝑞2(𝜃, 𝜙)(𝑟−3) || 𝜂′, Λ′⟩ .

(1.31)

The remaining matrix element including 𝐶2
𝑞2 can be resolved with the following

definition which includes the spherical harmonic 𝑌 𝑘𝑞(𝜃, 𝜙) [45],

𝐶𝑘
𝑞 (𝜃, 𝜙) = √

4𝜋
2𝑘 + 1𝑌 𝑘𝑞(𝜃, 𝜙). (1.32)

Substituting thematrix element with the corresponding spherical harmonics allows
the identification of the dipolar hyperfine constants [45]

𝑡0 = 𝑔𝑆𝜇𝐵𝑔𝑁𝜇𝑁
𝜇0
8𝜋 ⟨

3 cos2(𝜃) − 1
𝑟3 ⟩

Π
, (1.33a)

𝑡±1 = 𝑔𝑆𝜇𝐵𝑔𝑁𝜇𝑁
𝜇0
4𝜋 ⟨

cos(𝜃) sin(𝜃)
𝑟3 ⟩

Π−Σ
, (1.33b)

𝑡±2 = 𝑔𝑆𝜇𝐵𝑔𝑁𝜇𝑁
𝜇0
4𝜋 ⟨

sin2(𝜃)
𝑟3 ⟩

Π
. (1.33c)

A different approach to treat the dipole-dipole interaction relies on the dipole-dipole
constants 𝑐 and 𝑑. The first one is diagonal in Λ while the second one in Λ/2. The
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1.9 Hyperfine structure

constant 𝑐 also links 𝑏 and 𝑏𝐹 via the relation 𝑏 = 𝑏𝐹−(𝑐/3)[36]. The corresponding
matrix element is given in [54]

⟨𝜓 ||HAltDip
HFS

|| 𝜓′⟩ = 𝛿ΛΛ′(−1)𝐽′+𝐼+𝐹√(2𝐽 + 1)(2𝐽′ + 1)√𝐼(𝐼 + 1)(2𝐼 + 1)

× {𝐹 𝐽′ 𝐼
1 𝐼 𝐽} (

1
∑
𝑞=−1

(−1)𝐽−Ω ( 𝐽 1 𝐽′
−Ω 𝑞 Ω′) 𝑐

√30
3

× (−1)𝑞+𝑆−Σ√𝑆(𝑆 + 1)(2𝑆 + 1) ( 𝑆 1 𝑆
−Σ 𝑞 Σ′)

× ( 1 2 1
−𝑞 0 𝑞) ) − 𝑑(−1)𝐽′+𝐼+𝐹√(2𝐽 + 1)(2𝐽′ + 1)

× √𝐼(𝐼 + 1)(2𝐼 + 1) {𝐹 𝐽′ 𝐼
1 𝐼 𝐽} ( ∑

𝑞=±1
𝛿ΛΛ′−2𝑞(−1)𝐽−Ω

× (−1)𝑞+𝑆−Σ√𝑆(𝑆 + 1)(2𝑆 + 1) ( 𝐽 1 𝐽′
−Ω −𝑞 Ω′)

× ( 𝑆 1 𝑆
−Σ 𝑞 Σ′) )

+ 𝑐𝐼𝛿ΣΣ′𝛿ΛΛ′𝛿𝐽𝐽′
1
2[𝐹(𝐹 + 1) − 𝐼(𝐼 + 1) − 𝐽(𝐽 + 1)].

(1.34)

It also includes a term proportional to the constant 𝑐𝐼 which takes the nuclear spin-
rotation interaction into account.
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1 The energy structure of diatomic molecules

The last interaction term that has to be discussed is the quadrupole term for the
nuclear spin. It is given by [45]

⟨𝜓 ||HQuadpole
HFS

|| 𝜓′⟩ = 𝛿ΣΣ′(−1)𝐽
′+𝐼+𝐹 { 𝐼 𝐽 𝐹

𝐽′ 𝐼 2} (
−𝑒𝑄
2 ) ( 𝐼 2 𝐼

−𝐼 0 𝐼)
−1

×
2
∑
𝑞=−2

(−1)𝐽−Ω ( 𝐽 2 𝐽′
−Ω 𝑞 Ω′)√(2𝐽 + 1)(2𝐽′ + 1)

⟨𝜂Λ || 𝑇2𝑞 (∇𝐄) || 𝜂′Λ′⟩ .

(1.35)

Here, the remainingmatrix element including the tensor of the electric field gradient
𝑇2𝑞 (∇𝐄) allows the defintion of its 𝑞 = 0,±2 components. These are given by [45]

⟨Λ || 𝑇20 (∇𝐄) || Λ′⟩ = −12 ⟨Λ
||||
∑
𝑖

𝑒𝑖
4𝜋𝜀0

3 cos2(𝜃𝑖)
𝑟3𝑖

||||
Λ′⟩ = −12𝑞0, (1.36a)

⟨Λ = ±1 || 𝑇2±2(∇𝐄) || Λ′ = ∓1⟩ = − 1
2√6

⟨Λ
||||
∑
𝑖

𝑒𝑖
4𝜋𝜀0

sin2(𝜃𝑖)
𝑟3𝑖

||||
Λ⟩

= − 1
2√6

𝑞2.
(1.36b)

The constants 𝑒𝑄 and 𝑞0, 𝑞2 can be cumulated to form the nuclear quadrupole con-
stants 𝑒𝑄𝑞0 and 𝑒𝑄𝑞2. Here, the first one is diagonal inΛ and the second one inΛ/2.
The constant 𝜀0 is the dielectric constant and 𝑒𝑖 the elementary charge of electron
𝑖.

1.10 Rydberg states

Rydberg states are already mentioned in the discussion of Hund’s case (d) in sec-
tion 1.5.3. They are atomic or molecular states where a single electron is excited,
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1.10 Rydberg states

to a high principle quantum number [56]. Rydberg atoms or molecules can be de-
scribed as hydrogen like, since the inner electrons shield the excited electron from
the nucleus so that the other electrons are mainly influenced by the potential of a
single positive charge [56].

According to the Bohrmodel the energy of an electronwith principle quantumnum-
ber 𝑛 is given by [37]

𝐸𝑛 = − 𝑒2
4𝜋𝜀0

⋅ 1
2𝑎𝑜

⋅ 𝑍
2

𝑛2 = −𝑅𝑦𝑍
2

𝑛2 . (1.37)

With the elementary charges 𝑒, dielectric constant 𝜀0 and the Bohr radius 𝑎0 =
(4𝜋𝜀0ℏ2)/(𝑒2𝑚𝑒), including the electron mass 𝑚𝑒. The energy depends only on the
proton number 𝑍 and the principle quantum number. Here, the Rydberg constant
𝑅𝑦 = 13.6 eV is introduced. To describe Rydberg atoms or molecules equation 1.37
has to be altered. The principle quantum number is substituted by an effective prin-
ciple quantum number 𝑛′ = 𝑛 − 𝛿𝑛𝑙𝑗 . The quantum defect 𝛿𝑛𝑙𝑗 depends on the re-
spective Rydberg state. A thorough review on quantum defect theory was published
by Seaton [57].

Not every molecules seams to be suitable for the excitation to Rydberg states. And
according to Herzberg [58] along time the only known Rydberg molecules had been
He2. However, nowadays Rydberg states have been observed in many molecules,
like for example in H2S [59], H2O and D2O [60], ammonia [61] and even in large
hydrocarbons like tetracene (C18H12) [62]. A good overview, especially for the earlier
research on Rydberg molecules is provided by Herzberg [58].
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2 Excitation scheme and
spectroscopic techniques

Introduction

In chapter 1 the general energy structure of diatomic molecules has been discussed.
Chapter 2 specifically focuses on the energy structure of nitric oxide and the two
spectroscopic techniques that were used within the scope of this thesis.

At first, nitric oxide is introduced and its general properties will be summarised in
section 2.1. Subsequently, the excitation scheme for the Rydberg excitation of nitric
oxide is presented and the structure of the involved electronic states is discussed in
section 2.2.1-2.2.3. The Rydberg excitation is crucial to employ optogalvanic spec-
troscoy which is described in section 2.3. The chapter ends with the description of
Doppler-free saturation spectroscopy and a brief overview on the respective broad-
ening mechanisms in section 2.4.

2.1 Nitric oxide

Nitric oxide is a colourless and odourless gas. It is toxic [63] and highly reactive
since it is a free radical. Its electron configuration in the ground state is

(1𝜎)2(2𝜎)2(3𝜎)2(4𝜎)2(5𝜎)2(1𝜋)4(2𝜋)1,
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2 Excitation scheme and spectroscopic techniques

[45, 64] or rewritten in the hybridized picture

(1𝑠𝜎)2(1𝑠𝜎∗)2(2𝑠𝜎)2(2𝑠𝜎∗)2(2𝑝𝜎)2(2𝑝𝜋)4(2𝑝𝜋∗)1.

There are two stable isotopes of nitrogen 14N and 15N and three stable isotopes of
oxygen 16O, 17O and 18O. Thus, a total of six different isotopologues exist for nitric
oxide. 14N and 16O are by far the most abundant isotopes of nitrogen and oxygen
[65]. The most abundant isotopologue of nitric oxide is therefore 14N16O which is
subject to this study. It has a mass of 30u and a chemical bond length of 115 pm
[66]. Nitric oxide has a small permanent dipole moment, 𝐝NO ≈ 0.16D [66]. Its
total nuclear spin is 𝐼 = 1 resulting from the nuclear spin of 14N[67].

2.2 Excitation of NO to a Rydberg state

To perform optogalvanic spectroscopy in nitric oxide the molecules have to be ex-
cited to high lying Rydberg states. The addressed Rydberg states have to be so close
to the ionisation threshold, that the collisional energies are sufficient to ionise the
excited molecules. For the excitation to Rydberg states three transitions are driven.
The employed excitation scheme is similar to the scheme described in [68]. Doppler-
free spectroscopy was only performed on the lowest of the three transitions. An
overview about the excitation scheme is given in this section. The individual tran-
sitions are discussed in detail in the subsequent sections 2.2.1-2.2.3

Figure 2.1 shows the excitation scheme usedwithin the scope of this thesis. The first
transition from the X 2Π3/2 state to the A 2Σ+ state can not be avoided even though
thewavelength of 226nm is inconvenient to workwith. Since light in the deepUV is
difficult to generate and requires additional safety gear, to avoid skin exposure and
minimise the risk of skin cancer. It is not possible to avoid the A 2Σ+ state because
there is no electronic state in between the ground state X 2Π and A 2Σ+ which corre-
sponds to a single electron excitationwithin themolecule [69]. There are lower lying
electronic states where more than a single electron is excited within the molecule
[70]. The transition can be driven from both spin-orbitmanifolds of the ground state
since both of them are populated at room temperature [71].

34



2.2 Excitation of NO to a Rydberg state

The second transition in the excitation scheme is at a wavelength of around 540nm
between the A 2Σ+ state and the H 2Σ+ state. This transition requires a lot of power
due to the different l-character of the electronic wave function. Its decomposition
into partial waves for the corresponding states is given in [72]. The A 2Σ+ state has
94% s-character, 1% p-character and 4% d-character. The H 2Σ+ state has 38% s-
and 62% d-character. The H′ 2Π state could in principle be reached with the em-
ployed laser systems but is assumed to require even more power since it has 99% d-
and 1% p-character. A four-photon excitation scheme would be possible since there
are states in betweenA 2Σ+ andH 2Σ+ [73], that could be reachedwith infrared tran-
sitions. However, according to [74] these alternative excitation schemes may suffer
from predissociation and are therefore not suited for the use of optogalvanic spec-
troscopy. Especially, if the technique is used for sensing as it was explained in the
introduction. From the H 2Σ+ state a large number of Rydberg states are accessible.
Depending on which Rydberg state should be adressed the required wavelength is
between 833 and 835nm. This wavelength region is covered by several different
laser technologies. The choice of Rydberg state may offer a large optimisation po-
tential for the sensing application of optogalvanic spectroscopy.

2.2.1 The 𝐀 𝟐𝚺 ← 𝐗 𝟐𝚷𝟑/𝟐 transition in nitric oxide

Figure 2.3 shows a schematic of the energy level structure of the X 2Π ground state
of nitric oxide and the A 2Σ+ excited state.
The ground state is spin-orbit split by around 123 cm−1 [35]. It does neither belong
exactly to Hund’s case (a) nor to Hund’s case (b) [27]. It can be best described by
Hund’s case (a) as long as the rotational energy is small enough. For larger rotational
energies the Hund’s case (b) description is more appropriate. The respective transi-
tion from Hund’s case (a) to Hund’s case (b) can be estimated by 𝐽 (𝑎)→(𝑏) ≈ 𝐴/(2𝐵)
(for the respective constants see: table C.1.1) which yields that the transition occurs
at 𝐽 (𝑎)→(𝑏) ≈ 35.5 [51]. The transition between the two different coupling cases has
been studied in detail by Klisch et al. [75] using sub-millimetre wave spectroscopy.
The ground state shows Λ-type doubling for both spin-orbit manifolds, i.e. the de-
generacy of the two symmetry components ± is lifted. The splitting behaves differ-
ently for the two ground state manifolds. It can be calculated using the effective
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Figure 2.1: Excitation scheme for the Rydberg excitation of nitric oxide. For all elec-
tronic states only vibrational states with 𝑣 = 0 are addressed. The ro-
tational structure is omitted. The dashed line marks the first ionisation
limit.
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2.2 Excitation of NO to a Rydberg state

Hamiltonian approach introduced in section 1.8 taking into account the matrix ele-
ments given in equation 1.22 and 1.23 for the spin-orbit and rotational fine structure
and in equation 1.26 and equation 1.25 for spin-rotation and Λ-type doubling. The
centrifugal distortion term in equation 1.22 can be neglected, thus 𝐴𝐷 is set to zero.
Note that in Hund’s case (a) the basis states are not parity conserving, i.e. do not
have a definite parity. Henceforth, the effective Hamiltonian has to be transformed
to the parity conserving base states which were introduced in section 1.6 (see. equa-
tion 1.19 and 1.20). Plugging in the respective constants from [35]which are given in
table C.1.1, yields the splittings that are plotted in figure 2.2. In theΠ1/2 component
the splitting is significantly larger then in the Π3/2 component and goes approxi-
mately linear with 𝐽X. For the Π3/2 manifold the splitting is proportional to 𝐽2X. The
hyperfine structure is not shown in figure 2.3 and will be discussed in more detail
in chapter 6.
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Figure 2.2: Calculated Λ-type doubling for the two spin-orbit manifolds of the
ground state X 2Π of nitric oxide.

The A 2Σ+ state strictly belongs to Hund’s case (b). It shows the characteristic spin-
rotational splitting. Here states with parity +, e belong always to the F1 manifold,
i.e. 𝐽 = 𝑁 + 1/2 and states with parity −, f to the F2 manifold for which 𝐽 = 𝑁 − 1/2
holds.

37



2 Excitation scheme and spectroscopic techniques

There are twelve allowed branches for the A 2Σ+ ← X 2Π transition. Each branch
consists of transitions between different rotational levels in the ground and excited
state. Figure 2.3 shows only a single rotational transition for each of the branches.
The notation for the branches translates as follows: e.g. Q21fe is a branch with tran-
sitions of Δ𝐽 = 0 denoted by the letter Q (R → Δ𝐽 = 1, P → Δ𝐽 = −1). The letters
in the subscript denote that the transition is from an e-level in the lower state to
an f-level in the upper state. The numbers in the subscript give the respective F-
component, i.e. 21 denotes a transition from an F1 component in the lower to a F2
component in the upper state. Here, caution is necessary since the definition of the
F-components is different for Hund’s case (a) and (b).

The P12ee-branch is of particular interest to this thesis, since all measurements were
performed on different rotational transitions of this branch. The branch lies in the
outermost part of the total spectrum, and does only overlap with other branches for
𝐽 > 19.5, so that the line assignment is particularly easy. In addition, it has already
been experimentally shown that the excitation from the X 2Π3/2 via the A 2Σ+ to the
H 2Σ+ state is possible and able to generate enough population in the H 2Σ+ state for
quantitative measurements [76]. This is crucial for the application of optogalvanic
spectroscopy for sensing.

2.2.2 The 3d-complex states𝐇 𝟐𝚺+ and𝐇′ 𝟐𝚷

The second transition in the presented excitation scheme involves the H 2Σ+ state
which cannot be treated without considering the H′ 2Π state as well. The two states
lie only approximately 14 cm−1 away from each other [77]. A level scheme for the
transition from the A 2Σ+ to the H 2Σ+ and H′ 2Π state is shown in figure 2.4. The
branch in which the particular transition of the presented excitation scheme lies is
highlighted by a green arrow. Both the H 2Σ+ and H′ 2Π states are best described by
the Hund’s case (b) coupling scheme [68]. There are in total six branches from the
A 2Σ+ to the H 2Σ+ state and twelve for the transition to the H′ 2Π state. The small
letter in front of the capital letter defining the Δ𝐽-type of a transition is giving the
type of transition for the Δ𝑁, thus rR for example means Δ𝑁 = +1 and Δ𝐽 = +1.
The closeness of the H 2Σ+ state and H′ 2Π state hinders the straight forward cal-

38



2.2 Excitation of NO to a Rydberg state

X 2Π1/2(F1)

JX

0.5 + e
− f

1.5 − e
+ f

2.5 + e
− f

3.5 − e
+ f

4.5 + e
− f

X 2Π3/2(F2)

JX

1.5 − e
+ f

2.5 + e
− f

3.5 − e
+ f

4.5 + e
− f

5.5 − e
+ f

A 2Σ+NA JA

0 0.5 + e F1
1 1.5

0.5
− e F1
− f F2

2 2.5
1.5

+ e F1
+ f F2

3 3.5
2.5

− e F1
− f F2

4 4.5
3.5

+ e F1
+ f F2

R 2
1f
f

R 1
1e
e

Q
21
fe

Q
11
ef

P 2
1f
f

P 1
1e
e

R 2
2f
f

R 1
2e
e

Q
22
fe

Q
12
ef

P 2
2f
f

P 1
2e
e

Figure 2.3: Schematic of the A 2Σ+ ← X 2Π transition showing the fine structure of
both states and the transition with lowest JX as an example for every of
the twelve allowed branches in the corresponding spectrum of the tran-
sition. The P12ee branch investigated as part of this thesis is highlighted
in violet. In the ground state the splitting between the + and − symme-
try component of each 𝐽, is the aforementioned Λ-type doubling. After
[27].
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Figure 2.4: Level scheme for the transition between the A 2Σ+ and H 2Σ+, H′ 2Π
states, respectively. For the transition between A 2Σ+ and H 2Σ+ all six
branches are shown. From the twelve branches existing for the transi-
tions between A 2Σ+ andH′ 2Π six exemplary branches are shown. After
[68].
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culation of the molecular energy levels by simple effective Hamiltonian matrix ele-
ments. In fact the two states are so close to each other that they perturb each others
energetic structure. Their treatment therefore requires a set of off-diagonal interac-
tion parameters that describe the perturbing interaction and shift the energy levels
of the individual states accordingly. The perturbation within the 𝐻 and 𝐻′ state is
heterogeneous and was already studied in the sixties by Huber, Miescher [78] and
Kovács [79]. The𝐻 and𝐻′ states have mostly d-character [75] and are also referred
to as 3𝑑𝜎 and 3𝑑𝜋 states, respectively. They belong to a set of states referred to as
3d-Rydberg complex which also includes the 3𝑑𝛿-state 𝐹 2Δ which is additionally
interacting with higher vibrational states of the 𝐵′ 2Δ state. In addition to the 3𝑑-
states also the close lying 4𝑠𝜎-state 𝐸 2Σ+ is involved forming an s-d supercomplex
[77]. The full system has been described by Bernard et. al. in [77].

If one wants to calculate the energy levels of the𝐻 and𝐻′ state it is sufficient to use
a 5 × 5-matrix description neglecting the interaction with the 𝐵′ 2Δ and 𝐸 2Σ+ [68].
In fact Bernard et al. were not able to accurately determine the interaction constant
linking the 4𝑠𝜎 and 3𝑑𝜎-state, since it seems to be too small to be determined from
their data [77]. The description is given in Hund’s case (a) basis in equation 2.1. The
off diagonal matrix elements including the interaction parameters 𝛼, 𝛽, 𝜂 and 𝜉were
retrieved from [77] while the diagonal elements and the matrix elements 𝑀12,𝑀34
can be found in [80].

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

𝐹 2Δ5/2 𝐹 2Δ3/2 𝐻′ 2Δ3/2 𝐻′ 2Δ1/2 𝐻 2Σ+

𝑀11 −𝐵F√𝑋 + 2𝐷F𝑋3/2 −𝛽√𝑌 0 0

... 𝑀22 𝛼 + 𝛽 −𝛽√𝑍 0

... ... 𝑀33 −𝐵H′√𝑋 + 2𝐷H′𝑋3/2 −𝜂√𝑍

... symmetric ... 𝑀44 𝜉 + 𝜂𝑀

... ... ... ... 𝑀55

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.1)
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The diagonal elements𝑀ii are given by the following equations

𝑀11 = 𝑇F + 𝐴F + 𝐵F(𝑋 − 2) − 𝐷F((𝑋 − 2)2 + 𝑋), (2.2)
𝑀22 = 𝑇F − 𝐴F + 𝐵F(𝑋 + 2) − 𝐷F((𝑋 + 2)2 + 𝑋), (2.3)

𝑀33 = 𝑇H′ + 1
2𝐴H′ + 𝐵H′(𝑋 − 1) − 𝐷H′((𝑋 − 1)2 + 𝑋), (2.4)

𝑀44 = 𝑇H′ − 1
2𝐴H′ + 𝐵H′(𝑋 + 1) − 𝐷H′((𝑋 + 1)2 + 𝑋), (2.5)

𝑀55 = 𝑇H + 𝐵H𝑥(𝑥 ∓ 1) − 𝐷H𝑥2(𝑥 ∓ 1)2. (2.6)

The upper sign in equation 2.6 refers to e-sublevels and the lower sign to f-sublevels.
The following abbreviations were used for clarity in equation 2.1 - 2.6

𝑋 = (𝐽 + 1/2)2 − Λ2, 𝑥 = 𝐽 + 1/2,
𝑌 = (𝐽 − 3/2)(𝐽 + 5/2), 𝑍 = (𝐽 − 1/2)(𝐽 + 3/2)
𝑀 = 𝐽 + 3/2, for f-sublevels, 𝑀 = − (𝐽 − 1/2), for e-sublevels.

The interaction parameters 𝛼, 𝛽, 𝜂 and 𝜉 are given in [77] and listed in table C.3.4.
Interactions between different vibrational levels of the states can be neglected due to
the large energetic distance amongst them [68]. Plugging in the respective constants
and interaction parameters, which are listed in table C.3.1, C.3.2 and C.3.3 in the ap-
pendix, yields twomatrices, one for e-parity sublevels and one for f-parity sublevels.
Diagonalisation of the two matrices gives then the corresponding eigenenergies for
the different states. In figure 2.5 the calculated values for a direct transition from
the X 2Π state to the H 2Σ+ state are compared to a large set of measured data given
in [78]. The energy values are given with respect to the X 2Π1/2 𝐽 = 1/2 level. The
ground state energies which are needed to calculate the different branches were cal-
culated like described in section 2.2.1 for the calculation of theΛ-type doubling. The
agreement between calculation and the plotted data is excellent.
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Figure 2.5: Comparison of calculated and measured data for the energy levels of the
H 2Σ+ state with respect to the lowest rotational state X 2Π1/2 𝐽𝑋 = 1/2.
The branches are those of the direct transition from the X 2Π1/2 to the
H 2Σ+. The measured data was retrieved from [78].
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2.2.3 Excitation to high lying Rydberg states of nitric oxide

The excitation to high lying Rydberg states from the H 2Σ+ state should allow the
excitation of p,d and f states due to the d-character of the excited electron in the
H 2Σ+ state. However, since the H 2Σ+ state has also partial s-character transitions
into s-states may also be possible. The excitation targets Rydberg states of the lowest
Rydberg series converging to the ground state of the resulting cationNO+. However,
the exact assignment of principle quantumnumbers is not yet possible but subject of
ongoing research on the presented excitation scheme [81]. As this thesis focuses on
high resolution spectroscopy on the lowest transition in the excitation scheme and
on the general implementation of the Rydberg excitation, precise knowledge on the
addressed Rydberg states is at this point not necessary.

2.3 Optogalvanic spectroscopy

As described in the beginning, optogalvanic spectroscopy is the basic principle used
to realise a new type of gas sensor for nitric oxide as explained in the introduction.
The working principle of this technique is illustrated in figure 2.6.

Pure nitric oxide or a mixture of nitric oxide and one or several background gases
flow continuously through the spectroscopy cell. The cell is equipped with elec-
trodes which are later needed to retrieve the generated signal. The electrode con-
figuration inside the cell is depicted in a very simplified way in figure 2.6. Since the
electrode design may directly influence the measured signal it has been subject to
investigation [82].

The process of generating the signal can be explained in three steps. These steps
usually take place continuously and at the same time.

The first step is designated “Excitation” and shown on the top left of figure 2.6.
Gaseous nitric oxide shown in red and blue and a background gas, for example nitro-
gen, shown in grey flow through the cell. The nitric oxide in the mixture is excited
to a Rydberg state by continuous wave laser systems. The corresponding excita-
tion scheme has been explained in section 2.2 and is depicted in the top center of
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Figure 2.6: Schematic of the working principle of the optogalvanic spectroscopy
which can be used for gas sensing as explained in the introduction. The
three steps “Excitation”, “Collision” and “Detection” happen simultane-
ous but are depicted separately for clarity.
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figure 2.6. The laser beams are set up in such a fashion that the two longer wave-
lengths are counter-propagating with respect to the UV-beam. In the second step,
“Collision”, the excited Rydberg molecules collide with the background gas or other
nitric oxide molecules. The Rydberg electron is so weakly bound that the collisional
energy is high enough to ionise the molecule. This process generates charges inside
the cell. The generated charges have to be retrieved to generate a signal. This is the
last step: “Detection”. To retrieve the charges from the cell a small potential has to
be applied to the electrodes, so that the charges are separated and collected by the
respective electrode. One electrode is connected to a transimpedance amplifier, so
that the current generated by the retrieved charges can be amplified and converted
to a voltage signal U(t).

In fact, this method is not limited to Rydberg states. Charges are already generated
if only the first transition of the excitation scheme is driven [71]. However, as ex-
plained in [71] the ionisation mechanism is different. For the employment of this
spectroscopy technique for sensing applications the Rydberg excitation is crucial,
since it generates larger currents and increases the selectivity of the proposed sens-
ing scheme [10]. The application of this technique as a sensing scheme has been
investigated in a proof of concept study [9] and demonstrated in a model system [6].
The three photon excitation has been demonstrated and analysed in [8, 71]. The us-
age of an external amplifier has the disadvantage that itmay pick up additional noise
by the cables connected to the readout electrodes. It is in principle possible to use
on-board amplifiers which are directly put onto the spectroscopy cell [83]. However,
this requires a more elaborate electronic design and special fabrication techniques
for the corresponding cell. This is subject of ongoing research (F. Munkes, PhD
Thesis, in preparation) and will not be further discussed here.

2.4 Doppler-free absorption spectroscopy

Optogalvanic spectroscopy can be applied for gas sensing and is very useful for the
spectroscopy of higher lying excited states particularly Rydberg states were the gen-
erated current gives a large signal. However, to resolve the hyperfine structure of
a given transition or state, optogalvanic spectroscopy provides not the necessary
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resolution. To resolve the hyperfine structure Doppler-free saturated absorption
spectroscopy can be employed. This technique allows a resolution well below the
Doppler width by using two counter propagating laser beams. In this section first
Doppler broadening will be briefly discussed before Doppler-free saturation spec-
troscopy is explained. The explanations follow [37].

2.4.1 Doppler Broadening

Doppler broadening is an inhomogeneous broadeningmechanism that results from
the thermal movement of atoms or molecules interacting with the laser. A more
detailed treatment can be found in [37]. The effect is exactly the same for atoms
andmolecules. Even though in the following explanation the termmolecule will be
used exclusively.

The thermal movement of molecules leads to a frequency shift of the absorbed laser
lightwhich depends on the velocity 𝑣 of themoleculeswith respect to the laser beam.
Movement of amolecule towards the laser beamwill result in a blue shift of the laser
light in the rest frame of the molecule. For movement away from the laser beam the
laser light is shifted to the red. Qualitatively, the effect is analogous to the Doppler
effect experienced for sound waves. For a laser beam of frequency 𝜔L the frequency
shift in the reference frame of a moving molecule is given by

𝜔Red = 𝜔L − 𝑘𝑣, 𝜔Blue = 𝜔L + 𝑘𝑣. (2.7)

Only the velocity component along the wave-vector 𝐤 is contributing to the Doppler
shift. For simplicity the problem is treated in one dimension, so that the scalars
𝑘 and 𝑣 can be used. Consequently (𝜔 − 𝜔0)/𝜔0 = 𝑣/𝑐 holds with the resonance
frequency 𝜔0 in the rest frame of the molecules.

The velocities in an ensemble of thermal molecules are Maxwell-Boltzmann dis-
tributed, thus not all the molecules have the same velocity. The corresponding ve-
locity distribution is given by [37]

𝑓(𝑣)d𝑣 = √
𝑚

2𝜋𝑘𝐵𝑇
exp (− 𝑚𝑣2

2𝑘𝐵𝑇
) d𝑣. (2.8)
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Here,𝑚 the mass of the molecules, 𝑘𝐵 is the Boltzmann constant and 𝑇 the temper-
ature.

From the thermal distribution and the relation between frequency and velocity the
line-shape function can be derived. It is Gaussian and given by [37]

𝑔D =
𝑐
𝜔0

⋅ √
𝑚

2𝜋𝑘𝐵𝑇
exp (− 𝑚𝑐2

2𝑘𝐵𝑇
(𝜔 − 𝜔0

𝜔0
)
2
) . (2.9)

The corresponding frequency shift of the laser in the reference frameof themolecule,
can then be calculated from the full width at half maximum of equation 2.9 and is

Δ𝜔𝐷 = 𝜔0
𝑐 √

8 log(2)𝑘𝐵𝑇
𝑚 . (2.10)

From equation 2.10 one can deduce that heavier atoms or molecules will allow nar-
rower linewidth than lighter atoms or molecules. Nitric oxide has a mass of only
30u [66]. Plugging in the corresponding numbers for the ground state transition
at roughly 226nm and a temperature of 293K results in a Doppler broadening of
𝜔226 ≈ 2𝜋 × 3GHz. This has been experimentally confirmed during investigations
on different transitions between the X 2Π1/2 and A 2Σ+ state with our narrow band
continuous wave laser system [7].

2.4.2 Saturated absorption spectroscopy

To understand the working principle of saturated absorption spectroscopy the ab-
sorption cross section for Doppler broadening is required. The following derivation
summarises the work of [37]. First, it is necessary to take into account that the ab-
sorption of a molecule at rest is not arbitrarily sharp but has a certain minimum
linewidth Γ also denoted as natural linewidth or decay rate. Γ broadens the absorp-
tion line homogeneously, thus affects every molecule in the same way. The corre-
sponding line shape function is Lorentzian. The absorption coefficient 𝜅(𝜔) is given
by [37]

𝜅(𝜔) = ∫𝑁𝜎(𝜔 − 𝑘𝑣)𝑑𝑣. (2.11)
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2.4 Doppler-free absorption spectroscopy

It depends on the number density of the molecules which is denoted as 𝑁(𝑣) and
the absorption cross section 𝜎(𝜔 − 𝑘𝑣). Plugging in the Lorentzian absorption line
shape and the number density yields [37]

𝜅(𝜔) = 𝑔2
𝑔1
𝜋2𝑐2
𝜔20

𝐴21𝑁∫𝑓(𝑣) Γ/(2𝜋)
(𝜔 − 𝜔0 − 𝑘𝑣)2 + (Γ2/4) . (2.12)

The Gaussian function 𝑓(𝑣) here is convoluted with the Lorentzian line shape func-
tion. The convolution of a Gaussian and Lorentzian function results in a line shape
profile denoted as Voigt profile. However, the Doppler width is in almost any case
way larger then the Lorentzian linewidth Γ. Only for low temperatures this does not
hold true. Therefore, it is possible to treat the Lorentzian absorption line shape in
the integral as a Dirac delta function with argument 𝜔 − 𝜔0 − 𝑘𝑣. The result of the
integration is, that the integral turns into 𝑔𝐷. The Doppler broadened absorption
cross section is then identified as [37]

𝜎(𝜔) = 𝑔2
𝑔1
𝜋2𝑐2
𝜔2 𝐴21𝑔𝐷(𝜔) (2.13)

The two factors 𝑔2 and 𝑔1 take into account the degeneracy of the two involved states.
Thus if a state is non-degenerate 𝑔𝑖 = 1 holds. 𝐴21 is the Einstein-A coefficient for
spontaneous emission.

Now, that the absorption cross section for a Doppler broadened transition has been
introduced, the technique of saturated absorption spectroscopy can be explained.
This exploits the physical principle that absorption cannot increase limitless but will
saturate for a certain laser intensity [37]. Assume again two states with number
densities𝑁1(𝑣) for the lower and𝑁2(𝑣) for the higher energy level. The difference in
population between the two levelswill not changemuch as long as the laser intensity
stays low enough. Themajority of themolecules will be in the lower state. However,
if the laser intensity equals the saturation intensity or is at least close to saturation,
the difference in the number density is high enough that 𝑁1(𝑣) ≈ 𝑁(𝑣) is not valid
any more. Henceforth, equation 2.11 changes to

𝜅(𝜔) = ∫(𝑁1(𝑣) − 𝑁2(𝑣))𝜎(𝜔 − 𝑘𝑣)𝑑𝑣. (2.14)
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2 Excitation scheme and spectroscopic techniques

Figure 2.7: Schematic of the working principle of Doppler-free saturated absorption
spectroscopy. The laser beam is divided into two beams which are sent
through the sample counter propagating. The probe beam is depicted
with half the linewidth of the pump beam. As a detector a photodiode is
usually sufficient.

The change in the absorption coefficient can be probed by a laser beam with con-
siderably less intensity than the saturation intensity. Saturated absorption spec-
troscopy therefore uses two laser beamsof the same laser source. A simplified scheme
of the experimental setup is depicted in figure 2.7. The laser beam is split into two
beams which need to be overlapped in the cell containing a gas of molecules. The
best results are achieved when both beams overlap perfectly. One of the two beams
has to be set to an intensity close to the saturation intensity, it is denoted as pump
beam and will change 𝜅(𝜔) as discussed previously. The second beam has to be con-
siderably weaker in intensity than the pump beam and is denoted as probe beam.

The pump beam basically burns a hole in the population density 𝑁1(𝑣) of the lower
states. The probe beam does also excite some of the particles in the cell to the ex-
cited state but only few compared to the pump beam. The situation is illustrated
in figure 2.8. Since both laser beams have the same frequency molecules with a ve-
locity component along the optical axis will experience different Doppler shifts for
the two beams, i.e. absorb different frequencies. This is depicted in column (a) and
(c) of figure 2.8. However, for molecules that do not move or that have only velocity
components that are perpendicular to the optical axis both laser beams are absorbed
at the same frequency. Here the probe laser will sense the change in the optical ab-
sorption coefficient. The absorption of the probe laser is reduced due to the large
amount of molecules that are excited by the pump laser. The reduced absorption of
the probe laser leads to a dip with Lorentzian line shape within the Doppler broad-
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Figure 2.8: Schematic of the effect of the pump beam drawn in red and the probe
beam drawn in yellow on the population densities𝑁1(𝑣) and𝑁2(𝑣) of the
ground and excited state in a two level system. After [37].

ened line. These dips are named Lamb-dips. The width of the Lamb-dips depends
on the homogeneous broadening mechanisms such as the natural linewidth, power
and pressure broadening. Saturated absorption spectroscopy is an ideal tool to di-
rectly resolve hyperfine transitions that would otherwise be hidden in the Doppler
broadened linewidth. Doppler free saturated absorption spectroscopy can be ap-
plied to a multitude of different atoms and molecules as long as narrow band lasers
are available for the respective transition [84–87].

If there are two adjacent transitions with a common ground state but different ex-
cited states and the separation between the transitions is less than theDopplerwidth,
so called crossover resonances occur. Assume the population density of the second
excited state to be𝑁3(𝑣). If the pump beam is on resonance with the transition from
the ground state to the second excited state it will burn a hole in the ground state
population 𝑁1(𝑣) by increasing the population density 𝑁3(𝑣). If at the same time
the probe laser is on resonance with the other transition i.e. increasing𝑁2(𝑣), its ab-
sorption will decrease because it is only sensitive to changes in the population of the
ground state. The situation were the pump and probe laser are on resonance with
two different transitions corresponds to the two lasers being absorbed by different
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2 Excitation scheme and spectroscopic techniques

velocity classes. The problem is strictly symmetric, thus the crossover resonancewill
appear exactly in the middle between the two actual transitions [37]. This usually
allows to easily identify crossover resonances in a spectrum.

2.4.3 Additional broadening effects

In addition to the homogeneous broadening Γ denoted as the natural line width and
the Doppler broadening further broadening effects occur. Namely these are transit
time broadening, pressure broadening and power broadening. A short summary of
these effect is given here. More detailed information is given in textbooks like [37,
88, 89].

Transit time broadening is sometimes also referred to as time-of-flight broadening.
It takes into account that the interaction time of a molecule with the laser is finite.
Due to their thermal movement molecules or atoms typically will not stay in the
volume illuminated by the laser beam. The resulting broadening is given in [89]
and is

Γ𝑇 =
4 ̄𝑣(𝑇)
𝑑 √2 log(2). (2.15)

Here, 𝑑 is the diameter of the laser beam and ̄𝑣(𝑇) is the mean thermal velocity
which can be derived from the Maxwell-Boltzmann distribution, given in equa-
tion 2.8, by calculating its expectation value. It is given by

̄𝑣(𝑇) = √
8𝑘𝐵𝑇
𝜋𝑚 . (2.16)

Here,𝑚 is the mass of the molecule, 𝑇 the temperature and 𝑘𝐵 the Boltzmann con-
stant.

Pressure broadening is often also referred to as collisional broadening. Collisions
between particles lead to a decrease in the lifetime of the excited state, since they
may induce transitions to the ground or other excited states. The corresponding
decay rate can be estimated from the mean free velocity of the particles which is
given in equation 2.16 [89]

ΓPress = 𝑁𝜎 ̄𝑣 (2.17)
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2.4 Doppler-free absorption spectroscopy

Here, 𝑁 is the number density of the respective particle and 𝜎 the collisional cross
section.

The last of the listed broadening mechanisms is power broadening. The reason for
this mechanism is that if a transition is saturated the absorption near resonance is
reduced but does only change slightly further away from resonance [37]. If power
broadening is taken into account the full width half maximum of the absorption
coefficient 𝜅(𝜔) changes. It is given by [37]

Δ𝜔FWHM = Γ(1 + 𝐼
𝐼Sat

) . (2.18)

Here 𝐼 is the laser Intensity and 𝐼Sat the saturation intensity which is also given in
[37] and depends on Planck’s constant ℎ, the wavelength of the radiation Λ and the
life time of the excited state 𝜏 = 1/Γ

𝐼Sat =
ℎ𝜋𝑐
3𝜆3𝜏. (2.19)

However, this relation for the saturation intensity is idealised. In practice, the decay
rate Γ is not only the natural linewidth of the transition but rather an effective decay
ΓEff rate that includes the contributions of the additional broadening effects like for
example the previously introduced pressure broadening. Thus, it can bewritten as

𝐼Sat =
ℎ𝜋𝑐
3𝜆3𝜏 ≈

ℎ𝜋𝑐ΓEff
3𝜆3 (2.20)
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3 Laser setup and frequency
stabilisation

Introduction

This chapter briefly introduces the laser systems that were employed for the spec-
troscopy of nitric oxide. In addition, the necessary frequency stabilisation setup is
explained that is used to lock these different lasers. The stabilisation of the laser sys-
tems is crucial for reliable and reproducible optogalvanic measurements. Further-
more, the presented locking setup enables precise scanning of the UV-laser consid-
erably increasing the signal to noise ratio and quality of the spectra.

In section 3.1 the individual laser systems are presented and their specifications
summarised. In section 3.2 a brief introduction to the employed locking technique
is given, followed by a description of its implementation and the key features of the
setup. The chapter concludes with an estimation of the performance of the lock
setup for the A 2Σ+ ← X 2Π transition.

3.1 Laser systems

3.1.1 Frequency-quadrupled Ti:sapphire laser

The first excitation is in the deep UV which is a difficult wavelength to generate. It
requires at least one stage of frequency-doubling. Oneway to generate such extreme
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3 Laser setup and frequency stabilisation

UV-wavelengths are frequency doubled dye lasers, which were subject to active re-
search back in the 1970s [90, 91]. Even nowadays many experiments concerned
with the excitation of nitric oxide rely on frequency-doubled dye laser systems [92–
95]. These dye laser systems have the advantage of high total powers and robust-
ness. However, they come with a large drawback. They are usually pulsed, typically
operating with micro- to nano second pulses. If a laser pulse is very short in the
time domain it has a broad frequency distribution. This follows from its limited
time-bandwidth product that can be derived with Fourier analysis. For the appli-
cation as a gas sensor and therefore for optogalvanic spectroscopy as introduced in
section 2.3, a narrow band laser excitation is necessary to ensure a high selectiv-
ity. Furthermore, to perform Doppler free saturated absorption spectroscopy (see
section 2.4), the laser linewidth has to be lower than the Doppler width of the spec-
troscopic feature. Therefore, pulsed dye lasers are not suitable for the experimental
techniques employed within the scope of this work.

UV-beam

EOM Transfer cavityWavemeter

Pump laser
18W at 532nm

Ti:sapphire
3.5W at 904nm

Doubler
1.3W at
452nm

Quadrupler
50mW at
226nm

Lock feedback

Figure 3.1: Schematic of the UV-laser and its stabilisation setup. A detailed explana-
tion on how the laser frequency stabilisationworks is given in section 3.2

Figure 3.1 gives a schematic overview on the narrowband continuouswaveUV-laser
system employed in the optogalvanic and Doppler-free measurements discussed in
this thesis. The dashed frame shows the parts belonging to the commercially avail-
able UV-laser system. Here, a frequency doubled diode pumped solid state laser
(DPSS laser) is emitting light at 532nm with a maximum power of 18W. This laser
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3.1 Laser systems

is used to pump a Ti:sapphire laser emitting at least 3.5W single mode at 904nm.
The emitted light is mainly send to the doubler which is a ring cavity build around
a lithium triborate (LBO) crystal which is used to frequency double it to 452nm.
The doubler typically yields up to 1.3W at this wavelength. The blue light from
the doubler is sent to the quadrupler which contains another ring cavity using beta
barium borate (BBO) to double the frequency for a second time. This yields, if the
cavity is well adjusted, an output of 50mW at 226nm. Additional information on
the UV-laser system can be found in [7].

To tune and frequency stabilise the system, a small fraction of the light emitted by the
Ti:sapphire laser is sent to a wavemeter and coupled into an electro-optic modulator
(EOM). The EOM adds radio frequency sidebands which are used to lock the laser
to a transfer cavity which can also be employed as a relative frequency reference if
the laser is scanned. The lock setup is discussed in more detail in section 3.2.2. The
short term linewidth of the laser (3ms) is specified by themanufacturer to be 50 kHz
in the fundamental, thus 200 kHz in the UV.

Since the full spectrum of the A 2Σ+ ← X 2Π transition in NO is spread over a range
of roughly 4nm from 224nm to 228nm, the system benefits from the large tunabil-
ity of the Ti:sapphire laser. The doubling crystals are cut such that the full spectrum
is addressable and only a reoptimisation of the crystal angle and cavity alignment
of the doubler and quadrupler are necessary. The maximum mode-hop free scan
range of the system around the set wavelength is roughly 20GHz for the fundamen-
tal wavelength.

3.1.2 Frequency-doubled fibre amplifier system

For the second transition from A 2Σ+ to the H 2Σ+ state high laser power is neces-
sary to drive the transition. The required wavelength of 540nm is generated using
a self-built frequency doubling setup. An overview of the system is shown in fig-
ure 3.2. The individual components of the system are off-the-shelve components.
The basis of the system is a continuous wave external cavity diode laser in Littrow
configuration. Detailed information on this type of laser system [96] as well as on
other commonly used laser systems can be found in [97]. The diode laser runs at
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Output
beam

EOMTransfer cavity Wavemeter

Diode laser
170mW at 1080nm

Fibre amplifier
10W at 1080nm

Single pass PPLN
1W at 540nm

Lock
feedback

Figure 3.2: Schematic of the laser setup for the A 2Σ+ ← H 2Σ+ transition at around
540nm. A detailed explanation on how the laser frequency stabilisation
works is given in section 3.2.

around 1080nm and produces an output power of up to 170mW at a short time
linewidth below 50 kHz. To obtain enough laser power for the frequency doubling
the diode laser has to be amplified. This is done by employing an ytterbium doped
fibre amplifier capable to amplify laser wavelengths from 1060 - 1090nm. The max-
imum output power of the fibre amplifier is 10W. The amplified laser beam is sent
through a periodically poled lithium niobate crystal (PPLN) which is doped with
magnesium oxide. The crystal is 25mm long and used in single pass. It generates
a maximum output of 1W laser power at 540nm. The crystal is placed in an oven
for stabilisation to the required temperature for optimal phase matching. Details
on the basic optical setup of this system can be found in [98]. However, it must be
noted that the optical setup has changed since its first installation. The beam path
has been optimised to add an acousto-optic modulator for power stabilisation and
amplitude modulation. Further information on the topic is available in [99] and
especially on the optimisation of phase matching in [100]. For the application of
optogalvanic spectroscopy for sensing, it is crucial to optimise the excitation path.
Therefore, it is beneficial to be able to address several different rotational levels of
each of the involved states. The tunability of the fundamental diode laser is speci-
fied from 1000 - 1085nm and may even be extended up to 1090nm according to the
manufacturer. This allows to address a large range of rotational manifolds of the
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Output
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EOMTransfer cavity Wavemeter

Diode laser
50mW at 833-835nm

Tapered amplifier
550mW at 835nm

Lock
feedback

Figure 3.3: Schematic of the tapered amplifier setup employed for the Rydberg exci-
tation. A detailed explanation on how the laser frequency stabilisation
works is given in section 3.2.

H 2Σ+ and H′ 2Π states, since the fibre amplifier and PPLN can also be operated at
the required wavelengths.

Like in the case of the UV-laser system, the fundamental laser has to be actively
frequency stabilised to obtain long-term frequency stability. This is done in the same
way as for the UV-system and depicted in figure 3.2. A small fraction of the 1080nm
laser light is split off and sent to an EOMand transfer cavity, to lock the fundamental
laser to this cavity. The rest of the split off light is sent to a wavemeter for coarse
wavelength adjustment and wavelength monitoring during the measurements.

3.1.3 Tapered amplifier system

The last transition is at 833 - 835nm. Since the Rydberg energy levels are very close
to each other, even a tuning range of a couple of nanometers allows the excitation of
several different Rydberg states. However, the excitation of Rydberg states generally
requires higher laser powers, since the wave function overlap between states of low
principle quantum number and Rydberg states (i.e. high principle quantum num-
ber) is in general small [101]. Consequently, the dipole matrix elements for Rydberg
excitation are quite small. The near infraredwavelength range is easily accessible by
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diode lasers. However, to reach high laser powers the employed diode laser system
has to be amplified. This is done using a tapered amplifier system. A schematic of
the system is displayed in figure 3.3. The corresponding optical setup is described
in [102], but underwent optimisation since its initial comissioning.

The employed continuous wave external cavity diode laser is in principle tunable
from 825 - 853nm. It has a peak output power of around 50mW. The laser beam is
split into two parts. The first part is used as seed laser and coupled into the tapered
amplifier system. The system consists of a commercially available tapered amplifier
chip mounted on a self-built oven and mounting setup which is based on [103], but
has been modified. It allows peak powers of 550mW. The other part of the laser
light is treated to the other laser systems and sent to an EOM followed by a transfer
cavity which is used to stabilise the TA’s seed laser. A wavemeter is used for coarse
wavelength adjustments and monitoring as well.

3.2 Frequency stabilisation of the individual laser
systems

Over longer time-scales free running lasers will drift in frequency due to small fluc-
tuations in temperature, current and other external factors. It is therefore crucial
to stabilise the frequency of the employed laser systems to the frequencies of the
corresponding resonances in the molecule. Especially, the current signal of the op-
togalvanic spectroscopy depends on the number ofmolecules excited to the Rydberg
state. Comparable measurements are only possible when all laser systems are fre-
quency stabilised.

In this section, the frequency stabilisation setup and the underlying technique will
be briefly introduced. In addition, the lock error of the UV-laser is estimated since
the frequency uncertainty is needed to evaluate and asses the quantitative spec-
troscopy data which has been collected (see chapter 6). For the optogalvanic spec-
troscopy data presented here (see chapter 5), the frequency accuracy is not of im-
portance since the main goal was the general proof that the Rydberg excitation with
the presented scheme works and the current detection is possible.
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3.2.1 Pound-Drever-Hall technique

For the frequency stabilisation the Pound-Drever-Hall method [104, 105] is used.
This technique is similar to frequency modulation spectroscopy [106, 107] and uses
a Fabry-Pérot interferometer (FPI) to measure and stabilise the frequency of a laser.
The technique will be qualitatively introduced here. This introduction is based on
the work of Black [108], where a more detailed and quantitative discussion of the
technique can be found.

A very simple way to frequency stabilise a laser system to a Fabry-Pérot interferome-
ter is side-of-fringe locking. Here, the transmission signal of a single cavity fringe is
taken and the set-point for the stabilisation is set somewhere (typically around half
of the maximum) on the rising or falling slope of the fringe. If the laser frequency
changes, the cavity fringe will change its position, due to the resonance condition of
the Interferometer. This results in a change of the transmitted laser intensity which
will be noticed by the control electronics to give feedback to the laser to counteract
the frequency change. This technique is very easy to implement but suffers certain
drawbacks. For example the side-of-fringe technique is sensitive to power fluctu-
ations of the laser too. Thus, the control electronic will react to changes in laser
power as if the laser frequency would change. It is obvious that this will disrupt the
overall frequency stability of the system. A possible solution to this problem is to
stabilise the light reflected from the cavity to zero. However, the reflected signal is
strictly symmetric. Henceforth, the control electronics will not recognize in which
direction the laser frequency drifts away from resonance and can therefore not coun-
teract appropriately. The solution to this problem is to stick with the reflected signal
but to measure its first order derivative which is antisymmetric with respect to the
resonance.

The Pound-Drever-Hall technique uses a small sinusoidal modulation of the laser
frequency to measure the derivative of the reflected signal. This is achieved by com-
parison of the change in the reflected intensity to themodulation applied to the laser.
At frequencies above the resonance frequency the derivative of the reflection is pos-
itive and the intensity change due to the modulation will be in phase. On the lower
frequency side of the resonance the derivative is negative. As a consequence it will
react 180° out of phase with respect to the modulation. On resonance the derivative
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is zero. Conclusively, the comparison between the modulation frequency and the
reaction of the reflected intensity to it, allows it to determine the direction the laser
is drifting to and enables the control electronics to counteract appropriately.

This qualitative explanation of the Pound-Drever-Hall technique holds only true if
the modulation frequency is low. What the model ignores is that cavities in general
require a build up time, thus the light has tomake a few round trips through the cav-
ity to build up the signal. To entirely understand the Pound-Drever-Hall technique
a quantitative model is necessary. This model is presented in detail in [108] and it
is stated that for faster modulation frequencies the technique yields an even better
noise performance and higher bandwidth then for smaller modulation frequencies.
The exemplary error signal depicted in figure 3.5 is of the form that is obtained for
fast modulation of the laser. For slow modulation the signal looks different (see
[108])

In terms of the technical realisation modulating the laser frequency is usually more
difficult to achieve than modulation of its phase [108]. In section 3.1.1 - 3.1.3 it
was explained that all fundamental lasers are coupled into an EOM before they are
coupled into the respective transfer cavities. Those EOMs are used to modulate the
phase of the lasers to generate the respective Pound-Drever-Hall error signal. Phase
modulation results in sidebands on the cavity fringes of the laser which appear at
𝜔L±𝜔Mod when 𝜔L is the laser frequency and 𝜔Mod the frequency of the phase mod-
ulation. The demodulation and generation of the error signal can be achieved by
feeding themodulation signal and themeasured signal of the reflection from the in-
terferometer to a mixer. By adjusting the phase of one of the two input signals, the
dc-part of the signal which corresponds to the configuration were both input signals
of the mixer have the same frequency can be retrieved using a low-pass filter. This
dc-part of the signal is the characteristic Pound-Drever-Hall error signal.

3.2.2 Implementation

In this section the implementation of the Pound-Drever-Hall technique for the em-
ployed laser systems is explained. Figure 3.4 shows schematically how the reference
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Figure 3.4: Schematic example of a transfer lock as it is realised for the different laser
systems for the Rydberg excitation of nitric oxide. The reference beam is
distributed to several transfer cavities.

laser is locked and distributed to the transfer cavities. The scheme shows only a sin-
gle transfer cavity. As already explained in sections 3.1.1 - 3.1.3 each laser is sent to
its own transfer cavity but all transfer cavities are stabilized to the same reference
laser. As control electronic the PID controller of the “Red Pitaya” FPGA boards
(STEMlab 125-14) are used. The full setup employs a large number of those FPGAs
to stabilise all the lasers and cavities. The reference laser is a diode laser running at
780nm and produces around 50mW laser power. A Doppler-free saturated absorp-
tion spectroscopy setup with rubidium is set up for this laser so that the spectrum of
the rubidium D2-line can in principle be used as an absolute frequency reference.
This part of the setup is omitted in figure 3.4. The reference laser is separated into
two beams. The first one is sent to an EOM and then coupled into an ultra-low ex-
pansion (ULE) cavity with a free spectral range of 1.5GHz. The reflection of the
ULE-cavity is then used to lock the reference laser. To keep this lock as stable as
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possible, the ULE-cavity is placed in vacuum and actively kept at a temperature of
35 °C. At this temperature the derivative of the thermal expansion coefficient of the
cavity is zero. The EOM used for the reference laser allows it to lock the laser on a
fringe generated by the EOM instead of locking it to a cavity fringe. Henceforth, the
lock position of the reference laser is more flexible and can be shifted if necessary.
The radio frequency sidebands added to the reference laser are directly added to the
laser via the ac-input of the laser head.

The second part of the reference laser is distributed to the different transfer cavities
to lock those cavities to the stabilised lasers. The transfer cavities are based on the
design developed within the scope of [109] and have been characterised and tested
in another work [110]. The original cavity design has been altered to fit to the needs
of the experiment. The free spectral range is different for each of the transfer cav-
ities due to the individual assembly. However, in general it is between 850MHz
and 950MHz. The finesse of this type of cavity is around 200 [110]. The free spec-
tral range can be experimentally determined using either radio frequency sidebands
modulated to a laser at a known frequency or by using the rubidium hyperfine spec-
trum as a frequency reference. The transfer cavities have a low voltage piezo which
is used to adjust the position of the planar mirror of the cavity. The piezo can be
used to scan the cavity and also to lock the cavity length. Its resonance frequency
is at around 85 kHz and the bandwidth of the lock of the transfer cavities is below
1 kHz. Keeping in mind that the main source of length instability is thermal drift
due to small temperature fluctuations. Additional contributions result most likely
from air pressure variation which also happen on a slow time scale. The lock uses
the same rf-sidebands as used for the stabilisation of the reference laser.

The fundamental beams of the other lasers also need rf-sidebands. However, since
these sidebands may prove problematic during the actual spectroscopy they are not
directly added to the laser. To create the sidebands a phase-modulating EOM is
employed as depicted in figure 3.4 and the schematics of the laser setups. The
EOM is used to not only modulate rf-sidebands at 𝜔PDH = 2𝜋 × 15MHz for the
Pound-Drever-Hall lock but also additional sidebands that can be tuned between
𝜔Lock = 2𝜋 × 35MHz and roughly 2𝜋 × 500MHz. This is implemented as depicted
in figure 3.4. The Red Pitaya FPGA board generates the 15MHz sidebands for the
Pound-Drever-Hall lock. The “Windfreak” radio frequency generator (SynthUSBII)
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3.3 Lock error estimation for the ground state transition

is a commercially available product which can generate radio frequencies in a range
from 34MHz to 4.4GHz. The two frequencies are addedwith a power combiner and
fed to a radio frequency amplifier which is connected to the rf-input of the EOM. The
limitation to a maximum frequency of 500MHz is due to the capability of the em-
ployed amplifier. However, the setup is fully sufficient in this form. The second set
of sidebands is necessary for being able to lock the laser at any desired frequency.
Without the additional higher frequency sidebands an error signal would only be
available at the position of the cavity fringes. The additional sidebands enable the
generation of an error signal at any frequency in between two cavity fringes, so that
the laser can be directly locked to a spectroscopic resonance even if the resonance
does not coincide with a cavity fringe. Additionally, locking the laser on a fringe
that was generated by the EOM allows it to optimise the frequency position after the
lock was applied. In terms of the optogalvanic spectroscopy this can be used to shift
the laser exactly onto the maximum of the resonance of a corresponding transition
by carefully fine tuning the EOM frequency.

3.3 Lock error estimation for the ground state
transition

For the optogalvanic spectroscopy the frequency uncertainty of the locks is, at the
current stage of the experiment, not of particular importance. However, the goal of
the saturated absorption spectroscopy performed on the ground state transition was
to obtain information about the hyperfine structure and the line splittings between
individual hyperfine transitions. Therefore the frequency stability of the locking
system for the A 2Σ+ ← X 2Π transition has to be estimated.

The first component is the stability of the reference laser. Since this system is used
by several experiments it has been optimised and characterised within the scope
of [111]. The linewidth of the stabilised system was determined to be Δ𝑓Reference =
121.1 kHz. For the transfer cavity and lock of the Ti:sapphire laser the frequency sta-
bility is estimated by extracting a scaling factor from the slope of the Pound-Drever-
Hall error signal. This allows to estimate the frequency uncertainty from the root
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Figure 3.5: Pound-Drever-Hall error signal of the Ti:sapphire laser. The two black
diamonds mark the position of the sidebands with frequency 𝜔Lock. The
orange line indicates the slope of the error signal which was fitted to ob-
tain a scaling factor for estimating the frequency uncertainty.

mean square of the error signal which is fed to the PID-Controller when the laser
is locked. Figure 3.5 shows the Pound-Drever-Hall error signal for the Ti:sapphire
laser. The additional sidebands were set to 𝜔Lock = 2𝜋 × 50MHz. Their positions
are marked by black diamonds in figure 3.5 and were used as frequency reference.
In the center at zero detuning the actual cavity fringe is producing a smaller error
signal. It is strongly suppressed because of the large modulation amplitude of 𝜔Lock.
The laser can be locked on either the left or the right sideband. The dashed orange
line marks the slope of the left error signal. To estimate the lock error the absolute
value of the slopes of the error signal are determined by a linear fit. The average
value for the two slopes at 𝜔Lock is then inverted yielding a scaling factor in MHz/V.
If the laser is locked, the error signal that is fed to the PID is a flat line. However,
there is noise on that flat line which resembles the leftover frequency uncertainty.
Taking the root-mean square of the error signal’s amplitude in Volts andmultiplying
it by the scaling factor yields an estimated value for the frequency uncertainty.

For the UV-transfer cavity the estimated frequency uncertainty is Δ𝑓Transfer904 =
229.9 kHz, while for the laser itself it is Δ𝑓Ti∶sa = 202.6 kHz. To obtain the total
frequency error these values have to be added up correctly. The lock of the refer-
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ence laser on the ULE cavity can be considered to be independent of both other
locks, since the ULE cavity is thermally isolated and actively temperature stabilised
in contrast to the transfer cavity. However, the lock of the transfer cavity’s piezo
and Ti:sapphire laser can not be considered to be fully independent of each other.
Problems or fluctuations from the piezo lockmay be transferred easily onto the lock
of the Ti:sapphire laser. Therefore, these two errors are added up first and are then
added geometrically with the error of the reference lock. The respective total error
for the UV-Laser is then given by

Δ𝐹Total = 4 ×√(Δ𝑓Ti∶sa + Δ𝑓Transfer904)2 + Δ𝑓2Reference ≈ ±1.8MHz, (3.1)

where the additional factor four takes into account the frequency quadrupling of the
fundamental laser.
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4 A gas mixing unit for nitrogen and
nitric oxide

Introduction

In section 2.3 optogalvanic spectroscopy was introduced and it was explained that
this technique has the capability to be used for gas sensing. For testing a sensor
principle and determining its detection limit it is necessary to produce gas mixtures
ofwell known compositions. In the related proof of concept study [9] theway the gas
mixtures were prepared, limited the determination of the detection limit to around
10 ppm.

The test mixture should be composed of NO and N2 since the latter is themain com-
ponent of human and animal breath. Of course this is only a very course simulation
of human breath but it allows to investigate the technique without the potentially
disturbing influence of oxygen, water and themultitude of organic components that
can be found in very small concentrations in human breath [112]. After those initial
tests real breath samples have to be investigated to check for cross-sensitivities and
quantify the influence of the aforementioned potentially disturbing substances.

In addition, the setup allows the precise control of the flow of gas to the experiment.
This is advantageous to control the pressure in the spectroscopy cell and perform
measurements at comparable parameters. Since the pressure in the cell is directly
correlated to the density of the gas it is assumed to have significant influence on the
number of charges generated due to collisional ionisation. Thus, the system enables
also the exact optimisation of the pressure for different cell sizes and geometries.
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4 A gas mixing unit for nitrogen and nitric oxide

This chapter starts with a short introduction on how to treat gases and their flow
dynamics, introducing the Knudsen and Reynolds number with respect of their rel-
evance in planning the setup in section 4.1 - 4.2. Subsequently, the gas setup itself
is discussed in section 4.3. Here, each part of the setup is explained in more detail
starting with the safety aspects for dealing with a toxic and corrosive gas like NO
(section 4.3.1), followed by the mass flow controllers, pipe and valve system and
finally the pump and Choke system (sections 4.3.2-4.3.4).

4.1 Basic concepts for the description of gases

Kinetic gas theory is an area of physics which describes the properties of gases by
consideration of the movement of the individual gas particles, which are atoms or
molecules, and their interaction due to collisions [113]. The ideal gas law and the
Van-der-Waals equation are two simple models to describe gases which were devel-
oped within the frame of the kinetic gas theory.

4.1.1 The ideal gas law

The ideal gas law is a simple model description for gasses. Several assumptions are
made which result in an equation of state for gases.

For the ideal gas law it is assumed that the particles of the gas, which are either
molecules or atoms, act like hard spheres and that they can be treated as point
masses. Consequently collisions between gas particles or the gas particles and the
walls of a surrounding environment are assumed to be fully elastic, thus conserving
kinetic energy. The velocities of the gas particles are assumed to be Maxwell Boltz-
mann distributed, with mean thermal velocity ̄𝑣. The distribution of the velocities
with respect to the directions in space is isotropic. Otherwise the pressure would
not be a spatially isotropic property. Linking the pressure 𝑝 to the mean kinetic en-
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ergy of all particles in a given Volume 𝑉 and introducing the absolute temperature
as (𝑚/2) ̄𝑣2 = (3/2)𝑘B𝑇 results in the ideal gas law [113].

𝑝𝑉 = 𝑁𝑘B𝑇. (4.1)

Here, 𝑁 represents the number of particles, 𝑇 the absolute temperature and 𝑘B the
Boltzmann constant. A more detailed derivation of the equation is given in [113]
and [114] where also the fundamental concepts of gas kinetics are discussed com-
prehensively.

4.1.2 The Van der Waals equation

The following explanation follows [113]. The assumptions, which were taken to
derive the equation of state for an ideal gas, do not hold in any case. If the pressure
in a system increases the assumption that the gas particles can be treated as point-
like masses breaks down. Thus, one has to take into account the Volume 𝑉a an
individual gas particle occupies in space. The total volume the gas particles occupy
is then given by𝑁𝑉a. The correction of 𝑉 can be derived by averaging over all atoms
N in the Volume [113]. The result is a parameter 𝑏vdW = 4𝑁𝑉a which has to be
subtracted from the Volume 𝑉 [113].

In addition, high pressures and low temperatures invalidate the assumption that
there is no other interaction between the particles than fully elastic collisions. Thus
the potential energies, which result form the attractive interaction between the par-
ticles can no longer be omitted. Simple considerations of symmetry show that for
particles within the gas, which are only surrounded by other gas particles the rota-
tional symmetry cancels out the attractive forces between the particles. However,
when a particle is close to thewall the interactionwill lead to a resulting force pulling
the particle away from thewall. This behaviour can be described as an effective pres-
sure 𝑎vdW/𝑉2, increasing the total pressure within the gas [113]. The constant 𝑎vdW
is taking into account the strength of the interaction and is a substance depending
constant.
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4 A gas mixing unit for nitrogen and nitric oxide

Adding the two correction terms just discussed to the ideal gas law results in the van
der Waals equation for a real gas [113]

(𝑝 + 𝑛2𝑎vdW
𝑉2 ) ⋅ (𝑉 − 𝑛𝑏vdW) = 𝑛𝑅𝑇. (4.2)

The constants 𝑎vdW and 𝑏vdW are usually referred to as van der Waals constants and
𝑛 denotes the amount of substance. The corresponding values for NO of the two
constants are given in [66]. The subscript vdW is uncommon and has been added to
avoid confusion with the molecular hyperfine constants introduced in section 1.9.
The van der Waals equation uses the universal gas constant 𝑅 instead of the Boltz-
mann constant 𝑘B. However, the two constants can be linked easily via theAvogadro
constant: 𝑅 = 𝑁A ⋅ 𝑘𝐵.

4.2 Gas flow dynamics

This section follows [115]. The flow of fluids and gases is governed by their own
thermal movement and forces that result from local differences in pressure [115].
The particles move from regions of higher pressure to regions of lower pressure.
Gas flow is called stationary if the velocity of the flowing gas stays constant at any
position of the system [113]. However, this does not mean that the velocity is the
same at any position in the system. In the gas mixing unit of the experiment two
pumps are used to generate a pressure difference and draw the gas through the pipe
system. If the settings are not changed, the flow can be considered to be station-
ary after a few minutes equilibration time. The exact equilibration time varies in
dependence of the system settings.

There are twomain types of gas flow that are fundamentally different. The first type
is calledmolecular or ballistic flow. This type of flow occurs for low pressures where
collisions of the gas particles with each other are less likely than collisions of the gas
particles with the wall of the gas line. Therefore, the gas particles follow individual
trajectories that are driven by their thermal movement. Averaging over many of the
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(a) Molecular flow

Laminar flow Turbulent flow

(b) Viscous flow

Figure 4.1: Schematic explaining basic types of gas flows. (a) Molecular flow, some-
times also denoted as ballistic flow. Particles only collide rarelywith each
other and follow individual trajectories. (b) Viscous flow, macroscopic
behaviour without individual trajectories. This type of flow can be sep-
arated in laminar and turbulent flow. The orange arrows indicate the
velocity profile along the cross section of the pipe. After [115].

individual trajectories will result in a macroscopic flow [115]. This is illustrated in
figure 4.1a.

If the pressure is higher the mean free path of the particles is shorter and they inter-
act strongly via collisions. The collisions allow the exchange of energy and momen-
tum amongst the particles. Henceforth, the particles can be treatedmacroscopically
and individual trajectories are not longer relevant. This type of flow is denoted as
viscous flow. It is driven by a pressure difference along the gas line [115] and de-
picted in figure 4.1b. The orange arrows indicate the velocity distribution along the
pipe cross section. The speed of flow is lower at the edges due to friction between the
gas with the wall. That frictionmay cause vortices in the transportedmedium. Thus
viscous flow can be separated in two different sub-categories which are denoted as
laminar and turbulent flow. Laminar flow does not show any vortices because the
friction between the gas and the wall is small. Turbulent flow occurs at higher fric-
tion, thus often for large velocities, since velocity dependent forces of friction are
increased then. A part of the gas particles is slowed down by the friction leading
to forces pulling some of the particles towards the wall which causes vortices and
turbulence [115].
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The transition between different flow types is continuous. Henceforth, there are in-
termediate types of flow which are neither well described as ballistic nor as viscous.
For planning and operation of the gas system it is important to know which type
of flow prevails. Therefore, quantitative tools are necessary to determine what flow
one has to expect in the system. These tools are the Knudsen and Reynolds number
which will be introduced in the following sections.

4.2.1 Viscous or molecular flow - the Knudsen number

To distinguish between molecular and viscous gas flows the Knudsen number is
introduced. It is a dimensionless number which relates the mean free path 𝑙 of the
gas particles to the geometric expansion of the gas line cross section [115]. In case of
a cylindrical pipe the geometric expansion is given by its diameter 𝑑. The Knudsen
number Kn can then be defined as [115]

Kn = 𝑙
𝑑 . (4.3)

The Knudsen number can also be expressed in terms of the mean thermal velocity.
Equation 4.3 transforms then to [115]

Kn = 𝜋 ̄𝑣(𝑇)𝜂(𝑇)
4𝑝𝑑 , (4.4)

depending also on the pressure 𝑝 and the viscosity 𝜂(𝑇) of the gas.

The transition region in between is named Knudsen flow. In [116] the definition of
the different flow regions is given as follows

Kn < 0.01 viscous flow,
0.1 > Kn > 0.01 slip flow,
10 > Kn > 0.1 transition region
Kn > 10molecular flow.
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Slip flow is a special case that occurs at the edge of the transition region to the purely
viscous flow.

4.2.2 Laminar or turbulent flow - the Reynolds number

If the flow is in the viscous regime, it is useful to determine if turbulences or vor-
tices are to be expected or not. The approach to do so, is the same as in case of the
Knudsen number. The physical quantities that mainly define if the flow is laminar
or turbulent are compared to obtain another dimensionless number. In this case
the corresponding number is denoted as Reynolds number. The two forces defining
the gas flow are the force of inertia which depends on the density 𝜌 and flow veloc-
ity 𝑣 of the gas and the friction that causes the slowing of the outermost gas layers
[115]. The friction is proportional to the viscosity 𝜂(𝑇). The Reynolds number is
then defined by [115]

Re = 𝜌𝑣𝑑
𝜂(𝑇). (4.5)

The parameter 𝑑 is as previously introduced the diameter of the corresponding pipe.
Note that for a different shape of the gas line the diameter has to be replaced by the
corresponding expression for the gas line cross sectional expansion. In [115] the
different viscous flow types are split into three different regions. A low Reynolds
number marks pure laminar flow, a high Reynolds number turbulent flow. In be-
tween a intermediate flow region is defined where the flow is neither fully viscous
nor fully turbulent. The corresponding definition is [115]

Re < 2300 laminar flow,
Re > 2300 < 4000 intermediate flow,
Re > 4000 turbulent flow.

4.2.3 The Hagen-Poiseuille equation

The flow of fluids through pipes is important for numerous applications. It is de-
scribed by the law of Hagen-Poiseuille. It results from integration from zero to the
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pipe radius 𝑅 = 𝐷/2 over the velocity field 𝑢(𝑑) describing the flow velocity of the
respective fluid at the radial distance 𝑑/2 from the center of the pipe. The velocity
field 𝑢(𝑑) is given by [113]

𝑢(𝑑) = 𝑝1 − 𝑝2
16𝜂(𝑇)𝐿(𝐷

2 − 𝑑2), (4.6)

and depends on the pressure difference𝑝1−𝑝2 along the pipe, the length of the pipe𝐿
and the viscosity 𝜂(𝑇). The velocity field can be derived by equating the friction force
on the cylindrical surface of the fluid and the force exerted by the fluids pressure on
the cross sectional area of the pipe.

The Hagen-Poiseuille equation is then obtained by integration of the velocity field
over the cross section of the pipe, determining the volume flow 𝑉/𝑡 = 𝐼 through the
cross sectional area per unit of time. The result is then given by [113]

𝑉
𝑡 = 𝐼 =

𝜋 (𝐷
2
)
4
(𝑝1 − 𝑝2)

8𝜂(𝑇)𝐿 . (4.7)

The current is strongly depending on the pipe diameter and is driven by the pressure
difference Δ𝑝 = 𝑝1 − 𝑝2. Equation 4.7 has been experimentally derived for New-
tonian fluids by Hagen as well as Poiseuille. However, according to [117] it is also
very accurate for gases as long as they are not strongly diluted.

4.3 The setup and its components

The gas mixing unit is basically separated in two parts. The first part is the pipe and
valve system which connects the gas bottles to the different mass flow controllers
(MFC). This part of the setup has to be able to supply enough gas to the system to
achieve a continuous flow and to enable the mixing of gas.

The second part of the gas setup consists of standard vacuum components includ-
ing flexible stainless steel hoses, flanges, the spectroscopy cell itself, the chokes and
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pumps. In the second part of the setup parts can be exchanged relatively easy. Es-
pecially the exchange of the spectroscopy cell is important since the optimisation of
the cell is an important future task of the sensor development.

4.3.1 Safety aspects

Nitric oxide is, as stated in section 2.1 toxic. It is therefore crucial to avoid the leak-
age of NO from the system into the laboratory. At room temperature NO reacts with
the oxygen present in air and forms nitrogen dioxide (NO2) [118]. Nitrogen dioxide
is toxic too [119] but is easier to perceive since it is a brown gas with a distinct, sharp
odour. To avoid leakage the vacuum pumps are running continuously, keeping al-
most the full system at a lower pressure than the laboratory. In case of a leak air
will be sucked into the system. Of course, the gas bottle and the connection of the
bottle cannot directly be set to a pressure lower than ambient pressure. To decrease
the risk, the high pressure area was constructed to have a relatively low volume.
In addition, the pressures set at the nitric oxide pressure reducer are chosen to be
relatively low above atmospheric pressure.

Furthermore, the design of the gas mixing unit required it to take into account the
corrosive properties of NO. Most types of plastic are only partially resistive to NO
[120]. According to [120] only Polytetrafluoroethylene (PTFE) and Polyether ether
ketone (PEEK) are well resistant to NO. Thus, in particular the pipe system in front
of the mass flow controllers, where the NO is present at higher pressure, had to be
build using plastic seals made of one of the two types of plastic. In case of closed
mass flow controllers, the NO is not flowing through this part of the system and
therefore in direct contact with the seals for longer periods of time. Since PTFE is
more commonly used for sealing applications it has been chosen for the employed
ball valves. In addition, to PTFE, stainless steel and glass are employed. For the
lower pressure regions standard flanges are employed. The sealing rings are not
made of PTFE but only have contact to the NO flow with a very small part of their
surface and the overall amount of NO present is smaller than in the pipe system. Of
course, also the employed pumps have to be suitable for pumping corrosive gases
and where selected accordingly. The employed pressure reducer for the NO gas bot-
tle has an additional valve which can be connected to the nitrogen gas bottle. This
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allows it to flush all parts of the system that were in contact with NO with Nitrogen
every time after usage. Another essential safety aspect of the design is to avoid nitric
oxide in the gas lines exclusively meant for nitrogen. The details on how to ensure
this are discussed in section 4.3.3.

The outlet of the full gas system which is the outlet of the last pump is connected to
a suction systemwhich is part of the building’s infrastructure to dispose waste gases
or fumes. Gas ballast valves ensure the fast disposal of the toxic and corrosive gas
via the suction system. A more detailed explanation will be given in section 4.3.4.
Of course, a failure of the suction systemmay result in a dangerous situation where
the NO is no longer transported away and may leak from the suction system into
the room. To avoid this scenario differential pressure detectors have been installed
whichmeasure the pressure difference between the suction system and the ambient
pressure in the laboratory. If the pressure difference sinks under a certain threshold
an alarm will notify the experimenters and the gas flow can be stopped.

4.3.2 Mass Flow Controllers

Creating a gas mixture with a certain ratio between two gases can be achieved with
different techniques. A very simple approach would be to use two buffer vessels
with the same volume, filling each with one type of gas to a certain pressure so that
the pressure ratio resembles the desired ratio between the two gases. However, this
static method suffers from a list of drawbacks. Depending on what ratio is required
either the volumes or the pressures to mix the two gases have to be set to extreme
values that may be difficult to realise. In addition, only a fixed amount of gas is
available to perform a measurement. This limits the time of measurement and is
especially critical when it is not fully clear how much gas is needed for a certain
measurement. Furthermore, signal optimisation depending on the gas concentra-
tion and composition will be time consuming, since the concentration can not be
changed dynamically.

Because of the aforementioned reasons a different approach was chosen for the pre-
sented gas mixing unit. To be able to change the concentration of nitric oxide in
nitrogen continuously the system relies on a dynamic mixing method employing
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Table 4.1: Overview over the minimum and maximum flow rate of the employed
mass flow controllers in standard cubic centimetres and which gas type
they are used for.

Max. flow in sccm Min. flow in sccm Gas type
50000 1000 N2
2000 40 N2 and NO
100 2 N2 and NO
5 0.1 NO

mass flow controllers. Thus, the mixing ratio of the two gases is given by the ratio
of the flow through the employed mass flow controllers.

The employed mass flow controllers are thermal MFCs and part of the GM50A se-
ries of MKS Instruments Incorporated. They use a heating element to heat up the
gas and compare the gas temperature before and after the heating element. From
the transported thermal energy the device can calculate the mass transfer through a
certain aperture using a look-up table with the corresponding proportionality con-
stants for the type of gas measured. The GM50A series MFCs are calibrated with
nitrogen and the maximum flow rate setting may change for different gases. This is
not the case for nitric oxide. For the controllers only metal seals and PTFE seals are
used so that they are able to withstand nitric oxide.

To be able to cover the full range of possible dilutions, the flow rates of the em-
ployed mass flow controller have to overlap. For the desired dilution factor of 10000
at least four mass flow controllers are required. An overview about the employed
MFCs is given in table 4.1. The flow rates are given in standard cubic centimetres
(sccm). A flow of 1 sccm corresponds to 1 cm3/min under standard conditions, i.e.
𝑝std = 101 325Pa and 𝑇std = 0 °C [115]. Another commonly used unit for the gas
flow is mL/min which is essentially the same as cm3/min. Nitric oxide is either
used in pure form or diluted with nitrogen. In any of the two cases the total flow
of NO that is required is small. Therefore, the MFC with the maximum flow rate
does not have to be employed for nitric oxide but only for nitrogen. The potentially
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high nitrogen flows, which will be required to mix very dilute samples, set certain
requirements for the pipe radius. The expected volume flow through a pipe with
diameter 𝐷 can be estimated with equation 4.7. The mass flow controllers require a
certain pressure differential to work correctly. In addition, the pressure at the MFC
inlet is not allowed to exceed a certain value. In the case of the GM50A series the
maximum inlet pressure is 10.34 bar and the allowed pressure differential between
1.72 bar and 2.75 bar for the MFC with the largest volume flow. For the MFCs with
smaller flow rates a value between 0.69 bar and 2.75 bar is allowed. To estimate the
gas flow at room temperature the viscosity of nitrogen at 300K (see table D.1 in the
appendix) and a pressure differential of ≈ 1 bar is assumed. For a pipe diameter of
4mm and a pipe length of 10m equation 4.7 yields a flow of ≈ 210Lmin−1. This
is more than four times the maximum flow of the MFC with the highest flow rate.
This shows that a pipe with an inner diameter of 4mm is more than sufficient to
supply enough gas to the system. Especially, since the pipe length has been rather
overestimated and in principle the pressure difference can also be increased. Be-
fore the full system was set up the calculation was verified by an experimental test,
where the pressure before the inlet of the MFC at full flow was measured to see if
the opened MFC still dams up the nitrogen gas.

The employed mass flow controllers reach the best precision for a flow set point
between 20% and 100% of the maximum possible flow. Thus, for the highest pos-
sible mixing precision the overlap between the flow rates of the different mass flow
controllers should be at least 20%. This would require a total of seven mass flow
controllers instead of four. The setup could be extended by adding the respective
MFCs. A list of the seven MFCs that would then be employed is given in table 4.2.
Diluting a gas by a factor of 10000 is not sufficient, if dilutions in the parts per mil-
lion or parts per billion regime are required. To achieve such low concentrations of
NO it is easier to start with pre-diluted gas which can be bought as calibration gas
with concentrations of 100 ppm or 10 ppm for example.

4.3.3 Pipe and valve system

The pipe and valve system connects the gas bottles with the input of the mass flow
controllers and their output to the cell and pump system. The system has been de-
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Table 4.2: List of mass flow controllers that would be needed for maximum mixing
precision. The highest flow precision is achieved for a setpoint between
20% and 100% of the maximum flow.

Max. flow in sccm 20% in sccm Min. flow in sccm Gas type
50000 10000 1000 N2
10000 2000 200 N2
2000 400 40 N2 and NO
500 100 10 N2 and NO
100 20 2 N2 and NO
20 4 0.4 N2 and NO
5 1 0.1 NO

signed to comply with the safety aspects disscused in section 4.3.1. The pipe system
consists of seamless stainless steel pipes with an outer diameter of 6mm and an in-
ner diameter of 4mm. Seamless pipes have been chosen because they have the same
structural integrity at any point. The pipes where cut and bend to fit on a perforated
metal plate which is used as a mounting base for the system. They are connected
to the valves and to each other with cutting ring fittings. There are two types of
valves in the system. Both with an inner diameter of 1/4". The ball valves are used
to open or close gas lines, while the three-way ball valves are used to choose between
the different gas types. There are only three-way ball valves with L-drillings. The
L-drillings provide the advantage that the three-way ball valves can be closed com-
pletely and that it is never possible to connect the openings of the valve which are
opposite to each other. This ensures that lines that can be used for both gases can-
not accidentally connect the NO lines to parts of the setupwhich should not come in
contact with NO. Figure 4.2 gives an schematic overview about the gas mixing unit
and the possible positions of the different valves. The system has three gas inlets.
The N2 inlet can be connected to the three largest MFCs, while the NO and NO-mix
inlets can only be connected to the smallest three MFCs. After the gas streamed
through the MFCs the lines are connected to one single line. The outlet connec-
tor is a standard KF-16 flange. The system has been leak tested for under and over
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Figure 4.2: Schematic overviewof the gasmixing unit. The lettersO andC indicate if
the valve is open or close for the respective position of the handles. N2 gas
lines aremarked blue andNO gas lines in orange. The red coloured pipes
indicate the area where the gas is mixed together, the blue and orange
lines are those which can be used for both gases.
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pressure. The over pressure test was conducted with leak detection spray and dry
nitrogen at a pressure of around 5 bar. For the under pressure test the system was
connected to a rotary vane pump and turbo pump. Leaks were detected by spraying
alcohol on the connections. The adapters from the 6mm tubing to the ball valves
were additionally sealed with PTFE sealing tape.

The system was set up and also tested within the scope of [121]. The tests were
conducted with a commercial gas sensor for carbon dioxide. Thus, instead of nitric
oxide carbon dioxide was mixed with nitrogen. This was mainly done for safety rea-
sons. CO2 concentrations below 500 ppm could not be measured due to the limited
capabilities of the CO2 sensor. However, an important information that could be re-
trieved, was the average waiting time necessary between changes of the concentra-
tion. It could be shown that a change of the MFC-settings will almost immediately
change the composition of the mixed gas, but a stable equilibrium, i.e. a constant
concentration of CO2 needs an equilibration time of 𝑡Eq ≈ 450 s. Thus, it is recom-
mended to wait at least 500 s after a change of concentration to proceed with the
measurements.

Stainless steel parts have a large number of benefits like their good availability and
high resistivity against corrosion as well as good machine-ability. However, they
also come with a drawback. They can form nitrosyl complexes with nitric oxide,
where several nitric oxide molecules act as ligands [122–124]. The formation of ni-
trosyl complexes may lead to adsorption and desorption of nitric oxide on metal
surfaces [125] in dependence of the ambient conditions. This process is particularly
problematic for a static mixing method as stated in [9]. If a considerable amount
of NO is adsorbed to the metal surface of a pipe or vessel it stays on the surface for
the moment. However, if the surrounding pressure drops, for example, if the flow
through the pipe changes or the vessel is emptied the NO molecules bound to the
surface may desorb from the surface, thus changing the NO content of the gas flow-
ing through the pipe or that is still inside the vessel.

So far it is not clear how large the effect may be for the presented gas mixing unit.
The dynamic mixing method may proof to be less sensitive to these processes, since
there may be a dynamic equilibrium between adsorption and desorption after some
timewithout a concentration change in the gas flow. Even in theworst case scenario,
i.e. a strong influence of adsorption or desorption on the absolute concentration of
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4 A gas mixing unit for nitrogen and nitric oxide

themixed gas, it should still be possible to test the sensor by detecting changes in the
NO concentration. It is in any case helpful to keep such effects in mind for future
experiments and the interpretation of the respective datasets.

4.3.4 Vacuum system

Behind the gas mixing unit the gas has to be pumped through the cell where the
measurements take place. The optimal pressure differs and depends on the type of
measurement and the cell that is used. It is therefore crucial to set the cell pressure
and pressure difference along the cell as precise as possible. TheVacuumsystemwas
designed to do that and has been altered several times to comply with the require-
ments of the experiment. Figure 4.3 gives an overview about the vacuum and pump
system in its current form. The system is connected via a KF16 flange to the gasmix-
ing unit. It consists of standard vacuum components, mainly of flexible KF16 steel
hoses. Employing only standard components has the advantage that parts of the
setup can be exchanged quickly so that alterations are not too time consuming. The
desired end pressures inside the cell are in the range of 1.0 × 10−5mbar. Pressures
in that range can be realised without the necessity for long bake out procedures or
copper flanges (CF).

The gas line is split up right after the connection to the gas mixing unit into two
lines. The main line is connected to the cell via a ball valve which can be used to
shut off the cell from the gas flow. Since the cell pressure and the pressure difference
between cell inlet and outlet is crucial, there are two full range pressure gauges in-
stalled directly at the cell inlet and outlet. Behind the cell the gas line is interrupted
by two butterfly valves. When those valves are partially closed they act effectively as
chokes for the gas flow. If butterfly valve 3 is shut, the gas flow is directed through
the throttling line. This part of the setup is made of the same stainless steal pipes as
the gas mixing unit, i.e. the inner diameter of the throttling line is only 4mm. The
throttling line is 1.7m long and can be used to strongly limit the suction power of the
turbo pump. In addition, the bypass line which can be closed with butterfly valve
1 influences how much gas can reach the cell. In combination with the mass flow
controllers the butterfly valves and throttling line enable the precise adjustment of
the cell pressure and pressure differential.
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Figure 4.3: Schematic of the vacuum system connected to the gas mixing unit. It
contains a bypass and throttling line for coarse adjustments of the pres-
sure difference along the cell. The butterfly valves 2 and 3 can be em-
ployed as additional chokes.
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4 A gas mixing unit for nitrogen and nitric oxide

After passing through the cell and turbo pump the gas is pumped out of the system
by a diaphragm pump. The diaphragm pump is especially designed to withstand
corrosive gases and can pump a maximum of 56Lmin−1. This is more than the
total possible flow through the mass flow controllers. However, in case that the
system is extended by additional mass flow controllers, as suggested in table 4.2,
the maximum possible flow through the mass flow controllers is larger then the
maximum volume the pump can transport. One can then either limit themaximum
flow through the mass flow controllers or exchange the diaphragm pump.

As already mentioned, the diaphragm pump is especially made for corrosive gases
with the diaphragm and seals made of PTFE. To additionally protect the pump from
corrosion, a gas ballast valve is installed at the pump inlet. The gas ballast valve has
a small inlet where air can flow into the pipe to mix with the gas pumped from the
cell. The oxygen in the air will oxidise most of the nitric oxide before it is pumped
through the diaphragm pump. Nitrogen dioxide is corrosive itself but the additional
gas volume is helpful to flush the gas lines and remove as much nitric oxide and
nitrogen dioxide as possible. In addition to that, a second gas ballast valve is installed
at the gas line of the suction system, so that the disposal line following the outlet of
the diaphragm pump is flushed permanently too. This ensures that the corrosive
gasses are effectively transported away and at the same time dilutes the gasses with
the air that is sucked in through the gas ballasts. Condensed moisture in the gas
lines of the waste gas extraction or water vapor present in the air sucked in through
the gas ballast valve can lead to the formation of nitric acid[126]: 3NO2 + H2O →
NO + 2HNO3. This should be kept in mind when changing parts connecting the
diaphragm pump to the waste gas extraction.

In section 4.2.1 and 4.2.2 the Knudsen and Reynolds number have been introduced.
These numbers can now be used to coarsely estimate which type of flow one would
expect inside the vacuum system and gas mixing unit. The viscosities 𝜂(𝑇) of ni-
trogen and nitric oxide can be found in the appendix in table D.1. The Knudsen
number in dependence on the pressure is depicted in figure 4.4 for different pipe
diameters. The difference between NO and N2 is negligibly small.

Measurements are typically conducted in the pressure range between 1.0×10−1mbar
and 1.0×10−4mbar. For most pipe diameters the flow is expected to be in the inter-
mediate flow regime between viscous and laminar flow. For small pipe diameters
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Figure 4.4: The Knudsen number in dependence of the pressure in the gas system
for different pipe diameters plotted with logarithmic axes. (a) Calculated
for Nitric Oxide. (b) Calculated for Nitrogen
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4 A gas mixing unit for nitrogen and nitric oxide

ballistic transport prevails from pressures around 1.0 × 10−2mbar downwards. For
larger pipe diameters at the higher end of the pressure range the flow can be con-
sidered as viscous and is only ballistic for very low pressure values. The cells used
for the experiments presented in this thesis had rather larger diameters. A very typ-
ical size is a diameter of one inch. The pipe system has an inner diameter of 4mm.
However, since the pressure in front of the mass flow controllers is considerably
higher than behind, only laminar flow can be expected in this region. The curve for
a diameter of 1mm is an exemplary boundary case. Since the goal for the cells for
optogalvanic measurements is to be miniaturised. A diameter of 1mm is a realistic
and realisable cell size. It is important to keep in mind that the calculated values
from figure 4.4 are only coarse estimates. Treating the cells as pipes, is a simpli-
fication neglecting curves and bends at the cell in- and outlet. In addition, curves
and crossings of the gas lines are completely neglected too. However, the calcula-
tion at least shows that both flow regimes should in principle be accessible. Which
pressure is most favourable for the aquisition of data depends on the cell type and
if the measurement is optical or optogalvanic. The easiest way to find the optimal
pressure is to systematically ramp through different pressure values with the other
measurement parameters fixed.

In the case of viscous flow it may be important to know if turbulences occur. The
largest pressure difference in the system is present immediately after the mass flow
controllers are opened. Which can be estimated to be 1 bar. Thus, immediately
after opening theMFC there will certainly be turbulences in the gas flowing into the
system. However, after some time of continuous gas flow there will be a pressure
gradient along the system with way lower pressure differentials than for the time
directly after the opening of the MFC valve. Since the pressure is only measured for
the cell inlet and cell outlet a useful estimation of the Reynolds number can only be
given for the cell itself. The calculation of the Reynolds number requires the density
and the flow speed of the gas. Both parameters have to be estimated for this setup.
From equation 4.6 the flow speed can be estimated. By setting 𝑑 = 0 one obtains
the maximum possible flow speed in the pipe. The density can be estimated from
an equivalent formulation of the ideal gas law (equation 4.1) relying on the specific
gas constant 𝑅𝑆.

𝜌 = 𝑚
𝑉 = 𝑝

𝑅𝑆 ⋅ 𝑇
. (4.8)
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Assuming a cell length of 10 cm, a cell diameter of 2.54 cm, a mean cell pressure of
1mbar and a pressure difference in the same order of magnitude, i.e. Δ𝑝 = 0.5mbar
yields for the gas specific parameters of nitrogen (the specific gas constant of N2 can
be found in [127]) a Reynolds number of Re ≈ 1795. Thus, one would not expect
turbulences under these conditions. The assumed pressure of 1mbar is around one
order ofmagnitude higher then typical pressures duringmeasurements. In addition,
the pressure differential has been overestimated. The difference between nitrogen
and nitric oxide is negligible, so that in general one can assume, that in case of a
viscous flow inside the cell, turbulences are not expected. Of course, this is again a
very rough estimation and there may be turbulence occurring due to line crossings
and curves. Especially when the butterfly valves are not fully closed, turbulences
may occur. However, gas that flows through any of the butterfly valves is either
bypassing the cell or has already passed it so that the type of flow is no longer of
importance.

For higher pressureswhichmay eventually be investigatedwhendealingwith strongly
diluted NO or real breath samples the setup may have to be altered. For example
one could use a buffer vessel between the MFCs and cell to temporarily store the
gas mixture. This would allow to measure at low pressures even for strongly diluted
mixtures which require large flow rates. A buffer vessel would also need an addi-
tional MFC to control the flow out of the vessel.
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5 Rydberg excitation of nitric oxide

Introduction

The excitation of nitric oxide to high lying Rydberg states has been achieved already
with different excitation schemes [68, 128, 129]. Also optogalvanic spectroscopy
has been used to detect such Rydberg states in NO [6, 9]. However, it has not been
achieved by using the three-photon excitation scheme introduced in section 2.2. In
contrast to earlier work narrowband continuous wave laser systems are employed.
The excitation of NO to high lying Rydberg states is crucial for the proposed sens-
ing technique. It opens up the possibility to test, optimise and improve the sensing
technique on the electronic as well as the laser based parts of the system.

This chapter gives on overview on the proof of concept for the three-photon excita-
tion scheme. The Rydberg excitation has already been topic of [71] and [8].

In section 5.1 the optical setup and exact excitation scheme are explained. Then in
section 5.2 the excitation and detection of the H 2Σ+ state with optogalvanic spec-
troscopy is discussed. It follows a brief discussion of the Rydberg excitation in sec-
tion 5.3. The chapter closes with an outlook on the potential of optogalvanic spec-
troscopy and the sensing principle in section 5.4.

5.1 Optical setup and cell

The basic setup of optogalvanic spectroscopy is depicted in figure 5.1a. The em-
ployed spectroscopy cell was cylindrical, 80mm long and had an outer diameter of
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Figure 5.1: (a) Schematic of the measurement setup for the Rydberg excitation of
NO. The gas inlet and outlet of the cell are at right angle to the electrodes
and laser beams. The UV-laser is counter-propagating to the red and
green laser. (b) Level scheme of the exact excitation path with which the
Rydberg excitation was first realised in our lab.

92



5.1 Optical setup and cell

Figure 5.2: Picture of the employed through-flow gas cell without any electrodes
inside. Further information on that cell is given in [82].

80mm. Further information on the cell can be found in [82], where additionally the
two possible electrode configurations, that were employed first, are explained and
analysed. A picture of the cell is shown in figure 5.2. The first electrode configura-
tion was basically a plate capacitor. The second electrode configuration shielded the
measurement electrode from the UV-laser beam to avoid an additional offset due to
charges generated by the photoelectric effect. Both electrodes enable the detection
of nitric oxide Rydberg states.

The gas inlet and outlet of the cell is at right angle to the electrodes and laser beams.
The first Rydberg spectra were taken during the time where the gas mixing unit
explained in chapter 4 was under development. Nevertheless, the measurements
were performed in through flow. However, the flow was regulated with a single
needle valve controlling the amount of gas flowing into the cell. Since the needle
valve had to be adjusted by hand and no active regulation was employed, the pres-
sure changed over longer periods of time. This hinders the comparison of individual
spectra to each other. The installation of the gasmixing unit introduced in chapter 4
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5 Rydberg excitation of nitric oxide

increased the pressure stability significantly, i.e.the pressure could be kept stable for
several hours.

The UV-laser counter-propagates the two other lasers through the cell. The red and
green laser were overlapped with a dichroic mirror. The beams were shaped to sim-
ilar sizes. For the first measurements active power stabilisation was not available
for the green and red transition. The UV-laser could already be stabilised with a
rotating waveplate. The stabilisation setup is based on [130].

The green and red laser underwent beam shaping before they were sent to the spec-
troscopy cell. When the first measurements were conducted the setup to lock the
lasers had not been completed, so that the lasers had to be repositioned quite fre-
quently. The high uncertainty of the parameters complicates systematic compari-
son of the measurements. However, the main point is to prove the feasibility of the
excitation scheme for the application in gas sensing.

The employed external amplifier is a DL Instruments Model 1211 Current Pream-
plifier. Which is a commercially available trans-impedance amplifier with a mea-
surement range from 1 × 10−2A to 1 × 10−12A. Its output was connected to an
oscilloscope to measure the corresponding voltage 𝑈(𝑡).

The exact excitation scheme for the Rydberg excitation is shown in figure 5.1b. Up
to the H 2Σ+ state the scheme is the same that has been employed in [76]. The final
step to Rydberg states is the same as in [68]. The UV-transition is at 226.97nm. It
belongs to the oP12ee-branchwith JX = 5.5 ← JA = 4.5. The green transition belongs
to theR11ee branch between theA 2Σ+ andH 2Σ+ statewith a change of the rotational
quantum number from JA = 4.5 to JH = 5.5. It is at a wavelength of 540.46nm. The
observed Rydberg transition occurred at 834.91nm.

5.2 Excitation of the𝐇 𝟐𝚺+ state

The optogalvanic spectroscopy technique works if only the UV-laser is scanned over
resonance and the other two lasers are blocked. However, the investigation of the
mechanism underlying the charge production showed that most charges are not
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Figure 5.3: Exemplary current signal for the A 2Σ+ ← H 2Σ+ transition. The data
was Fourier filtered to remove noise above 45Hz. The exact parameters
of the measurement can be found in the text.

produced by collisional ionisation [71]. The resulting current is small. Adding the
green laser, i.e. keeping the UV-laser on resonance and scanning the green laser
above the resonance, produces a clear current signal. The signal is not detectable
optically [71]. An exemplary dataset is plotted in figure 5.3. The dataset was taken
with 12mW UV-laser power and 750mW green laser power. The bias voltage was
UBias = 10V and the pressure 0.63mbar. The dataset was averaged three times
on the oscilloscope and later Fourier filtered, i.e. frequencies above 45Hz were re-
moved from the data. This increases the signal to noise ratio and is necessary be-
cause especially the cables to the external amplifiers pick up a lot of 50Hz noise.

The excitation generates a current of around 0.5nA. The main ionisation mecha-
nism was identified as collisional ionisation by measurement of the power depen-
dence of the current [71].

The pressure of 0.63mbar was not optimised so that larger signals may be possible
at a different pressure. However, the signal optimisation of the green transition is
beyond the scope of this work.
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Figure 5.4: Exemplary signal for the transition from the H 2Σ+ state to a Rydberg
state. The exact parameter of the measurement can be found in the text.

5.3 Rydberg excitation of nitric oxide

The Rydberg excitation adds additional selectivity to the scheme and increases the
current, since the collisional energy needed for ionisation is much lower. In fig-
ure 5.4 a typical Rydberg signal is plotted. The data was taken after signal optimi-
sation, so that it was not necessary to Fourier filter the signal. However, the data
was post-processed by a Savitzky-Golay filter. The UV laser power was 35mW, the
green laser power 1.15W, the red laser power 350mW and the pressure 0.51mbar.
The bias voltage was 10.1V. The maximum current is significantly larger than for
the two-photon signal. The signal is also wider and shows small signs of asymmetry.
This is most likely due to the electric field originating from the applied bias voltage.
Rydberg states are particularly sensitive to electric fields.

However, since the main purpose of those measurements was the general proof of
the excitation scheme, the absolutemeasured currentwas not important at this stage
of the experiment. A full characterisation of the cell and amplifier configuration pre-
sented here has not been conducted, since back then pressure and laser frequency
stability were not under control well enough.
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5.4 Outlook: Optogalvanic spectroscopy

There are many areas suitable for enhancement in the presented optogalvanic spec-
troscopy setup. The gas mixing setup and laser frequency stabilisation have been
completed after the measurements presented in section 5.2 and 5.3 were conducted.
The main parameters determining the efficiency of this spectroscopy technique are
the cell pressure, laser power, bias voltage, cell design and electronics. The first
three have to be empirically determined for each employed cell type.

The cell design and electronics are linked closely to each other. Future cells are
expected to rely on onboard amplifiers which will reduce the pick up of noise sig-
nificantly. The amplifier itself can be tailored to the needs of the experiment to
allow the detection of smaller currents. This is subject to ongoing development [83,
131]. In addition, it is possible to install acousto-optic modulators or in case of the
UV-laser a Pockels cell to amplitude modulate one or multiple lasers. A lock-in am-
plifier can then be employed to increase the signal to noise ratio. This can also be
used to remove possible offsets on the current signal. The offset current is generated
by charges which are not produced by the Rydberg excitation but by different mech-
anisms which have been discussed in [71]. Future improvements on the cell design
may also include noise analysis and shielding of the cell to further reduce external
influences on the signal.

If this spectroscopy technique is used for trace gas sensing the amount of nitric ox-
ide inside the cell will be very small in a large background of nitrogen. Therefore,
the most efficient excitation path is needed to achieve as much population in the
Rydberg state as possible. The large number of rotational levels in each electronic
state gives rise to amultitude of different excitation paths that can be addressedwith
the employed laser systems. In principle, it is possible to simulate different excita-
tion schemes with the optical Bloch equations. However, there is a lack of accurate
literature values concerning the necessary simulation parameters. Thus, it may be
necessary to test the different paths experimentally with the other experimental pa-
rameters fixed. This will also require precise control of the beam overlap.

One benefit that was stated in [10] is that the sensor is immune to light fluctuations
as long as the transitions are driven in saturation. This has to be tested for the chosen
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excitation path aswell. For theA 2Σ+←X 2Π3/2 transition information on this can be
retrieved from optical spectroscopy which also enables the precise investigation of
the states sub structure. These investigations are discussed in detail in chapter 6.

Eventually also the transition to the Rydberg states and the assignment of the Ryd-
berg states is needed to optimise the spectroscopic signal. The investigation of the
Rydberg states and their behaviour in electric fields is subject to current investiga-
tion [81].
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6 Doppler-free spectroscopy within
the 𝜸00–band in nitric oxide

Introduction

The hyperfine structure of nitric oxide has already been investigated in several stud-
ies. Microwave spectroscopy was the preferred tool of early studies on the hyperfine
structure of the ground state reported in [29, 132–135]. The corresponding hyperfine
constants of the ground state X 2Π were later determined precisely by employing in-
frared spectroscopy [33, 35]. The hyperfine structure of the excited state A 2Σ+ was
first investigated experimentally by Bergeman and Zare [30]. Two-colour resonant
four-wavemixing [34] aswell as quantumbeat spectroscopy [31, 32, 36, 136] enabled
the determination of hyperfine constants for the A 2Σ+ state.

However, the direct resolution of Lamb-dips was not possible so far, since it requires
narrowband continuous wave laser systems. We employed our frequency quadru-
pled Ti:sapphire laser to perform Doppler-free saturated absorption spectroscopy
on the A 2Σ+ ← X 2Π3/2 transition. The technique should give information about
dynamic constants like the saturation intensity and state life times. Precise Knowl-
edge of these constants can be used to optimise the sensing scheme introduced in
section 2.3.

This chapter will guide through the process of signal search and optimisation which
was also presented in [137]. In addition, it will present the spectroscopic results re-
ported in [1]. First the experimental setup will be introduced in section 6.1 and
the signal optimisation process will be summarised in section 6.2. These two sec-
tions can be seen as a guide on how to approach this challenge, when one seeks to
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employ Doppler-free saturated absorption spectroscopy on a different ground state
transition in nitric oxide or even another molecule.

The middle part of the chapter will deal with the high resolution measurements on
the hyperfine structure of different transition belonging to the P12ee branch, which
can also be found in [1]. In addition, data measured at a lower pressure is discussed
in section 6.4 and the linewidth of the different datasets in section 6.5. It ends with a
conclusion and outlook on the further potential ofDoppler-free saturated absorption
spectroscopy in section 6.6.

6.1 Experimental Setup

The spectroscopic setup for Doppler-free saturated absorption spectroscopy in ni-
tric oxide is depicted schematically in figure 6.1. It is based on the primitive setup
introduced in section 2.4. The beam of the UV-laser is power stabilised with a mo-
torised half-wave plate [130]. For that, a small fraction of power from the laser beam
is picked off, using a glass plate. The picked off light is sent to a photodiode which
is connected to a micro-controller (Teensy). The teensy controls a stepper motor
rotating the first wave plate in the setup so that the measured signal on the photodi-
ode stays constant. Since the signal quality depends on the power in the pump and
probe beam, power stability is vital to achieve the best signal quality throughout a
measurement.

The UV-beam is separated into the pump and probe beam with a polarising beam
splitting cube. Both beams are widenedwith two planoconvex lenses each. Their fo-
cal lengths are given in mm in figure 6.1. The pump beam has a diameter of around
3.5mm in front of the cell and the probe beam a diameter of around 2.8mm. Since
both beams are of rather elliptical shape, these value should be considered as es-
timates. The larger size of the pump beam simplifies the adjustment of the beam
overlap, which is crucial to obtain an optimal signal. In addition, larger beam diam-
eters ensure small transit time broadening. With equation 2.15 one can estimate
the expected transit time broadening. The mean free velocity of NO at 293K is
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Figure 6.1: Schematic of the full setup for Doppler free saturated absorption spec-
troscopy on the A 2Σ+ ← X 2Π3/2 transition in nitric oxide. Throughout
the optimisation process for the signal different spectroscopy cells have
been employed. The best spectroscopic resolution was achieved with a
50 cm long through-flow cell. Details on the setup are given in the text.
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̄𝑣NO = 454.74ms−1 according to equation 2.16. The resulting transit time broad-
ening for a beam with a diameter of 2.8mm is then 191.2 kHz. This is small com-
pared to the overall linewidth of themeasured data presented in section 6.3. The two
beams are overlapped inside the spectroscopy cell with crossed linear polarisations.
After passing through the cell the probe beam is focused on a photodiode (Thorlabs
PDA25K2).

The pump beam is amplitudemodulated at 9.8 kHz by a chopper wheel. A Doppler-
free signal will only be obtained when the pump beam is unblocked. Feeding the
signal of the probe beam to a lock-in amplifier, as well as the reference signal from
the wheel controller, enables the lock-in to significantly increase the signal to noise
ratio of the measured signal. A detailed introduction to the technique can be found
in [138]. The basic principles of the underlying electronics can be found in [139] and
technical introduction in [140] where also some applications for lock-in amplifiers
are discussed.

For the measurements presented in section 6.3 and published in [1] a 50 cm long
through flow glass cell was used. The cell has angled windows to minimise back
reflections of the pump beam onto the photodiode. During the process of signal
search and optimisation different types of cells were tested. However, the 50 cm cell
produced the best signal amongst the different cells. It has the advantage that one
can work at relatively low pressures (1.0 × 10−2mbar to 1.0 × 10−4mbar) but still
gains a decent signal due to the longer distance atwhich absorption of the laser beam
takes place. The precise control of the pressure and flow is ensured by themass flow
controller setup, which was introduced in chapter 4. For any type of cell the beam
overlap is crucial for the signal quality and has to be optimised carefully. This can
be done by looking at the single shot signal of the Lamb-dip. For weaker transitions,
a single shot signal is not visible. In such cases one has to rely on opto-mechanical
tools like irises.

When scanning the laser over resonance, the resulting spectra suffer from its fre-
quency jitter. Especially if several scans are averaged the spectra smear out. One
way to counteract this is to stop the data acquisition and manually correct the fre-
quency position of the laser by comparison to a reference signal. This can be for ex-
ample the error signal of the PDH-lock with respect to the trigger signal of the scan.
This method was used in [137] and for the measurements presented in section 6.2.
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However, the method is time consuming and can not fully remove the effect of the
frequency jitter.

For the measurements presented in section 6.3 and section 6.4 the UV-laser was
locked to a certain frequency and the lock frequency was changed step by step, mov-
ing the laser slowly above resonance. For each frequency step a single data-point
from the lock-in amplifier was taken. In comparison to scanning the laser over the
resonance this technique ensures a higher frequency stability, i.e. a higher resolu-
tion.

In detail, this techniqueworks as follows. TheUV-laser is locked onto a tunable side-
band at frequency Δ𝜔EOM. This frequency can be tuned from Δ𝜔EOM/2𝜋 = 35MHz
to Δ𝜔EOM/2𝜋 = 500MHz. In contrast to the sidebands necessary to generate the
PDH-error signal are set to a fixed frequency of 𝜔PDH/2𝜋 = 15MHz. The free spec-
tral range of the corresponding transfer cavity is FSR904 = 897.4MHz, so that the
full range in between two cavity fringes can be covered by the EOM-sidebands. The
locked laser can be moved over the resonance by changing the frequency 𝜔EOM. For
each frequency step a single data point is generated by integrating the signal for a
specific time via the lock-in amplifier. For the finest scans the frequency step size in
the UV was set to 0.4MHz and the integration time of the lock-in amplifier to 10 s.
In advance of taking a spectrum at high resolution the respective lamb-dip has to
be searched in the vicinity of the center of the Doppler-broadened line. To do so,
the laser is locked next to the center of the absorption feature and moved over the
resonance in larger frequency steps, for example 2MHz. For the signal search also
the integration time of the lock-in amplifier can be set to a smaller value, like for
example 1 s.

6.2 Optimisation of the spectroscopic parameters

This section is supposed to aid future researchers with the process of signal opti-
misation. For a system were the saturation intensity is not perfectly known to the
experimenter finding a Doppler-free signal with the technique of saturated absorp-
tion spectroscopy is not always fully straight forward. The saturation intensity was
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given in equation 2.19. It includes the life time 𝜏 of the excited state. Thus, if the life
time of the excited state is known the saturation intensity can be estimated. In the
case of nitric oxide there are several values for the life time of the excited state. Cal-
lear [141] gives a mean radiative lifetime of 2.3 × 10−7 s for the A 2Σ+ , 𝑣A = 0 state.
In contrast to the data of [142] a radiative lifetime of 9.98 × 10−7 s for transitions
from 𝑣A = 0 ← 𝑣X = 0 can be calculated. While [143] gives 7.2 × 10−8 s and from
[144] one can calculate the state life time to be 1.08 × 10−6 s. These values suggest
that the saturation intensity is in the range of 0.016mWmm−2 to 0.25mWmm−2.
For the aforementioned estimated size of the pump beam this would require at least
laser powers between 1.5mW and 2.4mW

However, it is very important to keep in mind that collisions will influence the re-
quired saturation intensity. As introduced in section 2.4.3 the saturation intensity
does not solely depend on the natural linewidth Γ. Thus, if the pressure is to high,
the large number of collisions will reduce the lifetime of the excited state. Effec-
tively this means that, the higher the pressure, the more laser power is necessary to
saturate the transition. Of course, if the pressure is chosen too low, saturation will
be achieved easily with the pump beam, but the remaining change in absorption for
the probe beam might be difficult or impossible to detect. In this case the absorp-
tion can be increasedwithout increasing the pressure by using a longer spectroscopy
cell. This is one of the reasons why, during the process of signal optimisation, differ-
ent gas cells were employed. Collisions were identified to already limit the spectro-
scopic resolution in the 8 cm cell used in the beginning. In the subsequently used
10 cm cell the limitation stayed almost the same. Therefore, the 50 cm cell intro-
duced in section 6.1 was manufactured. In this cell there is still enough absorption
to obtain a decent signal even at pressures in the range between 1 × 10−2mbar and
1×10−4mbar. In the shorter cells pressures around 0.6mbar were typically used.

The first attempts to find a Lamb-dip signal have been conducted without a lock-
in amplifier. Several different settings for pressure and laser power were tried out
employing the 8 cm long gas cell depicted in figure 6.2, without any electrodes inside.
Since these attempts to find the respective Lamb-dip signal failed, a lock-in amplifier
was employed. This device can improve the signal to noise ratio of the data by orders
of magnitude. So that signals, that would otherwise vanish in a large background of
noise, emerge. However, it also adds additional complexity to the experiment and
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Pump

Probe

Figure 6.2: Top view of the cell used for the first Doppler-free measurements. Pump
and Probe beam are indicated by arrows. The probe beam is depicted in
a lighter color to symbolise its lower intensity.

requires to carefully choose the respective time constants which are the modulation
frequency and integration time. This is later discussed in more detail.

The first measured Lamb-dip signal is depicted in figure 6.3 for different numbers
of averages. One sweep corresponds to a single scan of the laser over resonance.
The data was taken at a pressure of 6.3mbar. The pump laser was set to a power
of 24mW, the probe laser to 20 µW. To obtain spectra with so many averages the
laser’s frequency position had to be corrected every few sweeps to avoid blurring
of the signal, as described in the previous section. The data also had to be offset
corrected. A large offset despite the usage of a lock-in amplifier indicates that there is
a large amount of light from the pump beam hitting the photodiode, since any other
light hitting the detector is not modulated and should be filtered out. Since the cell
windows are not anti-reflection coated, back-reflections from the pump laser were
expected to appear. To avoid them hitting the detector the cell can be put into the
setup at an angle. However, this leads to stress on the flange connections to the steel
hoses. Therefore, later cell generations where manufactured with angled windows.
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Figure 6.3: First measured Lamb-dip signal for a different number of averages. The
Lamb-dip was set to zero detuning. Each dataset was offset corrected but
for clarity the datasets are depicted with an offset with respect to each
other.

In addition back-reflections can be minimized by elongating the distance between
the cell and the detector and built in irises to block all light except the probe beam
itself.

The frequency axis for this dataset and all others presented in this section has been
calculated from the scan timeof the laser. For example if theUV-laser scans 250MHz
in 10 seconds, the time axis from the oscilloscope was converted into frequency
based on that value. This method is inaccurate and relies on the laser scan to be
linear and to agree with the scan distance set in the control interface. To check if
the latter is the case a calibrationmeasurement was conducted were the error signal
of the lock of theUV-laserwas used as a frequency reference. The evaluation showed
that the set value of the scan distance and the actual scan distance deviate. Fitting
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the behaviour of the deviation results in a correction factor for the different scan
settings. The corresponding evaluation and calculation of the correction factors can
be found in [137]. This correction factor has been included in the frequency scaling
of the datasets shown in this section. This is still not very accurate but since this sec-
tion deals with the improvement of the signal quality and not with the quantitative
determination of frequency shifts or molecular constants, it is sufficient.

The first signal was only visible after a considerable amount of averages. Despite the
averaging the overall signal quality was low, with background noise in the same or-
der of magnitude as the signal. Therefore, it is worth to try out different parameters
to optimise the signal. Even an improvement by a factor of 1.5 or 2 may reduce the
number of necessary averages significantly. Especially in the beginning, when the
signal is not visible in single shot, the optimisation procedure is time consuming,
since it takes a number of averages to evaluate if the parameter changes one made,
improved the signal quality.

Setting the correct laser power for pump and probe is crucial. Therefore, after a first
signal is present it is worth to try out different power ratios and absolute values. It
is very important to keep a significant intensity difference between the pump and
probe laser. If the probe laser is to strong or the pump laser to weak the technique
does not work. An intensity difference of around one order of magnitude is a good
rule of thumb. If this does not work one can go to more extreme ratios. Here it
may be beneficial to first increase the pump power, since one has to make sure that
the pump’s intensity is close to saturation. If increasing the pump laser does not
show any effect, the transitions may already be saturated and one should go on with
the probe laser to check if its intensity is either too high or too low. In case of this
experiment the probe laser intensitywas very lowwhen the first signalwas obtained.
In such a case it is very difficult to detect the change in probe absorption induced by
the pump laser. If the probe laser power is set to high, it may be able to saturate the
transition itself.

When optimising the laser powers of the pump and probe laser one should also keep
in mind the beam diameters of both lasers. Since in the end not the power but the
intensity is crucial. It is beneficial if both beams have roughly the same diameter, to
obtain a large volume for which the two beams overlap.
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Figure 6.4: Traces illustrating the effect of different pump and probe laser powers.
The three traces were measured with different numbers of averages.

In figure 6.4 three signals are depicted. They have been taken with a different num-
ber of averages so that the noise level is not comparable. However, they illustrate
the influence of the pump and probe power on the signal behaviour. The blue signal
has the highest pump and probe power and also the highest amplitude. The power
ratio is the same as for the red signal. The yellow one was taken at the same pump
power as the red one but only half the power of the probe laser has been used. This
decreases the signal amplitude significantly. All three spectra were measured in the
cell depicted in figure 6.2. This type of cell has particularly thick windows, so that
the loss of power due to absorption and reflection from the cell windows is quite
high compared to other cells (up to 30%).

In addition, to the aforementioned time constants the phase setting of the lock-in
amplifier is important. Due to experimental imperfections, electronic delays and
the travelling distance of the signals, the reference signal fed to the lock-in amplifier

108



6.2 Optimisation of the spectroscopic parameters

and the signal fed from the experiment to its input, can be out of phase. To obtain the
best signal to noise ratio the phase setting of the lock-in amplifier has to be chosen
so that the phases of the reference and input signal match each other. If they are
exactly 90° out of phase the signal even vanishes completely. This is illustrated in
figure 6.5.
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Figure 6.5: The spectroscopy signal measured at 21.5mW pump and 800 µW probe
with a cell pressure of 6.5 × 10−1mbar for different phase settings of the
lock-in amplifier.

The figure shows several scans over the resonance, all recorded at the same param-
eters. The lock-in phase was varied in steps of 30°. A change of 180° corresponds
to a flip of the signal from positive to negative amplitude. This can be seen by com-
parison of the trace for −30° and 150°. That an incorrect choice of the phase may
remove the Lamb-dip from the signal is illustrated by the traces at 30° and −150°.
Most of the traces show a large absorption background in which the Lamb-dip ap-
pears. This is due to additional light from the pump beam hitting the detector after
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passing through the cell. Light of the pump beam that is reflected without passing
throughNO leads to a constant offset without the absorption profile. That it is possi-
ble to reduce the absorption background to zero, indicates that the signal generated
by the additional light of the pump beam on the detector has a different phase then
the signal generated by the probe beam. Furthermore, the figure illustrates that only
at two distinct phase choices the signal vanishes completely, for all others its ampli-
tude may be decreased in comparison to the maximum possible amplitude, but the
signal in general is still visible. The largest signal amplitude is obtained at a phase
of −60°. The difference to the phases where the signal is completely suppressed is
90°. This illustrates, that when searching the first signal it is useful to change the
phase by 90° from time to time and check if this changes the output signal. This
avoids that the signal search is performed at a phase setting where the signal is fully
suppressed. If the setting is at the worst possible value, a 90° phase change would
theoretically set it to the optimum. Conclusively the fine adjustment of the phase is
only possible, after a first signal has been found.

As alreadymentioned, the setting of the time constant of the lock-in amplifier, some-
times also denoted as integration time, has to match the other time constants of the
experiment. In this particular case, one is only interested in the Doppler-free signal.
Thus the lock-in is employed to suppress noise on the signal. For other use-cases the
requirements on the settings of the lock-in may be entirely different. This should be
kept in mind. To illustrate the importance of the correct settings of the time con-
stants, in the following, an example is discussed.

One may assume that the frequency of the amplitude modulation of the pump laser
is 1 kHz. Thus, a single modulation step, i.e. turning the laser on and off, takes 1ms.
For this application the requirement for the integration time of the lock-in amplifier
is, that it has to be larger than 1ms. Otherwise the noise suppression would not
work as desired. Of course, one could now just use an integration time of half a
second, i.e taking into account 500modulation cycles, whichwould give a very good
filtering effect and consequently good noise suppression. However, there is another
limitation which is the scan speed of the laser. If one assumes that the laser scans
1GHz per second the lock-in would deliver only two data points at this setting, since
it will integrate the signal fed to it’s input for half a second. The result is then, that
the frequency resolution of the detection is limited to 500MHz. Thus, to increase
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the resolution one can either scan the laser slower or decrease the integration time,
which effectively may also decrease the signal to noise ratio if one cannot increase
the modulation frequency, i.e. the number of modulation cycles that the lock-in
integrates over. As a consequence the scan speed of the laser, the integration time
and themodulation frequency of the pump laser have tomatch each other. The limit
of the modulation frequency is thereby either given by the respective device or the
bandwidth of the detector. The maximum modulation frequency of the employed
chopper wheel is 10 kHz. From the data for the state life time given above one can
very coarsely estimate that the linewidth of the Lamb-dip has to be in the range of
MHz to tens of MHz. Thus the time constants were chosen so that the obtained
frequency resolution was inside this range.

If the parameters of the lock-in have been set to suitable values a simple change of
the scanning speed of the laser may increase the resolution. Scanning slower while
keeping all other time constants fixed will not cause any problems for the detection.
The effect of lowering the scan speed on the signal is depicted for an exemplary
measurement in figure 6.6. At the highest scan speed the signal is broadened and the
line-shape is edgy and neither Lorentzian nor Gaussian. Lowering the scan speed
decreases the width of the signal and its line shape is rounder. At a scan speed of
240MHz s−1 the signal seems to split into twoparts, that could not be fully separated.
At even lower scan speeds the signature of this splitting gets clearer. That the signal
consists of more than a single Lam-dip was later confirmed, when the signal quality
and method of measurement were fully optimised (see figure 6.7). The reduction of
the scan speed effectively allows a higher sampling rate, i.e. a clearer signal.

It may happen, that even though a lock-in amplifier is employed, that there is still
noise on the signal. It has been mentioned several times that this may be generated
by additional light of the pump beam on the detector. But what if this can be ruled
out and there is still some noise remaining? A simple Fourier analysis of the signal
may help then. The Fourier transformation of the signal fed to the lock-in amplifier
will reveal which frequencies are contained in it. If there is any frequency which is
close to the modulation frequency it may partially or fully pass through the lock-in
amplifier, disrupting the output signal. The problem can be solved by choosing the
modulation frequency so that it is in a part of the frequency spectrum, where there
are no or only very small contributions from other sources. There can be plenty of
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Figure 6.6: Lamp-Dip spectra measured at identical experimental parameters and
lock-in setttings but at different scan speeds of the UV-Laser. All spectra
have been averaged for 25 sweeps.

reasons for such additional noise frequencies. In the case of the UV-laser system a
typical source for that type of noise may be the locking systems of the two employed
doubling cavities. They can easily produce tiny amplitude fluctuations in the kilo-
hertz regime. Since most modern oscilloscopes offer a FFT-function (Fast Fourier
Transform), such an analysis can be done within a few minutes and should always
be considered as a quick check if the choice of modulation frequency is correct or
may have to be optimised.

As a final remark on signal optimisation for Doppler-free saturated absorption spec-
troscopy the importance of the beam overlap has to be stressed. If the signal quality
is suddenly very poor, one should always check the beam overlap first, since a poor
beam overlap cannot be compensated by any of the other parameters. If the beams
overlap at an angle they may also not fully cancel out the Doppler-broadening so
that a residual broadening remains. The best way to optimise the beam overlap af-
ter initial alignment with two irises for example, is usually to look at the signal and
adjust it carefully until it reaches maximum amplitude.
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6.3 Determination of the hyperfine constants for the
A 2Σ+ state

The measurements presented in this section were conducted after the signal opti-
misation process, that has been treated in the previous section, was finished. The
measurements were performed with the 50 cm long spectroscopy cell and the beam
diameters given in section 6.1. The pressure inside the cell was set to be 0.023mbar
and data was collected for total angular momenta from 𝐽X = 1.5 to 19.5 on the oP12ee
branch (see also figure 2.3). The modulation frequency of the chopper wheel was
set to 9.8 kHz. The laser powers were 4mW for the pump and 0.4mW for the probe
laser. To determine the hyperfine constants of the A 2Σ+ state it is necessary to re-
solve at least two of the expected hyperfine transitions, since the frequency splitting
between different transitions is required to determine the respective constants.

In figure 6.7 spectra for different total angular momenta 𝐽X between 19.5 and 5.5 are
depicted. The data has been offset corrected and fitted with a Voigt profile which
will be introduced later in this chapter (see equation 6.1, 6.2 and 6.3). The peak
labelled as 3 has been set to zero detuning. However before the the data is analysed
quantitatively a qualitative discussion will be given.

It is immediately apparent that the frequency splitting between the three individual
transitions, that have been resolved, shrinks with decreasing total angular momen-
tum 𝐽X. For 𝐽X = 5.5 only two individual transitions have been resolved. The peaks
labelled 1 and 2 have moved so close to each other that they cannot be resolved
individually anymore.

For lower values of 𝐽X the remaining two lines, labelled 2 , 3 move even closer to
each other until they merge too, so that for 𝐽X = 2.5 and 𝐽X = 1.5 only a single line
is resolvable. This is depicted in figure 6.8. In addition, new spectroscopic features
appear in the spectra for 𝐽X = 3.5 detuned to the blue of 3 and for 𝐽X = 2.5 a double-
peak occurs red detuned to the only remaining spectroscopic line. Furthermore, a
change in relative intensity between the lines is observed. For 𝐽X > 5.5 all lines have
been of almost the same amplitude. For 𝐽X = 5.5 peak 2 is higher than 3 . Thismay
be explained by the lack of resolution, since peak 2 consists actually of two peaks.
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Figure 6.7: Selection of hyperfine spectra for different total angular momenta 𝐽X =
19.5 to 𝐽X = 5.5. The data is shown in blue and fitted with a Voigt profile
which is drawn in orange.
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Figure 6.8: Hyperfine spectra for the lowest four values of 𝐽X. Despite the merging
of 2 and 3 additional smaller peaks occur. The data is shown in blue
and fitted with a Voigt profile drawn in orange.
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However, the intensity difference increases further for 𝐽X = 4.5 and eventually flips
for 𝐽X = 3.5.
This behaviour is in comparison to the behaviour of the spectra for higher 𝐽X un-
usual. If only a single peak is visible, the exact assignment of the Δ𝐹 transitions
is difficult. It would require a very precise absolute frequency reference. The em-
ployed frequency reference for tuning the fundamental of the UV-laser to the differ-
ent 𝐽X transitions was a wavemeter (BurleighWA-10). A simulation conducted with
the program pgopher [145] does not show any additional spectroscopic lines in the
close vicinity of the main transitions in contradiction to the spectra for 𝐽X = 3.5 and
𝐽X = 2.5.
As explained in section 2.2.1 the ground state of nitric oxide belongs neither strictly
to Hund’s case (a) or (b). For low J-values it is best described as a Hund’s case (a)
which means that the Hund’s case changes, when an electron is moved from the
X 2Π3/2 state to the A 2Σ+ state. A possible explanation could than be that a change of
theHund’s casemayweaken the parity selection rules, so that additional transitions,
emerge. However, according to [38] parity selection rules are very strict and hold
for both involved Hund’s cases (see also section 1.6). Thus, the given explanation
is not sufficient. Additionally, if the explanation would be valid, one would expect
the simulation to show corresponding peaks in the calculated spectrum, which it
does not. To fully understand the behaviour of the spectra for low J-values further
investigation is necessary. It would be beneficial to conduct it at a higher resolution,
to obtain more clarity and correctly assign the individual transitions.

Since the behaviour of the data for low J is not fully understood and it is clear that
from 𝐽X = 5.5 downwards two peaks of the spectrum have merged, i.e. the ex-
tracted peak position is not exact, those datasets are excluded from further quantita-
tive analysis. Before the quantitative analysis and determination of hyperfine con-
stants is discussed, it is necessary to explain why only three individual transitions
have been resolved, since the selection rules Δ𝐹 = ±1, 0 allow a total of six hyper-
fine transitions for each total angular momentum 𝐽X. This is illustrated in figure 6.9
for the transition A 2Σ+ 𝐽A = 5.5 ← X 2Π3/2 𝐽X = 6.5. There are three transitions
with Δ𝐹 = −1 which are indicated by blue arrows, two with Δ𝐹 = 0 and a single
one with Δ𝐹 = +1. The latter two are indicated by black arrows. The simulation
with pgopher yields exactly the depicted six hyperfine transitions. The reason why
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Figure 6.9: Schematic for a exemplary transition from 𝐽X = 6.5 in the X 2Π3/2 state
to 𝐽A = 5.5 for the A 2Σ+ state including the hyperfine structure. The six
expected hyperfine transitions are indicated as arrows. The blue arrows
indicate those transitions with Δ𝐹 = −1 which are, according to the
simulation, by far the strongest.

117



6 Doppler-free spectroscopy within the 𝜸00–band in nitric oxide

only three of the six transitions are visible is their difference in line strength. The
Δ𝐹 = −1 transitions are for any total angular momentum 𝐽X the strongest three.
The other three transitions are usually at least a factor of ten but often, especially
for Δ𝐹 = 1 a factor of 100 weaker. The calculated intensities include the transition
strengths and thermal distribution of the rotational levels. In case of the depicted
transition for example, the calculated intensity of the Δ𝐹 = −1 lines is on the order
of 1 × 10−4, for the Δ𝐹 = 0 it is already on the order of 1 × 10−5 and for the single
line withΔ𝐹 = +1 it is on the order of 1×10−7. For larger 𝐽X the intensity difference
tends to become even stronger. For 𝐽X = 15.5 the Δ𝐹 = −1 lines are a bit weaker
then for lower 𝐽X with intensities around 1 × 10−4 and 1 × 10−5 while the Δ𝐹 = 0
lines only show intensities on the order of 1 × 10−7 and the Δ𝐹 = +1 has only an
intensity on the order of 1×10−10. Since the three observed lines, are of very similar
intensity it is most likely the case that only the Δ𝐹 = −1 transitions have been re-
solved, since the other three transitions would require way more laser power to get
close enough to saturation with the pump laser to be observed.

One way to check if the assumption that only Δ𝐹 = −1 transitions were resolved is
correct, is to calculate the splittings between the lines from the data and simulation
and compare them to each other. If the assumption is wrong the splittings should
not match each other. To determine the line splittings the data has been fitted with
a Voigt-profile in an Lambert-Beer envelope, which is depicted as orange line in
figure 6.7. The Voigt profile was introduced in 1912 [146] and is a convolution of
a Lorentzian and Gaussian function. Thus it cannot be solved analytically. To fit a
Voigt profile one can either use a pseudo-Voigt function or a numeric approximation
of the respective profile. The later is considered to be more accurate and employs
the Faddeeva function 𝑤𝑘(𝑧), which is given by

𝑤𝑘(𝑧) = exp(−𝑧2) (1 + 2𝑖
√𝜋

∫
𝑧

0
exp(𝑡2)𝑑𝑡) . (6.1)

The Faddeeva function’s argument 𝑧 is including the fitparameter 𝑓0 which yields
the frequency position of the peak. In addition, it includes the measured frequency
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𝑓, and the width of the Doppler profile, which is denoted as 𝜎 as well as the corre-
sponding Lorentzian linewidth, which is denoted as 𝛾. It is given by

𝑧(𝑓) = 𝑓 − 𝑓0 + 𝑖𝛾
√2𝜎

. (6.2)

The full fit function takes only the real part of the Faddeeva function and is given
by

𝑉(𝑧) = 𝐴LB ⋅ (1 − exp (−1 ⋅
3
∑
𝑘=1

Re[𝑤𝑘(𝑧(𝑓))])) . (6.3)

With an overall amplitude 𝐴LB. The sum takes into account that a total of three
peaks has to be fitted. As previously mentioned below 𝐽X = 6.5 the three spectro-
scopic lines are not individually resolved. Therefore, data for 𝐽X < 6.5 is not taken
into account in the further evaluation. In figure 6.10(a) the measured splittings re-
trieved from the fit are compared to the values calculated with the constants given
in table C.1.1, C.1.2 and C.2 in the appendix. The circled numbers indicate between
which of the two peaks the splitting has been determined. The blue and red data
points indicate the data. The errorbars contain the frequency error of the laser locks
that was estimated in section 3.3 and the fit uncertainty. The main contribution to
the error is the estimated frequency uncertainty. The orange squares indicate the
splitting determined from the spectrum calculated with pgopher. The calculated
and measured splittings are in very good agreement with each other. The hyperfine
constants of the ground state of nitric oxide are already determined with high ac-
curacy by infrared spectroscopy [35]. They were kept constant at the values given
in table C.1.2. Only the hyperfine constants for the excited state were fitted. To fit
the data a wrapper program for the command line version of pgopher is used. The
wrapper optimises the A 2Σ+ state hyperfine constants with a Levenberg-Marquardt
algorithm. The fitted constants are then 𝑐, 𝑏 and 𝑒𝑄𝑞0. The Fermi-contact constant
𝑏𝐹 can be calculated from 𝑏 and 𝑐with the relation 𝑏𝐹 = 𝑏+ 𝑐/3 [36]. The splittings
calculated from the newly fit constants are plotted together with themeasured split-
tings in figure 6.10(b). In table 6.1 the newly fitted constants, which have also been
published in [1], are listed together with previously measured constants. The agree-
ment of the newly determined constants is particularly goodwith the constants from
[36], which were also used for the calculated splittings (see table C.2), shown in fig-
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Figure 6.10: (a) Experimentally determined splittings between the different Δ𝐹 =
−1 hyperfine transitions in red and blue compared to the Calculation
plotted as orange squares. (b) Experimentally determined splittings
compared to the splittings calculated from newly fitted constants.
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6.3 Determination of the hyperfine constants for the A 2Σ+ state

Table 6.1: Fitted constants in comparison to other, previously determined constants
from experimental and theoretical works. All values are given in MHz.

Constant Value Reference Theor./Exp.
𝐛 41.06(9) [1], this work Exp.

41.66(51) [36] Exp.
41.59(75) [36] Exp.
42.50(8) [136] Exp.

𝐜 5.29(53) [1], this work Exp.
5.59(64) [36] Exp.
8.97(107) [36] Exp.
3.01 [136] Exp.

𝐛F 42.82(26) [1], this work Exp.
43.52(30) [36] Exp.
44.56(39) [36] Exp.
53.93 [136] Exp.
43.50(8) [136] Theor.

𝐞𝐐𝐪𝟎 −7.31(12) [1], this work Exp.
−7.31(23) [36] Exp.
−7.18(20) [36] Exp.
−4.36 [147] Theor.
−6.64 [148] Theor.
−5.62 [149] Theor.

−4.44(33) [136] Exp.
−6.968 [136] Theor.
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6 Doppler-free spectroscopy within the 𝜸00–band in nitric oxide

ure 6.10(a). Especially the quadrupole constant 𝑒𝑄𝑞0 agrees perfectly. The newly
determined constants fit well into the range of previously determined constants.

6.4 Discussion of crossover resonances

In section 2.4.2 crossover resonances were explained. This phenomenon has not
been observed in the measurements presented in the previous section and [1]. For
crossover peaks to emerge the two transitions involved in its formation have to be
driven close to saturation by one of the two lasers. For the data depicted in figure 6.7
the laser power was supposedly not high enough to drive any of the Δ𝐹 ≠ −1 transi-
tions close to saturation, so that neither the respective transitions nor the crossover
resonances appeared.

First, it shall be discussed where in a measured spectrum crossover peaks are ex-
pected to appear. In figure 6.11 the expected hyperfine transitions and crossover
peaks for the transition 𝐽X = 6.5 to 𝐽A = 5.5 (see also: figure 6.9) of the A 2Σ+ ←
X 2Π3/2 transition are depicted. The line spectrum has been calculated with pgo-
pher. The blue lines resemble the different hyperfine transitions. The strongest
line has been set to zero detuning in accordance with the presentation of the mea-
sured data. The intensities have been normalised to the strongest line, so that the
relative intensities of the different lines resemble the calculated intensity relations.
As previously discussed, the Δ𝐹 = −1 transitions are by far the strongest. The
Δ𝐹 = +1 transition is in this case so weak that it was plotted as a blue dot, since
a line resembling its amplitude in contrast to the strongest transition would barely
be visible. The red lines indicate the positions were one would expect a crossover
peak. The peak positions were calculated from the simulation result of pgopher.
Their amplitudes were set arbitrarily. The Crossover peaks are separated into two
types. The strong crossovers are suspected to appear with larger intensity than the
weak crossovers. The reason for that is, that the strong crossovers appear between
hyperfine transitions were always one of the Δ𝐹 = −1 and Δ𝐹 = 0 transitions are
involved. The left of the two strong crossover peaks appears between the transitions
Δ𝐹A = 4.5 ← Δ𝐹X = 5.5 and Δ𝐹A = 5.5 ← Δ𝐹X = 5.5. The right one appears
between the transitions Δ𝐹A = 5.5 ← Δ𝐹X = 6.5 and Δ𝐹A = 6.5 ← Δ𝐹X = 6.5.
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Figure 6.11: Calculated line spectrum for A 2Σ+ ← X 2Π3/2 for 𝐽X = 6.5 to 𝐽A = 5.5.
The blue lines resemble the different hyperfine transitions. The respec-
tive labels indicate this transition in the form 𝐹A → 𝐹X. The red lines
are the expected crossover peaks. A detailed discussion can be found in
the text.

The crossovers that are expected to appear with lower intensity are those involv-
ing the very weak Δ𝐹 = +1 transition. They are depicted in lighter red. One of
the two weak crossovers is almost at zero detuning, the involved transitions are
Δ𝐹A = 4.5 ← Δ𝐹X = 5.5 and Δ𝐹A = 6.5 ← Δ𝐹X = 5.5. The second of the two
weaker crossover lines is formed by the transitions Δ𝐹A = 5.5 ← Δ𝐹X = 5.5 and
Δ𝐹A = 6.5 ← Δ𝐹X = 5.5. It is most likely that this is the weakest of all crossovers
since it is the only one that does not involve any of the strong Δ𝐹 = −1 transitions.
Conclusively, one can expect that the two stronger crossover peaks should appear
first, when the spectroscopic resolution is increased, in contrast to the spectra de-
picted in figure 6.7. Therefore, theweak crossover transitions are fromhere onwards
omitted.

In equation 2.19 the saturation intensity was introduced and it was explained that
different broadening effects influence the decay rate Γ. Therefore, one has to con-
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6 Doppler-free spectroscopy within the 𝜸00–band in nitric oxide

sider these effects with an effective decay rate as introduced in equation 2.20 Transit
time broadening can be ruled out since the beam diameters have been chosen to
avoid large influence of this effect. Therefore, three other broadening effects may
be the reason why the missing crossover peaks do not appear. These are residual
Doppler broadening, power broadening and pressure broadening.

Residual Doppler broadening is a direct result of an imperfect beam overlap. If the
two beams overlap at a slight angle, i.e. the two beams are not perfectly counter-
propagating, since pump and probe do not perfectly select the 𝑣 = 0 velocity class.
The additional velocity classes then broaden the spectral line slightly. The beam
overlap was adjusted by directly observing the spectroscopic signal, i.e. it can be
considered to be as well optimised as possible with the employed setup. Further
optimisation would require an extension of the setup, including mirrors adjusted by
electronic steering and a detection mechanism for the pointing of both laser beams.
For practical reasons, it is therefore more feasible to take a look at the other two
broadening mechanisms first. Since different powers have been investigated during
the process of signal optimisation in the 50 cm cell and the employed pump power
of 4mW is close to the estimated saturation intensity, the limitation is most likely
due to pressure broadening. In section 6.2 the limiting influence of this effect was
already discussed.

Indeed, it was possible to observe additional spectroscopic features at lower cell pres-
sures. Figure 6.12 shows the result of such ameasurement. Effectively, lowering the
cell pressure decreases the number of collisions inside the cell which decreases the
respective line broadening. The measurement was conducted at the same parame-
ters for the laser power as those depicted in figure 6.7. The modulation frequency
was set to 6.5 kHz and the integration time of the lock-in amplifier at 3 s. On the os-
cilloscope a 5 s running average was performed. These parameters were slightly dif-
ferent but in contrast to the pressure not crucial for the appearance of the additional
spectroscopic features. The cell pressure was lowered by two orders of magnitude
to 4.86 × 10−4 mbar. Since the strength of the individual transitions decreases with
increasing total angularmomentum 𝐽X, only lower values of 𝐽X which are also closer
to the maximum of the population distribution (see figure 1.4) provide enough sig-
nal amplitude for a reasonable measurement. Therefore, a large series of measure-
ments for different values of 𝐽X as presented in section 6.3 could not be conducted at
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Figure 6.12: Measured hyperfine spectrum for the A 2Σ+ ← X 2Π3/2 for 𝐽X = 6.5 to
𝐽A = 5.5. The measurement was conducted at a particularly low pres-
sure. The data was fitted with a Voigt-profile, the line positions of the
fit function have been kept fixed to the values predicted from theory,
indicated by the green vertical lines. The red lines indicate theoretical
line positions of the different hyperfine transitions. More details can be
found in the text.

these parameters. In figure 6.12 the data is depicted as blue dots. The measurement
was conducted on the same transition as the previously discussed theory spectrum
(A 2Σ+← X 2Π3/2 for 𝐽X = 6.5 to 𝐽A = 5.5). The data was fitted with a Voigt-profile as
introduced in equation 6.3, but without the Lambert-Beer envelope. This is justified
since at such low pressures the absorption is negligibly small and the exponential
function can be ignored. This can be seen by taking a look at the Taylor series of
exp(−𝑥) for 𝑥 → 0

lim
𝑥→0

(exp(−𝑥) + Δ𝑥 exp(−𝑥)) ≈ Δ𝑥 (6.4)
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6 Doppler-free spectroscopy within the 𝜸00–band in nitric oxide

However, in contrast to the fit for the datasets discussed in section 6.3, in this case the
fit function consisted of five peaks instead of three. The positions of the individual
peaks were kept fixed and were not used as free parameters for the fit. The fixed
positions for the fit are indicated as green lines in figure 6.12. The fixed positions
were retrieved from the simulationwith pgopher. They are the line positions of the
threeΔ𝐹 = −1 transitions and the line positions of the two stronger crossover peaks.
The amplitudes of the green lines resemble the fitted amplitudes. To match the red
to the green lines the amplitude of the very left red line was matched to that of the
green line. The red lines indicate the theoretical positions of the different hyperfine
transitions. The position of the red lines and the measured spectrum were matched
at zero detuning. The relative amplitudes between the red lines match the intensity
relation given by the calculation.

If one compares the fitted amplitudes (amplitudes of the green lines) with the theo-
retical amplitudes of the red lines one can see that the relation of the fit amplitudes
with each other is similar to the relation between the theory amplitudes. The fit is
also describing the data well, even though the line positions were dictated by theory
and not free parameters. Especially on the left hand side of the spectrum the agree-
ment is good. It is likely that the triple feature at negative detuning consists of the
twoΔ𝐹 = −1 transitions indicated by the red lines and a crossover peak. In contrast
to that the situation on the right hand side, i.e. the double feature set to resonance
is contradictory. The amplitude of the second of the two peaks is basically fitted to
be zero and the theoretical position of the crossover peak does not fit to the part of
the double feature at positive detuning. It was also tried to match theory and ex-
periment by matching the red line at zero detuning to the right peak of the double
feature. Then the theory and experiment fit better to each other on the right hand
side, but disagree on the left. Overall, the case with the best matching is the one
presented here.

The contradiction between theory and experiment clearly indicates that a larger set
of data is required. In best case even for a few different transitions. The attempt
to reproduce spectra with five instead of three peaks failed. This may be attributed
to technical issues, even though during the measurement no issues were noticed.
However, an unnoticed miss-calibration of the frequency axis due to problems with
the laser lock or mode-hops of the laser could possible have corrupted the data.
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6.5 Investigation of the linewidth of the spectra

6.5 Investigation of the linewidth of the spectra

Apart from the hyperfine constants of the A 2Σ+ state the width of the spectroscopic
features can be evaluated. However, this dataset has to be interpreted with care.
This is the case because the linewidth depends amongst other parameters on the
beam overlap between pump and probe. The overlap has been adjusted to obtain an
optimal signal before each measurement. Nevertheless, the exact quantification of
the beam overlap was not possible in the employed setup. Therefore, beam overlap
differences between different sets of data could not be noticed. In figure 6.13 the
linewidth is plotted in dependence of the total angular momentum 𝐽X of the ground
state. The data was fitted with a semi empirical model, which was introduced in
equation 6.3. The Voigt-profile in the Lambert-Beer envelope was estimated numer-
ically (see equation 6.1 and 6.2). The linewidth was determined individually for
each peak from the fit parameters of the fitted curves depicted in figure 6.7. This
was done by employing Newton’s method [150] to determine the two half maxima
of each peak and henceforth calculate its full width at half maximum (FWHM). The
width was determined for the argument of the Lambert-Beer function, i.e. the pure
Voigt profile. The results from the datasetsmeasured at 2.3×10−2mbar are depicted
as red and blue points in figure 6.13. For better visibility data points belonging to the
same total angular momentum 𝐽X were shifted relative to each other. The colours of
the depicted data points indicate this by alternating between different values of 𝐽X.
The gray shaded areas additionally group the data belonging to a single value of 𝐽X
. The errors were calculated from the fit errors by determining the maximum and
minimum possible linewidth from them. For the dataset with 𝐽X = 3.5 the numeric
determination of the errorbars failed for one of the two peaks, so that no reliable
error could be determined. The corresponding dataset was therefore omitted. The
three green datapoints were retrieved from the dataset depicted in figure 6.12. Here
the evaluation failed for two of the three peaks, so that only the width of three of the
five peaks could be determinedwith reliable error bars. To evaluate thewidth of that
dataset the data was refitted without keeping the parameters for the peak positions
fixed. As already discussed in section 6.4 this is the only dataset that was measured
at 4.86 × 10−4 mbar and was later not reproducible. This should be kept in mind
when interpreting figure 6.13.
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Figure 6.13: Linewidth (FWHM) determined from the fitted curves for the datasets
discussed in section 6.3 and [1] in blue and red. Datapoints belonging to
the same values of 𝐽X are slightly offset to each other for better visibility.
The alternating colours and shaded areas indicate data with the same
value of 𝐽X. The green datapoints were obtained from evaluation of the
dataset discussed in section 6.4, which was measured at a significantly
lower pressure.

The data in figure 6.13 indicates that the linewdith of the resolved lines increases
slightly with increasing 𝐽X. From this, one may interpret that those states have a
larger natural linewidth. However, this behaviour may also be due to the beam ad-
justment. For larger 𝐽X the intensity of the lines gets weaker. This was observed
during the search for signals at the individual values of 𝐽X and is also confirmed
by the simulation conducted with pgopher. A weaker signal increases the diffi-
culty of adjusting the beam overlap. For example, if the signal is so weak, that it
is only clearly visible after averaging over a few single shot spectra, the response of
the system to changes of the beam overlap is very difficult to notice for the experi-
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6.5 Investigation of the linewidth of the spectra

menter. This can result in a less well adjusted beam overlap and therefore a larger
linewidth.

It is remarkable that the linewidth of lines at low 𝐽X is the lowest overall. Since one
may expect that the individual peaks moving closer to each other would result in
a larger linewidth due to the addition of the individual peaks. Comparison of the
datasets for 𝐽X = 6.5 and 𝐽X = 5.5 shows this effect. The linewidths determined for
𝐽X = 5.5 are larger than those for 𝐽X = 6.5. That this does not occur for the lower
values of 𝐽X is difficult to explain, since it would mean that the individual hyper-
fine transitions have to be very narrow and very close to each other, so that they
effectively hide beneath the linewidth of any additional broadening effects. Com-
parison to the calculation shows that this is rather unlikely. Thus the interpretation
of the data for 𝐽X < 5.5 seems to be contradictory too, in terms of the linewidth. To
really obtain a better understanding of the data in this range of 𝐽X additional mea-
surements should be conducted. Ideally with a high resolution absolute frequency
reference and better controlled beam overlap.

Comparison of the two datasets at 𝐽X = 5.5 shows that the data measured at 4.86 ×
10−4mbar (green data points) yields a linewidth which is lower than that of the
data measured at a higher pressure (red data points). This is a strong hint that the
linewidth ismainly limited by collisional broadening, i.e. the cell pressure. However
since the two datasets were measured at different dates the beam overlap may have
been different here as well. It still remains unclear why the green dataset could not
be reproduced at a later point. Thus, further investigations at low cell pressures and
maybe also for different power parameters are necessary to unveil, what is exactly
limiting the technique and how to interpret the additional two lines appearing in
the spectrum.

The interpretation of the linewidth data yields contradictions and a lot of uncer-
tainty. However, in general it still shows that the current resolution of this partic-
ular setup is at least somewhere between 4MHz and 8MHz. Additional measure-
ments and an improved control of the spectroscopic parameters especially the beam
overlap will be necessary to shrink the errorbars and obtain more reliable and com-
parable datasets.
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6.6 Potential further investigations

In this chapter it has been shown thatDoppler-free saturated absorption spectroscopy
can be employed to quantitatively determine hyperfine constants of molecular en-
ergy levels and directly resolve Lamb-dips [1].

However, especially in section 6.4 and 6.5 the current limitations of the employed
spectroscopic setup became clear. Therefore, further investigations need an im-
proved setup. Especially the quantification of the beam overlap would help to com-
pare different datasets with better reliability. For example, this could be achieved by
measuring the pointing of each of the two beams with quadrant photodiodes after
overlapping them as good as possible. If the overlap changes due to thermal fluctua-
tions or a change in the pointing of the laser, one could use the initial measurement
on the quadrant photodiodes to steer the beams back to their original positions. In-
stead of steering the beam by hand, motorised mirrors or piezo-mirrors could be
employed. Furthermore, improvement of the initial beam quality of the UV-laser
would allow to achieve a more precise overlap of the laser beams and to determine
the spot sizes of the beam with higher accuracy.

Additional accuracy may also be gained by improving the frequency stabilisation
setup for the UV-laser system. The measurements indicate that collisions are still
themain limitation. To obtain a reasonable signal at even lower pressures the length
of the spectroscopy cell should be increased or a multi-pass cell could be used.

With an improved spectroscopic setup and the beam overlap under better control,
more precise measurements may be possible. Especially the search for crossover
peaks may be easier at lower pressures. It may even be possible to resolve additional
Lamb-dips at lower 𝐽X. Finally, with this additional improvements investigations
on the behaviour of the signal, especially the linewidth for different pressures and
powers may yield information on the collisional processes occurring in the cell and
may enable the accurate quantification of the saturation intensity for the different
transitions. This is a valuable information for the improvement of the application
of optogalvanic spectroscopy for gas sensing.
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7 Conclusion and Outlook

In thiswork the first realisation ofDoppler-free saturated absorption spectroscopy in
nitric oxide was presented. This allowed the direct observation of Lamb-dips for ni-
tric oxide. This has been realised recently for the hydrogen deuteride (HD)molecule
too [151, 152]. In addition, it was possible to determine the hyperfine constants for
the A 2Σ+ state with slightly improved accuracy in comparison to previousmeasure-
ments [1, 36]. In the case of nitric oxide the application of Doppler-free saturated
absorption spectroscopy was basically enabled by the progress in laser technology.
Without a narrowband continuous wave laser system the technique would not have
been realisable. In principle, this technique is applicable to other molecules too.
This might give insight into the hyperfine structure of other molecules in the fu-
ture. However, one has to keep in mind that the intrinsic energy structure is not the
same for all types of molecules.

In terms of the presented experiment, Doppler-free saturated absorption spectroscopy
is not at its limit. Comparison of the datasets presented in section 6.4 and 6.3 shows
that a decrease of the cell pressure led to an increase in resolution. A comprehen-
sive measurement series for different pressures was not yet conducted but could
yield information on the exact limitations by pressure broadening. However, for
even smaller pressures the decrease in signal amplitude, may then require an even
longer spectroscopy cell. In addition, to pressure broadening, power broadening
may influence the spectroscopic lines. Here, further measurement series may yield
information on how power broadening influences the signal and may finally enable
the precise determination of the saturation intensity. The analysis of the spectra for
lower values of 𝐽X and the data presented in section 6.4 is not satisfying. Additional
data may help to unveil what exactly causes the observed behaviour.
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The suggested further measurements would all benefit from an improvement of the
experimental parameters. Especially, enabling the quantification of the beam over-
lap, would allow a more reliable comparison of data concerning the amplitude and
linewidth of the spectra. Further improvements could be made on the laser fre-
quency stabilisation, to decrease the frequency uncertainty of the determined split-
tings. An increase in the overall long-term stability of the laser system would allow
time consuming measurement series at the same parameters.

Concerning the development of the laboratory prototype for the application of opto-
galvanic spectroscopy to gas sensing, information about the structure of the involved
molecular states, the saturation intensity and the effect of pressure broadening on
the transition is valuable. The realisation of the Rydberg excitation of nitric oxide
and its detection by optogalvanic spectroscopy is an important step forward to this
project. However, the employed excitation scheme is most likely not the most effi-
cient way to generate a large population in the Rydberg state. Thus, the optimisation
of the excitation scheme is still to be done. In addition, improvements on the cell
design, onboard cell electronics and detection scheme itself are subject to ongoing
research. Electric field shielding and the employment of a lock-in amplifier in the
optogalvanic detection process may improve the signal to noise ratio further. Even-
tually testing different concentrations of NO in N2 and subsequently real breath gas
samples may reveal new challenges. It can not be ruled out, that certain gases may
have to be filtered out of real breath gas samples, before optogalvanic spectroscopy
can be employed for determining the NO content.

In addition, the narrowband continuous wave excitation of nitric oxide Rydberg
states opens up new experimental possibilities. Like the investigation of the be-
haviour of the corresponding Rydberg states in electric fields [81] or the search for
ultralong-range Rydberg bimolecules in a thermal regime [153].
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DesWeiteren danke ich Artur Skljarow für zahlreiche Gespräche und Diskussionen
in unseren gemeinsamen Mittagspausen, sowie dem ganzen ”3rd Floor-Team”für
die schöne Zeit mit Euch.

Es bleibt noch dieUnterstützung vonunseremGlasbläser Frank Schreiber undMarc
Oliver Schmid vom Institut für Feuerungs- undKraftwerkstechnik zu erwähnen, die
durch ihre technischen Fertigkeiten die Produktion und Befüllung zahlreicher ver-
schiedener Spektroskopiezellen ermöglicht haben. Des Weiteren wäre eine sichere
Lagerung unseres Stickstoffmonoxids ohne Franks unkomplizierte Unterstützung
nicht möglich.

Weiterer Dank gilt dem Verwaltungsteam des 5. Physikalischen Instituts. Allen vor-
an danke ich hier Anne-Katrin Kriesch für ihre umfangreiche Unterstützung bei
zahlreichen Verwaltungsaufgaben wie zum Beispiel den besonders spaßigen EU-
Timesheets, sowie Karin Otter und Astrid Buck.
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Weiterhin gilt besonderer Dank meinen Freunden für ihre Unterstützung und dass
sie mir hin und wieder gezeigt haben, dass es auch sinnvoll ist, mal eine Pause ein-
zulegen.

Ganz besonders danke ich meinen lieben Eltern. Ohne Euch wäre mein Studium
so nicht möglich gewesen und damit auch meine Promotion ausgeschlossen gewe-
sen. Danke, dass Ihr mir immer die Freiheit gelassen habt, selbst und unbeeinflusst
zu entscheiden, welchen Weg ich gehen möchte, und mich im Anschluss, egal wie
dieser Weg ausgesehen hat, dabei unterstützt habt. Man konnte sich immer unein-
geschränkt auf Euren Rat und Eure Hilfe verlassen.

Zu guter Letzt bleibt noch ein ganz besondererMensch, dem ich dankenmuss, mei-
ner Freundin Cornelia Vogel. Ohne Dich wäre diese Promotion vermutlich nicht
erfolgreich zu Ende gegangen. Ich bin immer noch davon überzeugt, dass Du über
viele Phasen meiner Promotion hinweg mehr davon überzeugt warst, dass das trotz
all der Schwierigkeiten doch noch werden wird, als ich selbst. Du hast Dir all die
Sorgen und Probleme angehört, meine Selbstzweifel weggewischt, es einfach hin-
genommen, dass oft auch unsere gemeinsame Zeit oder gemeinsamerUrlaub hinter
der Arbeit im Labor zurückstehen musste. Für all das, ja für deine immerwährende
Unterstützung, kann ich Dir nicht genug danken!
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Appendix

A: Vibrational constants for the ground state of nitric
oxide

Table A.1: Equilibrium vibrational constants in cm−1 for the ground state of nitric
oxide X 2Π [28]

Constant Value
𝜔𝑒 1904.085(15)
𝜔𝑒𝑥𝑒 14.066(51)
𝜔𝑒𝑦𝑒 0.619(48) × 10−2

B: Molecular term symbols

The notation of molecular term symbols may confuse someone new to the field of
molecular physics. Therefore, they are briefly explained here.

Molecular term symbols are usually of the form [40]

X 2𝑆+1Λ+/−
Ω/g,u. (B.1)

The meaning of the individual signs of the term symbol are:
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• X: The letter up in front in the term symbol denotes the electronic state. The
ground state is always denoted as 𝑋 . Then all states are labelled alphabetical,
i.e. the energetically lowest excited state is denoted 𝐴, the next higher 𝐵 and
so on. Exceptions occur due to historic reasons: assume that the molecular
states 𝐴 and 𝐵 are already labelled and somebody discovers a molecular state
which is energetically between 𝐴 and 𝐵. It would be extremely inconvenient
to rename all of the already known states. Therefore, that intermediate state
is then labelled with a prime. Thus, in the example it would be labelled 𝐴′.

• S: total spin of the electron. The term 2𝑆 + 1 is named multiplicity like in
atomic physics.

• Λ: The projection of the total electron orbital momentum L on the nuclear
axis is denoted Λ and added to the term symbol by capital greek letters. This
means Λ = 0, 1, 2, ... corresponds to Σ,Π, Δ, .... This is analogue to the nam-
ing scheme for atoms were the l-character is denoted with letters of the latin
alphabet.

• +/−: The exponent of Λ is giving the overall parity of the molecular state. It is
often neglected.

• Ω: If the state is spin-orbit split the subscriptΩ gives the value the of quantum
number Ω = Λ + Σ, which gives the total projection of the electronic angular
momentum on the internuclear axis. Since Ω is only defined in Hund’s case
(a), it will usually not be given if the described state belongs to a different
Hund’s case.

• g,u: The label g for gerade (even) and the label u for ungerade (odd) denotes
the symmetry of the total wave-function with reference to molecule fixed co-
ordinates.

C: Molecular constants for nitric oxide

C.1: 𝐗 𝟐𝚷
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Table C.1.1: List of finestructure constants for the groundstate X 2Π of nitric oxide.
All values in MHz.

Constant Value Reference

𝐵 50 848.130 72(18) Varberg et al. [35]
𝐷 0.164 141 19(31) .
𝐻 3.774(15) ×10−8 .
𝐴 3 691 813.855(12) Varberg et al. [35]
𝐴𝐷 5.372(38) Danielak et al. [28]
𝛾 -193.987 9(77) Varberg et al. [35]
𝛾𝐷 0.001 582 2(70) .
𝑝 350.405 443(91) .
𝑝𝐷 3.78(18) ×10−5 .
𝑞 2.822 100(51) .
𝑞𝐷 4.370(38) ×10−5 .
𝑞𝐻 -8.6(25) ×10−10 Varberg et al. [35]
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Table C.1.2: List of hyperfine constants for the groundstate X 2Π of nitric oxide. All
values in MHz.

Constant Value Reference

𝑎 84.203 78(76) Varberg et al. [35]
𝑏𝐹 22.379 2(28) .
𝑏 42.006 5(38) .
𝑐 -58.882 0(32) .
𝑑 112.597 18(13) .
𝑑𝐷 1.10(23) ×10−4 Varberg et al. [35]
𝑡0 -19.627 3 Brown and Carrington [45]
𝑡2 75.064 79 Brown and Carrington [45]
𝐶𝐼 0.012347(52) Varberg et al. [35]
𝐶′
𝐼 0.007 37(36) .

𝑒𝑄𝑞0 -1.856 71(26) .
𝑒𝑄𝑞2 23.114 7(83) Varberg et al. [35]
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C.2: 𝐀 𝟐𝚺+

Table C.2: List of constants for the A 2Σ+ state of nitric oxide. All values in MHz.

Constant Value Reference

𝑇𝐴0 − 𝑇𝑋0 1 323 308 163(60) Danielak et al. [28]
𝐵 59 545.297(239) [28, 36]
𝐷 0.169572(236) [28, 36]
𝛾 -80.34(16) [28, 36]
𝑏𝐹 43.52(30) Brouard et al. [36]
𝑏 41.66(51) .
𝑐 5.59(64) .

𝑒𝑄𝑞0 -7.31(23) Brouard et al. [36]
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C.3: 𝐇 𝟐𝚺+,𝐇′ 𝟐𝚷 and 𝐅 𝟐𝚫 state and interaction parameters
within the 3d-Rydberg complex

Table C.3.1: List of constants for the H 2Σ+ state of nitric oxide. All values in MHz.

Constant Value Reference

𝑇H = 𝑇𝐻0 − 𝑇𝑋0 1 879 856 313(180) Bernard et al. [77]
𝐵H 59 672.6(16) .
𝐷H 0.189 4(36) Bernard et al. [77]

Table C.3.2: List of constants for the H′ 2Π state of nitric oxide. All values in MHz.

Constant Value Reference

𝑇H′ = 𝑇𝐻′
0 − 𝑇𝑋0 1 880 271 855(120) Bernard et al. [77]
𝐴H′ 43 230(300) .
𝐵H′ 59 254.88(420) .
𝐷H′ 0.185 3(30) Bernard et al. [77]
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Table C.3.3: List of constants for the F 2Δ state of nitric oxide. All values in MHz.

Constant Value Reference

𝑇F = 𝑇𝐹0 − 𝑇𝑋0 1 860 139 712(300) Bernard et al. [77]
𝐴F -1 259(120) .
𝐵F 59 834.37(450) .
𝐷F 0.121(10) Bernard et al. [77]

Table C.3.4: List of interaction parameters within the 3d-Rydberg complex (v=0).
Values in MHz

Constant Value Reference

𝛼 1 019(390) Bernard et al. [77]
𝛽 135 326(300) .
𝜉 27 823(39) .
𝜂 115 025(4) Bernard et al. [77]
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D: Viscosities of nitric oxide and nitrogen

Table D.1: Viscosities of NO and N2 at 𝑇 = 300K in µPa s [66]

Gas Viscosity

NO 19.2
N2 17.9
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