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Abstract

The technology of SLM is used to layer three-dimensional functional components. Studying

and refining the factors that influence the melting of Al layer. The layer is made up of six

distinct Al atom sizes in the shape of a sphere (ball) with various diameters (40 Å, 80 Å, 160 Å,

220 Å, 440 Å, 880 Å). The simulation depends mainly on MD to simulate the melting process.

Although the sample sizes change, system parameters must be scaled to accommodate two

distinct sample sizes. The whole melting of the Al layer has been recorded, using both sample

1 (40 Å, 80 Å, 160 Å) and sample 2 (220 Å, 440 Å, 880 Å), where with and without Ar gas, to

explore the influence of Ar in the system.

It is expected that the findings of this study will serve as a platform for further research into

complex systems with several layers, and that the methodological style used in this work will

serve as a model for systematic studies into other structures. In the near future, this research

might aid materials design for next-generation in 3D printing.



Chapter 1

Introduction

In the last decade, AM has risen to prominence as a modern manufacturing paradigm, resulting

in a proliferation of materials that can be processed, reductions in manufacturing cost and

time, and realization of extremely complex part geometries that were previously beyond the

capabilities of subtractive manufacturing [1]. SLM, a laser based AM technology for fabricating

metallic components from the fusing of metallic powder bed, has piqued the interest of the bio-

medical, automotive, and aerospace sectors because of its capacity to construct high-precision

end-use products and shorten manufacturing process stages [2]. Aside from feed-stock material

properties like particle size distribution and shape, laser processing parameters have a big

impact on the end part’s structure and quality. The primary SLM processing parameters

that affect the energy input to the powder bed are laser power, laser spot size, scan speed,

hatch spacing, hatch style, and layer thickness Figure 1.1 [3]. SLM can now create functional

components from powders of just a few commercial alloy systems, such as Titanium, Nickel,

Aluminum, Iron, Tungsten, and Gold [2].

Aluminum, along with Titanium, Tungsten, and Gold, is one of the most commonly used

metals in micro-fabrication. Because of their high strength to weight ratio, form-ability, and

corrosion resistance, Al alloys are widely employed in the automotive, aircraft, and biomedical

sectors. Making geometrically complicated Al components is difficult using traditional pro-

duction methods such as machining, casting, forming, and powder metallurgy. Furthermore,

because of their modest cooling rates, these processes result in the creation of a coarse micro-

structure. Mechanical milling and subsequent consolidation of metal powders, on the other

hand, may yield exceedingly thin micro-structures, even nano-crystalline material. The yield

9



10 CHAPTER 1. INTRODUCTION

strength of a hot isostatic pressed sample of milled Al powder of 60 nm size was 592MPa [4].

Another research that consolidated milled nano-crystalline powder found a compressive yield

strength of around 400MPa [5]. Controlled consolidation of Al nano-powders is a tried and

true technology for producing high strength nano-crystalline Al, but it lacks the ability to make

useful complex pieces [6].

The melting and solidification of powder particles are affected by a combination of several

characteristics. SLM, like other laser-processing methods, is characterized by high cooling rates

in the order of 103 to 104K/s, which result from the high energy input to relatively small areas

on the powder bed. Despite the fact that the high thermal conductivity, reflectivity, and oxide

formation propensity of Al powders make SLM more difficult than that of stainless steels or

Titanium alloys, studies have demonstrated that very dense components may be created by

SLM of Al powders [7, 8]. The anomalously greater yield strength and hardness attributed to

SLM treated metals are attributable to the finer micro-structure and high dislocation density

caused by increased cooling rates during solidification [9]. MD modeling is a powerful tool for

describing the deformation processes of atomic structures. They are a valuable addition to ex-

perimental approaches, offering mechanistic insight into empirically observed processes because

to their extraordinary resolution in space of single atom, time, and energy. Direct comparison

with experiment, on the other hand, necessitates that the boundary conditions established on

the simulated system match the experimental ones. The phrase boundary condition refers to

any geometrical or thermodynamic limitation imposed on the entire system throughout the

simulation. Ball milling for around 18 h has been demonstrated to create nano-crystalline pow-

ders with a size of about 60 nm that are acceptable for SLM processing [6]. SLM may be

used to consolidate ball milled Al nano-powders, combining the ability of SLM to construct

complicated components with the high-strength capabilities of nano-crystalline Al to generate

functional Al parts with exceptional mechanical properties.

A common powder-based rapid manufacturing method is relies on the SLM. SLM allows for

complete powder melting, resulting in near-full density components. SLM has an advantage over

EBM and LMD in terms of equipment complexity. In contrast to EBM, there is no requirement

for a high vacuum chamber to direct electron beam. In contrast to LMD, there is no need for

precise alignment between the powder feeding aperture and the laser beam [10, 11]. Despite the

fact that SLM is a very promising method, difficulties such as balling effect, degraded surface
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Figure 1.1: Laser power, scanning speed, hatch spacing, and layer thickness are all SLM process

factors [3].

smoothness, tensile residual stress, and component deformation are still common in the SLM

process because of the extreme heat input [12].

SLM processing of Al has received very little scientific attention. The SLM processing of

Al powders presents a variety of challenges. For starters, SLM relies heavily on the capacity to

distribute a thin powder layer, which is challenging due to the lightness and poor flow-ability

of Al particles, especially in the presence of moisture. Powder bridging occurs often inside

hoppers and tubes due to poor flow-ability, obstructing powder flow. As a result, many known

powder deposition techniques are ineffective for Al powders, even though they are effective for

other metal powders with similar particle shape and size distribution.

Despite the fact that SLM employs shorter wavelength light than selective laser sintering,

which favors metal absorption, the high reflectivity of Al 91 % increases the laser power re-

quired for melting [13]. Metal powder bed lasers are generally fiber lasers with wavelengths

in the 1068 to 1095 nm region and powers on the order of 100 s of Watts, for SLM machines,

unpolarized IR lasers with a wavelength of 1068 nm are the industry standard [13]. Although

the metal as a powder bed has a high absorptivity, many reflections and absorptions inside

the particle bed represented by [14], any neighboring overlaying solidified hatch is extremely
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reflective, as is the melt bead generated under the laser [15]. Another reason for greater laser

powers is Al’s excellent thermal conductivity relative to other materials used in SLM such as

stainless Steel and Titanium [16], which allows heat to be quickly dissipated away from the

scanned spot [17]. Various studies have used experimental and computational approaches to

better understand the physical processes that occur during macroscale SLM processing [6].

Melting and solidification occur at very tiny length scales 10−3 to 10−8m and time scales 10−6 s

in the SLM process. As a result of the high cost, low resolution, and restricted accessibility of

measuring tools, the experimental research of fundamental thermo-fluid-mechanical behavior is

difficult.

According to the qualities, the SLM process parameters may be loosely categorized into

powder related, laser related, and powder bed related factors, as depicted in Figure 1.2. In

a real manufacturing setting, most powder related process characteristics, such as chemical

composition, particle size and shape, and surface morphology, are invariants [18].

Figure 1.2: SLM process parameter summary [18].

Powder bed characteristics are the third type of SLM process parameter. Most powder bed

procedures use a rake mechanism to apply the powder to the construction platform, which is

also known as recoating. A variety of elements impact the effectiveness of the powder delivery

system, including recoater type, number of recoating runs, amount of recovered powder during

each pass, and most importantly powder characteristics. One of the important process elements

that influences the component qualities is the thickness of the recoating layer. The laser material

interaction, and hence the melt pool properties, are influenced by layer thickness, particle size
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distribution, and laser parameters.

The SLM process setup is seen schematically in Figure 1.3. A layer of powder is initially

applied to the build substrate in SLM. The laser beam melts the powder based on the geometry

required. Following that, the recoater pours the next layer of powder over the hardened com-

ponent, followed by further laser melting. Because of the brief contact period between the laser

source and the powder, the heating and cooling rates during the SLM process are extremely

high. The mechanical characteristics of the manufactured item differ from those of traditional

techniques because the resulting melt pool shape has a major impact on the microstructure

features. Detailed analyses of the process processes involved in SLM may be found elsewhere

[19, 20]. A number of essential geometrical elements, including as the border geometry, hatch

geometry, and support geometry, must be established before to the manufacture of an SLM

component. These factors, together with powder absorption to laser irradiation, influence the

volumetric energy density available to heat and melt the powders.

Figure 1.3: The working concept of SLM [13].

Depending on the application, the qualities of AM components created using SLM are often

assessed by a range of process outputs. In order to evaluate the quality of the final produced item

and therefore the SLM process, the feature resolution, surface polish, mechanical characteristics,

and microstructure are characterized, as in any conventional process. There are many types

of flaws that might arise in SLM. Porosity is a typical flaw in metal AM components that can
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have a detrimental impact on mechanical qualities. Porosity can be powder-induced, process-

induced, or a solidification artifact shown in Figure 1.4. During powder atomisation, gas pores

may develop inside the powder feedstock. These spherical gas holes may be easily translated

to the as-fabricated pieces [20].

Figure 1.4: Comparison of process-induced, absence of fusion porosity to entrapped, gas poros-

ity transmitted from the powder feedstock using light optical microscopy [20].

The production of flaws is mostly determined by the process temperature. Microstructure

cracking can occur during solidification or subsequent heating. Macroscopic fractures may

be associated with other flaws, such as porosity. Figure 1.5 depicts delamination leading to

interlayer cracking. A combination of melt pool size and surface tension may cause swelling

or melt balling if the process temperature is too high. Most of these flaws may be prevented

if processing conditions are closely controlled. Cracking of the microstructure is also material

dependant, and in some processing circumstances, cracking may be inevitable.

Figure 1.5: Layer delamination and cracking can occur in SLM [20].
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Defect creation is mostly determined by process factors, which must be adjusted in order

to create defect free components [18]. A full examination of the flaws in AM procedures may

be found elsewhere [21].



Chapter 2

Theory and Methods

For simulating the development of an atomic system, classical MD simulations employ New-

ton’s equations of motion to determine atomic locations, velocities, and accelerations. The

interaction forces between two atoms are calculated using an interaction potential. An inter-

atomic potential that accurately fits the Al melt structure, liquid properties, and crystalline

properties obtained from experimental measurements and ab initio calculations is required for

a reliable simulation of Al melting, grain nucleation from liquid Al, and microstructure forma-

tion. The EAM approach is a semi-empirical method for calculating metal flaws. The EAM’s

limitations are very well defined, it works best for purely metallic systems with no directional

bonding. It does not tackle covalency or considerable charge transfer, and it does not account

for Fermi-surface effects. The key physical attribute incorporated in the EAM is bond strength

moderating by other bonds like coordination-dependent bond strength. Within these limits, the

EAM offers a highly useful and stable method for computing estimated structure and energet-

ics, from which many interesting metal attributes may be determined [22]. The EAM potential

has previously been utilized to mimic the cooling rate dependency of liquid Al solidification

[23]. The EAM approach approximates the total energy of a system of embedded atoms as,

Etot =
∑
i

Fi(ρi) +
1

2

∑
j(̸=i)

ϕ(Rij)

 (2.1)

where Fi denotes the embedding energy of an atom i in the host electron density ρi and ϕ(Rij)

denotes the short-range electrostatic pairwise potential between atoms i and j separated by a

16
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distance Rij. The neighbor’s host electron density at atom i is estimated as follows:

ρi =
∑
j( ̸=i)

ρnj (Rij) (2.2)

where ρaj denotes the electron density at atom i as a result of another atom separated by a

distance Rij.

As a result, an accurate EAM potential developed by [24] is employed in this work to

represent the interaction of pure Al atoms, and also Al with Ar. The NIST-interatomic potential

repository [25] provides parameter files for the Al EAM potential that have been tuned to

precisely describe the melting behavior, thermodynamic and elastic characteristics, and liquid

and solid structural features.

2.1 Molecular dynamics model

MD is commonly used to simulate the time-dependent movements (trajectories) of atoms in

space. Forces operating on atoms (particles) in standard MD implementations are computed as

derivatives of potentials. These forces are included into Newton’s equations of motion, which

are solved repeatedly for each particle in the system [26]. Specifying the instantaneous positions

and momenta of all the particles forming the system can describe the microstate at any time

t for a classical system. There are 3N coordinates q1, q2, · · · , q3N and 3N conjugate momenta

p1, p2, · · · , p3N for N particles. The system’s Hamiltonian may be expressed in terms of these

qi’s and pi’s as follows

H(q, p) = K(p) + U(q)

q = (q1, q2, · · · , qN) (2.3)

p = (p1, p2, · · · , pN)

K and U stand for kinetic and potential energy, respectively. In the case of molecules and rigid

bodies p is conjugate momenta, q is the generalized coordinate, which may be the Cartesian

coordinate of each nucleus or the Cartesian coordinate of each center of mass with an orientation

parameter. Kinetic energy is defined as follows:

K =
N∑
i=1

∑
α

p2iα
2mi

(2.4)
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where i is the particle number and α indicates different momenta components The potential

energy U is affected by inter-molecular interactions

U =
∑
i

ϕ1(ri) +
1

2

∑
i

∑
j>i

ϕ2(ri, rj) +
∑
i

∑
j>i

∑
k>j>i

ϕ3(ri, rj, rk) + · · · (2.5)

where ϕ1 is the influence of an external field on individual atoms and ϕ2 is the pair potential,

which is most relevant in computer simulation. In general, we solely examine pair potential.

We have equations of motion provided by once we know Hamiltonian information

m
d2r⃗

dt2
= −∇U(r⃗) (2.6)

This drives the system’s development and is at the heart of MD simulation. There are several

numerical approaches for solving the given differential equation. The description of the inter-

atomic potential U(r) is a key difficulty in molecular dynamics, in the case of molecular systems,

inter- and intra-molecular potential. The quality of the potential U(r) has a significant impact

on the accuracy and validity of the simulation results [27].

The accompanying equations of motion must be solved in order to determine the trajectories

of all particles in a system with a high number of particles N ,

mia⃗i = F⃗i (2.7)

with

F⃗i =
N−1∑
j=0
j ̸=i

F⃗ij = −
N−1∑
j=0
j ̸=i

∇iUj = −∇iU (2.8)

where mi is the mass of the particle i, xi is its position vector, and F⃗i is its vectorial total force.

Furthermore, F⃗ij represents the individual force between two particles i and j, Ui represents the

potential emitted by particle the number of i, and ∇i represents the gradient in the coordinate

xi. Because these equations of motion for particle numbers N ≥ 3 cannot be solved analytically,

numerical integration requires a simulation. This method is performed iteratively multiple times

[14] to describe a certain period of time t. Figure 2.1 depicts the technique using the example

of any particle in close proximity to a few additional particles. The latter exert a force on the

particle under scrutiny due to their potential, and vice versa. This causes the particles’ speed

and direction of travel to alter, resulting in their trajectory.
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Figure 2.1: Using an arbitrary iterative integrator, a schematic depiction of trajectory creation

in classical MD is shown. The total force acting on the red particle is calculated in the first

step (left). The same holds true for the other particles. The following step (right) shifts all

particles according to the forces acting on them, forming the trajectory of the relevant particles

to a decent approximation [15].

The LJ is a well-established model potential for classical MD with uncharged particles.

ULJ(r) = 4ϵ

[(σ
r

)12

−
(σ
r

)6
]

(2.9)

given the zero σ and the probable well depth ϵ. It has gained acceptance because the potential

is analytical in nature and easily differentiable on the one hand, and it shows the interactions

between two particles extremely effectively on the other. It simulates the weak but long-range

Van der Waals constraint with the London force where n = 6 and the strong but short-range

Pauli principle with a repulsion component ∼ 1
rn
, where n = 12 is frequently used for practical

reasons. The potential creates a sudden repulsion of local particles on the one hand, and an

attraction of more distant particles on the other, as seen in Figure 2.2.

The force exerted by particle j on particle i

F⃗ij = −∇iU
LJ(∥x⃗i − x⃗j∥) (2.10)

The production of the negative gradient is the outcome of the explicit usage of the potential.

The LJ potential, which is solely affected by the distance r, causes a force to act along the
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Figure 2.2: Plot of the LJ potential in parameters ϵ and σ units [28].

direction vector r⃗ij = x⃗j − x⃗i.

Fij(r) = 24ϵ
rij
r2

[
2
(σ
r

)12

−
(σ
r

)6
]

(2.11)

Because each of the N particles need N − 1 separate forces to be computed, the number of

computations grows with N(N − 1) (→ N2 for big N). Newton’s Third Law states that the

amount of explicit force computations may be cut in half while the scaling behavior stays

quadratic.

Newton’s equations of motion are numerically integrated. All iterative approaches for nu-

merically integrating equations of motion rely on a Taylor expansion.

x⃗(t+ dt) =
∞∑
k=0

x⃗(k)(t)

k!
dtk (2.12)

of the trajectories centered on the point dt = 0. In this case, x⃗(k) signifies the k-th time

derivative of x⃗. One integration step t can be approximated to the next t + dt by discretizing

the time step dt.

The Euler technique is perhaps the simplest method of numerical integration. The trajec-

tory’s first degree Taylor polynomial is used for this

x⃗(t+ dt) = x⃗(t) + v⃗(t)dt+O
(
dt2

)
(2.13)
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All higher orders were dropped. In this case, v⃗ represents the velocity, a⃗ the acceleration. The

difficulty with Euler’s technique is that it is not symplectic. As a result, the energy conservation

criteria for a microcanonical ensemble cannot be satisfied [16].

The Verlet algorithm is a symplectic algorithm. It is generated by two fourth-order Taylor

expansions of the trajectory, as shown in the equations Equation 2.14 and Equation 2.15, where

it is valid in every situation, Taylor Expansion for the position at time t of one expansion is

conducted with a positive time step dt,

x⃗(t+ dt) = x⃗(t) + v⃗dt+
1

2
a⃗dt2 + b(t)dt3 +O

(
dt4

)
(2.14)

and the other with a negative time step −dt,

x⃗(t− 1) = x⃗(t)− v⃗dt+
1

2
a⃗dt2 − b(t)dt3 +O

(
dt4

)
(2.15)

Adding the two equations above and maintaining terms up to dt2 yields

x⃗(t+ dt) = 2x⃗(t)− x⃗(t− 1) + a⃗(t)dt2 +O
(
dt4

)
(2.16)

This is the position update equation. Similarly, we have velocity updates

v⃗(t) = x⃗(t+ dt)− x⃗(t− dt)

2dt
(2.17)

Equation 2.16 and Equation 2.17 are the Verlet algorithm’s updating equations. Thus, the

Verlet algorithm accepts as input position and acceleration at time t, as well as position at the

previous time step. It is worth noting that the Verlet integrator requires the location at the

”prior time step,” which may be approximated as follows

x⃗(t0 − dt) = x⃗(t0)− v⃗(t0)dt (2.18)

The Verlet method estimates positions with an accuracy of up to dt4 and velocities with an

accuracy of up to dt2. However, because it adds big and tiny values in the same equation, it is

not very precise in terms of numerical precision.

x⃗(t+ dt)− x⃗(t) = x⃗(t)− x⃗(t− dt) + a⃗(t)dt2 (2.19)

On the left hand side, the term is of order dt, whereas on the right hand side, the first term is

of order dt0, the second term is of order dt1, and the third term is of order dt2.
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The Velocity Verlet algorithm, which is identical to the Verlet technique, is frequently used

for MD simulations, as in the simulation program IMD utilized for this work [17] used

x⃗(t+ dt) = x⃗(t) + v⃗dt+
1

2
a⃗dt2

v⃗(t+ dt) = v⃗(t) +
a⃗(t) + a⃗(t+ dt)

2
dt (2.20)

By removing velocity, the basic Verlet scheme may be retrieved from these equations. This

approach also necessitates the storing of 9N bits, which represent the position, velocity, and

acceleration at the current time step. Although it is not executed exactly as described above,

it does include one intermediary step [27]. The first position is updated using Equation 2.16,

while mid-step velocities are calculated using

v⃗(t+
1

2
dt) = v⃗(t) + a⃗(t)dt (2.21)

The force and acceleration are then computed at time t+dt, and the velocity move is computed

using

v⃗(t+ dt) = v⃗(t+
1

2
dt) +

1

2
a⃗(t+ dt)dt (2.22)

This is the most popular integrator choice due to its stability, precision, and simplicity. The

symplectic aspect of the two methods is retained due to their equivalence, but the algorithm is

now velocity-dependent. However, in traditional MD, this is not an issue because the velocities

are of importance for some parameters such as the system temperature. Furthermore, it is

self-starting, which implies that individual initial values are sufficient and that no initial value

pairs must be formed by integration with another integrator.

2.1.1 The laser concept

When a substance is exposed to laser light, the photons excite the electrons in the material.

At the minuscule penetration depth dx, only a definite number of electrons can absorb exactly

the energy of the incoming photons. Because the quantity of photons is related to the strength

of the laser, the likelihood of absorption reduces as the intensity lowers. LB law’s explains this

tendency described

−dI

dx
= µI(x)

I(x) = I(0) · exp(−µx) (2.23)
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As a result, the quantity of excited electrons falls exponentially with laser penetration depth.

The excitation of electrons causes the system to enter a state that varies from the state of equi-

librium. The electron system, which was spatially non-uniformly energized, is now attempting

to restore to equilibrium using thermodynamic laws. Thermalization refers to the spread of

electron temperature caused by electron-electron collision interactions. Electron-phonon cou-

pling transfers the energy of the electron system to the lattice, however it takes significantly

longer than thermalization. However, because MD models individual atoms rather than elec-

trons, the so-called rescaling model is necessary. Because thermalization occurs on a much

smaller time scale than the simulation step size, the heating of the material may be described

as a localized instantaneous increase in the kinetic energy of the particles.

The equipartition theorem states that the mean kinetic energy

⟨Ekin⟩ =
f

2
kBT (2.24)

⟨Ekin⟩ is proportional to the temperature T , where f represents the number of degrees of

freedom and kB represents the Boltzmann constant.

The most direct application of laser heating is probably to scale particle velocities according

to the velocity factor required by the equation Equation 2.24. Be the desired energy change

dE now. It follows for the factor with Ekin ∼ v⃗2 with v⃗(t+ dt) = cv⃗(t)

c2 =
Ekin(t+ dt)

Ekin(t)

c =

√
1 +

dE

Ekin(t)
(2.25)

Because Ekin(t) may be readily calculated by adding up the squares of the velocities, the required

energy input dE is unknown. A Gaussian intensity profile of the form is used to determine this

I(r) = I0 exp

(
− r2

2σ

)
(2.26)

Using the Gaussian function’s variance σ a normalized Gaussian function is depicted in Fig-

ure 2.3. The width and height fluctuate inversely with the variance of σ due to normalization.

The intensity profile is only dependent on the distance r to the beam axis, according to

the equation Equation 2.26 r2 = x2 + y2 for a laser in the z direction. An integration along

the plane perpendicular to the beam direction must yield the total power PTotal of the laser,
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allowing the correlation to be give

PTotal =

∫
R2

I(r)dxdy = I0

∫ 2π

0

dθ

∫ ∞

0

exp
(
−cr2

)
dr (2.27)

If the variance is now written as a FWHM = 2
√
2 ln 2σ, the maximum intensity is obtained

I0 =
PTotal

π

4 ln 2

FWHM2
(2.28)

Because no intensity decrease has occurred in the derivation according to the LB law with the

absorption µ, the intensity is multiplied by the relevant factor. The reflection coefficient R is

also integrated directly

I(x, y, z) = exp(−µz) · (1−R) · I(x, y) (2.29)

However, because the change in kinetic energy and hence the speed is required by the equation

Equation 2.25 rather than the intensity, the discrete change in energy dE must be determined.

This necessitates taking into account the amounts per discrete volume unit dV and each time

step dt.

dE = dI · dA · dt (2.30)
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Expanding with dz/dz yields the form

dE =
dI

dz
· dz · dA · dt = dI

dz
· dV · dt (2.31)

Although dI/dz is a difference quotient, it has the same significance in the discrete setting as

the derivative ∂zI. This is known from the equation Equation 2.29, thus the entire expression

for energy change is now

dE = (1−R) · µ · exp(−µz) · PTotal

πσ2
sc

· exp
(
−x2 + y2

σ2
sc

)
· dV · dt (2.32)

It should be noted that σ2
sc = 2σ2 = FWHM2/(4 ln 2) is not the variance, but merely serves

as a better representation.

A simplified application of LB law’s is an approximation that makes sense for reasons of

easier implementation and higher processing power. While this formula takes into account the

duration of the electromagnetic waves in the medium, a constant z value is assumed here for

the commencement of absorption. The reason for this is that precise absorption would only

be feasible by discretizing the laser into smaller sub-beams and ray tracing from there tracing.

This, however, is quite computationally demanding and would have to be performed after each

simulation step.

Because this approximation is accurate for geometries with a homogeneous atomic distri-

bution in the z direction and a straight top edge (e.g., cuboid or cylindrical objects), it may be

considered a good approximation for spherical arrangements. Although this causes changes in

individual trajectories, a change in macroscopic attributes is unlikely to be expected because

the system’s dynamics stay about the same.

For the simulations that follow, the orders of magnitude are scaled down. The powder

particle size in the SLM process is typically in the region of a few micrometers [29], which is

challenging to achieve with the computer power available thus far [30]. As a result, a powder

particle size of hundreds of Å is expected. The addition of these scaling factors results in a

change in units. As a consequence of their simulation, this study group was able to demonstrate

the Kelvin-Helmholtz instability at a very small number of particles. Because the emergence of

this instability is significantly dependent on its starting values, it may be seen as a motivation to

compress the facts to be simulated here to smaller scales, as the behavior of fluids is essentially

also of interest here [31]. As with this publication, gravity must be adjusted to compensate.
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2.1.2 Temperature and Pressure

It is necessary to understand how temperature and pressure are defined in MD simulation.

The zeroth law of thermodynamics is used to define temperature empirically. When a material,

such as mercury, comes into contact with a body at a different temperature, its thermodynamic

properties, such as volume, fluctuate until it reaches a condition of thermal equilibrium, i.e. a

uniform temperature. The comparison of this volume with the volume that occurs in equilib-

rium with a body at another, arbitrarily specified temperature yields a temperature scale that

allows the temperature of a third body to be determined. Because various scales emerge based

on the material attribute under consideration, whether volume, pressure, or the change in angle

of the pointer of a bimetallic thermometer, and depending on the fixed points given, such a

thermometer can only determine an empirical, relative temperature. Temperature ranges are

mutually exclusive.

However, an instantaneous kinetic temperature may be determined using the extended

uniform distribution theorem [32], applies to ergodic systems in thermal equilibrium.〈
pk

δH

δpk

〉
= kBT (2.33)

where pk is the k − th momentum component of a particle This results in for N particles with

no internal degrees of freedom [33],〈
N∑
i=1

|Pi|2/Mi

〉
= 2⟨Ekin⟩ = 3NkBT (2.34)

Alternatively, in the case of a single atom type,

T =
M

3kB
v2rms (2.35)

The root mean square in this case is v2rms =
∑N

i=1 v
2
i /N . Because classical particles in thermal

equilibrium have a MB velocity distribution, Equation 2.35 may alternatively be written as

T =
M

2kB
v2th (2.36)

Given the most likely MB distribution speed vth =
√
2/3vrms. As a result, up to a constant,

the instantaneous kinetic temperature corresponds to the kinetic energy of a particle travelling

with the most likely speed (thermal speed) vth varied. Figure 2.4 depicts the MB distribution

as well as the two speeds. The thermodynamic temperature is thus the time average of the
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Figure 2.4: The Maxwell-Boltzmann velocity distribution is depicted schematically. The most

likely (thermal) speed vth is also shown. As well as the root of the mean square velocity vrms

[34].

instantaneous temperature for limit t → ∞ Furthermore, the Virial theorem allows for the

computation of an instantaneous pressure:

PV = NkBT + ⟨W ⟩ (2.37)

where Fij is the distance vector and rij is the Clausius Virial for N particles with pairwise

additive forces

⟨W ⟩ = 1

3

N∑
i=1

N∑
j>i

Fijrij (2.38)

This equation is true regardless of the ensemble employed as long as we are not dealing with

long-range forces. The αβ component of the Virial stress tensor

σαβ =
N∑
i=1

(
Va

V

)
σαβ
i (2.39)

is then calculated using the i-th atom’s (atomic) stress tensor

σαβ
i =

1

Va

〈
−Mvαi v

β
i −

N∑
j>i

fij
rαijr

β
ij

rij

〉
(2.40)

The variable Va is the mean atomic volume, vαi is the velocity vector vi α component, and rij

is the vector ri− rj α component. These pressure and stress formulas are only applicable if the
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potential, such as the EAM potential, is radially symmetrical. For three-body potentials, such

as the Stillinger-Weber potential [35], alternative formulations exist. It should also be noted

that the phrase atomic volume only makes sense when discussing an almost homogeneous

substance. For deformed solids or surfaces, this amount is not well defined. In this situation,

using a Voronoi decomposition, each atom is commonly allocated a non-overlapping Voronoi

cell as the atomic volume [36].

2.2 Simulation process

2.2.1 Building the samples

All computations in this work were done with IMD [37]. For the depiction of initial atomic

configurations and post-processing of MD simulations, the open visualization tool Ovito is

employed [38]. IMD is used to create the sample with make config, which creates the sample

configuration by building the sample bulk by specifying the size in x, y, z, the lattice constant

a, the atom mass m, and the structure FCC for Al. Figure 2.5 the first atomic structures

of the Al nano-powder bed, Al atoms are placed in an FCC lattice with a lattice constant of

4.0495 Å to form nano-powder particles in a simulation box with dimensions of x, y, and z, and

created by different dimensions, first with 3239.6× 809.9× 1295.84 Å and the number of atoms

are (204, 800, 000), the second one with 850.395 × 202.475 × 323.96 Å with number of atoms

(3, 360, 000), and the third one with 4859.4 × 1214.85 × 1943.76 Å and the number of atoms

are (691, 200, 000) along the x, y and z axes, respectively.

x

z

y

Figure 2.5: Initial configuration of the Al nano-powder bed.
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Using imd cookie cutter [39] is utility for deleting atoms from IMD configuration files, to

generate the sample with the ability to define the form, kinds of atoms, and atoms or layers

that contributed or did not contribute to the simulation box. Figure 2.6 (a) is a first dimension

structure sample with a number of atoms decreased to (2, 600, 647 after construction), and

Figure 2.6 (b) the samples are the same design but with a different size box and number of

atoms. The first has 850.395 × 202.475 × 323.96 Å and (357, 614) atoms and the second has

4859.4×1214.85×1943.76 Å and (56, 951, 349) atoms, and periodic boundary conditions along

the x, y and z axes, respectively.

Fixed ground Al atoms d = 400 Å

(a)

40 Å 160 Å

80 Å

Ar Atoms = 21000 = 5.9 %

The small sample

220 Å
880 Å

440 Å

Ar Atoms = 720000 = 1.3 %

The large sample

(b.1) (b.2)

Figure 2.6: The various samples, (a) the same size balls with no Ar added to the box, (b) small

and big samples with variable ball sizes and a layer of Ar in the box. where the density of Ar

atoms changes in comparison to the simulated box, for the small 5.9% and for the big 1.3%.

Figure 2.7 depicts the basic structure position of a spherical lattice segment, and the contact

area between the stationary ground and the moving balls grows.
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(a) (b)

Figure 2.7: (a) small, (b) large sample density of a sphere of Al atoms (blue) on a solid and

immovable surface ground (green). The contact area under the balls shows that the contacted

atoms for the small one are roughly 4 atoms, whereas the contacted atoms for the large one are

nearly 100 atoms.

2.2.2 Equilibration

The different samples should be equilibrated to room temperature, in IMD integrators which

is the procedure that moves the atoms based on current forces and velocities. The ensemble

parameter in the parameter file section 4 is used to pick the active integrator, the thermody-

namic ensembles is NVT. The Berendsen thermostat is a basic one-thermostat in which the

link between temperature and particle velocity defined by the equipartition theorem Equa-

tion 2.24 is utilized to globally rescale all particle velocities. This has resulted in a loss of

the MB distribution of velocity magnitudes. The thermostat employed in IMD is hence the

Nosé-Hoover thermostat [9, 40]. NVT with temperature coupling using a Nosé-Hoover thermo-

stat more precisely, this is an ensemble with external temperature control and the temperature

can actually vary during the simulation [9]. From starting temperature (starttemp) to ending

temperature (endtemp), the enforced temperature changes linearly (defined it in parameter file

section 4). (tau eta) coupling time constant, determines the period of changes in temperature

at equilibrium, which differs significantly from a relaxation time, is another essential value. In

the parameter file, by setting the starttemp and endtemp to 0.025 eV which is equal to almost

290K with ensemble NVT. In the case if the tau eta not set and left as default the simulation

will take to longer time 250 ps to be stabilized to room temperature as see it in Figure 2.8 (a),

but by setting the value of tau eta to 1 the simulation in earlier stage will be stabilized to 290K

in 0.5 ps as shown in Figure 2.8 (b) for the same system.

Now that the simulation box is at room temperature around 293K, adding NVE ensemble
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Figure 2.8: The Temperature dependency of time for NVT, left: the simulation without apply-

ing tau eta, and right: with tau eta by setting it to 1.

for the box, which is the most reliable integrator and thus the workhorse. This will provide

energy and velocity to the atoms in the box.



Chapter 3

Results and Discussion

Sample generation and equilibration in the meaning of the MD simulation, a sample is a file

that contains at least all of the essential attributes of all particles in the system. This comprises

not just the particle’s position and speed, but also the particle type and particle mass. There is

a state of least energy for all particles, according to the trough in the LJ potential Figure 2.2.

As a result, there is a stagnant condition of equilibrium. Every undisturbed non-equilibrium

system achieves equilibrium according to thermodynamic rules. This is known as equilibration.

Because a sample might theoretically be in any condition, prior equilibration is critical. There-

fore, the equilibration process will occur during the simulation, which may result in inaccurate

findings. For the model of this work, it makes sense to look at a sample heated to 293K. Many

of the comparative values for material constants that can be found in the literature are given

at this value, which is close to room temperature. In addition, this temperature reflects the

problem well.

To put a sample into its condition of equilibrium at this temperature, it is best to first pro-

duce a sample at 0K and then heat it up. The estimated zero point is readily attained because

the particle velocities are set to 0. A simulation is run using a homogeneous deformation with-

out taking into account the particle movements generated by the force. In each simulation step,

the sample is examined using an incrementally scaled lattice axis-parallel acting deformation

matrix. The path of mean potential energy as a result of this may now be reduced [40].

The preceding simulation was carried out in accordance with the principles of a microcanon-

ical ensemble (NVE). This signifies that the total energy E was recorded in addition to the

number of particles N and volume V . Because the following phase necessitates a tempera-

32
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ture rise to warm up the sample, an NVE system is always ineffective. Instead, the canonical

ensemble (NVT) emerges. The number of particles and volume are also set, but instead of

energy, the temperature T is provided by connection to a heat bath. In the simulation, this is

accomplished through the use of a thermostat. A thermostat modifies the simulation such that

the temperature matches the requirements.

The heating of a simulation box sample using the Nosé-Hoover thermostat implemented

in IMD is shown in Figure 3.1. Despite the specification, the temperature oscillates at first,

although this effect reduces over time. The variations are fairly consistent from about 25, 000

IMD time units. However, as seen in Figure 3.2, potential energy reacts according to temper-

ature profile. It is thus recommended to run an NVE simulation once the system has reached

equilibrium.
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Figure 3.1: The heating process at a specific temperature NVT. As time passes, the variations

get smaller.

Due to PBC, samples are frequently cuboid and form a lattice, which largely mimics the

features of an indefinitely stretched lattice. However, in the context of this work, spherical

forms under gravity are fascinating since they are extremely comparable to powder particles in

the SLM process. The easiest technique to produce such a sample is to remove the surrounding

particles from a similar lattice segment. It should be emphasized that the sphere is not released

until the homogeneous deformation is complete. This is due to the fact that a homogeneous de-
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Figure 3.2: The potential energy follows a temperature-proportional path NVT.

formation scales the entire particle system. The radius of the sphere will fluctuate dramatically

throughout this operation if it is extremely accurately dimensioned.

In any event, it is critical that the succeeding equilibration processes take place under the

effect of gravity and with adequate equilibration time. This causes the balls to sink somewhat

and, as a result, shift into its resting position, which matches to the form.

It is often advised that the balls are not be placed immediately within the PBC’s field of

influence. The PBC might be stopped to prevent such self-interference, but this proved to be

advantageous for developing problem related samples. For example, a previously equilibrated

simulation box can be replicated numerous times in a sequence to generate a series of spheres.

The ground is replicable as long as the original sample has been equilibrated with PBC. The

absence of the need to equilibrate the result saves time, especially with bigger samples.

3.1 Studying simulation parameters

In this section, the observation behavior of a row sphere under laser irradiation Figure 2.6. The

configuration behaves differently depending on the parameters sphere diameter d, scanning

speed v, laser power P , laser beam width σFWHM , laser offset h, and penetration depth or

inverse absorption length 1/µ, as will be detailed further below.
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3.1.1 Laser Offset

It is the beginning point of the laser emitted from it. The default value is 0, and the laser’s

orientation is along the z-direction laser dir (001). Because the height (diameter d) varies for

each box, the offset h for same diameter balls is diameter of the ball plus ground height, while

for different diameter balls in the same simulation box, h is higher than the ball diameter plus

ground height. We are investigating the effect of h in different heights in the z-direction. As

illustrated in Figure 3.3, the laser is stationary in the middle of the box with only h changing

to three values (4 d, 2.1 d, 1.1 d) of the ball’s diameter. The laser energy is absorbed in

Figure 3.3(c) and all the balls react to the laser power, therefore this h = 1.1 d is used for the

subsequent simulation samples.

(a) (b) (c)

Figure 3.3: (a) h = 4 d, the five center balls absorb more P and begin to evaporate, (b)

h = 2.1 d, just three center balls interact with P , (c) h = 1.1 d, when h is close to the sample

height, all the balls interact with the P . The remaining simulation parameters are d = 220 Å

P = 100 eV/fs, σFWHM = 8 d, 1/µ = 80 Å.

3.1.2 Full Width at Half Maximum

The laser power P used is the total absorbed laser power, not the laser’s intensity parameter.

By narrowing the σFWHM , the intensity of the Gaussian beam becomes more concentrated of

the laser beam, whereas increasing σFWHM decreases the intensity of the beam and distributes

it over a larger width, which is why when σFWHM is small, more P is absorbed and the melting

percentage increases. As seen in Figure 3.4, this indicates that σFWHM is expected to behave as

in subsection 2.1.1. The result of σFWHM = 2 d was utilized in the other following simulations.
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Figure 3.4: By doubling σFWHM value, the melting percentage in the simulation box decreases,

as the Gaussian wave Figure 2.3 becomes broader and wider. The remaining simulation pa-

rameters are d = 55 Å, P = 100 eV/fs, v = 5 Å/fs, h = 1.1 d, 1/µ = 80 Å.

3.1.3 Scanning Speed

The change in scanning speed has a significant impact on the system; for specific simulation

box sizes, the effect of the laser scanning speed will have an impact on the absorption of laser

energy in the box. Thus, by increasing the laser scanning speed, less energy is absorbed in the

system, causing the temperature in the system to be insufficient to melt the Al in the simulation

box. Because we regulate the energy disposed in the system by changing the velocity of the

laser, the scanning speed of the laser is an essential parameter that has an influence in the

system. As shown in Figure 3.5, the laser starts from left to right, and the beam location is out

of the box in x-direction to ensure that the Gaussian beam has zero intensity when it reaches

the first ball. Another key parameter in the simulation is laser reflectivity, which is set to zero

in this scenario to allow for complete absorption R = 1 − A, R stands for reflectivity, while

A stands for absorptivity, and angle of indecent is zero. The scanning speed in the system is

displayed in Figure 3.6 by altering the melting percentage. The system or simulation box is

modest in comparison to the scanning speed; the simulation box is approximately 3240 Å, and

if v = 20 Å/fs, the laser will scan the whole simulation box in 162 fs. It is quick enough that

the system does not absorb enough P to melt or interact, therefore set the laser velocity to
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5−6.5 Å/fs, which is a suitable pace for the system.

Figure 3.5: Schematic of a laser system in which the laser moves from left to right in a Gaussian

profile with velocity v, enters the box, interacts with Al, and melts it as in a melt pool. The

offset and the direction of irradiation of the laser are displayed.
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Figure 3.6: Increasing the laser’s scanning speed, which has an effect on absorbing energy in

the system and causes melting to decrease. The remaining simulation settings are as follows:

d = 220 Å, P = 200 eV/fs, h = 1.1 d, σFWHM = 2 d 1/µ = 80 Å.
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3.1.4 Absorption Coefficient

When light absorbs in a homogeneous medium with a certain absorption coefficient, its optical

intensity decays as exp(−µx), where x is the propagation distance. It is presumed that a beam’s

divergence or convergence has no effect on its intensity. For the exponential temperature gra-

dient and scaling laser heating, the absorption length is defined as the inverse of the absorption

coefficient. The intensity decays to 1/e ≃ 37% of its starting value after that propagation

duration. Only 1.8% of the initial intensity remains after four absorption lengths. In reality,

we cannot modify the µ, but this research attempts to identify the optimal value of the laser

since the real value of µ will be too large in this simulation, so instead of using the real value,

we use the most re-scale value to the system. This will also result in unreal absorption.

(a) (b) (c)

Figure 3.7: (a) 1/µ = 66 Å, the laser energy has been absorbed, melted, and expelled, (b)

1/µ = 88 Å, absorption establish has occurred, but only the upper portion of the Al balls has

melted, while (c) 1/µ = 110 Å, absorption establish has occurred, but there was little absorption

because the 1/µ became so low that the energy of the laser was insufficient to melt the Al; in

this situation, the laser power should be increased. The following are the remaining simulation

settings: d = 220 Å, P = 200 eV/fs, v = 5 Å/fs, h = 1.1 d, σFWHM = 2 d.

Figure 3.7 shows the considerable influence of penetration depth. To investigate µ further,

we increased the 1/µ while keeping the laser power constant at P = 200 eV/fs, since we assumed

that absorption would cease at that level, as shown in Figure 3.8. The 1/µ = 55 Å evaporated

and exploded the balls, thus it became the minimum for value 1/µ as illustrated in Figure 3.10.

The effect of 1/µ = 132 Å, at power = 2000 eV/fs is equivalent to the effect of 1/µ = 125 Å,

at power = 1600 eV/fs, which indicates that altering 1/µ by 7.45 Å has the same impact as

increasing power by 400 eV/fs, as shown in Figure 3.9. As a result, by concentrating on the

range of 65−75 Å of the 1/µ to see the change in temperature in the system, as shown in
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Figure 3.8: The laser’s absorption coefficient, which decreases the value of µ by increasing to

near the diameter of Al balls, and decrease the melting percentage. The remaining simulation

variables are as described in the following: d = 220 Å, P = 200 eV/fs, v = 12.5 Å/fs, h = 1.1 d,

σFWHM = 2 d.

Figure 3.11, the impact is effective for minor changes in the 1/µ, and selecting 1/µ to be 70 Å.

Figure 3.9: Left: the value of 1/µ = 132 Å, and the P = 2000 eV/fs, right: 1/µ = 125 Å,

at 1600 eV/fs The two situations are strikingly identical, with just a little change in the last

ball on the right in both pictures. The remaining simulation variables are as described in the

following: d = 440 Å, v = 6.25 Å/fs, σFWHM = 2 d.
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Figure 3.10: The effect of 1/µ = 55 Å showed how the balls melted, burst, and splashed all over

the box, and we don’t want this to happen to the balls, as a result, we do not utilize less. There

is no PBC for the box here. The following are the remaining simulation settings: d = 220 Å,

P = 200 eV/fs, v = 5 Å/fs, h = 1.1 d, σFWHM = 2 d.

3.1.5 Laser Power

The laser beam Power is another aspect in the simulation that has a significant influence on

the system; it is self-evident that the laser power controls the energy deposited in the system.

Changing the laser intensity to get the desired temperature for melting the Al in the box, which

is 933.7K [41]. Volume of laser atoms per particle (inverse density), it is necessary to establish

how much of the spatial energy density is contained in each atom. As previously stated,

approximations are occasionally utilized for this model, making it very hard to directly convert

simulation data to actual measurement data via a pure measurement variable conversion. A

mostly qualitative comparison of the observations with the outcomes of experiments is proposed

to validate the model. The impact of the laser power should be investigated before adjusting
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Figure 3.11: Changing the value of 1/µ to 69.63 Å, 72.2 Å, 74.62 Å to observe how it affects

the temperature in the box by setting the other parameters to d = 440 Å,P = 200 eV/fs,

v = 6.25 Å/fs, σFWHM = 880 Å, h = 460 Å.

the other parameters. Various research are now being simulated in order to create reference

simulations on which to base future research. At this rate, the preliminary objective is to

assign a meltability to each performance. The temperature was measured for each laser power

value. Increasing the power clearly raises the temperature of the system, and increasing the

1/µ raises it even more. As seen in Figure 3.12 for 1/µ = 70 Å and 74.62 Å the power effect in

the simulation box, respectively.

The system reaches the melting temperature of the Al at P = 100 eV/fs, however as seen

in the left Figure 3.13, only the upper section of the balls have melted. This suggests that

just the upper section of the ball absorbed the laser power and the ball itself did not reach

a high enough temperature to melt. However, when P = 500 eV/fs, the temperature rises to

approximately 2500K and the balls absorbed enough energy from the laser to begin evaporate.

3.1.6 Simulations with added Argon gas

Argon is a noble gas with a high degree of inertness (i.e. it is chemically relatively unreactive).

Physically, it is a simple chemical since it is a mono-atomic as a gas or fluid (no covalent bonds

that form molecules) and apolar. As a result, it can be represented as a neutral molecule. In
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Figure 3.12: The temperature increase by increasing power for right 1/µ = 70 Å, and left

1/µ = 74.62 Å. We observe that the growth is linear, and that increased µ further increases

the temperature. The remaining simulation variables are as follows: d = 440 Å, v = 6.25 Å/fs,

σFWHM = 880 Å, h = 460 Å.

Figure 3.13: Left: P = 100 eV/fs, the upper layer of balls has been melted. Right: P =

500 eV/fs, the balls begin to evaporate rather than melt. By keeping these parameters constant:

d = 400 Å, 1/µ = 80 Å, v = 5 Å/fs, σFWHM = 1.6 d, h = 550 Å.

terms of the force field, the two important force field terms in Ar are Pauli-repulsion (which

prevents atoms from overlapping) and London-dispersion (induced dipole-dipole interactions),

which are characterized by a LJ potential. Ar is utilized in laser powder bed fusion in the

AM process because it generates the ideal atmosphere for the process. Building components

in a controlled environment while minimizing the entry of any potential contaminants is a key
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difficulty in metal AM. Inerting is also essential for the efficient management of flammable dust

generated by the powder metal and printing processes. The elimination of projections and

fumes created at the meltpool is a crucial cause for a steady gas flow above the powder bed.

Without it, the fumes would interfere with the laser and the projections would cause material

problems. Typically, AM takes place in an open environment, behind a protective gas, or under

a liquid cover. Simulations, on the other hand, usually take place in a vacuum. This may result

in improved spraying of the heated substance. Adding a model gas may operate as a repellent,

absorbing the momentum of the heated droplets and cooling them so that they fall back to the

formed surface.

The objective now is to uniformly fill the space between spheres of variable size with Ar. A

thermodynamic strategy would be to construct a plane of Ar particles above the spheres, then

heat the system via NVT until the Ar has filled the free volume. The method has been proved

to function well, but it is rather slow and wastes a lot of computing time because the sample

must then be cooled and the entire system must be equilibrated.

By adding a layer of the Ar gas atoms to the simulation box, and after equilibrating the

system, the Ar atom will fill the vacant space in the simulation box, as shown in Figure 3.14.

(a) (b)

Figure 3.14: (a) Before adding an Ar layer to the simulation box, the layer is 5 Å thickness which

contain only one layer of Ar atoms, and (b) after equilibrating the sample to room temperature

with NVT will filled the box with Ar (red), Al (blue), ground (green) atoms.
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3.1.7 Impact of the Argon

The simulation filled with Ar atoms and after equilibrating the box and running laser on it, as

shown in Figure 3.15 (a) the surface of the Al spheres gets roughness and the original arrange-

ment of spheres remains more visible because the gas cools the Al. However, in Figure 3.15(b)

where there is no Ar in the box, the spheres melt and fuse together.

The fraction of material in the sample that has melted after the simulation defines this. For

this CNA is utilized as a decision criteria in visualization tool Ovito. A CNA is a tool used

to recognize and name lattice structures. Thus, if an atom in Al known to have a FCC lattice

structure is identified as part of another structure, it must in this context be molten Al and

other structures that convert the Al to relatively small numbers are ignored. Experience has

proven that this is typically highly reliable, but it should not be overlooked. To see the effect

of the Ar in the box, we removed the Ar atoms to one layer, which is equivalent to 5.9% of

the whole atoms in the box, and also lower the scanning speed to guarantee proper absorption.

The impact of varied Ar gas concentrations can be observed in Figure 3.16, where the amount

of Ar has an effect on making Al melt nearly 99% of the time without causing the Al balls to

burst or evaporate.

(a) with Ar (b) without Ar

Figure 3.15: (a) With Ar, which is not depicted here, to see how Al will behave or melt if

there is no room to expand due to the Ar atoms and interaction of the two types of atoms with

different masses, and (b) without or without Ar. Al (blue), ground (green) atoms, the other

parameters are P = 1600 eV/fs, 1/µ = 121 Å, v = 6.25 Å/fs, σFWHM = 880 Å, h = 165 Å.

When compared to the number of atoms in the simulation box for the one with Ar, the
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Figure 3.16: The fraction of Al that has not melted in the FCC structure as compared to

the the percentage of Ar in simulated box. The following parameters were used: 800 eV/fs,

v = 1.1 Å/fs, σFWHM = 880 Å, h = 165 Å, 1/µ = 69.93 Å.

number of Al in FCC structure not melted is 143 atoms, while the one without Ar, Al not melt

is 537 atoms, which is on the order of 5 times the number of atoms in the simulation box for the

one with Ar, indicating less Al melt in the simulation box. In Figure 3.17 a.1 is just Ar atoms

(Al atoms have been removed), meaning that there are not many Ar atoms in the melted Al,

Figure 3.17 a.2 and b.1 are only Al atoms (after removing the Ar atoms in Figure 3.17 a.2),

how the Al melted, Figure 3.17 a.3 and b.2 the FCC structure of Al.

As a consequence, 5.9% of the Ar in the box is a better proportion to determine what power

would suitably melt all Al or the least power for all Al atom melt and taken range of power

to examine the effect as shown in Figure 3.18, and shown how much of the Al’s FCC structure

has melted by each laser power using CNA as shown in Figure 3.19.

3.2 Discussion

In this section, we will discuss the temperature of the various types of atoms in the simulation,

as well as the energy absorbed by the system. As shown in Figure 3.18 and Figure 3.19, the

first sample which has 850.395 × 202.475 × 323.96 Å dimension and (357, 614) atoms, the Al
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Figure 3.17: (a) With Ar gas, (b) without Ar gas in simulation box. The parameters are

P = 800 eV/fs, v = 1.1 Å/fs, σFWHM = 880 Å, h = 165 Å, 1/µ = 69.93 Å.

atoms are virtually melted with few defects at a power equivalent to 800 eV/fs, so we begin

by analyzing the temperature and energy of each Al, Ar and the ground atoms. As shown in

Figure 3.20 left, the ground temperature is zero (green), indicating that the NVT has no effect

on increasing the ground temperature, and the Al (blue) are nearly at room temperature close to

293K, but the Ar temperature is too high approximately 2100K at the start of the simulation,



3.2. DISCUSSION 47

P = 200 eV/fs P = 250 eV/fs

P = 300 eV/fs P = 350 eV/fs

P = 400 eV/fs P = 600 eV/fs

P = 800 eV/fs

Figure 3.18: Changing laser power from 200 eV/fs to 800 eV/fs, after the laser power is

raised while the scanning speed v = 1.1 Å/fs, penetration depth 1/µ = 69.93 Å, and beam

width σFWHM = 880 Å, h = 165 Å remain constant. The Al configuration begins to melt

at P = 250 eV/fs, partial fusion occurs at P = 300 eV/fs, and total fusion happens above

P = 350 eV/fs.

but begins to decrease to approximately 1500K at the end of the simulation’s running time.

We can also examine the overall energy of each type of atom.
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P = 200 eV/fs, FCC = 31.7 % P = 250 eV/fs, FCC = 7.5 %

P = 300 eV/fs, FCC = 3.3 % P = 350 eV/fs, FCC = 2.2 %

P = 400 eV/fs, FCC = 1.3 % P = 600 eV/fs, FCC = 0.4 %

P = 800 eV/fs, FCC = 0.1 %

Figure 3.19: Almost all of the Al has melted at P = 800 eV/fs, and 31.7% has not melted

at P = 200 eV/fs, and with these parameters v = 1.1 Å/fs, σFWHM = 880 Å, h = 165 Å,

1/µ = 69.93 Å.

The layer of Ar in box which added to box to be modified later to fill the empty space

in the simulation box as seen in Figure 3.14 (a) before equilibrating, but at Figure 3.14 (b)

after equilibrating, and added potential and temperature to it, its gain kinetic energy, because

of repulsive energy, which increase the temperature of the Ar atoms higher than it should be,
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because the distance between the Ar atoms roughly 4.045 Å equal to lattice constant of Al

before the equilibrating. Though the high temperature of the Ar atoms has no influence on the

ability of the Al atoms to reach room temperature. If we continue the simulation for a longer

period of time, the temperature of the Ar atoms will most likely fall to room temperature. On

the right Figure 3.20, the energy of the individual atoms in the box is indicated, with the Ar

atoms having the highest energy due to their high kinetic energy.

Figure 3.20: The temperature with time steps, when Ar (red line) has risen to roughly 2100K,

and Al (blue line) temperature has reached 293K. When equilibrated by NVT, the energy of

three types of atoms in the simulation box.

After bringing the system to room temperature for the Al, we use a laser with an ensemble

NVE for a box with or without Ar, as shown in Figure 3.17. The temperature of Ar has climbed

to 17 500K in the sample containing Ar atoms due to absorbing the laser power from the start

of the simulation until the laser leaves simulation box after near to 32 ps, which at that point it

begins to decrease and reaches the temperature of Al. As shown in Figure 3.21, the temperature

of Al and ground has absorbed energy from the laser power to Al approximately 3000K and

ground just about 1500K, and stayed stable till 250 ps, because the system is a closed box, the

temperature should be kept constant.

When we examine the sample without Ar, we can observe how big of a difference it makes

in the temperature required to melt the Al. The temperature of the ground is about the same

as that of Ar and Al approximately 2250K, as indicated in Figure 3.22. We removed the Ar

temperature from the panel in Figure 3.23 to concentrate on Al and ground temperature. The
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Figure 3.21: Left: we observe how the Ar atoms interact with the laser from the start to the

end of the simulation, where the temperature increases to more than 17 500K when the laser

enters the box and decreases when the laser leaves the box and begins equilibrium. For Al

to reach around 3000K and become stabilised till the end of the simulation, right: energy of

the box, where the energy of Ar is large due to the kinetic energy of Ar atoms, but Al has

little kinetic energy, so only pick up slight total energy from the first ps. The parameters are

P = 800 eV/fs, v = 1.1 Å/fs, σFWHM = 880 Å, h = 165 Å, 1/µ = 69.93 Å.

difference is that the number of Al in FCC melts is larger, allowing for fewer system faults.

Also, the energy of Al is greater than that of Figure 3.22.

Based on the results above, the parameters and size of the simulation box give promising and

really good results for doing further simulation on lager size box as 4859.4× 1214.85× 1943.76

Å and (56, 951, 349) atoms, after adjusting the parameters to lager sample and applying to

different laser power 35 200 and 24 200 eV/fs. We ran across a problem in which the larger ball

in the box burst and the other balls melted; after analyzing, we learned that the error was the

Equation 2.32 in the laser file, which applies laser parameters to the system. The fault was

the value of the z or the depth of the value is laser offset (h) (h− z), where the laser intensity

or laser power begin to decline after the laser h by 1/e for a value of 1/µ. In the case of the

small sample 1 of (40 Å, 80 Å, 160 Å), the 1/µ = 69.93 Å and the h of the laser was at 165 Å,

so the laser power was decaying by 1/µ = 69.93 Å for the two smaller sizes by (1.7 & 1.2 · 1/e)

until the absorbing by the balls took place, except for the lager one 160 Å. And thus causes the

absorbing for the different size balls inside the box to differ, since the absorption of the laser
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Figure 3.22: Left: here we are looking at the temperatures of the box without Ar, where

the ground temperature is about 1500K, which is the same as with Ar in the box also as in

Figure 3.23, but the Al temperature has become around 2250K, which is nearly 750K different

from Al in Figure 3.21 or Figure 3.23, which makes effect the melt of Al as mentioned previously,

right: energies in the box. The parameters are P = 800 eV/fs, v = 1.1 Å/fs, σFWHM = 880 Å,

h = 165 Å, 1/µ = 69.93 Å.

Figure 3.23: This is the same graph as in Figure 3.21, but only the Ar temperature has been

removed to provide a closer look at the temperature of the Al and ground. The parameters are

P = 800 eV/fs, v = 1.1 Å/fs, σFWHM = 880 Å, h = 165 Å, 1/µ = 69.93 Å.

power has been lowered to 1.7 · 1/e times for the size of 40 Å. However, in the case of the large

sample 2 (220 Å, 440 Å, 880 Å), the h was set to 880 Å and the 1/µ = 384.61 Å, the same rate
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the laser power drops, and higher number of atoms in the system, which make more interact

with laser power, resulting in increase all values of parameters, although the laser power is

possibly too high. To view the final result, further adjustments must be made, as well as the

simulation time.

The µ should decay by 1/e when it enters the Al balls, not before, and this is the flaw that

causes not all sizes of Al to have the same laser intensity. So it indicates that the Equation 2.32

works properly when the Al particles are the same size and have the same h of the laser to

ensure that the decay of the laser power is the same for all balls when it is absorbed by the Al

atoms, which is why the effect is more noticeable in the case of large sample 2. The explosion of

the larger ball at two different temperatures is depicted in Figure 3.24, while the temperature

and energy of the system are depicted in Figure 3.25 and Figure 3.26. At Figure 3.27, run

the same size simulation box but without the Ar for 24 ps, since the temperature has riced to

practically the same temperature as the P = 24 200 eV/fs with Ar, which means we will see the

same results, and also as the sample 1. By observing the variations in Figure 3.24 (d) and (f).

When we compare the two figures, Figure 3.21 and Figure 3.25, we can observe that the

temperature and energy have about equalized. If we look closely at the Al temperature after

removing the Ar temperature from the Figure 3.28, we can see that it reached 2500K and began

to cool down to around 2000K, and we can also see that the ground temperature has rapidly

dropped to zero, at the period of time that laser left the box, and no more absorption taking

place for the ground atoms, so the lost energy to the system, and started to cool down, or

possibly because running the file multiple times causes the ground temperature to drop as well,

as we see in both cases. As we can see in Figure 3.26, there is a sharp increase in temperature

as well as energy, which could be due to the high power of the laser and interacting between

the atoms of the large balls with high velocity, which increases instantaneously temperature for

ps and then returns to normal state, or a fault in the simulation.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.24: (a) and (b), the laser power is 35 200 eV/fs at 21 ps, (a) the Al structure, (b) the

only FCC structure of the Al, which means there is no FCC structure remaining except the

ground. (c) and (d), P = 24 200 eV/fs at 82 ps, (c) we observe the upper portion of the lager

balls exposed, and (d) even after 82 ps the FCC structure of the Al, the outer lower section

of the big balls are not melted. (e) and (f), P = 24 200 eV/fs at 24 ps where there are no Ar

atoms, (e) we don’t observe much Al has melted, but (f) just the outer lower part of the balls

remain in the FCC structure like at (d). The parameters are as follows: d = 220 Å, 440 Å,

880 Å, v = 6.25 Å/fs, σFWHM = 880 Å, h = 900 Å, 1/µ = 384.61 Å.
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Figure 3.25: We see here for 82 ps that the big sample behaves like the small sample as in

Figure 3.21, which means that the parameters are well defined from small to bigger sample,

but the only thing we noticed here is that the ground temperature goes to zero, which could

be due to multiple running simulations having this effect. The following are the parameters:

P = 24 200 eV/fs, v = 6.25 Å/fs, σFWHM = 880 Å, h = 900 Å, 1/µ = 384.61 Å.
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Figure 3.26: We notice one peak in the temperature chart and two peaks in the energy chart

for P = 35 200 eV/fs, which we did not see in the previous simulation. This could be due

to the high power that was deposed to the system, where at some point laser power interact

with the Al atoms and gives enough energy to collide with another Al atom and increase

insane temperature and kinetic energy, or by re-running the simulation, where when the other

simulation runs, direct deposed laser power to system and direct absorbent by the high energetic

atoms and start to decay their kinetic energy by collision. That is why we have two energy

peaks and one temperature peak. As we can see, the temperature of Al is approximately

3500K, whereas the ground is around 1500K. The parameters are as follows: v = 6.25 Å/fs,

σFWHM = 880 Å, h = 900 Å, 1/µ = 384.61 Å.
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Figure 3.27: Here for the same for big sample without Ar at P = 24 200 eV/fs for 25 ps, noticed

that the same behavior of the one with Ar as in Figure 3.28 where the Ar temperature is

not indicated. The same parameters are used: v = 6.25 Å/fs, σFWHM = 880 Å, h = 900 Å,

1/µ = 384.61 Å.

Figure 3.28: This is the identical graphic as Figure 3.25, except that the temperature Ar is not

displayed in comparison to Figure 3.27. The following parameters are used: P = 24 200 eV/fs,

v = 6.25 Å/fs, σFWHM = 880 Å, h = 900 Å, 1/µ = 384.61 Å.
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Conclusions and Outlooks

The aim of the present study was to simulate the MD of SLM, an AM method where a laser

selectively melts one metal powder layer after another, generating the quality output. We

established that the parameters analyzed and modified in this study were a good scale for

melting pure Al, even when altering size and increasing the number of atoms in simulation

were both samples with or without the Ar. Ar in the system makes the system more smooth

and stable for the Al melt, resulting in less explosion and an improved process. Different size

balls of atoms have also been researched, and how they affect larger size balls of atoms, which

by increasing the size more defect will occur by spreading the atoms of the larger balls in the

simulation box.

It should be noted that the powder particles have widths of a few micrometers, yet producing

the required number of particles is difficult even with today’s high-performance computers. To

do this, the entire model is shrunk down to a few hundred angstroms in diameter and verified. In

this situation, the defects that occur during SLM, as well as the approximations necessary while

generating the model, are significant. The implementation of the laser settings is problematic.

To be clear, the model that emerged from this work is far from complete, but the necessary

requirements for developing a viable model appear to have been met.

Pure Al is utilized in a vacuum in this project and after that adding Ar to the vacuum.

Although pure metals are uncommon in SLM, combined Al with other materials is often used.

For the time being, Al was chosen to increase the number of known variables in this highly sim-

plified model. While different traits and signs may presently be discerned, further development

is required for more realistic models. Such as the laser absorption coefficient in Equation 2.32

57
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and the laser power decline. A simulated cooling unit might also help enhance the accuracy of

the results. The molten material has not yet hardened into its typical lattice structure. The

faultless insulation created by the NVE ensemble principles also adds to the tendency of the

material to continue melting long after laser irradiation.

By improving the laser parameter, the bigger size should be studied further in comparison

to almost actual number atoms, and re-scale the size with random sizes and distributing the

in box, as well as multiplying layers and runs of the laser on the sample in different x and

y-direction positions. Should also examine Al with other types of materials that are often used

in the industrial field, and how heat transitions with Al atoms affect the ground atoms, and

what the effect is if it is not fixed like this study.



Appendix

Table of IMD units

Only the adjusted IMD units applicable to this study are presented here [42]:

Symbol Unit SI value

Length x Å 10−10m

Time t Å
√

u/eV 10.18 ·10−15 s

Force f eV/Å 1.602 ·10−9N

Stress σ eV/Å3 1.602 ·10−11 Pa

Mass m u 1.661 ·10−27 kg

Fluence F eV/Å2 16.02 J/m2

Temperature T eV 11 605K

Parameter

These are the parameters which use in param.file.
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# POTENTIALS

core potential file phi.alar.pt

embedding energy file f.alar.pt

atomic e-density file rho.alar.pt

# CPU

cpu dim 32 16 16 # 8192 CPUs

# SIMULATIONS

ensemble nve

maxsteps 250000 # about 24h

startstep 0

timestep 0.1

box from header 1

checkpt int 10000

eng int 1

coordname filename.config

starttemp 0.025

endtemp 0.025

# LASER

laser rescale mode
1

laser dir 0 0 1

laser offset
165 # set to top of the

sphere ≈ 160

laser atom vol 16.6 # Al at 300K

laser mu 0.0143

laser fwhm 880 # 5.5 of the sphere size

laser power 800

laser reflectivity 0

laser start position -1600.0 101.0

laser velocity 1.1 0.0

# laser irradiation

pbc dirs 1 1 1 # closed box

outfiles folder/filename.chkpt
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