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Abstract

Biological systems are complex and diverse. Learning about and un-
derstanding these systems is nowadays not only based on experimental
observations but often also involves mathematical modeling.

In this thesis I describe a workflow for data-based modeling in the
context of cancer biology, with a particular focus on sparse data. Data
pre-processing, system modeling, model calibration, model validation,
and model analysis constitute the five workflow steps. This workflow
is applied to three different biological systems. While the first project
investigates a feedback mechanism of the known MAPK pathway,
the second project analyzes the role of the tumor suppressor protein
DLC1 in regulating PKD activity at the Golgi. Finally, the third
project gives insight into the genetic composition characterizing triple-
negative breast cancer in contrast to other breast cancer types. In
the first two projects I employ systems biology approaches whereas
the last is based on a classification approach.

All systems studied here are confronted with sparse data. In the
first two systems, the sparsity is characterized by a low time res-
olution, measurements of only a subset of the components, large
variability between replicates, and relative measurements. This gener-
ates uncertainty in the model parameters when calibrating the model.
The sparsity in the third system manifests in a large feature space
compared to the number of samples. As most non-sparse methods
assume that the number of samples exceeds the number of features
they may overfit the training data or fail completely. In addition,
outliers can strongly influence the results.

Here, I address the sparsity problem encountered in the first two
systems with a combination of statistical methods, which allow the
propagation of uncertainty in the model parameters to the model
predictions. In order to control the sparsity problem in the third
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project, an ensemble integrating sparse and robust methods for feature
selection and outlier identification is proposed.

I present a novel quantitative model for the interplay of DLC1 and
PKD. Combining biological experiments and mathematical modeling
allowed us to generate and validate hypotheses about the role of DLC1
for PKD activation at the Golgi and for Golgi secretory activity. DLC1
is a known tumor suppressor protein that plays a role in cell migration
and invasion. Expression of DLC1 is down-regulated in several types
of human cancer including liver, breast, and lung cancer.

Standard methods for model validation may not be applicable in
sparse data settings. In this thesis new bootstrap-based methodology
for model validation in this sparse setting is introduced. I propose a
bootstrap-based validation approach for the DLC1 model with the aim
to detect overfitting and underfitting. Moreover, for the classification
project, a bootstrap approach was developed to verify the robustness
of outlier detection and feature selection results regarding variations
in the data.

In addition, I introduce a new ensemble approach that combines
feature selection and outlier detection results from independent meth-
ods. This approach yields robust results for a broad range of data
settings. The method was validated using four different approaches.
In addition to the above-mentioned bootstrap approach, I performed
a simulation study. Moreover, results of our ensemble approach were
compared with other studies and methods. Finally, I investigated the
biological relevance of the findings for medical data. The results have
led to new hypotheses about potential biomarkers.

In conclusion, by discussing challenges and their solutions for the
presented projects, I provide a guideline for a variety of biological
studies. I also present novel insight into biological signaling pathways,
gained by following this guideline. Finally, I introduce new methods
that complement and enrich the pool of available methods, making
decisions for the modeling of biological systems easier.



Deutsche Kurzfassung

Methodische Konzepte fiir die datenintegrierte
Modellierung biologischer Systeme mit
Anwendungen in der Tumorbiologie

Biologische Systeme sind komplex und vielfdltig. Um mehr iber
diese Systeme zu erfahren und ihren Aufbau zu verstehen, werden
heutzutage haufig nicht nur experimentelle Beobachtungen, sondern
auch mathematische Modelle verwendet.

In dieser Arbeit beschreibe ich einen Workflow fiir die datenbasierte
Modellierung im Kontext der Tumorbiologie. Ein besonderer Schwer-
punkt liegt hierbei auf der Verwendung spérlicher Daten. Datenvorbe-
reitung, Systemmodellierung, Modellkalibrierung, Modellvalidierung
und Modellanalyse bilden die fiinf Arbeitsschritte meines Workflows,
welcher auf drei verschiedene biologische Systeme angewandt wird.
Wiéhrend das erste Projekt ein Feedback im bekannten MAPK-Weg
untersucht, analysiert das zweite Projekt die Rolle des Tumorsuppres-
sorproteins DLC1 bei der Regulierung der PKD-Aktivitdt am Golgi.
Das dritte Projekt gibt Einblicke in die genetische Charakteristik von
dreifach-negativem Brustkrebs im Vergleich zu anderen Brustkrebsar-
ten. In den ersten beiden Projekten verwende ich systembiologische
Ansitze, wihrend das letzte Projekt auf einem Klassifizierungsansatz
beruht.

Alle hier untersuchten Systeme sind mit spérlichen Daten kon-
frontiert. Bei den ersten beiden Systemen ist die Spérlichkeit durch
eine geringe zeitliche Auflosung, Messungen nur einer Teilmenge
der Komponenten, grofle Variabilitdt zwischen Replikaten und re-
lative Messungen gekennzeichnet. Dies fiihrt bei der Kalibrierung
des Modells zu Unsicherheiten in den Modellparametern. Die Da-
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tenspérlichkeit im dritten System manifestiert sich in einem groflen
Merkmalsraum im Vergleich zur Anzahl der Stichproben. Da die
meisten nicht speziell angepassten Methoden davon ausgehen, dass
die Anzahl der Stichproben die Anzahl der Merkmale iibersteigt,
kann es zu einer Uberanpassung der Trainingsdaten oder zu einem
vollstdndigen Versagen des Klassifikators kommen. Dariiber hinaus
konnen Ausreifier die Ergebnisse stark beeinflussen.

Hier gehe ich das Problem der Datensparlichkeit der ersten beiden
Systemen mit einer Kombination statistischer Methoden an, wel-
che die Ubertragung der Unsicherheit der Modellparameter auf die
Modellvorhersagen ermoglichen. Um das Spérlichkeitsproblem im
dritten Projekt zu lésen, wird ein Ensemble aus spérlichen und ro-
busten Methoden zur Merkmalsauswahl und Ausreileridentifizierung
vorgeschlagen.

Ich stelle ein neues quantitatives Modell fir das Zusammenspiel
von DLC1 und PKD vor. Durch die Kombination von biologischen
Experimenten und mathematischer Modellierung konnten Hypothesen
iiber die Rolle von DLC1 bei der PKD-Aktivierung am Golgi und fiir
die sekretorische Aktivitdt des Golgi entwickelt und validiert werden.
DLC1 ist ein bekanntes Tumorsuppressorprotein, das eine Rolle bei
der Zellmigration und -invasion spielt. Die Expression von DLC1 ist
bei verschiedenen Arten von menschlichem Krebs, darunter Leber-,
Brust- und Lungenkrebs, herabreguliert.

Standardmethoden fiir die Modellvalidierung sind in spéarlichen
Datenumgebungen moglicherweise nicht anwendbar. In dieser Arbeit
wird eine neue bootstrap-basierte Methodik fiir die Modellvalidierung
in diesem spérlichen Kontext vorgestellt. Ich schlage einen bootstrap-
basierten Validierungsansatz fiir das DLC1-Modell vor, um Over-
und Underfitting zu erkennen. Dariiber hinaus wurde fiir das Klassi-
fikationsprojekt ein Bootstrap-Ansatz entwickelt, um die Robustheit
der Ergebnisse der Ausreiflererkennung und der Merkmalsauswahl in
Bezug auf Datenschwankungen zu iiberpriifen.

Dariiber hinaus stelle ich einen neuen Ensemble-Ansatz vor, der
die Ergebnisse der Merkmalsauswahl und der Ausreiflererkennung aus
unabhéngigen Methoden kombiniert. Dieser Ansatz liefert robuste
Ergebnisse fiir ein breites Spektrum von Daten. Die Methode wur-



de anhand von vier verschiedenen Anséitzen validiert. Zusétzlich zu
dem oben erwéhnten Bootstrap-Ansatz habe ich eine Simulationsstu-
die durchgefiihrt. Aulerdem wurden die Ergebnisse des Ensemble-
Ansatzes mit anderen Studien und Methoden verglichen. Schliefllich
habe ich die biologische Relevanz der Ergebnisse fiir medizinische
Daten untersucht. Die Ergebnisse haben zu neuen Hypothesen iiber
potenzielle Biomarker gefiihrt.

Zusammengefasst, stelle ich einen Leitfaden fiir eine Vielzahl biolo-
gischer Studien zur Verfiigung, indem ich die Herausforderungen und
ihre Losungen fiir die vorgestellten Projekte erortere. Ich présentiere
auch neue Einblicke in biologische Signalwege, die durch die Umset-
zung dieses Leitfadens gewonnen wurden. Abschlielend stelle ich neue
Methoden vor, die den Pool der verfiigharen Methoden bereichern
und die Entscheidungen bei der Modellierung biologischer Systeme
erleichtern.






Chapter 1.
Introduction

Nature is fascinating. Millions of years of evolution constructed an
intricate network of species on a population level, where each species
has developed to fit a specific niche for feeding and breeding, and
to defend or hide from enemies. Looking at a smaller scale, for
example a single organism composed of different cell types, these
cells communicate in astonishing ways in order to heal a wound or
memorize our experiences. Zooming in to even smaller elements,
there exist regulatory mechanisms such as signaling pathways that
can decide a cell’s fate by triggering proliferation or cell death through
molecule interactions. While we are aware of the existence of these
systems, much is still to be uncovered about their components and
how these components interact.

Disturbances to a system, by removal of components or changes
in the environment, can negatively influence the whole system, ulti-
mately even causing system collapse. The influence single components
can have on a system are easier to observe in large scale systems.
Taking insects as an example, these species are a direct food source for
many animals while also pollinating plants. The currently observed
declining rate of insect numbers is thus threatening the existence
of many plants and animals ([59, 85, 198] and sources therein). In
order to preserve insect numbers and their diversity, it is important
to understand what factors contribute to their decline. Considering
the more specific case of wild bee species, reasons include the usage
of certain pesticides such as glyphosate [48, 77|, habitat loss, climate
change and the import of foreign competitors or predators [198].

Another example on a much smaller scale and a different field of
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science is cancer. Cancer is a life threatening disease that is character-
ized by an uncontrolled cell growth and the expansion to other areas
of the body. Understanding the causes of cancer growth provides
valuable information in order to develop new treatment strategies. A
simple answer on cancer causation would be that mutations in the
genome can influence cell functions such as growth and division [242].
However, a single mutation is in general insufficient to cause cancer
growth, as body cells contain several mechanisms to identify and
destroy malfunctioning cells. Instead, [86] suggest six hallmarks that
different cancers generally have in common. In particular, there are
six cell functions that have to become deregulated or dysfunctional to
allow malignant cell growth. These include the ability to circumvent
programmed cell death, to stimulate angiogenesis, and to metastasize.

What these two examples have in common, is the complexity of
the systems, involving a complicated network of many interacting
components and even several organizational levels. Thus, a fundamen-
tal understanding of these systems in terms of system components,
underlying processes, and interaction mechanisms is imperative in
order to be able to prevent system collapse. In the case of endangered
species like bees this may encase problem-specific protective pro-
grams, while in the case of cancer the development of drugs targeted
to disease-specific receptors can support the system’s own regulatory
mechanisms.

Gaining knowledge starts from direct or experimental observations
in order to determine which components contribute to specific system
behavior and in which ways components interact. Looking back at the
example of the bee ecosystem, the system is currently characterized
by a continuing decrease in bee numbers. As mentioned before,
there are multiple stress factors that contribute to the decline of
bee populations. Depending on the time and location, several of
these accumulate. However, the complex interplay of different stress
factors as well as the difficulty to control conditions of free-flying bees
impede the experimental investigation of interacting stress factors on
populations [76].

Reexamining the cancer example from above, the cancer-inflicted
organism as a system is afflicted by declining health and in the worst
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case death. Similar to the insect example, cancer is highly complex
involving many factors. In this context, the hallmarks of cancer
constitute a summary of common biological properties of cancer cells.
However, these properties can be acquired through various mutations
in the cancer cells. As there are more than 100 cancer types, which
can in turn be divided into subtypes, the exact mutations causing for
example apoptosis can differ. Possible genetic changes can be found
in the form of upregulated anti-apoptotic proteins or downregulated
pro-apoptotic proteins [208]. Complexity is also added by the fact
that cell signaling pathways are not isolated modules but may share
components or interact with other pathways. Thus, research for
treatment strategies requires understanding of not only components
and networks on the scale of a single module but also of the “big
picture” of pathway interactions and differences in the gene profiles of
different cancer types. [103] point out the difficulty of understanding
how specific mutations influence the system and how to identify good
points of intervention for treatment.

As the examples above illustrate, biological systems are complex
in their composition and relational networks, while a full observation
under all conditions of interest may not be possible. Only by system-
atically analyzing the data obtained from observing and measuring
parts of a system, can we hope to gain enough understanding to
influence system behavior in a desired way. Nowadays, many com-
putational methods and approaches have been developed for data
analysis. These methods also take into account different system
aspects that can be of interest, for example key components, net-
work structures or system responses to perturbations. Additionally,
the availability of data has improved with the rise of diverse public
online databases. The Protein Data Bank [20] providing structural
information on biological macromolecules, The Cancer Genome Atlas
[231] containing more than 10,000 samples of molecular data from
cancer patients, and the Global Biodiversity Information Facility [70]
combining and providing access to biodiversity databases around the
globe are just a few examples. These databases can provide large
scale datasets, which can be exploited in addition or as an alternative
to conducting experimental work. Nevertheless, the task of properly
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extracting information from data remains challenging. Biological
research topics span a wide spectrum from small scale molecules to
large scale populations.

In order to simplify terminology and specify methodology, this
thesis focuses on the study of biological systems related to health
science, including different methodological and thematic approaches
to increase the knowledge on diseases such as cancer.

Understanding biological systems builds the basis for correcting or
preventing negative developments, such as cancer and other diseases.
This process can lead down to learning about system components
interacting on a molecular level. With the increase of computational
power and the development of specialized algorithms, the study of
biological systems is now strongly connected to computational tools.
Hereby, several fields jointly advance the integration and development
of software tools in the study of biological systems. These different
fields include for example systems biology, sequence analysis, as well
as gene and protein expression analysis.

The approach of combining biological research with computational
methods is difficult from several points of view. Firstly, it requires
knowledge of different study fields, such as biology, chemistry, physics,
mathematics and informatics. Though, the exact requirement may
depend on the topic of the project at hand. Secondly, advances in
measurement techniques raise the need for new or adjusted methods
for data handling, and statistical analysis increases as well. Apart
from the measurement technique the data was gathered with, data
can also be divided according to its sample size. Commonly, data
is classified in sparse, medium and large datasets in regard to the
available dataset.

Western blotting and RNA sequencing (RNA-Seq) are two preva-
lent, yet very different measuring techniques. Western blotting is used
to detect specific proteins by employing corresponding antibodies that
target the proteins of interest. However, as the price of antibodies
can be high and the experimental procedure is time-consuming [161],
the number of replicates of an experiment and overall data points can
be very low. On the other hand, RNA-Seq employs high-throughput
sequencing methods to investigate the transcriptome of cells. As
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RNA-Seq methods allow transcriptome-wide measurements of gene
expression, up to thousands of targets can be assessed in a single
sequencing experiment. The differences in data compositions pose
different challenges, with each data type requiring individual atten-
tion for information extraction. The analysis of sparse data as well
as large datasets can limit the methodological and computational
options as standard methods may be unsuited.

In this thesis, systems biology and classification are considered
as two widely used data-integrating approaches to improve system
knowledge. They represent suitable complementary approaches, as
classification is often used to generate hypotheses while systems
biology approaches mainly focus on investigating hypotheses.

1.1. Systems biology and classification - two
approaches for the study of biological
systems

In the following, I will shortly provide an overview of the general
approaches and challenges in systems biology and classification.

What is systems biology?

In the preface of [127], systems biology is described as “the scientific
discipline that studies the systemic properties and dynamic inter-
actions in a biological object, be it a cell, an organism, a virus, or
an infected host, in a qualitative and quantitative manner and by
combining experimental studies with mathematical modeling”. This
concise characterization summarizes the important aspects and also
hints towards challenges that systems biology is concerned with. Sys-
tems biology aims to gain a system-level comprehension of biological
systems, including the structural and dynamical properties that un-
derlie the biological function and allow to predict system behavior
under certain stimulations and perturbations [126]. Furthermore, the
biological object of interest can comprise different structural levels
and scales [127, Chapter 1]. In a simplified way, you could consider a
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human as consisting of different tissues, which are comprised of cells
that include different network and pathway structures of interacting
proteins, that in turn are encoded in the DNA. In case of a human,
the size of the different levels ranges from meters to nanometers. Sim-
ilarly, time scales could be in years for developmental processes, hours
for the sleep cycle or micro- to nanoseconds for protein interactions in
pathways. This indicates the diverse possibilities for research topics
as well as the complexity faced in systems biology and the resulting
necessity for the development of advanced technologies and methods
to tackle challenges arising from these research topics. While the
refinement of measuring techniques to acquire data for multiple scales
is highly favorable for system modeling, the main focus of this thesis
is inhered in the development of techniques for data analysis, such as
data processing or system modeling. The different facets concerned
and the methodologies presented in literature will be examined in
more detail later in this chapter.

Returning to the description of systems biology in [127], the in-
terdisciplinary nature of this scientific field is brought up. Systems
biology requires an understanding of a wide range of disciplines in
order to arrive at accurate and useful results. [175] mentions the need
to be familiar with the fundamentals of life sciences such as molec-
ular biology, genetics or cell biology. As systems biology integrates
data, basic knowledge on typical features of measuring techniques
is necessary. Furthermore, with the rise of high-throughput ’omics
data, such as transcriptomics, proteomics, and genomics, a certain
understanding of bioinformatics and big data analytics has become
crucial to handle large datasets. In order to derive and simulate a
mathematical model, the scientist also needs to have a good grasp
on the mathematical concepts of linear algebra and optimization.

For a detailed introduction to the field of systems biology, the
reader is referred to [175] and [127] for more recent books on the
topic, or [126] as one of the first books about systems biology.
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Sample Feature 1 Feature 2 Feature 3 Label/Class

1 0 0 3 A
2 1 0 2 B
3 1 0 3 B
4 0 0 8 A
) 1 1 1 C

Table 1.1.: Example dataset consisting of five sample with corre-
sponding label and three features.

What is Classification?

A classification problem considers a dataset consisting of different
samples, which each have an allocated class. Classes can hereby
for example refer to the disease status (healthy or sick), disease
treatment (drug A, drug B, drug C), or gender (male or female). The
class, also called label, is determined by all or a subset of the sample
features given some classification rules. As a simple example consider
Table 1.1, that lists a small dataset consisting of five samples, three
features and a label for class membership of each sample. Here, class
membership was determined by the sum of feature 1 and feature 2.
Thus, the sum defines the classification rule and the subset is given
by feature 1 and feature 2.

In the general application scenario using real data, both the subset
and the classification rules are unknown while only the class member-
ship of each sample is given [139]. For the example above, this implies
that only Table 1.1 is given without further information. To deduce
the classification rules, algorithms, so-called supervised classifiers,
learn functional relationships between the features and the samples’
class labels. In the following, the learned classification rules can
then be applied to classify new samples without labels given. On
the contrary, methods performing unsupervised classification, learn
to group samples according to the differences and similarities of the
feature values in order to deduce the class membership of the samples
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without prior knowledge. This group of algorithms is also referred to
as clustering approaches.

Classification approaches have been applied to a wide range of
research topics that are not limited to biology and health sciences.
To name a few examples, classification approaches are applied in
handwriting and speech recognition, internet search engines, anomaly
detection, and astronomy. In the fields of life and health science,
classification approaches have been adopted for disease classifica-
tion of Schizophrenia (e.g. [186]) and Parkinson’s disease (e.g. [116]),
biomarker discovery for muscle aging (e.g. [153]), cancer diagno-
sis, prognosis, or treatment (e.g. [149, 238]), and protein structure
prediction (e.g. [74]).

Similar to systems biology, classification can also be considered
as an interdisciplinary approach. It requires at least a basic under-
standing of the data acquisition techniques to ensure adequate data
handling. Knowledge about different classification methods can be
useful to identify the most appropriate approach for the given data
and research question. Additionally, awareness of the biological back-
ground is valuable for a meaningful assessment of the classification
results.

A general introduction to classification can be found in [1, Chap-
ters 10, 11] and [195, Chapter 8]. [106] review classification methods
specifically for RNA-Seq data.

1.2. The process steps of studying biological
systems

Despite the differences in systems biology and classification, the
process for integrating data in a modeling framework is very similar
and follows the same steps. The modeling process can roughly be
divided in five steps:

1. Data pre-processing,

2. System modeling,

3. Model calibration,
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/v Data pre-processing

Model analysis

System modeling

Model validation
\ Model calibration

Figure 1.1.: Graphical representation of modeling steps for study-
ing biological systems.

4. Model validation,
5. Model analysis.

Data is prepared in the first step as a foundation for the following
steps. This includes the processing, evaluation and analysis of the
available data. Then, a mathematical model description of the stud-
ied system is derived from the data and possibly literature, followed
by parameter estimation that aims at optimally fitting the model to
the data. In the next step, the calibrated model is tested in terms
of its goodness of fit and predictive power. Finally, the validated
model can be used to perform different analyses in order to investi-
gate system properties of interest. This may lead to new research
questions and thus back to the data preparation step. Figure 1.1
visualizes the workflow of the introduced modeling process. Despite
the ordered description, decisions for one process step can influence
any of the other steps. This can arise when decisions or results in
those steps require an update or change in earlier steps. The specific
situations that can influence other process steps will be discussed in
the descriptions of the corresponding modeling steps.

Within the starting step of data preparation, the data acquisition
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deliberately does not contain a point for data acquisition, as biological
experiments, clinical data and other data sources are out of the scope
of this work and the overall modeling procedure. In general, this
work assumes a separation of the data acquisition and modeling
tasks. Consequently, data is considered to be provided by or collected
from an external source, such as collaboration partners, publications
and data repositories. Nevertheless, as mentioned before, knowledge
about the experimental setup and data composition is important for
most parts of the modeling process. In the following subsections,
each modeling step will be closely examined in terms of the tasks
that are performed, developed methods and challenges addressed.

Data pre-processing

Data pre-processing (or preparation) encompasses the collection,
cleaning and transformation of data from one or more sources prior
to its usage. It can also include a first analysis in order to provide
additional input for following project steps. Processing tasks may
differ depending on the type of data and the intended use case.

As mentioned before, data can be collected experimentally, from
publications or from repositories and should be selected with the
research question in mind. Considering biological data related to
health science, data used for modeling studies can be divided in
four groups depending on their source: sequencing data (like of
the genomics, transcriptomics, and metabolomics), sensor data (like
electrocardiogram or electroencephalogram signals), health care data
(for instance electronic health records with data about diagnosis,
treatment and discharge) and experimental data (for instance from
western blotting, mass spectroscopy and cell cultures). This restricted
summary of data sources already suggests one challenge of data
preparation. Each data source provides different data types and each
dataset can have different properties. Additionally, preparation may
also depend on the model analysis tools that will be applied later on.

As preparation tasks can be numerous, commonly encountered
problems of this step are stated as follows:

e Outliers,
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o Measurement noise,

e Dimensionality reduction and feature selection.

Outliers

Outliers are mostly distinct data points lying, as the name suggests,
outside the remaining data points. Identifying and dealing with
outliers can be a crucial part of data preparation. Independent of the
data type, the identification and handling of outliers hidden in the
data can be important for the calibration performance. Outlying data
points may impede the accuracy of the calibration process in systems
biology as well as classification problems. In [94] an outlier is described
as “an observation which deviates so much from other observations as
to arouse suspicions that it was generated by a different mechanism”.
Consequently, it may not be surprising that outliers can impede the
process of fitting parameters to the data and learning about the
underlying system. Taking basic linear regression as an example, an
outlying data point can have a substantial influence on the result
of model calibration. Consider six data points drawn from a linear
model y = 012 + 03 + ¢ with §; = 0.5,0, = 1 and £ ~ N(0, 0.052)
(black dots in Figure 1.2). A least squares optimization then provides
él ~ 0.54 and ég ~ (.84 as optimal estimates of the real parameters 61
and #2 when trying to relearn the original model. However, replacing
the fifth data tuple with an outlying data point with a much smaller
y-coordinate, the estimation accuracy deteriorates with estimates
0, ~ 0.81 and 0y ~ 0.54. The corresponding regression lines for
both cases are shown in Figure 1.2. The change in the fifth data
point is marked with a red dashed line towards the outlying value.
Representing the outlier-free fit, the black regression line matches the
data well. On the other hand, the red regression line, calculated for
the outlier-infected dataset, fails to capture the underlying model.
In order to be able to detect outlying data points, it is important
to be aware of the different types of outliers and outlier sources.
Outliers can hereby originate from a multitude of sources. Common
examples are errors during data acquisition, corresponding to a human
error, instrumental errors influencing the measurement, or biological
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6y ~ 0.54, 6y ~ 0.84

6y ~ 0.81, 6y ~ 0.54

T

Figure 1.2.: Least squares regression is influenced by outliers in
the dataset. Least squares regression for data points sampled
from 0.5z +1+¢, ¢ ~ N(0, 0.052) (black dots and line). Red
line shows regression result including one outlying data point

(red dot).

variability. Importantly, the last type of outliers does not represent
an error. Instead, this kind of outlier, caused by the heterogeneity
of biological systems, provides new insight in the data. Taking
disease classification as an example, an outlying sample could suggest
the existence of an additional subgroup of patients. Consequently,
awareness and identification of outliers can be especially crucial for
classification tasks.

Outliers can be grouped in the univariate and multivariate type.
Univariate outliers can be identified by examining single features of
the dataset. A common visual approach to find these outliers is the
boxplot, which calculates the interquartile range to identify outliers.
Values that extend beyond 1.5 times the interquartile range from
the first or third quartile are considered outliers. In classification, a
special case of this type of outlier is the instance of a switched class
label of a data point (or sample). In this case, the data point should
have common values for all features of a class other than the one it is
labeled with. Multivariate outliers can have more than one extreme
value or may not be recognizable in a single feature. For the first type,
values of several features may present extreme values with respect to
the average class values. Furthermore, outliers may become apparent
only when analyzing higher dimensional feature combinations. Values
of these outliers are inconspicuous in each variable, but do not follow
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higher dimensional patterns. The outlier in the regression example
in Figure 1.2 represents such an outlier. While the outlying point
matches well with the other data points when considering the x- and
y-values individually, it clearly deviates from the correlated behavior
of the other data points. If the origin of the outlying values is natural,
this may indicate a need for further analysis to explain the emergence
of such observations.

[138] summarize three approaches for dealing with outliers. In
order to handle outliers, it is possible to trim the dataset, which
implies an exclusion of outlying values. In the second approach
outliers are either weighted or replaced with normal values in order
to control their influence on model calibration. The third option
requires a specialized method in order to estimate model parameters
robustly with respect to outliers. Removing outliers is considered
inappropriate as these values still constitute observations. In turn,
it is suggested to employ robust methods [138], which evaluate and
weight or exclude outlying samples during the model calibration. As
this approach influences the choice of the model calibration method,
available methods will be introduced in the Section Model calibration.

Measurement noise

Experimental data, as basic module for mathematical model calibra-
tion, generally contain measurement noise. Depending on the model
calibration approach chosen in the Section Model calibration, an as-
sessment of this noise may be required. Especially in systems biology,
consideration of noise as influence on the modeling process can be
crucial. [189], for example, emphasize the importance of a suitable
quantification of the measurement noise for model calibration.

A commonly applied model for measurement noise is the additive
normally distributed error model. For n experimental data points,
the measured data y;, ¢ = 1,...,n can then be described by

yi = x;(0) +ei, & ~N(0, 0?), (1.1)

where x;(0), i = 1,...,n is the model output dependent on the
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parameterization 6. The variable €;,7 = 1,..., n represents a normally
distributed noise with a zero mean and variance o2?. For simplicity
reasons, Equation 1.1 summarizes n data points. However, depending
on the scenario, multiple variables, time points and experimental
conditions can be included. In many cases, values for o2 are unknown
and cannot be extracted from literature. Consequently, they have to
be either estimated from experimental replicates or included in the
model calibration as unknown parameters.

Estimating variance values directly from the experimental data
is a standard approach to infer noise parameters. However, this
requires a suitable amount of replicates to enable reliable estimation
results [189]. Additionally, if only single replicates are available, this
approach is infeasible.

When including noise parameters in the model calibration, a prior
selection of the noise distribution of £ in Equation 1.1 is necessary.
Standard choices for error models are either an additive normal
distribution or a multiplicative log-normal distribution. Although
several studies favor the multiplicative error model especially for
specific data types (e.g. [135, 145] and sources therein), applying a
Gaussian noise model remains a widely accepted strategy applied in
many scenarios (applied for example in [19, 56, 185]). In recent years,
alternative distributions have been suggested in order to improve
parameter estimation in the presence of outliers. A study by [151]
compared the Laplace, Huber, Cauchy and Student’s t distribution
as possible alternatives to the Gaussian distribution to assess the
noise distribution of data containing outlying values. The author’s,
after evaluating the error models on an ordinary differential equation
model of the JAK/STAT signaling pathway, recommend the usage of
a Laplace or Huber distribution for outlier-corrupted datasets.

The studies by [135] and [151] evaluate error models on exemplary
system models and data. As such, results may differ depending
on the different biological systems and data settings. However, the
computational cost for evaluating several error models by repeating
the parameter estimation for each scenario may be too high to include
in a standard framework. Additionally, further settings can arise when
also considering the number of variance parameters. The simplest
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assumption assigns one variance parameter for all measurement points,
independent of species, time or experimental condition. [5] choose this
setting when comparing two model hypotheses for the propagation of
methylation states of the histones H3K27 and H3K36 together with
two noise model options. In contrast, in a modeling study by [158]
a noise parameter was introduced for each measurement technique,
observed variable and cell type.

Selecting a fitting error model with the optimal granularity with
respect to the variance parameter is a computationally expensive task
when included in the model calibration step. Therefore, in Chapter 3,
a data pre-processing step is introduced that allows for a time-efficient
and easily adaptable error model selection.

Dimensionality reduction and feature selection

In the context of this thesis, this topic is mainly related to classifica-
tion problems. Consequently, the following review of methodological
approaches will be focused on this problem class. However, basic
concepts from the field of classification are also applicable in systems
biology.

Large datasets, as often seen in omics studies, may require ex-
cessive computation time while containing uninformative variables.
Therefore, selecting a priori a subset of the data space can speed up
computations and provide better interpretability of the results. There
are two ways to reduce the dimensionality: (i) reduce the number
of samples or (ii) reduce the number of features. As biomedical
datasets tend to have an imbalance of a huge number of features
with a comparatively small sample number, I will focus on point
(ii) for dimensionality reduction. The curse of dimensionality is a
well-known problem when working with high-dimensional datasets.
High dimensionality can not only impede computation speed but
also the accuracy of learning algorithms and the usefulness of the
calibrated model in terms of its interpretability [147].

Removing unimportant or redundant features constitutes a first
step to reduce the dimensionality. For a classification task this
can for example consist of features with a constant value across all
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samples, which do not provide additional knowledge about the class
separation. Detection and deletion of such features can be quickly
executed without specialized tools. Subsequently, extracting features
which play an important role for the class separation, is in general
computationally more demanding and a variety of methods exists.

There are different approaches for feature selection in classification
problems that also vary in the modeling step at which the selection
is performed. Based on these differences, methods can be divided
into three categories: filter, wrapper and embedded approaches [147].
Filter methods employ a performance measure in order to identify
important features in a pre-processing step before calibrating the
model [117]. Methods have been developed based on several different
measures, such as distance, consistency, or similarity. Accordingly, a
variety of filter methods exists. Examples include Correlation-based
feature selection, the Fisher score, Chi-square, and ReliefF, which
are described in [84, 148, 246], and [133] respectively.

While filter methods are applied as a pre-processing step, inde-
pendent of the classification model, wrapper methods utilize the
classifiers performance metric to evaluate groups of selected features.
As the classification task needs to be repeated for each feature subset,
wrappers are computationally expensive to use [117].

Finally, embedded methods perform feature selection as an inte-
grated part of the classification task. Consequently, this approach
is related to the choice of the model calibration approach and not a
pre-processing step. Further explanations are therefore presented in
the later Section Model calibration.

The above list of data preparation tasks is not exhaustive, but
presents key aspects of this step that will be revisited in the following
chapters. In Table 1.2 a list of further common data preparation
tasks is presented together with a few references for further reading.

System modeling

The second process step, namely the system modeling, defines the
model structure and the mathematical description. Therein, the
connections and relations of the system are characterized according



1.2. The process steps of studying biological systems 27

Data prepara-

potential subtasks

further read-

tion task ing
Missing values identify and handle miss-  [138]
ing data entries
Feature engi- create new features from [51]
neering original data
Labeling prepare labels [166]
for data samples,
format labels in accor-
dance to algorithm require-
ments
Data partition-  appropriately split data [157],
ing for model training and [241]
testing
Transformation  adjust data type (e.g. con- [1, Chap-
tinuous to categorical), ter 2]

normalization (e.g. ad-
justing for measurement
specifications)

Table 1.2.: Data preparation tasks
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to the chosen modeling approach. As modeling approaches differ
widely for systems biology and classification tasks, methods will be
considered separately in the following.

Systems Biology

In systems biology, the model provides a simplified description of
the studied biological system. While a model may not be an exact
representation of the true mechanism, good mathematical models can
be employed for various tasks. Such tasks may include a hypothesis
test for the network structure of a system, as in [12], the comparison
of different potential mechanisms, as in [55], or the exploration of
system behavior under changing conditions, as in [40]. The research
question will hereby influence the choice of a modeling approach.

Besides the selection of a mathematical model to describe the
system as good as possible, one important question remains. What
exactly is a good model? The famous quote by statistician George E.
P. Box:

“Essentially, all models are wrong, but some are useful.”
Box and Draper [33]

has become an aphorism for the difficulty of developing appropriate
models in all fields of science.

As already mentioned earlier, the interdisciplinary nature of sys-
tems biology widens the range of possible methods to infer knowledge
about biological systems. Nevertheless, it also proposes a challenge,
as researchers from different disciplines and with different perspec-
tives on the research subject need to cooperate. In this context,
[22] identifies communication problems between experimentalists and
modelers as an obstacle for the development of useful models. The
author suggests, that while experimentalists may not be fully aware
of the ability of mathematical modeling, modelers may tend to ap-
ply simplifications without proper explanation. This highlights the
necessity and difficulty of good communication in multi-disciplinary
projects.
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The model structure is determined by the given data and, if avail-
able, information from literature. It describes the relevant system
components and their relationships. Given the model structure, a
mathematical model is defined. Hereby, different modeling formalisms
can be applied that determine model properties. Models vary in their
temporal (static/dynamic) and spatial (discrete/continuous) descrip-
tion. Moreover, depending on the applied model, the results are
able to make qualitative statements about the process or give quan-
titative values stemming from the model. Additionally, models can
be categorized in deterministic or stochastic models leading to one
concrete statement or a probability of the occurrence of the result.
In particular, systems biology favors the description of the model
via ordinary differential equations (ODE). Therefore, the presented
methods and tools will be mainly based on the assumption that ODE
models are deployed. Nevertheless, many other formalisms exist, for
example directed graphs, boolean networks and stochastic master
equations, stating just a few. A review of different modeling methods
can be found in [115].

The choice of the optimal method depends on the system under
study, the available data as well as the goal of the study. A typical
model within the scope of systems biology can be given in the form
of:

1) = % = f(alt), u(0), 0), (1.22)
x(t) = h(z), (1.2b)

where f(z(t),u(t),0) describes the changes of the n state variables
z(t) € R™ over time t depending on, potentially time-dependent,
inputs u(t) € R™, and a parameter vector 8. The function A maps
the state variables z(t) to the model output x(¢). Each state variable
hereby represents a system component and inputs refer to stimuli
from outside the system. The set of parameters @ can comprise
three different types: 1. Dynamic parameters used for process de-
scription in the network, 2. observation parameters which define a
connection between model variables and the output, and 3. error
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parameters from the error model [89]. While dynamic parameters
are typically unknown with limited prior knowledge of the system,
observation parameters, such as scaling factors, might be known from
the experimental setup.

The Equation 1.2 characterizes a reaction dynamic which can be
defined in different ways. In order to illustrate the basic concepts
of biological modeling, three modeling strategies for an irreversible
reaction will be examined. Thus, consider a reaction where a substrate
A is converted to a product B without the possibility to change back:

A-t.B,

where k describes the conversion rate of the reaction. In order to
mathematically describe the above reaction, several modeling strate-
gies, which represent different assumptions about the system behavior,
are possible. In a reaction network, these different assumptions can
be modeled adapting various reaction rates.

The most basic approach is given by mass-action kinetics. Here,
a linear activating relation between the amount or mass of variable
A and variable B is assumed. The reaction velocity v describes
the change of the amount of compound B over time t. Applying
mass-action kinetics yields the reaction velocity

d[B]
dt

= = k[A], (1.3)
where compound amounts for A and B are marked with square brack-
ets [A] and [B], respectively. Analogously, the change in compound
A can be described by d[A]/dt = —k[A].

While this linear activation of B is inherently not bounded, the
other options provide a maximal reaction rate ryax(z). Michaelis—
Menten and Hill-type functions are thus used to describe saturation
events approaching a maximum rate.

Michaelis-Menten kinetics were derived for enzymatic reactions.
In this setting, an enzyme E and a substrate S bind and build a
complex ES in a reversible reaction. The enzyme-substrate complex
then disintegrates in an enzyme E and a product P, which can be
summarized as
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k
E+S<_—>k1 ES 24 F + P,
-1
with rate constants k1, k_1 and k. The original work by Michaelis and
Menten ([160], translated to English in [113]) assumed an equilibrium
for the process of the formation of the complex ES. From that, the
assumption of constant amount of total enzyme [Elioy = [E] + [ES],
and the application of mass action kinetics, the reaction velocity for
product formation can be derived as
d[P]

v = W = k2[E]tot

5]

k_1i/k1 +[S] (1.4)

As the constant total enzyme amount can be considered as a pa-
rameter, the product formation is solely dependent on the substrate
variable [S]. It describes a saturation event, where product formation
increases with the amount of substrate available but cannot surpass
a certain threshold that is given by ks[Eliot. As Equation 1.4 only
depends on parameters and the substrate amount, this equation can
also be applied to the above example reaction with A and B, if the
reaction velocity is assumed to correspond to a Michaelis—Menten
equation.

Hill-type equations as discussed in [43, 73] can be used to describe
sigmoidal reaction velocities as shown in Figure 1.3. Hill-type equa-
tions also describe a saturation event with a maximum velocity vmax
and present a more general version of the Michaelis—Menten equation:

57"

1+ 5 -

U = Umax

The parameter vy« depicts again the maximum velocity that can
be reached, K4 is the substrate concentration at which half the
maximum velocity, vmax/2, is reached, and K} is the equilibrium
dissociation constant. Finally, n is the Hill coefficient and defines
the steepness of the slope for n > 1. The special case of n = 1
corresponds to a Michaelis—Menten equation. Hill-type equations are
used in biochemistry to model the binding of a ligand to a molecule.
Here, it is assumed that bound ligands increase the probability of
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—— Linear activation
—_— Hill-type
—— Michaelis-Menten

T

Figure 1.3.: Different mechanisms of activation.

additional ligand binding.

Figure 1.3 sketches the three possible modeling scenarios for reac-
tion rates for an activation from A to B.

Mass-action kinetics, Michaelis—Menten and Hill-type equations
constitute important building blocks for the mathematical modeling
of a multitude of different biological systems. To name some examples,
mass-action kinetics have been used to model histone tail methylations
[5], protein phosphorylation [158], and pathways of signaling lipids
[171]. Hill-type equations have found application in the modeling of
gene expression dynamics under p53 pulsing [209], of infection rates
in an HIV model [15], and of muscle forces during different activities
[83].

The simple reaction example of substrate A reacting to product B
depicts a single reaction, whereas real models are much more com-
plex. Models applied to realistic problems include more variables
and interactions, depending on the number of components considered.
Additionally, experimental conditions also need to be incorporated in
the model, adding to the number of unknown parameters. Experi-
mental conditions hereby describe different experimental settings, for
example the unperturbed versus a perturbed system. In a pertur-
bation experiment, the total amount of a compound may be up- or
downregulated artificially. Another possibility are inhibition experi-
ments, where special inhibitors are used to target specific compounds
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and their activation. Alternatively, activating signal compounds can
be supplied as an input u, as given in Equation 1.2.

Including more variables, interactions, and experimental conditions
allows for more insight in the biological system, but at the same time
proposes a multitude of additional parameters which also increase the
complexity of the model. Additionally, increasing the model size and
complexity naturally increases the computational cost for evaluating
the differential equation model.

Another important point of note is given by the danger of overfitting.
Overfitting refers to models which are too adjusted to a given dataset,
including extreme values and outliers. Thus, the model looses its
usefulness, as it does not describe the actual system mechanism but
one specific dataset. Evaluating whether a model is overfitting the
experimental data is an important step of model validation and will be
discussed in the corresponding Section Model validation. Nevertheless,
a careful choice of model granularity can provide a good approach to
avoid overfitting.

Consequently, while the model should describe the biological mech-
anisms, it needs to remain as simple as possible. Simplifications
need to be balanced to on the one hand reduce the parameter space
and allow for better model interpretability while on the other hand
maintain the ability to correctly describe the system dynamics. Mass
conservation of compounds provides a simple approach to reduce the
number of variables under the assumption that the total compound
amount is constant over the duration of the experiment.

Classification

Constructing models for classification tasks differs from systems
biology approaches. Similarly to the systems biological approach,
classification defines a model that aims to approximate a mapping
function from input variables to output variables. However, the output
variable takes the form of labels (representing different classes). Given
the class membership, the classifier hereby learns the underlying data
structure that generates the labels. The learned model can then be
used to predict the class membership of new data points whose labels
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are unknown. Standard models are for example Logistic Regression,
Artificial Neural Networks, Decision Trees, Support Vector Machines
(SVM) and Naive Bayes. Through ongoing research, there exist
several variants of these approaches, such as regularized logistic
regression [232], principal weighted logistic regression [124], random
support vector machine cluster [23], and Information Gain-Support
Vector Machine [66]. Consequently, a modeler has to choose from an
increasing number of methods. Additionally, even though comparative
reviews exist, there is no generic optimal method as the best approach
may differ for different datasets and project objectives.

Many of these classifiers are directly able to handle binary as well
as non-binary labels, for example Naive Bayes and Decision Trees.
For other methods, such as SVM, that generally learn binary labels,
adapted versions have been developed for multiclass learning [1]. As
these methods vary fundamentally in their approach to classification
and working mechanisms of classifiers are not in the scope of this
thesis, the reader is referred to [1] for an overview of different classifiers
and an explanation of their classification mechanisms.

Model calibration

Independent of the model characteristic, whether it is a systems
biology or classification model, in order to simulate the model derived
in the previous step, the numerical values for all parameters need to be
determined. The number of these parameters usually increases with
the complexity of the model. For systems biology models, assigning
appropriate values may be difficult in biological settings as even
potentially measurable parameters, like rate constants, might only
be known with high uncertainty [165]. For classification models this
approach is generally not feasible, as the parameters, in contrast to
for example rate constants, do not represent biological functions.
Computational approaches to parameter fitting are primarily based
on optimization techniques which minimize an objective function.
This objective function usually takes the form of a cost function which
describes the difference between the real measurement data and the
parameterized model output. Common choices for the cost function
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are the Least Squares method

Lis(0) = 3 (s — 2:(0)) (16)

=1

and Maximum Likelihood (ML) method
Ly (0ly) = [T » (wil), (1.7)
i=1

where p (y;]6) is the probability density of observing the measured
data point y; given the model parameterized with a parameter set 6
defined by z;(0). For a systems biology model, z; is a state variable
and may also depend on time and inputs, as in Equation 1.2. For a
classification model, x; refers instead to the model output used to
predict the class membership. Applying an ML cost function requires
the selection of an error model for the measurement data. The cost
function as written above describes a simple case of n unspecified
data points. However, depending on the modeling setting, the cost
function may include factors for different time points, variables and
experimental conditions.

A great variety of calibration methods exists, both for network
and classification models. Algorithms to optimize the cost func-
tion can be divided according to different criteria, such as local and
global methods or deterministic and stochastic methods. Local search
methods can be further divided in gradient based methods, for exam-
ple Newton’s algorithm and the Broyden—Fletcher—Goldfarb—Shanno
method, and non-gradient based methods, such as Powell’s method
and generalized pattern search [234].

Local methods converge in general faster to a local or global opti-
mum than global methods. In turn, they may not reach the global
optimum depending on the starting point. In order to find the global
optimum in the presence of multiple optima, a simple procedure is
to use a multistart approach. By selecting initial parameter sets for
example through Latin hypercube sampling [155], different regions of
the search space can be covered.
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Alternatively, global methods search the whole parameter space
in order to identify the global or a near global optimum. Global
optimization methods can roughly be divided in stochastic and de-
terministic approaches. Common stochastic optimizer are Genetic
Algorithm [100], Particle Swarm Optimization [121] and simulated
annealing [125]. These strategies apply probabilistic approaches and
are motivated from natural phenomena such as natural selection.
They apply randomness in the optimization algorithm to increase
the chance of finding the global optima. There are also many deter-
ministic global search methods, the DIRECT algorithm [114] which
employs Lipschitzian optimization to find suitable parameter regions
for further local investigation.

Local and global optimization techniques are shortly reviewed in
[234]. [192] additionally present a broad overview of non-gradient
based algorithms.

A special approach to the parameter fitting problem is given by
Markov Chain Monte Carlo (MCMC) methods, which are applied in
systems biology studies. MCMC methods employ a Bayesian approach
by considering all system components in terms of probabilities. In
contrast to previously discussed optimization techniques, MCMC
methods generate samples from the probability distribution of the
parameter space. This allows a global investigation of the parameter
values and their uncertainties. Hereby, a Markov chain is constructed
that converges towards the probability distribution. The chain starts
in general from a set of random points in the parameter space. The
algorithm then performs a random walk through the parameter space,
while searching for areas with parameter sets improving the data
fit. As a result, a global investigation of the parameter values and
especially their uncertainties is performed. Various implementations
of the MCMC approach exist, of which Metropolis-Hastings [90,
159] is one of the most popular methods. MCMC methods allow
for uncertainty analysis of different attributes by sampling from
the posterior distribution of the parameter space. The sampling
of multiple parameters across probability distributions implies high
computational costs, as the cost function needs to be evaluated for
each parameter sample drawn.
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While MCMC methods can be used to gain further insight in
systems biology models, similar concepts also exist for classification
problems. As mentioned in the Section Data pre-processing, several
extensions with additional functionality of classifiers exist. Robust
methods have been developed in order to improve classification results
where datasets are infused with outliers by reducing their impact on
the learning process. Despite their influence on the classifier accuracy,
outlying samples can provide additional and novel insight into data
characteristics. Consequently, applying a robust classification method
when data might contain outliers is advisable.

There exist several approaches to robust classification, that are
often based on the underlying classification method. Additionally,
several different strategies can exist for a single classifier. A survey of
robust SVMs [211] from 2020 summarized seven different approaches
to robustify SVMs, such as a fuzzy or weighted SVM. Similarly,
different alterations to induce robustness exist for other classifiers as
well and ongoing research adds new variants regularly.

In a similar fashion to robust classification methods, classifiers
have also been extended to allow for feature selection. These so-
called sparse classifiers learn a subset of features that is sufficient to
differentiate between classes. This approach is of interest, when the
number of features exceeds the number of samples and the features
are of further research interest. Sparse classification is applied to
infer a set of important features which can provide further insight
in the studied systems. Furthermore, sparse classification methods
are imperative in data settings with a large amount of features but
comparatively few samples. Sparse classification approaches have
been applied to a variety of types of datasets and problems: [187]
classify Alzheimer’s Disease from data of magnetic resonance imaging,
[154] apply a sparse classification approach to flow cytometry data of
protein marker expression to predict leukemia and [3] use microRNA
data of endometrial cancer patients to find molecular markers for the
prediction of lymph node metastasis.

As mentioned in the Section Data pre-processing, sparse classifi-
cation methods include embedded feature selection methods. The
methodological approach to include feature selection in the classifi-
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cation algorithm generally depends on the classifier of interest [1].
A valid approach in sparse methods is the application of weights as
penalty on the features in the optimization step in order to force
feature coefficients towards zero while fitting the model to the data
[117]. Therein, feature coefficients describe the influence of a feature
on the classification and penalties are referred to as regularization
terms. Such regularization terms are generally applied to linear clas-
sifiers, for example linear regression or SVMs. Standard approaches
are Ridge Regression, Lasso and Elastic Net. Considering a linear
classification model

yi = (X4, B) + &, (1.8)

where y;, i € {1, ..., N} represents the class membership of sample
i, f(X;, B) is a function that relates the measurement matrix X and
the feature coefficients 8 to the class labels y and ¢; denotes a noise
term. In multivariable linear regression, f(X;,3) takes the form
Bo + Z?Zl Bjzi; with p features. In order to find the optimal set
of parameters 3, the error between all labels y and the mapping
function f(X, ) is minimized. Least Squares optimization with
its variants and ML estimation constitute common approaches to
parameter inference. For a Ridge Regression regularization [97], an
lo-norm penalty \||3]|3 is added to the cost function that enforces the
coefficients to shrink toward zero. A hereby defines the strength of
the penalty term. A Lasso penalty [230] is incorporated by adding an
l1-norm term A||3||; instead. In contrast to the l3-norm, the /;-norm
penalty allows several coeflicients to become zero. In both cases, A
defines the strength of the penalty term. Combining both approaches,
the Elastic Net [251] defines the penalty term as \1]|8]|1 + X2 8|3
These approaches can usually be used to enhance linear classification
approaches such as different variants of regression and SVM. Further
implementations of extensions have been developed for linear as well
as other classifiers, for example sparse Naive Bayes classifiers [14, 27],
sparse Decision Trees [104, 213], and sparse Neural Networks [6, 215].

As outliers as well as an imbalance of the feature to sample ratio can
appear in the same dataset, classifiers that combine both robustness
and sparsity have been developed as well. And again, a variety of
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strategies can exist for a single classification model. For example,
robust and sparse versions of SVM have been proposed by [146] and
[108]. Likewise for logistic regression, [31] and [137] introduced new
methods that combine robustness and sparsity.

The great variety of classification methods and their different im-
plementations signify a big challenge to a modeler trying to select a
classifier. Determining the best algorithm requires knowledge about
the available methods and the dataset. Considerations towards the
data size to determine whether a sparse method is necessary or
whether the data is possibly outlier contaminated can help narrow
down the number of appropriate methods. If outliers are expected
to be present in the dataset, methods may also be chosen differently
depending on the type of outliers. In [31], the robust part of their
robust and sparse logistic regression method is concentrated on mis-
labeled microarrays. Accordingly, their proposed method includes a
label flipping probability to detect potential outliers to robustify the
classification. However, in other scenarios with outliers in the feature
space, where only certain feature values of a sample are outlying, this
approach may not be able to detect the outliers.

In summary, as no classification method performs best on all
datasets and specifics, such as the presence, type, and amount of
outliers, may not be known, selecting the optimal classifier presents
a difficult task.

Model validation

The next step after model calibration is the assessment of the results.
A first impression can be gained by considering the quality of the data
fit when comparing model simulations with real data. However, on one
hand this is a subjective way of judging the derived model and on the
other hand it does not provide information on the predictive power of
the model. For this reason, several model validation techniques have
been developed. These methods are generally based on a separation
of the available data, such that one part is used for model calibration
and the remaining part to test the predictive power of the calibrated
model.
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[1] separate the classifier evaluation in two parts which they term
“methodological issues” and “quantification issues”. Even though
[1] describe methods for classification problems, the fundamental
approaches are also valid in systems biology. The methodological
part represents hereby the choice of a data partitioning scheme to
create a training set for model calibration and a test set for model
evaluation. The quantification part contains the choice of a numerical
measure to describe the performance of the model given a specific
data partitioning. Both parts will be inspected in the following.

Methodological part

Cross validation is an approach widely used for classification problems
[21], while hold-out validation constitutes a basic approach for ODE
based systems biology models [87]. Nevertheless, both techniques can
be applied to both scenarios.

Cross validation In cross validation, the dataset is partitioned in m
equally sized subsets. m — 1 such subsets are used as training set for
model calibration and the remaining subset constitutes the test set
for evaluation. Repeating the calibration and evaluation step such
that each of the m subsets is used once as the test set, an average
performance metric can be calculated over all test sets. A typical
choice for the number of subsets m is ten. Choosing m equal to the
number of data points results in the special case of leave-one-out
cross validation. A short introduction to cross validation is given in
[1, 87] and more information on its variants can be found in [21].
As each data point is contained exactly once in the m test sce-
narios, the overall accuracy of the cross validation approach may
give a pessimistic estimate of the model accuracy. Additionally, this
validation method is computationally expensive for large datasets, as
the calibration procedure needs to be repeated m times. However,
even for small datasets, this method may not be realizable. In systems
biology, where only few replicates per experiment may be available,
a partitioning can be difficult as the training data must be able to
represent all model features such as experimental conditions.
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Hold out validation Hold out validation is fundamentally similar to
cross validation. However the data is divided in two sets, one training
and one test dataset and usually more data points are assigned to
the training set than the test set. The model is then calibrated using
the training set and evaluated based on the performance on the test
dataset. This procedure can be repeated to calculate an average
performance metric. Further information on this method can be
found in [21] and [87].

For large datasets, applying repeated hold out validation results
again in a high computational cost. Conversely, the results of using
a single set of training and test data can be highly dependent on
the specific partitioning. Considering small data, similar to cross
validation, all biological features included in the model need to be
represented in the training and test data. In this context, [87]
demonstrated the dependence of the validation decision on the chosen
partitioning for systems biology models.

Bootstrap Another approach to model validation is given by the
bootstrap method. Hereby, a training set is constructed by sampling
with replacement from the original dataset. As the training set
contains as many data points as the original dataset, it may contain
duplicates. The model is calibrated on the training set and evaluated
on the test set given by the original full dataset. A short introduction
to bootstrap validation is given in chapter 10 in [1].

As a consequence of the sampling procedure, it is possible that
even for repeated bootstrap sampling, data points may never be
selected for the training or the test dataset. Another drawback of the
bootstrap approach is that the classifier will always achieve a hundred
percent accuracy for the data points in the training set. Consequently,
the performance estimate will be optimistic with regard to the true
performance.

In general, as highlighted in [80], model validation in systems
biology is highly dependent on the purpose of the modeling study.
It was already mentioned previously that a model can be used for
different purposes. As this holds true for systems biology as well as
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classification models, validation techniques may need to be carefully
selected depending on the specific application and available data.

Quantification part

In the next step, in order to quantify the result of the validation
methods, different measures can be considered to evaluate the model
performance. As methods for systems biology and classification
models differ, approaches will be discussed separately.

Systems Biology In systems biology, the quantification can be
conducted using the metric applied for parameter optimization, for
example the mean squared error. If the error of the calibrated model
is also low for the test data, this supports the model hypothesis, as
the model is able to reflect also previously unseen data. In turn, if the
error in the test data is large, the model may suffer from overfitting
and a revision of the model setup might become necessary. As this
validation approach is time-consuming and requires careful selection
of training and test data, other approaches are commonly preferred.
Nevertheless, in [164] a bootstrap approach was used to evaluate the
robustness of a transition graph calibrated from a boolean network
model. Also, in [141] leave one out cross validation was performed
for an ODE model.

As modeling studies in systems biology can have a variety of pur-
poses, validation approaches can take different forms [80]. In case of
hypothesis testing, the most common approach is most likely valida-
tion via prediction. Hereby, the calibrated model is used to predict
system behavior under new conditions. The simulation results are
then compared to corresponding experimental data that was not used
for model calibration. Aiming to predict system behavior under new
conditions, careful selection of the experiment and its implementation
in the model is important, as the model needs to be able to mirror the
new conditions. In [185], the authors apply two prediction scenarios
to validate their model of drug response in gastric cancer. The model
combines three drug specific signaling pathways that describe intra-
cellular signaling in response to receptor signaling. Therein, the two
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validation scenarios nicely demonstrate the possibilities and limits of
validation via prediction. For the first scenario, the authors utilize
published experimental data involving receptor inhibition. This ex-
perimental condition was not originally part of the model and the
authors had to extend their model and utilize published parameters
for simulations. Even though this approach allows for new insight
in the predictive power of a model, it requires the availability and
compatibility of parameter values for the additional experimental se-
tups. For the second scenario, long time cell behavior was considered.
This approach requires no model adjustment. However, depending
on the system under study and the examined time frame, additional
mechanisms may become involved and influence prediction accuracy.
This shows the complexity of validating a model by predicting new
experimental data.

Classification In classification, quantification methods are generally
based on the classifier performance with respect to a specified class,
for example assigned with label 1. The other class or classes are
summarized in one group with label 0, simplifying the analysis to that
of binary classification. In disease classification the group of interest
could be the group of sick patients, or the group with a specific
medical intervention when considering drug response. Classification
results are then separated in classifications that are

o true positive (TP): correctly assigned samples of class 1,
o true negative (TN): correctly assigned samples of class 0,
o false positive (FP): samples falsely assigned to class 1, or

o false negative (FN): samples falsely assigned to class 0.

A summary of these results can be presented in a contingency table
as shown in Figure 1.4. This contingency table summarizes how well
predicted class memberships match the actual class.

Separating the assessment for the two classes is important, as
false assignments of either type can have different significance and
impact. For example, falsely classifying a sick patient as healthy,
an FN, impedes timely treatment and may propose a risk to the
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Predicted Class

1 0

1 TP FN

0 FP TN

Actual Class

Figure 1.4.: Contingency table summarizing the number of true
positive (TP), false positive (FP), false negative (FN) and
true negative (TN) classifications.

patient, whereas an FP, in this case classifying a healthy subject as
sick, subsequent examinations might lead to potentially harmful and
costly treatment.

Prevalent statistics that assess different aspects of the classification
results are

o Sensitivity or Recall or True Positive Rate (TPR):

TP

TPR= ————
R TP+ FN’

o Specificity or True Negative Rate (TNR):

TN

TNR= ——
r TN+ FP’

o False Positive Rate (FPR):

rpP

FPR=1-TNR= ———
r i TN+ FP’
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e Precision or Positive Predictive Value:

TP
PRV = p  Fp
e Accuracy:
TP+TN
ACC = .
TP+TN+ FP+ FN

A detailed explanation of these and additional statistics can be found
in [225]. In general, these criteria are assessed in pairs as single
statistics may be misleading [195]. A perfect TPR is for example
possible by assigning the class label 1 to all samples. While this
results in TPR = 1, the specificity is at the same time reduced to
zero (TNR = 0).

The Receiver Operating Characteristic (ROC) is a common evalu-
ation criterion combining two of the above statistics. It is presented
as a scatter plot of TPR against FPR. One point in this plot de-
picts the performance of one classifier given one specific dataset and
threshold. A ROC curve is obtained by varying parameters of the
classifier. ROC curves can be used to assess the classifier performance
in comparison to other classifiers, under changing parameter settings
and given different datasets [195]. Hereby, an optimal classifier would
achieve TPR = 1 and FPR = 0. Figure 1.5A shows an example
for a ROC curve as well as the position of an optimal classifier (red
dot). The closer a classifier is to this optimal point, the better is its
performance.

An alternative method to assess the classifier performance using
two classifier statistics is the precision recall diagram. Here, the
precision is plotted against the TPR. This method thus relates the
number of TP labels to the total number of samples with real class 1
and with assigned class 1. A high TPR can in general be achieved for
a low precision as an approach which favors assigning class 1 creates
high numbers of FP labels (lowering the precision) and low numbers
of FN labels (increasing the TPR). Analogously, a high precision can
usually be attained for a low TPR. A good classification method
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optima
1¢”

TPR

Precision

FPR TPR

Figure 1.5.: Example results of a ROC curve (A) and a preci-
sion recall curve (B) constructed by assessing the classifier
performance for different settings (curved black line) and an
optimal classifier (red dot).

achieves a high TPR and a high precision which is assessed from the
point where the precision recall curve intersects the main diagonal
(Figure 1.5B). More information on ROC and precision recall curves
as well as their connection can be found in [49].

As mentioned before, the best choice of evaluation methods depends
on the data and the purpose of the study. Using standard models, for
example to analyze outliers, thus requires other validation approaches
than a new classification model.

Model analysis

There are a multitude of different analyses for any given model.
Which ones are relevant for a specific system is determined by what
questions we want to answer with the model. Whether we can then
get our answers depends on the capabilities and predictive power
of the model, available analysis techniques and our own inventive
talent. As the goals of systems biology and classification modeling
studies are different in general, the discussion on model analysis will
be divided.
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Systems Biology

In the simplest case, the goal of a systems biological study is to test
a model hypothesis. The question whether a model hypothesis must
be rejected, can in most cases be answered after the validation step.
In the next step, the model can then be used to make predictions
of system behavior under varying conditions that may be difficult
or expensive to test experimentally. Through this, it is possible to
analyze the role of model components, such as feedback connections,
as was performed in the study described in chapter 2.

As predictions are dependent on the calibrated parameter set, their
reliability also depends on the identifiability of the model parameters.
However, how well parameters can be determined is influenced by
several factors, such as the possibility to measure all components
of the model or the amount of available data in general. This may
lead to non-identifiable parameters, which roughly speaking means
that different parameter values can result in the same model output.
Consequently, this also implies that the objective function value does
not differ for these values. [188] proposed an approach involving
the profile likelihood in order to examine parameter identifiability.
The profile likelihood for a parameter estimate 0; is calculated by
re-optimizing the objective function for increased and decreased fixed
values of §;. This is repeated for all model parameters. The results can
then be visualized by plotting the objective function values against
the fixed parameter values for each parameter. From the form of the
profile likelihood, [188] differentiate three types of parameters:

« Identifiable parameters: the profile likelihood surpasses a speci-
fied threshold for decreasing as well as for increasing values of
the parameter ;.

¢ Structurally non-identifiable parameters: the profile likelihood
remains flat for increasing and decreasing parameter values of
f;. Structural non-identifiability arises from functional relations
between parameters. Changes in the parameter value of ; can
thus be compensated by related parameters in order to achieve
the same objective function value.
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e Practical non-identifiable parameters: the profile likelihood
pertains an optimum, but the specified threshold cannot be sur-
passed for either increasing or decreasing values of 6;. Practical
non-identifiability arises when the amount and quality of the
experimental data for model calibration is deficient.

Analyzing and characterizing identifiability issues with this method
can give information on opportunities to improve the accuracy of
model predictions. Identifying correlated parameters that induce
structural non-identifiability can be utilized to perform model reduc-
tion by replacing a non-identifiable parameter with its functional
relation to other parameters. On the other hand, investigating the
trajectories along a practically non-identifiable parameter can be used
for experimental planning. Trajectory phases with high uncertainty
can be used to suggest additional measurements in order to improve
parameter identification. Further information on non-identifiability,
specifics on the choice of the threshold and details on the profile
likelihood method are give in [188].

Another method to evaluate the influence of parameter selection
on model simulations is sensitivity analysis. While several methods
exist, the common idea is to observe the model output under varying
parameter values. Sensitivity based approaches can be divided in
local and global methods. Local methods provide sensitivity coef-
ficients for perturbations of one parameter. On the other hand, in
global approaches all parameters are varied simultaneously. Different
approaches for sensitivity analysis are reviewed in [222, chapter 2].

Depending on the chosen calibration method, direct analysis of
parameter uncertainty is possible. If a Monte Carlo scheme has been
applied to sample the parameter space, in general a large number of
parameter sets is available that represent samples of the posterior
distribution of the parameters. These parameter sets can be employed
to analyze 2D correlations by exploiting correlation coefficients or
graphical approaches such as scatter plots. Additionally, by simulat-
ing the model for these samples, uncertainties for further quantities
of interest can be investigated. This may include the analysis of
system behavior under varying constraints. The calibrated model can



1.2. The process steps of studying biological systems 49

be simulated under different experimental conditions, for example
varying inputs, silencing experiments, or inhibiting factors by ma-
nipulating corresponding parameters or variables in the model. This
allows for the investigation of system response under these various
conditions. As biological experiments are time-consuming, potentially
expensive, and not all variables of interest may be measurable, simu-
lation studies provide a good alternative allowing for relatively quick
implementation and execution of research questions. Nevertheless,
while this approach is capable of reflecting perturbations to model
variables, investigating the influence of factors not directly included
in the model is a difficult task and requires careful consideration.
This problem is similar to the difficulties encountered when validating
a model by predicting new experiments. Aside from varying model
conditions, model simulations can also support the examination of
model components and mechanisms of system behavior. For example,
in [40] the authors develop a model for the crosstalk between two
survival signaling pathways in human breast cancer cells. Breast
cancer cells may switch between the two survival signaling pathways
as a response to cancer therapy and thus develop a drug resistance.
The analysis of the model in [40] provides deeper insight in the dy-
namic behavior of breast cancer cells with focus on the mechanisms
underlying the switch of the survival signaling pathway.

Considering the different approaches and purposes of model analy-
sis, its influence on other modeling steps becomes evident. Depending
on the requirements of the planned analysis, a suitable calibration
method needs to be selected. After performing the intended analysis,
results can be used for experiment design, thus influencing the data
preparation and consequently the modeling step if new experimental
conditions are involved. Finally, evaluation of parameter correlations
can be used for model reduction, which again concerns the modeling
step.

Classification

Similar to systems biology, there are different ways that a calibrated
classification model can be used. A straight forward application is to
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apply the classifier in order to predict labels for new samples with
unknown class membership. However, classification models can do
more which will be the topic in the next paragraphs.

Outlier detection The topic of outliers has been considered in
previous sections, first as a possible investigation target in the pre-
processing step and again in the calibration step when selecting an
appropriate method. As mentioned before, outliers can be a research
target on their own. Samples identified as outliers could contain
a false label or show conspicuous values in one or more features.
The second group of outliers may hint to the existence of another
class and compel further analysis. Applying a robust classification
method allows to capitalize on the intrinsic outlier selection. However,
there is no single method that can reliably identify outliers in any
dataset. Given an arbitrary dataset, it is difficult to know which
of the numerous methods will perform best. In this context, an
ensemble approach has been proposed in [149] that combines different
classifier results. The authors train three sparse classifiers on an RNA-
Seq dataset. Outliers are determined by a consensus approach that
summarizes and evaluates the residual measures of each classifier to
rank samples in order of their outlierness. By aggregating information
from different classifiers, this approach can compensate shortcomings
of a single method for a specific dataset. On the other hand, a study
by [223] concludes that the ensemble approach proposed by [149]
yields high accuracy in outlier discovery for small percentages of
outliers, but could not detect many outliers in data settings with a
high outlier percentage. Furthermore, the methods applied in the
ensemble in [149] are similar in their mechanisms, as two of the
methods are based on partial least squares optimization. In turn,
these methods may have similar advantages and disadvantages with
regard to their classification performance and subsequent outlier
analysis. Thus, employing more diverse and additionally robust
classifiers in the ensemble approach may improve results.

Feature selection In the same way as outlier detection, feature
selection has been discussed in previous sections. The presence, type,
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and amount of outliers as well as the size of the dataset in general or
correlations among the features may influence the classification results
and subsequently the feature selection. As many sparse classification
methods exist and knowledge on data specifics such as the amount of
outliers may be limited, it is difficult to choose the most appropriate
method for a given dataset. Additionally, depending on the sparse
classifier and its settings, a large number of features may still be
selected which may make further analysis of all of these selected
features infeasible. Under these constraints, [149] utilize the ensemble
approach once more. The final group of features of interest is hereby
obtained by selecting features marked as important by all classifiers.
Thus, the number of selected features can never surpass the number
of features selected by any of the methods while also increasing the
confidence in the selection. In the study by [223] it was shown that
the ensemble approach had the best feature selection accuracy among
the three tested methods. However, the sensitivity decreased for
larger portions of outliers. As results in the study could be improved
by pre-processing the data and removing outliers, the application of
a robust ensemble may prove beneficial.

Further analysis Given the detected outliers and selected features,
further examination can support the validity of the results and provide
additional insight into the data. Visualization of different aspects of
the data is therefore an important tool. This includes for example
the comparison of feature values of outliers with their nominal class
or the evaluation of correlations between features.

In the absence of standards, the choice of methods is determined
by the modeler and the dataset under study. Thus, an overview
over all approaches is not feasible. For example, the studies of both
[249] and [206] investigate potential gene markers that differentiate
triple from non-triple negative breast cancer. [249] examined the
prognostic value of their findings by analyzing the survival time of
patients with respect to the gene expression of the selected genes.
For this approach, [249] employed Kaplan-Meier curves which are
estimators of the probability that a certain event does not take
place in a specific time frame. In most cases, these events are the
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onset of a disease or death and the Kaplan-Meier curve describes
the cumulative probability to remain disease-free or the survival
probability, respectively. Analysis of the Kaplan-Meier curves in [249]
indeed found a subset of genes to be associated with overall survival.
In contrast, [206] examined the correlations among selected genes for
the two classes. By visualizing a network based on gene correlations,
they inferred differences between gene correlations for the two groups.
As these two studies show, analysis techniques are dependent on the
research question and the modelers’ preferences.

In summary, similar to systems biology, the analysis of classification
models can also influence other steps of the modeling procedure. An
interest in outliers and important features may determine the choice of
the calibration method. At the same time, certain analysis techniques
may require additional information, such as survival times for Kaplan-
Meier curves. These need to be prepared in the data pre-processing
step. The complete modeling process starting from data preparation
to the final model analysis still remains in the hands of the modeler.
Decisions for certain methods within each of the introduced modeling
steps always need to be adapted to the current available data to
achieve a good model.

1.3. Layout of subsequent chapters

Each step requires the choice of an appropriate method, depending
on the possible problems described above. In the following three
chapters, I present three projects and their approaches to the five
steps. The projects cover a range of aforementioned problems under
different study aims and data conditions. Chapter 2 and 3 pursue a
systems biology approach, whereas Chapter 4 applies a classification
approach.

The first project, presented in Chapter 2, considers a well stud-
ied signaling pathway, namely the mitogen-activated protein kinase
(MAPK) pathway. As the model structure has been studied before,
focus of this project lay on the analysis of the feedback mechanism
involved in MAPK signaling. Even though the construction of a
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satisfactory mathematical model constituted a large portion of the
work in this project, the main focus is on model analysis and the
corresponding choice of the model calibration method.

The second project, presented in Chapter 3, considers the regu-
lation mechanisms of the protein deleted in liver cancer 1 (DLC1).
Prior work on this signaling pathway is limited and components as
well as their interaction with DLC1 have been mostly unknown. Con-
sequently, the project focused on the modeling step and the model
validation.

In the third project, presented in Chapter 4, the differentiation of a
specific type of breast cancer from other breast cancer types is studied.
The work is focused on the identification of genes that can be used
as potential biomarkers as well as the extraction of outlying samples.
As such, at the center of this project is the model analysis. Much
importance is also given to the validation of results using different
approaches.

Each project constitutes one chapter consisting of two subchapters.
The first subchapter includes the project results as published or
submitted to a peer-reviewed journal as well as a description of my
contribution to the work. The second subchapter then elaborates
about the five steps of modeling under the given conditions such
as the aim of the study and the available data. These subchapters
focus on project specific circumstances and the resulting choices or
development of methods required to reach the project goal.

Finally in Chapter 5, the methodological choices and advances are
summarized and discussed.

1.4. Notes on the cumulative part

The manuscript content, figures and tables are presented as published
or submitted. Following small modifications were performed to embed
the manuscripts in the thesis:

o The formatting style of the thesis has been applied to all articles.

e The bibliographies of all articles have been combined and are
listed at the end of the thesis.
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Supplementary material and additional information of all arti-
cles are presented in the Appendix. References in the articles
have been adjusted to link to the appendix.

The contents list of the Supporting Information of Chapter 3
was integrated in the contents list of this thesis.

In Chapter 3, the header Introduction was added for consistency
and readability.

A few typos have been corrected.



Chapter 2.

Sampling-based Bayesian
approaches reveal the importance
of quasi-bistable behavior in
cellular decision processes on the
example of the MAPK signaling
pathway in PC-12 cell lines

2.1. Published manuscript and contributions

This chapter corresponds to the following contribution:
A. Jensch, C. Thomaseth, and N. E. Radde. “Sampling-
based Bayesian approaches reveal the importance of
quasi-bistable behavior in cellular decision processes on
the example of the MAPK signaling pathway in PC-12
cell lines”. In: BMC Syst Biol 11.1 (2017), p. 11

2.1.1. Abstract

Background: Positive and negative feedback loops are ubiquitous
motifs in biochemical signaling pathways. The mitogen-activated
protein kinase (MAPK) pathway module is part of many distinct
signaling networks and comprises several of these motifs, whose
functioning depends on the cell line at hand and on the particular
context.
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The maintenance of specificity of the response of the MAPK module
to distinct stimuli has become a key paradigm especially in PC-12
cells, where the same module leads to different cell fates, depending
on the stimulating growth factor.

This cell fate is regulated by differences in the ERK (MAPK)
activation profile, which shows a transient response upon stimulation
with EGF, while the response is sustained in case of NGF. This
behavior was explained by different effective network topologies. It
is widely believed that this sustained response requires a bistable
system.

Results: In this study we present a sampling-based Bayesian model
analysis on a dataset, in which PC-12 cells have been stimulated
with different growth factors. This is combined with novel analysis
methods to investigate the role of feedback interconnections to shape
ERK response. Results strongly suggest that, besides bistability, an
additional effect called quasi-bistability can contribute to explain the
observed responses of the system to different stimuli. Quasi-bistability
is the ability of a monostable system to maintain two distinct states
over a long time period upon a transient signal, which is also related
to positive feedback, but cannot be detected by standard steady state
analysis methods.

Conclusions: Although applied on a specific example, our frame-
work is generic enough to be also relevant for other regulatory network
modeling studies that comprise positive feedback to explain cellular
decision-making processes. Overall, this study advices to focus not
only on steady states, but also to take transient behavior into account
in the analysis.

2.1.2. Background

Feedback regulations are ubiquitous network motifs in all kinds of
molecular interaction networks, such as for example metabolic net-
works, regulatory modules or signaling networks [7]. The role of
single positive and negative feedback is well-characterized also from
a theoretical point of view. Negative feedback, which counteracts
external perturbations, can cause oscillating behavior, but also has
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a stabilizing effect, implies robustness of cell states to internal and
external perturbations [142], and plays a major role in maintaining
homeostasis (see e.g. [61, 78, 226]). Furthermore, it can accelerate the
response to a transient signal. By contrast, positive feedback amplifies
an external perturbation or signal, which can cause multi-stability,
hysteresis and memory effects or switch-like behavior. Positive feed-
back is omnipresent in cellular decision processes, in which these
phenomena arise. It can also produce ultrasensitivity and prolong
the response to a transient external signal [8, 61, 201].

In this study we investigate the role of feedback regulation for
proper signal processing by a case study on the well-known mitogen-
activated protein kinase (MAPK) signaling pathway. This pathway
is an evolutionary conserved signaling module, which is involved in
many essential cellular processes such as proliferation, survival or
differentiation [79, 129, 130, 172]. It is de-regulated in various diseases
and represents an important drug target [172]. The pathway module
consists of a cascade of phosphorylation events, leading to the activa-
tion of ERK, which targets more than 80 substrates in the nucleus
and the cytosol. It is integrated into multiple signaling pathways and
shows a variety of different responses depending on the stimulus and
the cell-type specific context [129, 172, 199]. Specificity of the cellular
response is tightly related to distinct time courses of active ERK
upon different stimuli, in particular amplitude and duration of the
signal response [172, 196, 199]. A well-studied paradigm for such a
context-specific response is the different behaviors of PC-12 cells upon
stimulation with epidermal growth factors (EGF) and neural growth
factors (NGF') [36, 199]. Cells stimulated with NGF show sustained
activation of ERK, accompanied by a translocation of ERK into the
nucleus, which eventually initiates cell differentiation. In contrast,
ERK activity is transient and mainly restricted to the cytosol upon
stimulation with EGF, which in turn triggers proliferation.

The pathway module is well-characterized experimentally and from
a modeling point of view (for reviews see e.g. [122, 129, 130, 140,
172, 233]). Starting with the early work of Huang and Ferrell [105],
many models of different complexity and with different foci have
been suggested in the meantime [2, 62, 150, 172, 210]. In particular,
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quite a number of studies focus on modeling and understanding
the mechanisms behind the distinct responses upon EGF and NGF
stimulation in PC-12 cells [13, 25, 36, 60, 196, 199, 200].

It is commonly believed and well-described that a system which
shows a sustained response to a transient signal, such as PC-12 cells
upon NGF stimulation, is a bistable system [13, 25, 60, 122, 144,
180, 210, 212, 245]. Hence modeling of this phenomenon usually
focuses on the investigation of the bistability properties of respective
models, and advanced methods have been developed tailored to the
investigation of steady states in these models (see e.g. [13, 26, 184]).

In this study we turn our attention to a phenomenon called quasi-
bistability and its role in the regulation of the MAPK module for
cellular decision-making. Quasi-bistability is the ability of a monos-
table system to maintain a second steady state for a long period of
time upon a transient stimulus [162]. It is also related to positive
feedback, but less well investigated and understood. Using a dynamic
modeling approach and a dataset of the MAPK module in PC-12
cell lines, the system is analyzed via Bayesian sampling techniques.
Mechanisms behind sustained ERK responses are investigated by a
combination of steady state analysis methods and novel methods that
also allow to investigate time scales of transient behavior.

2.1.3. Methods
2.1.3.1. Experimental data used for model calibration

For our modeling study we used a dataset described in [199], where PC-
12 cell lines were stimulated with EGF and NGF, and phosphorylation
of the proteins in the cascade was measured via Western blotting
and flow cytometry. For model calibration we used the data shown
in Figs 1 and S1b in [199]. This dataset contains data from control
experiments, in which cells were stimulated with 100 ng/ml EGF or 50
ng/ml NGF, and measurements from RNA interference experiments.

In the control experiments the dynamic response of the system
upon stimulation was measured in terms of phosphorylation levels of
Raf (pRaf), MEK (ppMEK) and ERK (ppERK). In the following we
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EGF stimulation NGF stimulation
Time [min] | 01(¢) | 02(¢) | vs(t) Time [min] | 01(¢) | 02(t) | 03(t)
5 0.79 | 0.76 | 0.76 5 0.78 | 0.75 | 0.80
10 0.47 | 0.4 0.33 10 0.31 | 0.34 | 0.55
15 0.34 0.3 0.10 15 0.39 | 0.42 | 0.30
30 0.15 | 0.14 | 0.03 30 0.26 | 0.35 | 0.30
60 0.09 | 0.09 | 0.02 60 0.35 | 0.30 | 0.20
0.8
- (1)
0.7 -;}2@)
g £ 06 ()
g E 0.5
= =
Lz ; 0.3
¥} O
= 7z, 02
0.1
5 min 10 min 15 min 30 min 60 min 0 5min 10 min 15 min 30 min 60 min

Figure 2.1.: Activities of Raf, MEK and ERK after stimulation.
Scaled activities of Raf, MEK and ERK measured by poly-
chromatic flow cytometry (by visual inspection from Fig S1b
in [199]).

will refer to the active states of the proteins by using the following
variables:

v1 = pRaf
v9 = ppMEK
vs = ppERK.

We used data from flow cytometry experiments (Fig S1b in [199])
as reference for model calibration, since all proteins were quantified
in this experiment. Extracted values are illustrated in Fig 2.1 and
show a transient signal response in case of stimulation with EGF,
and a sustained response after stimulation with NGF. The quantified
values are a scaled version of the quantities v;, and are defined as v;.

In the siRNA experiments, Raf, MEK and ERK were consecutively
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downregulated. These data were used in [199] to analyze the network
topology via Modular Response Analysis [123]. In this analysis,
global response coefficients R;;, 4, j = 1,2, 3 were calculated from the
Western blot signals (Fig Slc in [199]) via

Oln(wy) 5" — 5" (2.1)
Jln(p;) 1—}1(51) +1—}Z(C)' ’

Rij:2

(¢) (s5)

5 ; °/ denote the steady state concentrations of
variable v; before and after perturbation p;, i.e. silencing of component
j, respectively.

The variables v; 7 and v

Equation (2.1) can be resolved for 5§Sj)/ﬁ§c),

172-(Sj) B 24+ Rij
52— Ry’

(2.2)

which gives the concentration change of component i relative to
the control experiment in response to silencing of component j.

Values of the response coefficients of four replicates for silencing of
each protein are provided in Table 1 in Fig S1d in [199]. These data
were used to calculate empirical means and standard deviations, as
illustrated in Fig 2.2, together with the respective relative changes of
protein concentrations after silencing.

Time points were set to 5 min after EGF stimulation, the time
about which the maximum of the signal response is reached in the
control experiments, which is assumed to be close to a steady state
condition. In case of NGF, global response coefficients are given at 5
and 15 min after stimulation. These two time points correspond to
the times at which the maximum of the signal response was reached
and at which the system seems to have reached the new steady
state. In [199], these coefficients were used to extract the network
structure based on the so-called local response coefficients. This
analysis indicates positive feedback from ERK to Raf upon NGF
stimulation and negative feedback when stimulated with EGF. This
result will be taken into account in our modeling approach.
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5 min after EGF stimulation
J E(Ry;) | 5(Ry) | E(Ry) | 5(Ry;) | E(Rsy) | 5(Rsy)
1 (siRaf) —0.6692 | 0.1913 | —0.3312 | 0.3434 | —0.4698 | 0.4684
2 (siMEK) 0.3727 0.3376 | —0.4780 | 0.2923 | —0.2985 | 0.2377
3 (siERK) 0.1525 0.1688 0.4970 0.3427 | —0.7271 | 0.4068
5 min after NGF stimulation
J E(Ri;) | 6(Ri;) | E(Ry;) | 6(Ry;) | E(Rs;) | G(Rsy)
1 (siRaf) —0.5600 | 0.0455 | —0.3459 | 0.4273 | —0.3869 | 0.4456
2 (siMEK) | —0.1314 | 0.1521 | —0.2909 | 0.2268 | —0.3295 | 0.3927
3 (siERK) | —0.1466 | 0.0500 0.2251 0.1456 | —0.6345 | 0.2845
15 min after NGF stimulation
j E(Ri;) | 6(Rij) | E(Ry;) | 6(Ray) | E(Rs;) | G(Rsy)
1 (siRaf) —0.7762 | 0.3307 | —0.4829 | 0.4982 | —0.8150 | 0.6924
2 (siMEK) 0.0787 0.2218 | —0.2891 | 0.4811 | —0.3451 | 0.4526
3 (siERK) | —0.4154 | 0.3704 0.4514 0.4218 | —1.0215 | 0.5350

Control

5 min after EGF stimulation
siRaf sIMEK siERK

Raf —@ . ‘
MEK @ -@ .

IRk @ @ -@

5 min after NGF stimulation

15 min after NGF stimulation

siRaf siMEK siERK

Raf —@ . .
MEK @ @ ‘

IRk @ @ —-@

siRaf siMEK siERK

Raf @ . .
MEK @ —@ ‘

@ -

ERK @

Figure 2.2.: Data from modular response analysis. Table. Means
and standard deviations of the global response coefficients ex-
tracted from the silencing experiments via modular response
analysis. These were calculated from replicates in Table S1d
in [199]. Figure. Illustration of respective changes in protein
concentrations in response to silencing relative to the control
experiments (without silencing).
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A EGF (dotted) /NGF (dashed) B
pRaf =k - (Rafror - 51 — pRaf) - u — k; - pRaf+
+ /n - [~krn - ppERK - pRaf] +
ppERK®

[ |kep - 5 - (Rafror - 51 — pRaf

+/p Fp PPERK® + &8 (Rafror pRaf)

PPMEK =kj - (MEKror - 52 — ppMEK) - pRaf — k3 - ppMEK
PERK =kj - (ERKror - 55 — pERK — ppERK) - ppMEK + k; - ppERK

— k3 - pERK — kj - pERK - ppMEK
ppERK = kj - pERK - ppMEK — kj - ppERK

/
u(t) =1— 7“3 KD
0 =(ki, k3, kT, kL ki ks Ry ke, krp, g, K)

Figure 2.3.: Model structure of the MAPK module. A. Reaction
scheme of the MAPK module. Upon addition of growth
factors, Raf, MEK and ERK are successively activated in a
phosphorylation cascade. Different feedback topologies are
assumed to shape context dependent ERK response: Effective
negative feedback from ERK to Raf upon EGF stimulation
(dotted line from ppERK to dephosphorylation of pRaf), and
positive feedback in case of NGF stimulation (dashed line
from ppERK to phosphorylation of Raf). B. Differential
equation model of the MAPK cascade. Bold parameters are
the unknown constants, collected in the parameter vector
0, while gray parameters define the specific experimental
condition for the simulation.

2.1.3.2. Sampling-based Bayesian approach for model calibration

Data-driven modeling approach Based on the experimental data
available for model calibration and on existing modeling studies
for the MAPK module [13, 105, 130], we formulated a differential
equation model based on mass action kinetics for the three-tiered
phosphorylation cascade (Fig 2.3).

In this cascade, both MEK and ERK require dual phosphorylation
to become fully active. Double phosphorylation makes the cascade
behave in an ultrasensitive way, which is advantageous for noise filter-
ing [129, 172, 203]. MEK phosphorylation is processive, i.e. both sites
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are phosphorylated in a single step, whereas ERK phosphorylation is
distributive and requires two interactions [129, 203]. We have taken
this into account by modeling MEK double phosphorylation as a
single reaction, while full activation of ERK is obtained in a two-step
reaction.

Furthermore, we exploited conservation of total protein concentra-
tions,

Rafror - 1 = Raf + pRaf (2.3a)
MEKTOT © SS9 = MEK + ppMEK (23b)
ERKror - s3 = ERK + pERK + ppERK (2.3¢)

to end up with a four variable model, shown in Fig 2.3B. Rate
constants are denoted by k:l+ / ~,i=1,...,4, reduction of total protein
amounts in the siRNA perturbation experiments are described by the
silencing factors s; € (0,1] (i = 1,2, 3). These factors were extracted
from quantification of the proteins in the control and the silencing
experiments, as reported in Fig 1c of [199]. Their values were set to
s1 =0.72, so = 0.7 and s3 = 0.65 when simulating silencing of Raf,
MEK or ERK, respectively.

The input u(t), which mimics signal initiation after addition of
growth factor and summarizes all upstream processes, was described
via a sigmoidally decreasing function, whose parameter K was also
included in the optimization procedure,

0 t<0
t) = 3 2.4
=, (2.4)
t3+K3

Thus, u(t) jumps from 0 to 1 at time ¢ = 0, which mimics addition of
ligand, and subsequently decreases sigmoidally, reflecting observations
of transient Ras activity, which is upstream of Raf and returns to its
inactive Ras-GDP state within five minutes [210]. This implies that
our model has a trivial steady state in which all variables are equal
to 0 for u = 0, which is also a simplification, since proteins usually
have minimal basal activities. However, since we do not have data for
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t = 0, which would reflect these basal activities, and since these are
anyway assumed to be very low compared to the stimulated case [24],
we consider this simplification not a crucial one.

In our model the input wu(t) is not directly coupled to the network
structure, which is clearly a simplification, since EGF and NGF
trigger different receptor systems. However, exactly the same model
structure has been used in other studies as well (see e.g. [245]) and
was shown to display a rich variety of different behaviors, including
ultrasensitivity and bistability and, as we will demonstrate, is also
sufficient to capture various observed responses. Moreover, we follow
here the argumentation in [36], according to which the different ERK
responses are unlikely to be caused by different receptor systems. The
Boolean variables f;, and f, account for the experimental condition
and act as switches between the two network structures, depending
on the growth factor.

The positive feedback from ERK to Raf that was postulated from
the modular response analysis in [199] was described by a sigmoidal
function in order to facilitate bistability. Although this feedback
is not necessarily required for bistability in the MAPK signaling
pathway [144, 150, 180, 212], it has been shown to enhance the range
of bistable behavior and to make the occurrence of bistability less
sensitive to stochastic fluctuations and parameter variations [212].

Model calibration procedure In the next step we inferred the un-
known model parameters

0 = (ki ki kT ki kT by ks ks ke, kg, g, K) (2.5)

by using the described set of data y. For this model calibration
procedure we used a sampling-based Bayesian approach, which pro-
vides a consistent statistical description for all quantities-of-interest.
In a Bayesian approach, parameters 6§ and measurements y are in-
terpreted as random variables that are characterized by probability
distributions. Hence such an approach offers full information about
uncertainties in terms of underlying distributions. A short explana-
tion of the Bayesian idea is provided in Additional file A.1.
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In our Bayesian framework the ODE model is stochastically em-
bedded by defining the underlying stochastic process from which the
experimental data are assumed to be generated. This is sometimes
also referred to as noise model (see Additional file A.1 for more
details). Here we exploit log-normal error models for protein concen-
trations, using the same standard deviation of 0.2 for the logarithmic
transformation of the experimental data, which by definition are
normally distributed.

These are translated into respective error models for the global
response coefficients via transformation of probability distributions.
Altogether, this defines the likelihood function [, (6) = p(y|#), which
is a measure of how likely it is to see the experimental data given a
particular model.

In a Bayesian framework, the objective function of interest is the
posterior distribution p(6|y), which is a distribution of parameters
conditional on the given dataset. According to the Bayes Theorem,
the posterior distribution is proportional to the product of the prior
distribution p(#) of the parameters and of the likelihood function,

p(y|0)p(9)

p(y) (26)

p(fly) =
Since the light signals of the Western blot data require appropriate
rescaling and normalization to a reference experiment for a comparison
across different experimental conditions, the ODE model in Fig 2.3B
also had to be rescaled and normalized in order to enable a comparison
with these data. This procedure is described in Additional file A.2.
Moreover, a detailed formulation of the posterior distribution is given
in Additional file A.3.

We investigate the posterior distribution by generating samples
{6:}i=1,.. n via Markov Chain Monte Carlo (MCMC) sampling. These
samples are subsequently used for Monte Carlo estimates of other
quantities-of-interest. For example, the posterior predictive distribu-
tion (PPD) to see new data ¢ in any experimental scenario is given
by
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p(gly) :/p(ﬁ,gﬂy)de Marginalization (2.7a)

\@

p(9|0,y)p(0]y)dd Factorization (2.7b)
©

I
o

p(y0)p(6|y)dd 7 is independent of y given §  (2.7c)
©

Q

==

N
Zp(gj\t%) 0; ~ p(fly) Monte Carlo estimate (2.7d)
i=1

If not stated otherwise, model predictions are consistently given in
terms of these PPDs in this work.

2.1.4. Results
2.1.4.1. Calibrated model describes experimental data

We generated samples {6;};,—1 .~ from the posterior distribution as
described (see also Additional file A.4 for implementation details).
Kernel density estimates of the marginal parameter distributions
and 2D scatter plots for the two-dimensional parameter marginals
are shown in Additional file A.5 and Additional file A.6. Most of
the parameters show a large variance. The only exceptions are the
dephosphorylation rates of pRaf and ppMEK, which mainly deter-
mine the speed of the decay of the signal. Moreover, the threshold
parameter K of the input signal can be extracted from the data.
There are also almost no correlations visible in the 2D scatter plots
except a strong positive correlation between kg, and kf .

Fig 2.4 shows the result of the Bayesian model calibration in
the prediction space. Depicted are the Monte Carlo estimates of
the PPDs in comparison with experimental data. Fig 2.4A and B
show the dynamic responses of the observables pRaf, ppMEK and
ppERK in the control experiments after stimulation with EGF (A)
and NGF (B). The model captures the EGF scenario very well, with
low variances in the PPDs. In case of NGF some data points are
slightly overestimated, but the data are still within the predicted
confidence intervals, which are larger here compared to the EGF
scenario. The colors chosen for pRaf (blue), ppMEK (green) and
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ppERK (red) are maintained for all simulation results throughout
the paper.

A comparison of the global response coefficients is depicted at the
bottom (Fig 2.4C). The sign structure is preserved for almost all
silencing experiments, the only exception being MEK in the siERK
experiments with NGF stimulation. This is due to the fact that
we did not include the direct negative feedback from ERK to MEK
that was postulated from the modular response analysis in [199] in
our model, since the signal-to-noise ratio was rather low for this
interaction, and we wanted to keep the model simple. At first glance
the fits seem to be reasonable, which is however hard to judge solely
from visual inspection, since error bars are large for most of these
values. This is also mirrored by the variances of the PPDs. Thus we
decided to validate the model via predictions of further experiments
with the same cell line that were not used for model calibration.

2.1.4.2. Model is able to predict various perturbation experiments

For model validation we decided to use the model to predict outcomes
of a set of perturbation experiments that have not been used for model
calibration. The result is shown in Fig 2.5. In particular, the following
experimental setups were considered:

Dose response profiles of ERK activation. We mimicked dose-
response profiles of ERK activation to increasing EGF and NGF
doses measured via flow cytometry (Fig 2 in [199]). Since these
datasets are single-cell measurements that represent a heterogeneous
cell population, we interpreted our parameter samples to represent
such a cell population, whose average is consistent with the data
used for calibration, and whose distribution accounts for population
heterogeneity. Increasing ligand concentration was reflected by multi-
plying the parameter k;r , which describes the input strength, by a
factor k,. Resulting mean values of ppERK are shown in Fig 2.5A.
We note here that this comparison can only be done in a qualitative
way, since we lack a receptor model that directly relates growth factor
concentrations to the input signal for Raf activation. Thus, it is
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Figure 2.4.: Calibrated model using a Bayesian approach. Dy-
namic responses of pRaf, ppMEK and ppERK after stimu-
lation with EGF (A) and NGF (B). Shown are the values
acquired from flow cytometry experiments (Fig 2.1) in com-
parison to the respective PPDs predicted by the model. Data
have been normalized to ¢t = 5 min. C. Comparison of data
for the global response coefficients (GRC) extracted from the
siRNA perturbation experiments (Fig 2.2), and respective
simulated distributions, here for clarity represented with the
first and second moment. Data are taken from [199].
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here not possible to include the respective experimental data directly
for comparison. However, model simulations capture the observed
qualitative phenomena quite well: In case of stimulation with EGF
the ERK activity profile is unimodal and raises sigmoidally with in-
creasing EGF concentration. In contrast, upon stimulation with NGF
the profile becomes bimodal when NGF doses exceed a threshold.
Moreover, with increasing NGF concentrations the fraction of cells
with a sustained response as well as the mean ERK activities of both
subpopulations increase.

Effect of feedback breaking via inhibition of MEK and PKC. We
predicted the influence of MEK inhibition via the MEK inhibitor
PD184352 on the temporal activity of Raf (Fig Sle in [199]), by
assuming that MEK activation is completely abolished. This was
realized in our model by setting the MEK phosphorylation rate k; to
zero, which destroys the feedback from ERK to Raf in the simulations,
and inspection of Raf activity (Fig 2.5B left). While the response is
sustained in the control case (blue continuous PPDs), MEK inhibition
results in the loss of sustained Raf activity, and pRaf follows the
transient signal and rapidly drops within a few minutes (gray dashed
PPDs). This result is in agreement with the observations in [199].
In addition, we mimicked the inhibition of PKC via G67874 during
NGF stimulation (Fig 4a in [199]). We considered the feedback to
be completely eliminated as a result and realized this by removing
the feedback connections from our model (Fig 2.5B right). In the
control case (red continuous PPDs) activity of ppERK was sustained,
whereas the feedback deletion caused a decrease in ERK activation
(gray dotted PPDs), again in accordance with experimental findings.

Irreversibility in MAPK activation. Finally, we also compared our
model to experimental data on the irreversibility in MAPK network
activation upon NGF stimulation, which was investigated via ter-
minating the signal by growth factor neutralizing antibodies and
TrkA inhibitors (Subfigs 3a and c in [199]). Therefore, both pertur-
bations, i.e. addition of neutralizing antibody and TrkA inhibitor
after stimulation, were mimicked via abrupt signal termination at the
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respective time points. Results are shown in Fig 2.5C. While in case
of stimulation with EGF, ppERK was virtually zero shortly after
addition of the neutralizing antibody (gray dotted PPDs in the left
Figure), the NGF inhibition profile still showed some activity after
60 min (red PPDs).

For a further comparison we simulated ppERK time courses upon
stimulation with NGF and addition of TrkA inhibitor at two different
time points (Fig 2.5C right). PPDs for ppERK are depicted at
t = 17 min after stimulation when TrkA inhibitor was given at
t = 3 min after stimulation (continuous curve) and ¢ = 12 min after
stimulation (dashed curve), compared to the control case (dotted
curve). In agreement with experimental findings, results show that
ERK activity rapidly drops in case that the stimulus terminated too
early.

Overall, the results in Fig 2.5 nicely demonstrate that our model is
able to predict many important features of the signaling cascade quite
accurately. Since these simulation scenarios capture the responses
of the system to several treatments that are quite different from the
experiments which have been used for fitting, the model is validated
to have predictive power.

In the next step we decided to use the model to analyze mechanisms
behind sustained ERK response in case of NGF stimulation.

2.1.4.3. Mechanism behind sustained response caused by NGF

Bifurcation analysis reveals that bistability is not sufficient to
explain model outcomes upon NGF stimulation In order to inves-
tigate the mechanisms behind sustained response to transient NGF
signals, we combined our sampling-approach with the circuit-breaking
algorithm (CBA) [184], which allows for an efficient calculation of
steady states based on the topology of the signaling network, and
for an automatic classification into mono- and bistable systems. Our
approach is schematically illustrated in Fig 2.6. Figs 2.6A-C illus-
trate the steps of the CBA applied to our network model for a single
parameter sample 6;. The CBA operates on the topology of the
interaction graph G(V, E), which is a directed graph that shows de-
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Figure 2.5.: Model validation. A. Dose-response profiles of ERK
activation were mimicked by simulating the model with in-
creasing input strength parameter k, for stimulation with
EGF (left) and NGF (right). The system shows an unimodal
and ultrasensitively increasing ppERK concentration after
stimulation with EGF (¢ = 5 min after stimulation) and a
bimodal distribution when stimulated with NGF exceeding a
threshold concentration (¢ = 60 min after stimulation) (com-
pare data in [199], Subfigs 2c and d). B. Inhibition of MEK
(left) results in the loss of sustained Raf activation upon
stimulation with NGF (gray dashed PPDs) compared to the
control case (blue continuous PPDs). Inhibition of PKC via
Go7874 (right) causes the loss of sustained ERK activation
upon NGF stimulation (data from [199], Fig 4a). This was
simulated by switching off the feedback connection. C. Ir-
reveversibility in MAPK activation upon NGF stimulation
was investigated via mimicking treatment of the cell culture
with neutralizing antibodies (left) and TrkA inhibitors (right)
(compare data in [199], Subfigs 3a and c).
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pendencies between variables in the model (Fig 2.6A). In the first
step all feedback loops' are broken by deleting incoming edges for
a suitably chosen subset V of vertices and setting the respective
variables to fixed values k. The remaining vertices are collected in
the set V. Here we set V = {z4}, z4 = k and V= {z1,z9,23}. The
state variables z;,¢ = 1,...,4, in the interaction graph refer to the
rescaled states of our ODE model that we used for all simulations (see
Additional file A.2). Then we calculated the steady state coordinates
of the variables in V in dependence of the input k, obtaining the
set Tp(k, 0;) (Fig 2.6B). In the last step the circuits are released one
after another by releasing vertices in the set V (Fig 2.6C). Mathe-
matically, this translates here into the calculation of the zeros of the
circuit-characteristic ¢(k, 6;), which is given by

c(k,0;) = fu (x4 = K, 25 € {Tp(k,0:)}) = 0. (2.8)

The obtained zeros k of the circuit-characteristic correspond to the
steady state coordinates of the state variable x4, from which the
set of steady states of the full system can be derived. All details
about the calculation of the values for k and of the expressions of the
steady state coordinates for the other three state values 7 (x,6;), as
functions of the parameter sample, are given in Additional file A.7.

We applied the CBA to all parameters of the estimated posterior
sample. The outcome was automatically classified, by using this
analysis, according to the number of steady states of the system
(Fig 2.6D). Results show an overall probability of 10% for the system
to be bistable. We found this a surprisingly small number, which
indicates that bistability is probably not the main mechanism behind
the observed sustained ERK activation. Even worse, our analysis
only provides an upper bound in two respects: First, depending
on the parameters 6;, not all trajectories of bistable systems might
be pushed to the basin of attraction of the second fixed point by
the transient signal. Second, this set might also contain bistable
systems in which the distance of the two steady states is rather small,
such that the bistability will not be visible in any real experiment.

LCalled in the following circuits, for consistency with graph-theoretic terminology
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Figure 2.6.: Steady state analysis using the circuit-breaking al-
gorithm. The CBA is used for an efficient calculation of the
steady states of the system for the MCMC parameter sam-
ples and subsequent automatic classification into mono- and
bistable systems (Subfigs A-C). D. Result of this classifica-
tion analysis. Depicted is also the distribution of the second
stable steady state z3 # 0 in case of a bistable system, which
corresponds to the concentration of active ERK normalized
to t = 5 min (see Additional file A.2).
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Furthermore, we simulated the ODE model with the obtained subset of
parameter samples 60; leading to a bistable system, and we calculated
the distribution of the second positive stable steady state 4. This is
shown in Fig 2.6D on the right, by considering the normalized state
variable (see Additional file A.2)

23(t) = x4(t)/z4(t = 5 min).

Overall, this analysis suggests that bistability is not sufficient
to explain the observed sustained activation of ERK after NGF
stimulation.

Quasi-bistability can explain sustained ERK activation We comple-
mented our steady state analysis by a simulation-based classification
of model trajectories after NGF stimulation, as illustrated in Fig 2.7.
A similar classification approach was used in [150], without explicitly
investigating quasi-bistability.

We used the posterior sample to simulate model responses up to
t = 600 min. These responses were automatically classified in a second
step (Fig 2.7A): Using ERK activity at ¢ = 5 min as a reference value,
samples were sorted according to the following classification scheme:

o Class 1 (Bistable systems):

ppERK (60 min)

9 and ppERK (600 min)

>0 0.1
ppERK(5 min) ppERK(5 min)
o Class 2 (Quasi-bistable systems):
ppERK (60 @1n) - 02 and ppERK (600 H'llIl) <01
ppERK(5 min) ppERK(5 min)

o Class 3 (Monostable systems):

ppERK(60 min)
ppERK(5 min) —
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Figure 2.7.: Simulation-based analysis of the long-term behav-
ior of the cell population. A. Trajectories are automatically
classified into bistable, quasi-bistable and monostable sys-
tems, as described in the text. For stimulation with NGF in
the control experiment 90% show a quasi-bistable behavior,
while only 10% are really bistable. B. Distribution of the
second stable steady state distinct from zero of the bistable
trajectories. C. For the choice of threshold parameters that
were used for the classification scheme we evaluated the 0%
and 100% percentiles of ERK trajectories in the simulation
of the NGF control experiment.
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The threshold 0.2 for ¢ = 60 min was chosen such that all trajectories
are above this value. This implies that class 3 is empty, and no
trajectory is classified to be simply monostable, as visualized in
Fig 2.7C. This implication is reasonable, since u(t) is close to 0
already a few minutes after stimulation, and hence we expect simple
monostable systems to follow the input with a delay that is much
smaller than 1h. Fig 2.7C also shows that the classification result is
rather insensitive to fine-tuning of the second threshold at ¢ = 600 min:
At this late time point the quasi-bistable and bistable trajectories are
already well separated and there is a clear gap between the trajectories
of classes 1 and 2.

The analysis revealed a fraction of 10% belonging to class 1. The
estimated distribution of the second steady state equals that from the
CBA analysis, which hints to the fact that trajectories of virtually all
bistable systems detected via the CBA converge to the second steady
state after stimulation with NGF. The rest of the samples, which are
90%, belong to class 2, which represent monostable systems that can
show a sustained response for more than 60 minutes after stimulation.
However, trajectories in this class converge to their unique steady
state at a later time point.

In order to understand the mechanism behind this highly prolonged
response to a transient input signal, we filtered the parameter sample
for monostable systems that belong to class 2 and investigated their
behavior in more detail. Therefore, we used the input u(t) as a
bifurcation parameter and investigated the respective time-varying
set {Z(u)} of steady states of the system via the CBA. Fig 2.8
shows the temporal behavior of the set {z3(u(t))} for a representative
parameter sample belonging to class 2. After a fast transient phase,
the system is bistable, since u(t) is sufficiently large to maintain two
stable steady states. However, the second stable steady state vanishes
due to a rapidly decreasing u(t). For the trajectory at hand the
system becomes monostable already at about ¢t &~ 102 min, which is
fast compared to its switching time at ¢ ~ 440 min. This comes from
the fact that, although the system is monostable, ¢(k, 6;) is extremely
small about the region of the former second steady state. This causes
a very slow dynamic, which can be seen by tracking the normalized
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state variable z3(t), as indicated in the Figure. Only at t ~ 440 min
z3(t) reaches an area where |c(k, 6;)| becomes larger, which results
in a subsequent fast convergence to the unique globally stable fixed
point at the origin.

Thus, taken together, this analysis suggests that quasi-bistability
is caused by traversing a region in the state space in which & is
extremely small, resulting in a very slow dynamics. The system is
only accelerated towards its single steady state when the state of the
system leaves this region. This makes the system behave as a bistable
system for a long time span. This hypothesis was confirmed by a
subsequent bifurcation analysis with some representative parameter
sets for classes 1 and 2 of the classification scheme, as shown in
Fig 2.9. Fig 2.9A illustrates the two effects that act together to
delay the response of the system upon a transient stimulus. Fig 2.9B
shows the absolute value of the vector field || f(x(t,6;))| of the same
trajectory as in Fig 2.8, which shows high values a few minutes after
stimulation, followed by a long period where @(6;) is virtually zero,
and a second peak at about ¢ = 440 min, where the trajectory is
pushed towards the systems unique steady state. A comparison of
bifurcation diagrams for representative parameter sets belonging to
classes 2 (quasi-bistable) and 1 (bistable) is depicted in Fig 2.9C
and shows that the difference between these two classes is actually
‘smooth’ in terms of changes in limit sets.

2.1.5. Discussion and conclusions

We presented a modeling study that focuses on mechanisms behind
sustained responses of signaling pathways upon transient stimulation
in PC-12 cells. The model is based on chemical reaction kinetics and
was calibrated to a dataset of PC-12 cell lines that were stimulated
with EGF and NGF in a control setting and under silencing pertur-
bations. We used a sampling-based Bayesian approach for model
calibration, and analyzed model predictions in terms of posterior
predictive distributions, which provides complete information about
remaining uncertainties. The model was validated by comparing
model predictions of new scenarios to experimental data.
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Figure 2.8.: Quasi-bistability phenomenon. The CBA is used
for the investigation of the quasi-bistability phenomenon, in
which the system, despite being monostable, shows a very pro-
longed sustained response. The first column shows the time
course of normalized ppERK for a representative parameter
sample from class 2 with switching time at tgwitch =~ 440 min.
Columns 2,3 and 4 show the circuit-characteristic ¢(k, u(t)),
along with the actual normalized state ppERK(t) for 12
different time points. After a fast transient dynamic (Sub-
fig A1) the circuit-characteristic has three zeros (Subfig A2-
B1), which disappear at a later time point, here ¢ = 102 min
(Subfig B2), via a saddle-node bifurcation. After 60 min the
input is almost zero and the vector field and therefore the
circuit-characteristic changes only slowly. The system state
has almost approached the higher fixed point. Subfigures
B1-C3 are eyeglass views on the dynamics near this second
fixed point. These plots show that, even if the fixed point
has disappeared, the system trajectory moves very slowly
through the state space for a rather long time, since & is still
small. Only after about 440 min the system has overcome
this slow region of the state space, and from here on rapidly
moves towards its globally asymptotically stable steady state
z=0.
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Figure 2.9.: Combination of two delay mechanisms in quasi-
bistable systems. A. Scheme of a bifurcation diagram for a
quasi-bistable system. The system is monostable for u =0
and has a saddle-node bifurcation uSNB close to u = 0, where
it becomes bistable. A sufficiently strong transient signal u(t)
pushes the system state into the basin of attraction of the
higher stable steady state (1). As long as the change in wu(t) is
not slow compared to the dynamics of the system, the system
cannot be considered in quasi-steady state, and we observe a
transient dynamics (2). When wu(t) is almost back to 0, two
delay effects lead to quasi-bistable behavior (3). First, the
system remains in the upper stable steady state as long as
u(t) is still above the saddle-node bifurcation. Second, for
u(t) < uSNB the acceleration remains very small in this region
of the state space. B. Absolute value of the vector field along
the model trajectory for the same model parameters that
have been used in Fig 2.8. C. Two representative bifurcation
diagrams for a quasi-bistable system belonging to class 2 of
the classification scheme, and a bistable system belonging to
class 1.
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Interestingly, the system shows a sustained ERK activity profile
upon NGF stimulation, while the response was transient in case
of EGF stimulation. This phenomenon has been well-investigated
experimentally and theoretically, and it is well believed that the
observed sustained response is caused by a bistable system. Here we
combine our statistical inference approach with steady state analy-
sis to investigate mechanisms behind this sustained ERK response.
Surprisingly, our results indicate that the probability for bistable
behavior is far below the observed response, and thus suggest that
it is not sufficient to concentrate analysis on steady states only. A
simulation-based analysis of the phenomenon revealed the importance
of quasi-bistability to shape ERK response. A system is said to be
quasi-bistable, if it is monostable but able to maintain a state distinct
from its steady state for a long time period. It is known that positive
feedback can generally cause quasi-bistability [162], it has however
not been shown that this is relevant for decision-making in living
systems.

Our bifurcation analysis showed that the transition between the
three classes (bistable, quasi-bistable and monostable) is actually
smooth in terms of locations of bifurcation points and limit sets, and
we expect the range of parameters in which quasi-bistability occurs
to be rather small. This expectation was confirmed by a sensitivity
analysis for the outcome of the simulation-based classification scheme
(Additional file A.8), in which we varied all model parameters inde-
pendently one at a time about the maximum-a-posteriori estimator.
The result shows that the appearance of quasi-bistability is highly
sensitive to these variations for almost all parameters. Except for
the phosphorylation rate of Raf (parameter ka) and the threshold
parameter K of the input function, which do not have any influence
on the limit sets of the system for u = 0, small variations of parame-
ters induce switches to mono- or bistable systems, which is due to
the fact that the location of the saddle-node bifurcation and hence
the delay time are very sensitive to parameter changes. The fact
that most of the samples fall into this seemingly small parameter
range shows that the gradient of the posterior distribution must be
rather high when varying parameters individually. This is indeed the
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case, since the fit quality rapidly drops at least for the NGF control
experiment when switching from the quasi-bistable to the monostable
range, and we observe a similar effect for the switch to the bistable
range. Altogether, these results also indicate the existence of strong
correlations between parameters in the posterior distribution.

For a biological system it might not make a difference at all whether
the underlying system is indeed bistable or quasi-bistable, since the
system probably acts as an integrator of a response, which starts
to trigger further events as soon as a threshold has been reached.
However, one has to be careful with the analysis of models for such
mechanisms. Our results propose to consider, besides limit sets, also
the transient behavior of a system when investigating processes such
as switches, memory effects or decision-making.

We note here that the distribution of switching times of quasi-
bistable trajectories of our inferred model partly disagrees with ob-
served ERK activities for later time points. While most of the
trajectories switch to their steady state between 60 and 120 min in
our model, experiments in [167] and [181] show that ERK activity
is sustained for at least 2-3h. Since our dataset only contained mea-
surements for up to 60 min, this fact was not taken into account in
the model calibration procedure. However, the response duration of
the signaling cascade upon stimulation with NGF also seems to show
a large variation and to depend in particular on the experimental
protocol and distinct clonal PC-12 cell lines, as also stated in [167].
In [163] or [75], for example, MEK (MAP-2 kinase) and ERK activi-
ties are almost completely down to the basal level already after 2h
(see [163], Fig 3 and [75], Fig 9B, curve without treatment with TPA).
Hence it is not completely clear how to describe the activity of the
module quantitatively in order to enrich the model with knowledge
on the long-term behavior. However, we started to investigate the
effect of assuming different minimal switching times for ERK activity,
which is illustrated in Additional file A.9. As expected, filtering for
trajectories that still have a substantial remaining activity after two
and three hours, respectively, increases the ratio of bistable versus
quasi-bistable trajectories, since only quasi-bistable trajectories are
filtered out. Thus, we think that our model is generally able also to
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match the long-term behavior of the cascade.

There is an ongoing debate about relations between ultrasensitivity
and/or bistability in responses of single cells on the one hand and
the occurrence of bimodality in heterogeneous cell populations on
the other hand (see e.g. [24, 129]). It is clear that ultrasensitive
and bistable systems can lead to bimodal responses, for example
caused by variations in protein contents or stochastic fluctuations.
An example that considers the role of mutual inhibition in a gene
regulatory network for metastatic transitions and the appearance
of stable subpopulations of genetically identical prometastatic cells
is described in [143]. On the other hand, for the MAPK pathway
it has been shown that bimodality can also emerge from graded
single cell responses caused by a broad distribution of ERK pathway
activation thresholds [24]. This example reveals that the relation
between bistability and bimodality is actually more subtle than a
simple one-to-one relation.

We had decided in this study to use a data-driven approach and to
adapt model granularity to the data available for model calibration.
This results of course in a very simplified model, and the situation in
vivo is much more complex. Specific aspects regarding the MAPK
signaling pathways are discussed in literature and have also partly
been implemented in models. One of the most recent interesting
studies investigates the role of feedbacks and their time scales by
using pulse experiments on a single cell level (see also [29] for a
commentary on this). Kocieniewski et al. [128], for example, focus
on the role of the two different MEK isoforms and their contribution
in the regulation of the ERK response. According to this study,
response duration and amplitude are regulated by the ratio and the
total amount of both isoforms, respectively. Moreover, localization
of proteins and their regulation via scaffolding proteins, together
with nucleoplasmic shuttling, is known to play a major role in the
regulation of the pathway [2, 129, 180]. Cross-talk and interactions
with other cellular pathways is another important aspect [129, 172],
which is difficult to take into account in any modeling approach.
However, it is an important and interesting question how single
modules such as the MAPK signaling cascade behave embedded in a
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larger and more complex network. Several studies in recent years hint
to the fact that network complexity is intimately linked to functional
robustness, meaning that the network structure, and in particular
interlinked feedback loops, contribute to a reliable performing of tasks
in the presence of perturbations and noise [17, 42, 44, 218, 236].

Furthermore, we have not explicitly taken into account fluctuations
in protein content, although we are aware that this is a major source
of variability in cell populations. The total amounts of Raf, MEK and
ERK do not explicitly appear anymore in the rescaled and normalized
model version that we used for our study, hence it is not possible to
take absolute fluctuations into account. However, we investigated the
effect of varying absolute concentrations by varying the coefficients
s;, © = 1,2,3 in a narrow range about its nominal values s; = 1
and considered the sensitivity of bistability and quasi-bistability to
these parameters. Exemplary results are shown for variations in ERK
(s3) in Additional file A.10. Figures for variations in s; and s look
very similar. Interestingly, the classification of trajectories seems to
be very sensitive to these parameters. As can be seen, a moderate
reduction in s; is sufficient to destroy bistability and quasi-bistability
almost completely, while bistability is strongly enhanced upon a
slight increase in s;. This is a surprising result, since it is known
that stochastic gene expression events can, for example, result in
coefficients of variation of about 20-30% in the content of individual
proteins [62, 180]. This raises the general question about reliability
and robustness of decision processes under such variations. To our
knowledge, minimal models for bistability, as used here, are often not
robust with respect to such fluctuations and parameter variations,
which might trigger further investigations in this direction.

A further critical point in our modeling study is the normalization
of model outputs to a particular time point. This normalization was
necessary since the dataset used for model calibration only provides
relative information. Signals are given in arbitrary units, and the
scaling factors are different for each antibody and can also vary across
membranes. Thus normalization to a reference experiment is required
to make measurements from different experiments comparable and
is standard in representing biological data and for modeling [128].
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This normalization, however, affects variances of observables, and
precludes comparison with experiments where total protein levels
matter, such as absolute heights of ppERK peaks under different
conditions. Thus, including some information about total protein
levels could highly enrich the modeling process in the future.

Finally, recently a new modeling approach, called ODE constraint
mixture modeling, was introduced [88]. This approach combines ad-
vantages of mechanistic modeling approaches with statistical mixture
models to describe heterogeneous cell populations. This framework
allows to infer subpopulation structures and dynamics from single
cell snapshot data. Since the data used here for model calibration
represent only population averages, we did not explicitly take subpop-
ulation structures into account. However, at least the dose response
profiles of ERK after stimulation with NGF seem to consist of two or
more subpopulations, which was also exploited to mimic the respec-
tive dose response curve. Thus, exploiting this framework is another
interesting task for future investigations.

2.1.6. Contribution

A large part of this project was constituted by defining a model by
iterating different model possibilities. 1 contributed substantially
in this process of refining our final model by discussing, selecting
and testing various model setups. Furthermore, I implemented the
sampling procedure for the parameter estimation and the model
predictions with help from Caterina Thomaseth. I also performed the
steady state analysis from the viewpoint of the simulations and gave
input to the study design. I was actively involved in the discussion of
the results and implications during all stages of the project. Finally, I
contributed to writing the manuscript and the visualizing the results.

2.2. Results in the overall context

In this project we investigated the feedback mechanism of the MAPK
signaling pathway, which can produce transient and sustained activa-
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tion of ERK dependent on the stimuli. The sustained ERK response
induced by stimulation with NGF was herein the major interest.

We used data provided in [199], who investigated the network
structure of the MAPK module. Thus, we worked with a limited
amount of experimental data with few replicates. Working with the
data collected in [199], the data preparation step was simplified to
extracting the relevant experimental conditions and corresponding
measurements from the publication without a need for extensive
further processing. Only normalization to a reference experiment
was required in order to allow comparison of the data across different
experimental conditions.

Following the inferred network topology in [199], we developed
our mathematical model. The challenge in this step constituted
defining a model as simple as possible, but with enough detail to
properly capture the distinct mechanisms of the positive and negative
feedback loops. We used mass action kinetics to model most of the
pathway. Only the input function w(¢) and the positive feedback
connection were modeled using a sigmoidal curve to support the
sustained ERK response under NGF stimulation. Nevertheless, by
fixing one parameter in each case, the number of parameters remained
modest, which also allowed for faster computations. In this step we
also included further knowledge of system behavior, as we simplified
the double phosphorylation of MEK to a single step. Thus, we avoided
additional parameters and a state variable for which no data was
available.

For model calibration, I applied the Markov-Chain Monte Carlo
(MCMC) method. This choice allowed to infer uncertainties of un-
derlying distributions, which in this setting refers to the distribution
of steady states.

This approach allowed us to analyze the estimated posterior dis-
tribution of simulated trajectories, originating from the extensive
MCMC sampling procedure. In turn, this enabled us to identify
quasi-bistable trajectories, whose parameter combinations might not
have been selected by point estimators such as maximum likelihood
estimation. A multi-start local optimization indicated promising pa-
rameter sets which served as adequate initialization points for MCMC
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sampling. Through this combination, I exploited the fast ML method
to find not just good starting points, but also appropriate parameter
bounds through repeated runs for the extensive and time-consuming
MCMC method to sample from the posterior distribution of model
parameters.

For the model validation, there was no additional test data, as all
data was necessary for model training. In order to show the validity
of the model, we instead selected additional experiments from [199],
that were not used in the model calibration step, and mimicked the
experimental settings with model simulations. As not all experimen-
tal conditions were included in our model, we carefully studied the
biological connections to find a way to influence our model corre-
spondingly. One example for this approach is the feedback breaking
experiment via inhibition of PKC. PKC is described to be inhibited
by G67874, which results in the loss of sustained ERK activation
under stimulation with NGF in [199]. As neither G67874 nor PKC are
included in our model, I instead considered the positive feedback from
ERK to Raf to be completely eliminated and implemented this by
switching off the feedback connection. Proceeding similarly, I could
show a qualitatively good agreement between reported additional
experimental data in [199] and model simulations given the previously
calibrated model for six different settings (Figure 2.5).

In the final step of model analysis, we investigated our model with
regard to the positive feedback. As mentioned in the Introduction,
analysis tools depend on the purpose of the investigation and are
in general individually selected. Nevertheless, we also employed 2D
scatterplots (Figure A.4) to investigate correlations among parame-
ters. As the analysis of the positive feedback constituted the major
research interest, further analysis was centered around the feedback
mechanism. In this context, we were interested in the specific way the
trained model would achieve a prolonged ERK activation. To analyze
the sustained ERK activation, we employed two approaches. The first
approach performed by Caterina Thomaseth used the circuit-breaking
algorithm for steady state analysis. Calculation of the steady states
of the system for the MCMC parameter samples revealed that only
10% of all systems were bistable, which contradicted the observed
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sustained response of our simulated trajectories. As a second ap-
proach, I complemented the steady state analysis by additionally
inspecting the simulated model trajectories. I classified all simulated
trajectories by their long-time behavior in three categories, consisting
of monostable, quasi-bistable and bistable systems. I chose 600 min
as the critical time point for the decision of bistability versus quasi-
bistability, assuming that trajectories that remained in the active
state until this point, had a high probability of remaining active.
As the threshold of the activation level was chosen such that there
are no monostable systems, 10% of the systems were classified as
bistable, hereby confirming the results of Caterina Thomaseth. The
large majority of 90% of trajectories were quasi-bistable and thus
able to sustain ERK activation for a prolonged time before returning
to the inactive stable steady state.

We further investigated the mechanism generating quasi-bistability
by analyzing the behavior of monostable systems that display long-
term ERK activation. The CBA was employed to infer about steady
states and the circuit-characteristic for ERK activity at different time
points (Figure 2.8). In addition, the absolute value of the vector field
in the same time frame was evaluated (Figure 2.9b). Results were
used to suggest that quasi-bistability is related to regions with slow
dynamics of the state space after the input gets close to zero.

For additional analysis, we visualized different aspects of our
model. We investigated the range of parameter values in which
quasi-bistability exists by individually varying each parameter about
the maximum-a-posteriori estimator and classifying the correspond-
ing system in terms of stability (Figure A.5). This approach was
used to infer the sensibility of quasi-bistability to changes in the pa-
rameters and revealed that the classification scheme is very sensitive
to variations in all but two parameters. Another analysis aspect
considered the ability of our model to reflect long-term behavior of
the system. Long-term activation of ERK could not be included in
the calibration process as our dataset only consisted of measurements
for up to one hour. Inspired by results on ERK activity in [167] and
[181], we evaluated the distribution of bistable and quasi-bistable
trajectories that retain significant activity for up to two or three hours.
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Results suggest that our model is fundamentally able to describe the
long-term behavior of the system. In a final step, we also employed
the CBA and simulations to assess the influence of variations in
the total protein amount on the classification of sample trajectories
with respect to their stability. As Figure A.7 shows exemplarily for
variations in ERK, for a moderate reduction bistability and quasi-
bistability disappear. On the other hand, already small increases
result in bistable trajectories.

In summary, we efficiently extracted data from literature and
developed a small yet sufficiently accurate model of the MAPK
signaling pathway. In order to keep computation time and model
complexity to a minimum, we carefully adjusted the model to be just
complex enough to fit the data with special attention to the positive
feedback as subject of our research interest. In accordance with our
study purpose, we applied MCMC for model calibration as it enables
an estimation of the posterior predictive distribution of any quantity
of interest. As the experimental data did not suffice for separation
in training and test data, we made use of additional experiments for
model validation by thoughtfully mimicking new settings with our
model and qualitatively comparing the results. Our simple model was
able to sufficiently fit the experimental data from experiments used
for training as well as the data used in the validation step. Thus, we
finally analyzed our model in terms of the sustained ERK activation
in the positive feedback structure. In this step we combined an
analytical approach to steady state analysis with a simulation-driven
approach to explain sustained ERK response in our model. The
validated model was finally used to investigate different aspects of
the sustained ERK activation.
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This chapter corresponds to the following contribution:
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A. Hausser, M. A. Olayioye, and N. E. Radde. “The
tumor suppressor protein DLC1 maintains protein ki-
nase D activity and Golgi secretory function”. In: J
Biol Chem 293.37 (2018), pp. 14407-14416

3.1.1. Abstract

Many newly synthesized cellular proteins pass through the Golgi
complex from where secretory transport carriers sort them to the
plasma membrane and the extracellular environment. The formation
of these secretory carriers at the trans-Golgi network is promoted
by the Protein Kinase D (PKD) family of serine-threonine kinases.
Here, using mathematical modeling and experimental validation of
the PKD activation and substrate phosphorylation kinetics, we reveal
that the expression level of the PKD substrate Deleted in Liver
Cancer 1 (DLC1), a Rho GTPase activating protein that is inhibited
by PKD-mediated phosphorylation, determines PKD activity at the
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Golgi membranes. RNAi-mediated depletion of DLC1 reduced PKD
activity in a Rho-Rho-associated protein kinase (ROCK)-dependent
manner, impaired the exocytosis of the cargo protein horse radish
peroxidase and was associated with the accumulation of the small
GTPase RAB6 on Golgi membranes, indicating a protein-trafficking
defect. In summary, our findings reveal that DLC1 maintains basal
activation of PKD at the Golgi and Golgi secretory activity, in part
by down-regulating Rho-ROCK signaling. We propose that PKD
senses cytoskeletal changes downstream of DLC1 to coordinate Rho
signaling with Golgi secretory function.

3.1.2. Introduction

Protein Kinase D (PKD), comprising PKD1, PKD2 and PKD3, is a
family of serine/threonine protein kinases that localizes to trans-Golgi
network (TGN) membranes where it controls protein secretion [63,
152]. PKD further plays an important role in the regulation of actin cy-
toskeleton remodeling and cell motility [170]. Membrane recruitment
of PKD depends on diacylglycerol (DAG), a lipid second messenger
that also activates novel PKCs, which in turn phosphorylate and
activate PKD [18]. At the Golgi membranes, PKD phosphorylates
and regulates the lipid kinase PI4KIIIP [92], the BAR domain protein
Arfaptin-1 [71] and the lipid transfer proteins CERT and OSBP [65,
168], which together coordinate the formation and budding of se-
cretory vesicles. Although the biochemical mechanisms underlying
PKD activation and its downstream substrates have been studied
extensively, little is known about the negative regulation of PKD
and whether PKD activity is subject to any feedback regulation.
While it is intuitively clear that Golgi secretory activity must adapt
to changes in the cellular environment, how extracellular cues and
signals emanating from the plasma membrane are relayed to the Golgi
complex to coordinate secretion is still elusive.

Rho proteins are ubiquitously expressed small GTPases that coor-
dinate actin and microtubule cytoskeleton rearrangements, thereby
regulating diverse cellular processes such as cell adhesion and mi-
gration, cell division and membrane trafficking [107]. When bound
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to GTP, Rho GTPases can associate with different effector proteins
triggering the activation of downstream signaling. The cycle between
the active GTP-bound and inactive GDP-bound state is regulated
by the GEF proteins that promote the exchange of GDP for GTP,
whereas GAP proteins accelerate the intrinsic GTPase activity lead-
ing to the inactivation of the Rho protein [32]. The RhoA isoform is
associated mainly with the plasma membrane where it controls actin
stress fiber formation and acto-myosin contraction. Overexpression
of constitutively active RhoA or the GEF protein Lbc was shown to
increase basal PKD activity [248]. Later, RhoA activation induced
by oxidative stress or the loss of cell-cell adhesions was reported to
increase PKD activity by a mechanism involving novel PKCs and
the cytoplasmic kinases ROCK and Src [46, 214]. Vice versa, PKD
has also been implicated in controlling RhoA activity, for example,
by the direct phosphorylation and stabilization of the RhoA effec-
tor protein rhotekin [179] and by the functional inactivation of the
RhoGAP DLCI1 [204]. Upon PKD-mediated phosphorylation, DLC1
is bound and sequestered by 14-3-3 proteins, thereby preventing it
from inactivating Rho-GTP. These observations raise the question
whether a positive feedback involving Rho GTPase signaling exists,
maintaining cellular PKD activity and thus Golgi secretory function.

Here we test this hypothesis by a data-driven modeling approach
that captures PKD activation in dependence of DLC1-mediated Rho
regulation. Intriguingly, our model anticipates a DLC1-dependent
negative effect of Rho signaling on PKD activity. These predictions
were confirmed in subsequent cellular experiments, which further
uncovered a novel role for DLC1 in the regulation of protein secretion
from TGN membranes.

3.1.3. Results

3.1.3.1. Reciprocal activation of PKD and RhoA

To address if PKD activity might be subject to Rho-dependent feed-
back regulation we first examined whether the expression of active

RhoA leads to PKD activation and concomitant inhibitory phospho-
rylation of the RhoGAP DLC1, a direct PKD substrate. Owing to
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its GAP activity and tumor suppressor function, the overexpression
of DLC1 is associated with strong morphological changes that can
eventually lead to cell death. The endogenous protein, however, is
expressed at very low levels that preclude quantitative analysis of
DLC1 phosphorylation. We thus used as a model system the previ-
ously established Flp-In GFP-DLC1 cell line in which GFP-DLC1
expression can be induced by doxycycline addition [204]. These cells
were transiently transfected to express constitutively active (ca) or
dominant negative (dn) RhoA and treated with doxycycline for 16 h.
Compared to the GFP vector control cells, expression of RhoA-ca
increased whereas RhoA-dn suppressed PKD activity, as measured by
an antibody that recognizes the autophosphorylated kinase (pPKD)
(Fig. 3.1A,B). In cells expressing RhoA-ca, this was associated with
increased DLC1 phosphorylation detected by a PKD substrate an-
tibody reactive with the phosphorylated PKD consensus motif [52]
(Fig. 3.1A,B). Note that HEK293 cells mainly express PKD2 and
PKD3 and little PKD1. To test if active PKD, in turn, stimulates
RhoA activation, we expressed in HEK293T cells a genetically en-
coded RhoA FRET biosensor together with either constitutively
active (ca) or kinase-dead (kd) PKDI. In line with our hypothesis,
expression of the active PKD1 significantly increased the FRET ratio
of the RhoA biosensor measured in the cell lysates, whereas inac-
tive PKD1 failed to do so (Fig. 3.1C). Immunoblotting of the cell
lysates confirmed expression of the PKD variants (Fig. 3.1D). These
results suggest a molecular pathway in which RhoA activates PKD,
which phophorylates and functionally inactivates DLC1, potentially
resulting in an overall positive feedback (Fig. 3.1E).

To confirm that the activation of endogenous PKD also leads to
DLC1 substrate phosphorylation, we stimulated the cells with the
microtubule-depolymerizing agent nocodazole which activates PKD
at Golgi membranes [64]. Nocodazole treatment of Flp-In GFP-DLC1
cells expressing GFP-DLC1 elevated the PKD phosphorylation levels,
which was blocked by the selective PKD inhibitor kb NB 142-70
(kb-NB) and more efficiently by the more potent but less specific
PKC/PKD inhibitor G6-6976 (Fig. 3.2A). This was accompanied by
increased DLC1 phosphorylation, which was also suppressed by phar-



3.1. Published manuscript and contributions 97

macological PKD inhibition (Fig. 3.2A). Significance of the effect of
the inhibitors was investigated with an F-test. For this, we compared
two parametrized model variants. In the null hypothesis Hy, the in-
hibitor does not act significantly, the alternative hypothesis assumes
a significant influence of the inhibitor under investigation on the
pPKD and pDLC1 time courses. Results are shown in Fig. 3.2B. Ac-
cording to our test statistics, the pPKD and pDLC1 time courses are
significantly below those of the control experiments for the inhibitor
G6-6976, while the effect is not significant for the inhibitor kb-NB
(see supporting Section B.1). Similar results were obtained upon
stimulation of cells with the phorbol ester phorbol 12,13-dibutyrate
(PDBu), an analogue of DAG. Phorbol ester treatment enhanced
PKD and DLC1 phosphorylation, both of which could be blocked by
kb-NB (Fig. B.1).

3.1.3.2. Computational modeling suggests negative feedback
regulation of PKD activity

Based on the hypothesized model structure (Fig. 3.1E) and the mea-
sured outputs in the time series experiments, we formulated a model
with two state variables that represent phosphorylated PKD and
DLC1, respectively. We used mass action kinetics for phosphoryla-
tion and dephosphorylation kinetics,

pPKD = k(DLC1,0)PKD — 6;pPKD (3.1a)
pDLC1 = 6,pPKD - DLC1 — 635pDLC1. (3.1b)

The PKD phosphorylation rate k(DLC1,0) depends on DLC1 via
Rho and on the experimental treatment of the cells and is specified in
Table B.4. We eliminated unphosphorylated PKD and DLC1 by as-
suming mass conservation of respective total amounts and normalized
both state variables accordingly (supporting Sections B.1 and B.2).
For model calibration we exploited maximum-likelihood estimation
(MLE), which requires the choice of an appropriate error model for
observed outputs. Selection of an error model was done as a data-
driven pre-processing step, which is computationally more efficient
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Figure 3.1.: Reciprocal activation of PKD and RhoA. (A)
Flp-In GFP-DLC1 cells were transiently transfected with
vectors encoding GFP, constitutively active (ca) or dominant
negative (dn) GFP-RhoA. Six hours post transfection, GFP-
DLC1 expression was induced with doxycycline. The next
day cells were lysed and lysates analyzed by immunoblotting.
(B) Band intensities from three independent experiments
were quantified and normalized to the loading control and
control sample (mean + SEM). (C) HEK293T cells were
transiently cotransfected with vectors encoding PKD1 ca or
kinase-dead (kd) and a RhoA FRET biosensor [176]. The
next day cells were lysed and FRET ratio was analyzed.
Shown are the mean FRET ratios from three independent
experiments normalized to the control (£ SEM). (D) Cell
lysates from (C) were analyzed by immunoblotting. (E)
Positive feedback hypothesis in which Rho activates PKD,
which phosphorylates and inactivates the RhoGAP DLCI, to
support further Rho activation. Data in (B) and (C) were
analyzed by one-way ANOVA followed by Dunnett’s multiple
comparisons test. Only statistically significant changes are
indicated. **p<0.01
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than a combination of error model selection and model calibration.
We set up different error models by combining additive normal and
multiplicative log-normal error models with biased and unbiased
variance estimators. We additionally compared different variants
of pooling standard deviations. Comparison was done in terms of
suitable information criteria, as shown in Table B.2 in supporting
Section B.1. Based on these results we decided to use an additive nor-
mal error model and six standard deviations for the modeling study.
For each experiment we employed a point control normalization to
the highest signal value to avoid normalization to low signals with
a low signal-to-noise ratio [50]. The resulting optimization problem
consisted of 16 parameters in total (see supporting Section B.2).

Fig. 3.2C shows the calibrated courses of pPKD and pDLC1 after
addition of nocodazole in the control case versus treatment with the
PKD inhibitors kb-NB and G6-6976 (compare Fig. 3.2A). Experi-
mental data are indicated by dots. Trajectories were obtained by
taking all parameters from the optimization runs into account that
gave reasonable model fits. The response to nocodazole treatment
is well captured, although the steady state value prior to nocoda-
zole addition is slightly underestimated for both variables in the
control case. Both PKD inhibitors reduce the phosphorylation rate
of PKD and thus slow down the dynamics of the system, which is
more pronounced for G6-6976 than for kb-NB, as suggested by the
data. Respective model fits to measurements of the system response
after treatment with PDBu (Fig. B.1) and overexpression of Rho
(Fig. 3.1A,B) show that the model also captures these experiments
(Fig. B.5). Our approach further provided estimates for standard
deviations of measured outputs, which are in good agreement with
the empirical ones (Fig. B.4).

Plausibility of the model was tested by a parametric bootstrapping
approach, in which we used the inferred stochastic model to generate
many datasets with the same size and structure as the experimental
data used for model calibration. Then we calculated the likelihood of
these datasets by using simulations with the maximum likelihood es-
timator Oy g and used these values to estimate a probability density
p(Jopt) via kernel density estimation. This was compared to the like-
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lihood value of the real experimental data (Fig. 3.2D and supporting
Section B.2). The objective function value of the MLE falls into the
center of this distribution, indicating that we are neither in a poor
fitting regime nor that we encounter an overfitting problem. Overall,
the model is able to describe all experiments and model granularity
constitutes a good trade-off between complexity and flexibility to
adapt to different experimental conditions.

We also analyzed values and correlations of inferred parameters
(Fig. B.3). Strikingly, the optimizer consistently assigned very small
values to the parameter fg, a measure for the influence of DLC1 on
PKD. Given this, PKD dynamics do not seem to be affected by DLC1
in the inferred model. Such a qualitative statement about the network
structure, however, cannot only be based on dimensionless parameter
values that have been rescaled in the normalization procedure and
cannot directly be compared to another. Thus, we used the model
to quantify the influence of DLC1 directly onto pPKD by simulating
the expected fold change in pPKD in response to altered DLC1 total
amounts, which is reflected by the scaling parameter s; in Fig. 3.3.
Fig. 3.3A shows that pPKD is only minimally affected, even when
DLC1 amounts are very low, suggesting that DLC1 does not inhibit
PKD activity.

We then calculated the profile likelihood of the feedback parameter
06 around the maximum-likelihood value (Fig. 3.3B). Since fg is very
small, we also allowed negative g values, which corresponds to a
sign change of the influence of DLC1 onto pPKD in the network
and hence implies a new network structure referred to as model 2.
Surprisingly, the overall fit quality improved with negative ¢ values,
with an optimum at 0§ = —240. The expected fold change in pPKD
using 05 as a new estimate is shown in Fig. 3.3C. Here, pPKD levels
are tightly regulated by DLC1 and increase with increasing DLC1
amounts in an almost perfect linear way. Our model simulations
and the profile likelihood analysis are thus supportive of an overall
negative rather than a positive feedback.
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Figure 3.2.: Modeling of nocodazole-induced PKD dy-
namics. (A) Flp-In GFP-DLCI cells were treated with
doxycycline. The next day, the cells were treated with kb-NB
or G6-6976 for 2 h, followed by nocodazole treatment for the
times indicated. Cells lysates were analyzed by immunoblot-
ting. Band intensities from four independent experiments
were quantified and normalized to the loading control and
control sample (mean + SEM). (B) Significance of the effect
of the inhibitors G6-6976 and kb-NB was investigated via an
F-test, according to which G6-6976 suppresses phosphoryla-
tion time courses of PKD and DLC1 significantly with a 5%
level of significance, while the null hypothesis Hy cannot be
rejected and hence the effect of kb-NB is not significant. (C)
Dots indicate re-normalized experimental data from (A), with
normalization points denoted by diamonds, together with
trajectories of the calibrated model that all lie on top of each
other. (D) Model validation via a bootstrapping approach,
in which the inferred stochastic model was used to resample
new experimental data to estimate the distribution of the
maximum-likelihood objective function value.
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Figure 3.3.: Mathematical modeling suggests a DLC1-
dependent negative feedback of Rho signaling on
PKD activity. (A) Fold changes in pPKD upon changes in
the DLC1 total amount as predicted by the model. (B) Profile
likelihood for the feedback parameter g. (C) Using model 2,
pPKD clearly decreases with decreasing DLC1 amounts.
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3.1.3.3. Experimental manipulation of DLC1 levels confirm
Rho-Rock dependent negative regulation of PKD activity

To experimentally test the model prediction that PKD activity is
sensitive to DLC1 expression levels, we first increased cellular DLC1
expression by doxycycline addition in Flp-In GFP-DLC1 cells and, sec-
ondly, reduced the endogenous DLC1 expression by RNAi-mediated
DLC1 downregulation, followed by the measurement of PKD au-
tophosphorylation. Intriguingly, comparison of the PKD phosphory-
lation in doxycycline-treated Flp-In GFP-DLC1 cells with the PKD
phosphorylation in untreated cells revealed an increase by 1.5-fold
(Fig. 3.4A). Next, we downregulated DLC1 by siRNA transfection in
uninduced Flp-In GFP-DLC1 cells (Fig. 3.4C), resulting in the reduc-
tion of basal PKD phosphorylation (Fig. 3.4B, 0 min). Of note, PKD
phosphorylation was still increased upon nocodazole treatment of cells
(Fig. 3.4B, 10 and 30 min), ruling out a general inactivation mecha-
nism. The suppression of basal PKD phosphorylation in cells depleted
of DLC1 was partially rescued by pharmacological ROCK inhibition
(H1152), indicating that Rho-ROCK signaling suppresses PKD in
DLC1-depleted cells, whereas ROCK inhibition had no effect on the
pPKD levels in the control (siNT) cells (Fig. 3.4D). Importantly,
reduced PKD phosphorylation by DLC1 depletion was confirmed
using independent siRNAs (Fig. B.11A). These data strongly support
model 2, wherein DLC1, by downregulating Rho-ROCK signaling,
contributes to the activation of PKD.

We extended model 2 to include these new experiments. The re-
sulting model fit is shown in Fig. 3.5. Details of the revised model
and the estimation procedure are given in supporting Sections B.3
and B.4. Larger variability of trajectories result from the additional
constraints in the optimization problem due to the new experiments.
Comparing trajectories of models 1 and 2 for the nocodazole exper-
iments (Fig. 3.2C), the negative feedback slows down the system
dynamics and compensates for the differences in the effectiveness
of the two inhibitors. All other experiments are also well captured
(Fig. B.7). Plausibility of the revised model was again confirmed by
a bootstrapping approach (Fig. 3.5E). Taken together, the revised
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model is superior in fitting the experimental data, thus strengthening
the hypothesis that, downstream of DLC1, Rho negatively controls
PKD activity, resulting in an overall negative feedback.

3.1.3.4. DLC1 regulates PKD activity at Golgi membranes and
protein secretion

The primary localization of PKD is at Golgi membranes, but PKD was
also found to associate with the plasma membrane, mitochondria and
translocate to the nucleus. To determine whether the Golgi-localized
PKD pool is sensitive to DLC1 regulation, we employed a previously
described PKD reporter that allows the specific determination of PKD
activity at the Golgi membranes [64]. Indeed, in HEK293T depleted
of DLC1, phosphorylation of the Golgi-localized PKD reporter as
measured in cell lysates was reduced by 50% (Figs. 3.6A and B.11B).
We confirmed these results by ratiometric imaging of PKD reporter
phosphorylation, measuring specifically the signal intensity at the
Golgi membranes (Fig. 3.6B). Compared to the control cells, in cells
lacking DLC1 Golgi-localized PKD activity was significantly reduced.

PKD activity at the TGN is essential for secretory vesicle formation.
Considering the novel molecular link between DLC1 and PKD, we
reasoned that DLC1 depletion should affect Golgi function. To
quantitatively measure protein secretion, we used Flp-In T-REx
293 cells inducibly expressing FLAG-labeled horse radish peroxidase
(HRP) fused to a signal peptide that directs HRP to the secretory
pathway. ssHRP is a well-characterized model cargo that is known
to be secreted in a PKD-dependent manner [16, 65]. Compared to
siRNA-transfected control cells, the HRP activity measured in the
supernatant of cells lacking DLC1 was significantly reduced and was
similar to the HRP activity contained in the supernatants of cells
treated with a PKD inhibitor (Fig. 3.6C).

Finally, we sought to validate our results in an independent cell
line. In agreement with the observations in HEK293T cells, silencing
of DLC1 in U20S cells reduced basal and nocodazole-induced PKD
phosphorylation (Fig. 3.6D). The post-Golgi carriers produced by
PKD are known to be positive for the small GTPase RAB6 [237].
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Figure 3.4.: PKD activity positively correlates with DLC1
expression. (A) Flp-In GFP-DLCI cells were induced with
doxycycline and PKD activation was analyzed by immunoblot-
ting. Band intensities from three independent experiments
were quantified and normalized to the loading control and
control sample + SEM. (B) Uninduced Flp-In GFP-DLC1
cells were transfected with control siRNA (siNT) or DLC1-
specific siRNA (siDLC1). After 72 h, the cells were treated
with nocodazole as indicated, lysed and PKD activation was
analyzed by immunoblotting. Band intensities from three
independent experiments were quantified and normalized to
the loading control and control sample &= SEM. *p<0.05
(one-sample t-test) (C) Validation of DLC1 knockdown by
immunoblotting. (D) Uninduced Flp-In GFP-DLCI cells
were transfected with the indicated siRNAs. After two days,
cells were treated with H1152 where indicated. PKD acti-
vation was analyzed by immunoblotting. Band intensities
from three independent experiments were quantified and nor-
malized to the loading control and control sample + SEM.
*p<0.05 (paired two-sample t-test), **p<0.01, n.s. = not
significant (one sample t-test).
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Model plausibility was tested by a bootstrapping approach.
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Whereas RAB6 was dispersed in the control cells, in cells lacking
DLC1, RABG6 accumulated at the Golgi complex (visualized by GM130
staining), indicative of a trafficking defect (Fig. 3.6E). Note that the
Golgi complex also appeared more compact in DLC1-depleted cells.
Based on these findings we conclude that PKD activity at the TGN
membranes and Golgi secretory function are positively regulated by
DLCI1.

3.1.4. Discussion

Here we used a combination of experiments on the PKD regulation
network and mathematical modeling of phosphorylation dynamics to
describe the molecular interactions between PKD, Rho and DLCI1.
Our study reveals a previously unknown molecular connection be-
tween DLC1 and PKD that controls the basal activation state of PKD
at the TGN membranes and Golgi secretory function. TGN-derived
vesicles formed by PKD deliver cargo to the plasma membrane [152].
Cargo is also specifically delivered to focal adhesions [216], cell adhe-
sion sites that connect the intracellular actin cytoskeleton via integrins
with the extracellular matrix. In many cell types including the U20S
cells used in this study DLC1 localizes to FAs (Fig. B.11C), to which
it is recruited via the binding of talin and tensin adaptor proteins [34].
Knockdown of DLC1 causes an increase in actin stress fibers and FAs,
consistent with the elevated Rho signaling in cells lacking DLC1 [99].
The downregulation of PKD activity in the absence of DLC1 could
thus be the result of a homeostatic feedback, requiring no further
cargo delivery to FAs. It was recently reported that PKD also lo-
calizes to FAs [53], raising the possibility that DLC1 directly affects
this particular PKD pool. However, using a Golgi-localized PKD
reporter we clearly show that it is the basal PKD activity at the
TGN membranes that is sensitive to the DLC1 expression levels.
Negative feedback is generally known to stabilize systems, e.g.
by making signaling pathways robust against variations in total
protein concentrations, as demonstrated for ERK activity in the
MAP kinase cascade [62]. Here, we observe that the DLC1 expression
level has a strong influence on basal PKD activity (Figs. 3.3 and B.10).
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Figure 3.6.: DLC1 depletion impairs protein secretion.
(A,B) Two days post siRNA transfection, HEK293T cells
were transfected with the vector encoding the PKD reporter.
(A) The next day, cells were lysed and lysates analyzed by
immunoblotting. The pPKDggei-Reporter signal was nor-
malized to the GFP signal. Shown are the mean values of
two independent experiments + SEM (B) The next day, cells
were fixed and stained with an antibody reactive with the
phosphorylated reporter. PKD activity at the Golgi was
determined by ratiometric imaging of 92 cells from two in-
dependent experiments. Scale bar=10 pM. ****p<0.0001
(two-sample t-test). (C) Flp-In T-REx 293 Flag-HRP cells
were transfected with the indicated siRNAs. Expression of
FLAG-HRP was induced with doxycycline. The next day,
the medium was replaced with serum-free medium containing
either kb-NB or DMSO. The supernatant was collected after
5h for HRP measurements. *p<0.05 (one-sample t-test). (D)
U20S cells were transfected with the indicated siRNAs. Af-
ter 3 days, the cells were treated with nocodazole or DMSO
for 10 minutes and lysed. The lysates were analyzed by im-
munoblotting with the indicated antibodies. (E) U208 cells
were transfected with the indicated siRNAs. After three days,
the cells were fixed and stained with antibodies specific for
GM130 and RAB6. The images shown are maximum inten-
sity projections of several confocal sections. Co-localization of
GM130 and RAB6 (n=11; N=3) was analyzed with ImageJ.
Scale bar=10 uM. ****p<0.0001 (two-sample t-test)
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Similarly, phosphorylated DLC1 is very sensitive to changes in the
amount of PKD. Surprisingly, this does not result in strong negative
feedback regulation and robustness of pPKD to variations in total
PKD concentrations. Very small fractions of phosphorylated PKD
and DLC1 relative to the total protein amounts might provide an
explanation, reminiscent of our previous finding that PKD activity
is relatively insensitive to changes in CERT protein levels (c.f. [240],
Fig. 5). Although alterations of the PKD protein level result in
considerable fold changes in DLC1 phosphorylation, the abundance
of unphosphorylated DLC1, which regulates PKD activity as part
of the feedback, appears to buffer the system. If this is the case, we
anticipate that regulation via the feedback is hardly visible in the
dynamics of PKD activity upon nocodazole stimulation, since the
fold change of unphosphorylated DLCI1 is not much affected in this
scenario. Consequently, when comparing the time courses of pPKD
in control and siDLC1 experiments after stimulation with nocodazole,
we expect that pPKD increases in both scenarios, and that PKD
activity in the siDLC1 experiment remains constantly below those of
the control experiment, which is in agreement with Fig. 3.4. Although
Rho can activate PKD in response to stress signals [46, 214], these
Rho pools must be spatially distinct from the one regulated by DLCI,
which inactivates PKD. We have not observed any colocalization of
DLC1 with Golgi markers, but we cannot rule out that DLC1 directly
regulates PKD at the TGN, as both RhoA and ROCK have been
found at Golgi membranes [176, 182] and actin remodeling has been
associated with cargo sorting at the TGN [28, 197]. Regardless of
where DLC1 exerts its function, PKD at the Golgi membranes appears
to sense the cellular F-actin state whereby secretion is coordinated.
A challenge for the future is the identification of the downstream
signaling molecules that link Rho-ROCK with Golgi-localized PKD.
14-3-3 protein and chaperon p32 binding were previously reported to
decrease PKD activity [93, 221], but the psysiological conditions that
engage these regulatory mechanisms are unknown. 14-3-3 binding is
mediated by phosphorylation of serines 205/208 (RRLSNVSLT) and
serines 219/223 (IRTSSAELST) within the C1 domain of activated
PKD by a yet unknown upstream kinase. Intriguingly, serines 205
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and 219 match the consensus sequence for ROCK kinases [10], raising
the possibility that ROCK directly phosphorylates and negatively
regulates PKD. In DLC1 knockdown cells, pharmacological ROCK
inhibition only partially rescued the PKD phosphorylation, thus other
Rho effectors or Rho-independent mechanisms could also be involved
in the regulation of PKD and secretory trafficking. For example,
pl122RhoGAP, the rat homolog of DLC1, was initially identified
as a phospholipase C §1-binding protein that activates its PIP2-
hydrolyzing activity [101]. Thus, DAG produced by PIP2 hydrolysis
may contribute to PKD activation, although a later study failed
to demonstrate stimulation of PLCdd1 enzyme activity by human
DLC1 [95]. DLC1 further comprises a START domain, which is
found in a number of lipid transfer proteins [9]. The lipid ligand
for the DLC1 START domain still remains to be identified. START
domain-mediated lipid transfer could be involved in the modification
of the local membrane lipid composition or it could provide specific
lipid metabolizing enzymes with their substrate, thereby contributing
to PKD recruitment and/or activation at the TGN membranes.

In different types of human cancers, the expression of DLC1 is
frequently downregulated due to gene deletion or promoter hyper-
methylation [177]. Work in cancer cell lines and mouse models of
cancer have revealed a tumor and metastasis suppressor function
for DLCI. In cells lacking DLC1, the aberrant Rho signaling and
actin remodeling could lead to the missorting of cargo at the level
of the Golgi, altering the cellular secretome and the communication
of the cancer cells with the microenvironment. Considering that the
different PKD isoforms have been associated with both oncogenic and
tumor suppressive functions in dependence of the tumor context [194],
it is tempting to speculate that DLC1 loss could support neoplastic
transformation in part by dampening PKD activity. Alternatively,
elevated PKD activity could lead to the functional inactivation of
DLC1 by phosphorylation and sequestration through 14-3-3 protein
binding. In future studies it will be of particular interest to clarify
the reciprocal regulation of DLC1 and PKD in cancer cells of different
tissue origin.
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3.1.5. Experimental Procedures
3.1.5.1. Antibodies

Primary antibodies used were: mouse mAb anti-DLC1 (#612020)
and mouse mAb anti-GM130(#610823, both BD Biosciences), rabbit
pAb anti-PKCpu (D20) to detect PKD 142, rabbit pAb anti-GFP
(FL) (sc-8334) and rabbit pAb anti-paxillin (H-114, all Santa Cruz
Biotechnology, Dallas, TX, USA), rabbit pAb anti-Phospho-(Ser/Thr)
PKD Substrate Antibody (#4381) to detect pDLC1, rabbit mAb anti-
PKD2 (D1A7), rabbit mAb anti-PKD3 (D57E6) and rabbit pAb anti-
RABG6 (D37C7, all Cell Signaling Technology, Danvers, MA, USA),
mouse Ab anti-GFP (#11814460001, Roche Applied Sciences, Basel,
Switzerland). The polyclonal rabbit antibodies against PI4KIIIR
pS294 and autophosphorylated PKD (pS910 in human PKD1) were
described previously [91, 92]. For immunoblotting the following
secondary antibodies were used: donkey anti-rabbit IgG and goat
anti-mouse IgG coupled to IRDye 680RD or IRDye 800 LW (all
LI-COR Biosciences, Lincoln, NE, USA) and HRP-conjugated sheep
anti-mouse IgG and anti-rabbit IgG (both GE Healthcare, Piscataway,
NJ, USA). Secondary antibodies used for immunofluorescence were
goat anti-mouse IgG and anti-rabbit IgG coupled to AlexaFluor488
or AlexaFluor 546 (both Thermo Fisher Scientific, Waltham, MA,
USA), respectively.

3.1.5.2. Plasmids and siRNAs

Vectors encoding constitutively active (ca, Q63L) and dominant
negative (dn, T19N) RhoA were generated from a wild-type RhoA
construct (kindly provided by John Collard from The Netherlands
Cancer Institute, Amsterdam, The Netherlands) by a PCR approach
using the QuickChange site-directed mutagenesis system (Stratagene
California, La Jolla, CA, USA) according to the manufacturer’s in-
structions. Expression vectors encoding kinase-dead (kd, K612W)
and ca (S738E/S742E) PKD1 (PKCu) were described previously [93].
pTriEx-RhoA FLARE.sc Biosensor WT was a gift from Klaus Hahn
(Addgene plasmid #12150). The Golgi PKD activity reporter was
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described previously [64]. ON-TARGETplus® non-targeting con-
trol SMARTpool siRNA (D-001810-10, Dharmacon, Lafayette, CO,
USA) was used as negative control (siNT). siMAX DLC1 siRNA
(siDLC1) was custom synthesized by MWG Biotech, Ebersberg,
Germany (5-UUAAGAACCUGGAGGACUATT-3’). Custom de-
signed Silencer®Select human DLC1 siRNAs (siDLC1#2, s530697
and siDLC1#3, s530699) were from Thermo Fisher.

3.1.5.3. Cell culture

HEK293T cells and Flp-In T-REx 293 Flag-HRP cells were cultured
in RPMI 1640 (Thermo Fisher) supplemented with 10% FCS at
37°C in a humidified atmosphere of 5% COs. Flp-In T-REx 293
GFP-DLC1 cells and U20S cells were grown in DMEM (Thermo
Fisher) supplemented with 10% FCS. TurboFect (Thermo Fisher)
was used for plasmid transfections and Lipofectamine RNAiIMAX
(Thermo Fisher) for siRNA transfections. The following reagents
were used: Doxycycline (10 ng/ml), G6-6976 (5 M), H1152 (10 uM)
and nocodazole (10 uM, all from Merck, Darmstadt, Germany), kB
NB-172-40 (5 uM) and PDBu (100 nM, Tocris Bioscience, Bristol,
United Kingdom).

3.1.5.4. Western blotting

Cells were lysed in NEB extraction buffer [50 mM Tris (pH 7.5),
150 mM NaCl, 1% NP40, 1 mM sodium orthovanadate, 10 mM
sodium fluoride, and 20 mM (-glycerophosphate, Complete protease
inhibitors (Roche)] and lysates were clarified by centrifugation at
16,000xg for 10 min. Equal amounts of protein were loaded onto
NuPAGE® 4 - 12% Bis-Tris precast gels (Thermo Fisher) and then
blotted onto PVDF membrane using the iBlot device (Thermo Fisher).
Membranes were blocked in 0.5% blocking reagent (Roche) in PBS
containing 0.1% Tween-20 in PBS-T for 1 hour at room temperature,
incubated with primary antibodies, followed by HRP-conjugated or
IRDye-conjugated secondary antibodies and visualization was carried
out using the ECL detection system (Thermo Fisher) or the Odyssey
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device (LI-COR), respectively. Quantification of signals was carried
out with the Odyssey imaging software.

3.1.5.5. Rho biosensor measurements

Cells were transiently transfected with a plasmid encoding the RhoA
FLARE.sc biosensor along with PKD1 expression vectors. 24 h after
transfection cells were lysed in FRET buffer (50 mM Tris (pH 7.5),
5 mM B-glycerophosphate, 5 mM sodium fluoride, 0.5% Triton X-100)
and FRET ratio was measured in a multiwell plate reader (Tecan,
Ménnedorf, Switzerland). CFP was excited at 433 nm and CFP
emission was detected at 475 nm. The FRET signal was measured by
exciting CFP and detecting Citrine emission at 527 nm. The FRET
ratio was calculated by dividing the FRET signal by the CFP signal.

3.1.5.6. Ratiometric imaging to determine Golgi PKD activity

Ratiometric imaging of the Golgi PKD activity reporter was carried
out as previously described [64]. Briefly, HEK293T cells were seeded
on collagen-coated glass cover slips and transfected with siRNAs.
After two days, cells were transfected with the vector encoding the
Golgi PKD activity reporter. The next day, cells were fixed with 4%
paraformaldehyde (PFA), permeabilised with 0.2% Triton X-100 and
stained with an antibody reactive with the phosphorylated reporter
and Alexab46-labelled secondary antibody. Samples were mounted
with Fluoromount G (Southern Biotech, Birmingham, AL, USA)
and analyzed with a confocal laser scanning microscope (LSMT710,
Zeiss, Jena, Germany). EGFP was excited with the 488-nm line of
the argon laser and emission was detected in the spectral window
496-553 nm. Alexab46 was excited with the 561-nm line of a DPSS
laser and emission was detected from 563-621 nm. Laser powers were
adjusted to prevent fluorophore saturation and identical laser settings
were maintained throughout the experiment. Maximum intensity
projections of confocal stacks were analyzed with the ZEN software
(Zeiss). In reporter expressing cells, the Golgi region of interest was
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defined in the EGFP channel. With the output mean intensity values,
the ratio of Alexab46 to EGFP signal was calculated.

3.1.5.7. Immunofluorescence

U20S cells were seeded on collagen-coated glass cover slips and
transfected with 10 nM siRNAs. After three days, cells were fixed
with 4% PFA. Staining and imaging was carried out as described
above. Quantification of co-localization was carried out with the
JaCoP plugin in ImageJ [30].

3.1.5.8. HRP secretion assay

Three days post siRNA transfection, Flp-In HEK293 Flag-HRP cells
were replated into 24 well plates. 6 hours after seeding Flag-HRP
secretion was induced by doxycycline addition (10 ng/ml). The
next day, the medium was replaced by phenol red and serum free
medium containing doxycycline and the PKD inhibitor kb-NB 142-70
or DMSO, respectively. The supernatant was collected after 5 h for
HRP activity detection by addition of ECL reagent and measurement
of the chemiluminescent signal using a multiplate reader (Tecan).

3.1.5.9. Statistical analysis

Data are shown as mean + S.E.M.; ‘n’ refers to the number of analyzed
cells or images and ‘N’ to the number of independent experiments.
Statistical significance was analyzed by the indicated statistical tests
(GraphPad Prism version 7.03; GraphPad Software, La Jolla, CA,
USA). p-values below 0.05 were considered as significant (*p<0.05;
**p<0.01; ***p<0.001; ****p<0.0001).

3.1.6. Contributions

In this project, much effort went into determining a mathematical
model to describe the first and second biological hypothesis of the
network structure. I was actively involved in the discussions of
possible modeling options in this important step. Likewise, I played an
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active role in researching, selecting and defining the applied methods
and analysis tools. Additionally, I implemented the model and all
analysis tools (up to the usage of existing software). Consequently,
I performed all model analysis and discussed results with the other
authors. Finally, I also assisted in writing the manuscript, mainly
contributing to the supplementary information, which contains details
on the methods and tools applied in the study.

3.2. Results in the overall context

The goal of this project was the refinement of knowledge on the
DLC1-PKD regulation complex. In this collaborative work, the net-
work topology involving DLC1, PKD and Rho was investigated by a
combination of experimental and mathematical modeling approaches.

In the data processing step, I supported the testing of effect signif-
icance of the experimental inhibitors kb-NB and G6-6076 by using a
parametrized dynamic model to describe two hypotheses and applying
an F-test as described in Appendix B.1.3 and shown in Figure 3.2.
This modeling approach allowed to include the dynamic behavior in
the hypothesis test. To that end, we calculated the test statistic from
the residual sum of squares after fitting the model for each hypothesis
to the experimental data.

Our choice of MLE for model calibration resulted in the need to
choose an appropriate error model for the data and correspondingly
the model output. In order to identify the error model that could
optimally describe the experimental data, I selected and compared
a number of different options as detailed in Appendix B.1.4. These
options consisted of the three levels: distribution, variance estimator
and pooling of standard deviations. The 12 correspondingly defined
model variants were compared using several information criteria.
The error model was selected according to the criteria corrected for
small sample sizes. As shown, this approach allows for an in depth
comparison of different error model options of levels as specific as the
modeler deems necessary. In comparison to applying this step as part
of the model calibration step, application as a pre-processing step
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reduces the required computational time as the calibration tends to
be repeated until the optimal mathematical model and corresponding
suitable parameter bounds are identified.

The number of experimental data points was relatively small com-
pared to the number of experimental conditions. Additionally, ex-
perimental data only comprised measurements for phosphorylated
PKD and DLC1. In this sparse data setting, we chose a simplified
two state variable model to describe the system dynamics. This
especially means that Rho, which is a main contributor to the DLC1-
dependent feedback regulating PKD activity in our model hypothesis
(Figure 3.1E), is not directly represented in the mathematical model.
The model utilizes mass action kinetics as the fundamental modeling
approach in order to consider the unknown system behavior and
keep it as simple as possible. However, the PKD phosphorylation
rate k(DLC1, 0) required particular attention. First, our feedback
hypothesis is incorporated in the PKD phosphorylation rate. In the
hypothesized model structure, DLC1 inhibits Rho activation which
results in an inhibition of PKD phosphorylation. Thus, we modeled
the influence from DLC1 on PKD by decreasing the basal rate of
PKD phosphorylation dependent on the amount of unphosphory-
lated DLC1. Moreover, all experimental treatments are modeled
as direct influences on the PKD phophosphorylation rate. As Rho
is not a model variable, we described constitutively active Rho by
increasing PKD phosphorylation rate by a fixed value 6g. All fac-
tors incorporated in the PKD phosphorylation rate are specified in
Table B.4.

In this study, we investigated the hypothesis of an overall positive
feedback involving Rho GTPase signaling on PKD activity. Ac-
cordingly, we chose maximum likelihood estimation as method for
model calibration. After comparing different approaches regarding
the reliability, I employed the Pattern Search algorithm to solve the
optimization problem. The use of a multi-start approach enabled me
to find a range of optimal and near-optimal parameter sets. Thus, the
model hypotheses could be evaluated while keeping the computational
effort relatively low.

The calibrated models of the first and second hypothesis both
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showed a good accordance with the experimental data. However, as
the amount of available experimental data was small, a separation in
training and test data was not feasible. Also, as Western Blot data
requires normalization to a reference point, the number of data points
was even more restricted. In order to nevertheless test the model
validity in an objective manner, I implemented a novel bootstrapping
approach that sampled new data from the calibrated model (Fig-
ure 3.2D). If the calibrated model followed the data too closely, thus
overfitting, the calibrated model would fit the majority of the sampled
data worse and thus lead to worse objective function values than the
experimental data set. Conversely, if the calibrated model fits the
data too loosely, thus underfitting, we assume that the calibrated
model fits the sampled datasets better than the experimental data.
The resampled data was used to estimate the distribution of the
maximum-likelihood objective function value. Plotting this estimated
distribution against the objective function value of the calibrated
model can give an easy visual indication on the plausibility of the
model when the number of experimental data points is not sufficient
for other methods.

Analyzing the model, I also considered the values and correlations
of the inferred parameter sets via scatterplots (Figure B.3). This
approach allows the assessment of possible 2D correlations among
parameters and how well parameters could be defined given the model
complexity and available experimental data. Inspection of parameter
values also revealed that the parameter representing the influence of
DLC1 on PKD is constantly optimized to very small values. Thus,
in order to investigate if the small values of this parameter actually
implicate the influence of DLC1 on PKD activity, I simulated PKD
activity in response to varying DLC1 total amounts by adjusting
the scaling parameter s; (Figure 3.3A). As the simulation results
suggested a very small influence of DLC1 on PKD activity and thus
a weak feedback connection, I performed a profile likelihood analysis
on the feedback parameter g (Figure 3.3B). The results showed
that the experimental data could be better described using negative
values for the feedback parameter. Using the optimal value of g
found via the profile likelihood analysis, I repeated the simulation of
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PKD activity in response to varying total amounts of DLC1. As can
be seen in Figure 3.3C, the change in 6 increased the influence of
DLC1 amounts on pPKD. Taking these findings into account finally
lead to the second model hypothesis comprising a negative feedback
mechanism from DLC1 on PKD.

This new model hypothesis was tested via additional experiments.
These comprised experimental conditions of increased and decreased
DLC1 expression as well as inhibition of ROCK. The experiments
support the hypothesis that DLC1 increases PKD phosphorylation.
Furthermore, the experiments indicate an important role of Rho-
ROCK signaling for the feedback mechanism. Hereby, Rho activates
ROCK which in turn inhibits PKD activation. Combining new and
old experiments, we returned to the data pre-processing step and
repeated all steps of the modeling procedure. For the second model
hypothesis I followed the same five-step procedure as for the first
model hypothesis. Relevant changes only appear in the modeling and
model calibration steps.

The complexity of the second model increased compared to the
first model as a result of the additional experimental treatments.
The first set of experiments showed an increase in PKD activity for
constitutively active Rho, we thus kept the corresponding term from
model 1. However, the new experiments revealed that Rho-ROCK
signaling negatively regulates PKD activity. This negative regulation
is suppressed by DLC1 down-regulating Rho activity. Consequently,
we assumed that constitutively active Rho inhibits PKD activation via
ROCK signaling. To include this aspect in our model, we introduced
a parameter 019 to reduce the strength of the positive feedback from
DLC1 on PKD for this experimental setup. All adjusted or new
factors incorporated in the PKD phosphorylation rate are specified
in Table ?7?7. For model calibration, I employed a gradient-based
optimizer, which is faster than Pattern Search, to compensate for the
increased model complexity.

Finally, the second model was used for a simulation-based analysis
of the feedback by investigating the interaction strengths between the
model variables PKD and DLC1. Varying the total amounts of PKD
and DLC1, I simulated pDLC1 and pPKD fold changes, respectively



124 DLC1 maintains PKD activity

(top row in Figure B.10). Hereby, pDLCI increases linearly with
the PKD amount and similarly pPKD is a linear function of the
total DLC1 amount, suggesting a strong connection of the activation
of one component with the amount of the other. In a second part,
I considered the influence of changes in total PKD on pPKD as
well as from total DLC1 on pDLC1 (bottom row in Figure B.10).
Results show, that changes in total DLC1 amounts strongly influence
DLC1 phosphorylation, while changes in total PKD amounts are not
propagated through the feedback.

Additional experiments were performed to test whether the PKD
pool, located at the Golgi membranes, is sensitive to DLC1 regulation.
The experimental results showed a reduction of Golgi-localized PKD
in cells depleted of DLC1. Therefore, we deduced that Golgi secretory
function should be affected by a lack of DLC1. This hypothesis was
again confirmed experimentally.

In summary, we combined experimental with mathematical model-
ing approaches to study the molecular interactions between DLCI1,
PKD, and Rho. Our results reveal that DLC1 controls the basal PKD
activity at the Golgi and Golgi secretory function. This mechanism
involves Rho-ROCK signaling, which is down-regulated by DLCI.

From a methodological point of view, the number of available
experimental data was limited by constraints such as the time and
personal needed to perform additional experiments as well as the
cost.

Thus, for the selection of all methods, starting from the modeling
up to the data analysis step, I had to take the sparsity of the data
into consideration. The sparsity forces strong restraints on the appli-
cability of existing methods. Consequently, I developed new methods
and introduced novel applications of existing methods such as the
pre-processing for error model selection and the use of the F-test for
inhibitor testing. Whenever possible, standard procedures, such as
MLE for model calibration, were used.
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tion and gene selection in cancer omics data”. In: Stat
Methods Med Res 31.5 (2022), pp. 947-958

4.1.1. Abstract

The extraction of novel information from omics data is a challenging
task, in particular, since the number of features (e.g. genes) often
far exceeds the number of samples. In such a setting, conventional
parameter estimation approaches lead to ill-posed optimization prob-
lems, and regularization may be required. In addition, outliers can
have a large impact on classification accuracy.

Here we introduce ROSIE, a sparse and robust ensemble classi-
fication approach, which combines sparse and robust classification
methods for outlier detection and feature selection and further per-
forms a validity check by using a bootstrap approach. Therefore, we
selected three sparse and robust methods: Sparse robust discrimi-
nant analysis with sparse partial robust M regression, Robust and
sparse K-means clustering and robust, and sparse logistic regression
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with elastic net penalty. Outliers of ROSIE are determined by the
rank product test using outlier rankings of all three methods, and
important features are selected as features commonly selected by all
methods.

We apply our methodology to RNA-Seq data from The Cancer
Genome Atlas (TCGA) to classify observations into Triple-Negative
Breast Cancer (TNBC) and non-TNBC tissue samples. The pre-
processed dataset consists of 16,600 genes and more than 1,000
samples. We demonstrate that ROSIE selects important features and
outliers in a robust way. Identified outliers are concordant with the
distribution of the commonly selected genes by the three methods, and
results are in line with other independent studies. Furthermore, we
discuss the association of some of the selected genes with the TNBC
subtype in other investigations. In summary, ROSIE constitutes a
robust and sparse procedure to identify outliers and important genes
through binary classification. Our approach is ad hoc applicable to
other datasets, fulfilling the overall goal of simultaneously identifying
outliers and candidate disease biomarkers to the targeted in therapy
research and personalized medicine frameworks.

4.1.2. Introduction

Genomics, proteomics, metabolomics, transcriptomics - omics data
exist in a wide variety and enable research in just as many medical
fields. For example, omics data have been applied in the fields of
toxicology (e.g., Thomas et al. [227], Sutherland et al. [224]), nutri-
tional science (e.g., Zhang et al. [250], Kato et al. [120]) and disease
research (e.g., Kan et al. [118], Reid et al. [190], Anda-Jauregui and
Herndndez-Lemus [11], Paczkowska et al. [173]). The extraction of
novel information from omics data is challenging. In particular, classi-
fication based on transcriptomics data is hampered by a large feature
space and a comparably low number of individuals (n < p), leading
to ill-posed optimization problems. The large p, small n setting is
one important problem of the curse of dimensionality and requires
a special treatment. A variety of sparse methods that reduce the
dimensionality of the feature space have been proposed in this con-
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text. Examples include data-based statistical methods such as Linear
Discriminant Analysis [57, 156], penalized likelihood functions [45],
variable selection methods or shrinkage approaches [202], Support
Vector Machines [81] and many more. These methods usually require
efficient algorithms.

In addition, transcriptomics data frequently contain erroneous or
noisy values. Independent of whether these values are caused by
measurement errors or inherent outlying behavior, they can influence
the classification process of all the remaining patients [68]. Robust-
ness to outliers can be achieved by robust methods which identify
outliers (also denoted as influential samples) during the classification
process. A novel approach for outlier detection by Lopes et al. [149],
for example, applies a consensus approach that combines the inherent
residual measures of several classification methods to obtain a con-
sensus ranking of samples in terms of their outlierness. Since feature
selection and also outlier detection methods are based on different
assumptions, their performance also varies depending on the specific
characteristics of the dataset which they are applied to. Likewise, a
comparison of different methods in an in silico study also depends
to a considerable extend on the model which has been used for data
generation, since every method has its strengths and weaknesses and
there is not a single best solution. The idea of Ensemble approaches is
to combine several methods which return the same kind of output in
order to increase accuracy and reduce the number of false positively
selected features. It has already been shown that the sparse Ensem-
ble approach of Lopes et al. [149] achieves high accuracy in feature
selection compared to other sparse and robust classifiers in settings
where the number of outliers is low [223]. However, in datasets with
a larger proportion of outliers, these might have an impact on the
classification, and thus on the results of outlier detection and fea-
ture selection. Therefore, important features can be missed in the
selection.

Combining the idea of an Ensemble approach with the need for
robustness against outliers, we propose to use an Ensemble of robust
sparse methods, which we name RObust Sparse ensemble for outllEr
detection and feature selection (ROSIE). The general workflow of
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ROSIE (i) combines sparse and robust classification methods for
outlier detection and feature selection and (ii) performs a validity
check in terms of altered data.

To build our Ensemble, we selected three sparse and robust methods
with freely available implementations in R packages, to perform
supervised (classification) and unsupervised (clustering) learning
tasks: Sparse robust discriminant analysis with sparse partial robust
M regression [98, 207] (SPRM-DA or SPRM), Robust and sparse
K-means clustering [131, 132] (RSK-means), and Robust and sparse
logistic regression with elastic net penalty [136, 137] (enetLTS). For
each method, a ranking of outlierness for all features is obtained
and combined to a single consensus ranking by calculating the Rank
Product (RP). Outlierness is subsequently assessed using the RP test.
Bootstrap samples drawn from the original dataset are used to verify
results.

This pipeline is evaluated on simulated data. Results show that
the procedure identifies outliers reliably in different settings. Subse-
quently, ROSIE is applied to a transcriptomic breast cancer dataset to
differentiate triple-negative breast cancer (TNBC) from other breast
cancer types (non-TNBC). TNBC is an aggressive breast cancer sub-
type, with a marked heterogeneity and a poor survival, for which
the selection of new biomarkers for the development of new targeted
therapies is of clinical relevance [174]. ROSIE is indeed able to select
features in a robust way. Moreover, several of the selected genes
have been associated with TNBC in other experimental and machine
learning contexts, which corroborates the biological significance of
the genes selected by ROSIE.

4.1.3. Methods
4.1.3.1. Ensemble procedure

The Ensemble procedure is illustrated in Figure 4.1A. It can be
divided into two parts. In the first and main part (Figure 4.1A
(left)), three classification methods are applied independently from
each other to the dataset. Hyperparameters for each method are
optimized during this step. Since all methods are sparse and robust,
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each of them returns a list of selected features and a measure for
the outlier ranking of the samples. Commonly selected features are
marked as important. Moreover, using the RP test to achieve a
consensus ranking, we finally obtain a list of outliers by evaluation of
the corresponding g¢-values.

The second part (Figure 4.1A (right)) consists of a validity check
which verifies the results of the main part with resampled data. For
this purpose, several bootstrap sets are taken from the original dataset
while preserving the dataset size and proportion of samples labeled
with 0 and 1, respectively. The classification methods are applied to
these bootstrap samples using the optimal hyperparameters identified
in the main part. The resulting lists of outliers and selected features
are used to evaluate the results of the main part.

4.1.3.2. Ensemble methods

We selected three inherently different methods for classification in
order to obtain independent ranking results. A schematic depiction
of the approaches with arbitrary data points of two classes is given
in Figure 4.1B. A formal description of each method, the choice of
hyperparameters, as well as the ranking of outliers and the selection
of features are detailed in Supporting Information Section C.1.

4.1.3.3. Outlier identification

The identification of outliers by combining the results of different
classifiers can in the simplest way be achieved by finding the intersec-
tion of samples tagged as outliers by each method. But not only do
not all methods provide such tags, this procedure also does not have
any statistical background. We therefore apply an Ensemble method
based on the RP technique [35]. This non-parametric statistical
technique is based on the RP from different methods and permits
the calculation of significance rankings for all samples. Therefore,
as depicted in the Ensemble workflow (Figure 4.1A), we require the
outlier rankings for each classification approach. As the classifiers
differ in their procedure of classification and outlier detection, rank-
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Figure 4.1.: ROSIE workflow and robust and sparse clas-
sification methods. A) Three robust and sparse methods
perform classification on the dataset. Each method pro-
vides an outlier ranking and selected features. Rankings are
combined to acquire an outlier list. Important features are
taken as the intersection of all three selected feature sets.
Validity of the method is assessed by repeatedly classifying
bootstrap sampled datasets and comparing the results with
the main part. B) Simplified representation of the underlying
classification methods, i.e., sparse robust discriminant analy-
sis with sparse partial robust M regression (SPRM), robust
and sparse K-means clustering (RSK-means) and robust and
sparse logistic regression with elastic net penalty (enetLTS)
for exemplary data comprising two classes and two features

(p1,p2)-
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ings are obtained in an individually adjusted fashion, as described
for each of the methods. Independent of the ranking rule, an average
approach (software settings ties.method = "average") is applied
for tied values. Thus, for each sample i € {1, ..., n} we obtain three
rank values R;(i), | € {1, 2, 3}.

In order to combine these rankings to one consensus ranking, we
calculate the RP for each individual as RP(i) = [[;{_; Ri(i). Sub-
sequently, samples are ranked according to their RP values. Corre-
sponding p-values are then determined using the approach of Heskes
et al. [96]. Statistical testing of all p-values increases the risk of type
I errors (false positives), since for each test a type I error can occur.
In order to control the type I error in multiple testing, the expected
proportion of type I errors among all significant test results, i.e., the
False Discovery Rate (FDR) [219, 220], can be considered. While a
False Positive Rate of 5% implies that on average 5% of true null
hypotheses are rejected, an FDR of 5% means that on average 5% of
all rejected null hypotheses are actually true. As a measure of the
FDR, so-called g-values are calculated based on the p-values. ¢-values
as measures of the FDR are the analogue of the p-values as measures
of the False Positive Rate and provide a mechanism to control the
rate of false discoveries in multiple testing problems.

4.1.3.4. Validity check

In order to assess the robustness of ROSIE towards variations in the
data, we repeat the classification and evaluation steps for different
alterations of the original data created by bootstrap sampling (see
Figure 4.1A, right side). For m data variations, the samples are
separated in m blocks of approximately equal size while keeping the
proportion of the classes. Each block is subsequently filled to original
size with data points that are sampled with replacement from the
complete dataset. Again, we ensure preservation of the case propor-
tion. This sampling strategy ensures that each sample is contained
in at least one bootstrap block. In the next step, classification is
performed for each block given the parameters that were selected in
the main Ensemble run. Finally, the entirety of influential samples
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found in the bootstrap runs are compared with the influential sam-
ples of the main run. Likewise, we examine the match of selected
features found in the main run and the bootstrap runs. In addition
to validating our procedure, this approach can be used to reduce the
number of features to be evaluated by considering only those that
have been repeatedly selected also in the bootstrap runs.

4.1.3.5. Simulation Study

In order to evaluate our ensemble compared to each individual method
in a controlled setting in which the ground truth is known, we
performed a simulation study on artificial data comprising 3200
features and 200 samples (as detailed in Supporting Information
Section C.3). Outliers were created in two different ways. First, a
subgroup of samples was randomly selected and their labels switched.
This reflects errors in the a priori classification. This was performed
for 5% and 15% of the samples, respectively, leading to two datasets.
Second, in order to mirror outliers in gene expression in the third
dataset, 15% of the features were randomly selected and their standard
deviation computed. Then, 5% of the samples were randomly selected
and the values corresponding to the selected features increased by
three times the respective standard deviation.

4.1.3.6. Triple-negative breast cancer data/ Data preparation

We considered a dataset consisting of RNA sequencing (RNA-Seq)
data of breast cancer patients from The Cancer Genome Atlas [191]
Breast Invasive Carcinoma data collection. The Cancer Genome
Atlas [231] comprises one of the largest collections of omics datasets
for more than 33 different cancer types and 20,000 individual tumor
samples. The dataset used to evaluate ROSIE was the one used
in Lopes et al. (2018) [149], corresponding to the Breast Invasive
Carcinoma RNA-Seq Fragments Per Kilobase per Million (FPKM),
excluding the clinical variables subset. The dataset was obtained
using the brca.data R package [235], as described by the authors [149].
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The dataset consists of 1,019 patients (samples) in total, of which
160 are TNBC (class membership y; = 1) and 859 non-TNBC (y; = 0).
The expression of three receptors was used to assign class labels to
the samples. Patients are labeled as TNBC when the genes for
the estrogen receptor and progesterone receptor are not expressed
while the human epidermal growth factor receptor 2 (HER2) is not
overexpressed.

HER2 measurements based on three different readouts were avail-
able for a classification of samples, HER2 (via immunohistochemical
testing (IHC)) level, HER2 (via THC) status and the HER2 level mea-
sured by fluorescence in-situ hybridization testing (FISH). Altogether,
28 patients showed non-concordance between two of the resulting
HER2 labels, of which 4 were assigned to the TNBC and 24 to the
non-TNBC group. We refer to these patients as suspect samples.
For 8 out of these 28 suspect samples, HER2 decision also decides
label. We note here that although the non-TNBC group consists of
several subgroups, they are all assumed to be similar enough, such
that binary classification is not hampered.

The huge amount of raw data was reduced by considering for the
analysis only protein coding genes reported by the Ensembl genome
browser [247] and the Consensus Coding Sequence project [178]. By
additionally removing genes whose expression level remained constant
across all patients, a subset of 19,688 genes (features) was extracted.
We further reduced the number of genes to 16,600 in a final step of
data preparation, as SPRM is restricted in the data size it can process.
Reduction was performed by employing the function filterVarlmp
from the R package caret [109], which performs class prediction for
a series of feature subsets. For each subset sensitivity, specificity
and subsequently the receiver operating characteristic (ROC) curve
are computed. The area under the ROC curve is then used as the
measure of variable importance. By sorting the features according
to their variable importance, we discarded those with the lowest
variable importance, such that 16,600 features remained. Data was
log transformed for further analysis.
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4.1.4. Results and discussion

4.1.4.1. Simulation Study: ROSIE reliably detects outliers in
different settings

In order to investigate the performance of our procedure in detecting
outliers, we applied ROSIE to the three simulated datasets. Details
about the classification settings and the choice of the hyperparame-
ters are given in Supporting Information C.2 and C.4. Results were
compared with those of the individual approaches by ROC analysis
(Figure 4.2). For the first dataset (Figure 4.2 left), SPRM performs
best, tightly followed by enetL.TS. Since RSKC is an unsupervised
learning approach, which does not use the a priori labels, its per-
formance is comparable to a random classification for the first and
the second dataset, as expected. enetLTS outperforms the other
approaches on the second dataset. Since ROSIE takes the outlier
rankings of all three methods into account, it naturally cannot be
the best method for a single dataset. However, its ROC curve is still
acceptable even though RSKC completely fails in these particular
scenarios. However, RSKC by far outperforms the other two methods
on the third dataset, and enetL'TS is not better than random. Also
for this scenario, ROSIE still gives reasonable results. Moreover,
ROSIE has the best overall AUC value when averaging over all three
scenarios.

In summary, this analysis shows that the performance of the individ-
ual methods vary significantly and strongly depend on the particular
dataset at hand and the kind of outliers, while ROSIE is able to
compensate for the failure of one of the methods. Moreover, on
average, ROSIE detects outliers more reliably in terms of averaged
AUC values. Since for real datasets the outlier percentage and noise
levels are usually unknown a priori, ROSIE can indeed provide robust
results in a situation of lack of detailed information.
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Figure 4.2.: ROC curves for simulation study results. Re-
sults comparing ROSIE with single methods for three outlier
settings. Average AUC values: ROSIE (0.81), ENET (0.79),
SPRM (0.76), RSKC (0.65)
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Table 4.1.: Summary of classification results. Number of
selected features and number of misclassifications for SPRM,
RSK-means and enetL.TS.

SPRM RSK-means enetLTS

# of selected genes 2,982 511 70
Misclassifications 68 63 63

4.1.4.2. Breast cancer dataset: ROSIE selects features and
outliers in a robust way

We examined the TNBC dataset with the three previously described
methods SPRM, RSK-means and enetLTS. Details about the classifi-
cation settings and parameter selections are given in the Supporting
Information Section C.2. Final parameter combinations for each
method are listed in Table C.3. Table 4.1 includes the number of
selected genes and misclassifications for each of the methods. The
methods result in similar numbers of misclassifications. A majority
of 56 samples were commonly misclassified by all three methods (see
Figure C.1 for a Venn diagram of misclassified samples). The num-
ber of selected genes highly differs between the three methods, with
differences up to two orders of magnitude. SPRM selects the largest
number of genes, 2,982, in the classification process. Interestingly,
the 511 genes picked by RSK-means are a subset of this selection.
Furthermore, only two of the 70 genes picked by enetLTS are not
part of it. Taken together, a set of 54 genes was selected by all
three methods (see Figure C.2 for a Venn diagram of selected genes
and Table C.4 for a list of gene names). In summary, we have a
remarkable agreement between the three methods regarding the set
of misclassified samples as well as the set of selected genes.

After aggregating outlier rankings for all three methods and cal-
culating the g-value for each sample, 11 samples with ¢ < 0.05 were
identified as influential (Table 4.2). All influential samples are of type
non-TNBC, while all but one of these samples are classified as TNBC
by each of the three classification methods. Also, that one is still
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misclassified by two of the methods. This list shows that ROSIE has
the potential to detect potential misclassifications also in cases where
labels are initially missing. Furthermore, the list of misclassifications
is enriched by suspect cases, which is further reassuring.

Five bootstrap samples were used to validate results. The three
classification methods were applied to each of these samples, and
commonly selected features and a list of influential samples were
identified. A summary of the individual bootstrap optimization runs
is given in Table C.5 in the supplementary material. All influential
samples were repeatedly selected as influential in all bootstrap runs
they are part of. Influential samples appear in one up to all five of the
bootstrap blocks with a mean appearance of 2.9 times. Moreover, 22
(~ 41%) of the commonly selected features of the main run are also
commonly selected in all five bootstrap runs. Another 14 (= 26%) are
commonly selected in four bootstrap runs, while only three (=~ 6%)
are not commonly selected in any bootstrap run (see Table C.4).
Taken together, this analysis shows that ROSIE is able to select
features and outliers in a robust way regarding variability in the data.

4.1.4.3. Breast cancer dataset: Influential samples identified by
ROSIE match well with the commonly selected genes

In a first analysis step, we considered the correlation coeflicients
between the commonly selected genes. Figure 4.3 shows the cor-
responding heatmap of correlation coefficients. The genes show a
clear separation into two blocks of predominantly moderate positive
correlations while correlations between genes of different blocks are
predominately moderate negative. The smaller block consists of
13 genes that are known to be downregulated in TNBC, for exam-
ple AGR2, TBC1D9 and TGFB3. The larger block comprises 41
genes that show upregulated behavior in TNBC samples, for example
FOXC1, UGT8 and HORMAD1 (block membership of all 54 genes is
noted in Table C.4). Among commonly selected genes, absolute val-
ues of correlation coefficients range from 0.22 to 0.95. In comparison,
Figure C.3 presents a corresponding heatmap of 54 randomly selected
genes from the full dataset. Here, no such interrelated groups can be
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SPRM RSK-m enetLTS RP p-values g¢-values miscl. rate
TCGA-E9-A22G 1 94 1 94 0 0.0014 100
TCGA-A2-A0YJ 2 90 8 1440 0 0.0230 100
TCGA-A2-A4S1 61 1 43 2623 1-1074 0.0243 67
TCGA-AT-A13E 9 154 2 2772 1-107* 0.0243 100
TCGA-A2-A04U * 5 168 4 3360 1-107* 0.0243 100
TCGA-LL-A6FR 13 79 5 5135 2-107%  0.0296 100
TCGA-AR-A0TP 10 91 6 5460 2-1074 0.0296 100
TCGA-AR-A251 3 296 7 6216 2-107%  0.0299 100
TCGA-AN-AQFJ * 6 78 22 10296 4-107% 0.0410 100
TCGA-OL-A5S0 8 402 3 9648 4-107* 0.0410 100
TCGA-AN-AOFL * 39 13 24 12168 5-107¢ 0.0444 100
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Table 4.2.: Summary for influential samples found by En-
semble procedure. Shown are acquired ranks per method,
Rank Product (RP), statistical p- and g-values, misclassifi-
cation percentage and percentage of significant ¢g-values in
bootstrap runs. Suspect cases are marked with an asterisk (*).
All influential samples were repeatedly selected as influential
in all bootstrap runs they were included in.
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Figure 4.3.: Correlation analysis of selected features.
Heatmap of correlation values of the 54 commonly selected
features.

identified, and weak correlations dominate.

As the correlation values hint to a strong connection among the
selected genes, we examined possible distinctive behavior of TNBC,
non-TNBC and influential samples via density estimates.

For this purpose, we estimated two 1D marginal densities of com-
monly selected genes using all but the influential samples that were
labeled as TNBC and non-TNBC, respectively, according to the
TNBC markers, as described before. Figure 4.4A shows such den-
sity estimates exemplarily for six commonly selected genes. Density
estimates of the non-TNBC group are represented by the solid red
lines, respective estimates of the TNBC group are represented by
the green dashed lines. Vertical lines illustrate the medians of both
groups. In general, the densities of the non-TNBC group, which
comprises around 84% of all samples, are for many genes close to
normal distributions, while shapes of densities of the TNBC group
vary substantially.
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Densities partially show good separation between TNBC and non-
TNBC groups, such as FOXC1, AGR2 and TBC1D9. Here, the
TNBC groups can roughly be summarized as right skewed or left
skewed curves, respectively, with a median far from the non-TNBC
median. In contrast, HORMAD1 shows two distinct peaks for the
TNBC group, one of which is in good agreement with the non-TNBC
peak.

Along with this, values of markers for samples returned as influential
by ROSIE are depicted in blue. They all were assigned to the non-
TNBC group according to their markers prior to the classification
approach. It can be seen that they strongly match the density
curves of the TNBC group in all six plots and, related to that, they
are distributed closely around the TNBC median. Particularly for
HORMAD1, the influential sample values tend to have larger gene
expression values, and thus fit particularly to the higher TNBC mode.
Also, the median for influential and TNBC samples is very similar
regarding HORMAD1.

The density plots for UGTS show another possible behavior of
TNBC samples. Here, TNBC samples are rather uniformly distributed
over a wide range of values that overlaps with the non-TNBC curve.
Influential individuals are also widely spread, but the median still
aligns with the TNBC samples.

Finally, TGFB3 shows two overlapping curves with a seemingly
bad separation of TNBC and non-TNBC. Still, the influential samples
tend away from the non-TNBC peak and spread around the TNBC
median instead.

Since density curves may not properly reflect the fact that around
84% of the samples are non-TNBC and the sample size for TNBC
is comparably small, we present histograms of the TNBC and non-
TNBC groups in Figure C.4. Overall, Figure 4.4A shows that the
influential samples selected via the RP test match well with the
commonly selected genes, which in turn supports the potential of
our ROSIE approach to identify important features and influential
samples.

Based on these results, we asked the question whether the selected
genes are primarily those which are differentially expressed between
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the two groups. Therefore, we applied edgeR ([193], version 3.26.8)
to the dataset in order to identify differentially expressed genes. In
total, 7529 genes were found to be differentially expressed by this
analysis. There is a very good agreement between the two methods.
In particular, all genes found by ROSIE are among the differentially
expressed genes identified by edgeR, thus reassuring that these are
indeed correlated with the classification. Moreover, all those genes
have a quite low false discovery rate, as can be seen by a ROC analysis
with the genes found by ROSIE as ground truth (Figure C.5). This
analysis shows that ROSIE is able to identify DEGs as important
features.

Analysis on influential samples and potential biomarkers on the
TCGA dataset was also conducted by Lopes et al. [149] and Segaert
et al. [206]. The concordance of the three approaches are illustrated
in the Venn diagrams in Figure 4.5. Lopes et al. used an Ensemble
approach of sparse classification methods to identify outliers in the
TCGA dataset using the RP statistics. 24 influential samples were
identified, four of which coincide with our findings. The large differ-
ence in the number of outliers found by Lopes et al. and ROSIE is
probably due to the fact that the three methods that were used in
their ensemble approach are much more similar than in our approach.

Conversely, Segaert et al. used a single robust and sparse method,
enetLUT'S, for outlier detection. Their results comprise 43 influential
samples which include all of our findings. Both publications also
present a set of genes as potential biomarkers for TNBC. Five genes
which we identified as potential biomarkers were also found by the
sparse Ensemble [149], while 26 are in common with Segaert et
al. [206]. Overall, this shows that our results are in line with other
independent studies on the same dataset and additionally provide
novel genes as potential putative biomarkers.

4.1.4.4. Breast cancer dataset: Genes selected by ROSIE are
associated with TNBC types in other studies

As the goal of this study is to show the capability of ROSIE for
identifying biomarkers and influential samples in oncology data, we



4.1. Published manuscript and contributions 145

exemplarily investigate the biological background of three of the 54
selected genes. In the following, we will thus illustrate the signifi-
cance of our findings by discussing the biological importance of the
genes HORMADI1, AGR2 and TBC1D9 for TNBC, which presented
especially strong indications of importance in literature.

HORMA domain containing 1 (HORMAD1) is one of the genes
repeatedly selected also in the bootstrap runs of the Ensemble pro-
cedure. As HORMA domains play a role in chromatin binding, the
protein encoded by HORMAD1 has been suggested to be involved
in meiosis and its expression as a potential marker for cancer [41].
In previous studies analyzing differentially expressed genes between
TNBC and non-TNBC, HORMADI1 has already been highlighted
as one of the key upregulated genes differentiating TNBC and non-
TNBC [39, 249]. Additionallyy HORMAD1 overexpression, referring
to the higher HORMAD1 levels of the second mode of TNBC samples,
has also been reported to contribute to Homologous Recombination
Deficiency and to be a potential composite predictive biomarker for
sensitivity to platinum-based chemotherapy in TNBC patients [239].

Similarly, AGR2, which has also been repeatedly selected in the
Ensemble procedure, was listed among the top downregulated genes
differentially expressed between TNBC and non-TNBC [39, 249]. It
has been shown that AGR2 is coexpressed with the estrogen receptor
in breast cancer cell lines [229]. In addition, it has been associated
with cell migration and metastasis [58].

Finally, TBC1D9 is a gene whose function has only recently been
revealed to be involved in the regulation of selective autophagy
via regulating TBK1 activation, which in turn is often associated
with cancer [169]. Another recent study employed machine learning
algorithms and survival outcome of breast cancer patients to identify
three potential genes for the discrimination between TNBC and non-
TNBC [134]. Thereby, TBC1D9 was selected, and overexpression
of TBC1D9 was furthermore shown to be connected to a better
prognosis [134].

These aspects reinforce our findings of genes important for TNBC
classification and the importance of identifying outlying individuals
whose unique gene markup might influence their prognosis and drug
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Figure 4.4.: Relation between influential samples and com-
monly selected genes. Estimated densities of gene expres-
sion of selected features grouped by TNBC (green dashed line)
and non-TNBC (red line). Vertical lines represent respective
group medians. Blue markers depict influential samples.
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Figure 4.5.: Venn diagrams comparing different classifica-
tion approaches. Comparison of identified outliers (left)
and selected genes (right) from ROSIE, the sparse Ensem-
ble approach by Lopes et al. [149] and the robust approach
enetLTS by Segaert et al. [206].

Segaert et al.

sensitivity.

4.1.5. Conclusions

In this study, we have presented ROSIE, a robust and sparse Ensem-
ble approach for outlier detection and feature selection from high
dimensional datasets. ROSIE combines different robust and sparse
methods which are individually applied to the dataset. Thereby,
hyperparameters are adjusted individually for each method, and a
ranking of outliers as well as a set of selected features are defined.
ROSIE combines these results into a consensus ranking by evaluating
the g-values via the RP test, and by defining the set of selected fea-
tures as features commonly selected by all methods. A validity check
is done via a bootstrap approach. ROSIE was validated on simulated
datasets and subsequently applied to RNA-Seq data from the TCGA
for classification into TNBC and non-TNBC tissue samples.
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Applying our Ensemble approach, we managed to reduce a set of
16,600 genes to 54 possible biomarkers for TNBC. ROSIE was able
to identify features and outliers in a robust way. Furthermore, the
identified set of potential biomarkers seems promising, since several
of those genes also appear in other studies on differently expressed
genes between TNBC and non-TNBC.

A survival analysis that compared TNBC cases, non-TNBC cases
and outliers shows that outliers are all censored at early time points
(Figure C.6). In our opinion, this does not allow for any conclusions
regarding similarity or dissimilarity between non-TNBC and outliers.
If outliers were similar to the other class (here TNBC) in this analysis,
one could argue that this probably hints to just a wrong labeling
of those samples. However, this is not the case and needs further
investigation in the future.

The workflow which we have presented can also be applied to other
datasets with a large feature space and a low number of samples. In
particular, it can handle outliers in the dataset. Overall, compared
to the application of a single robust and sparse method, Ensemble ap-
proaches that combine inherently different methods might be superior
in distinguishing spurious from true findings.

In future work, it remains to be seen how much the results of our
Ensemble approach depend on the individual methods which are
combined. In our application study, for example, we have observed a
large similarity between SPRM and enetL.TS, which overshadows the
ranking results of RSK-means. As K-means can be seen as a special
case of tclust [68], a more flexible robust clustering approach which is
particularly designed to fit clusters with different scatters and weights,
it would for instance be interesting to replace trimmed k-means by
this more general approach or even more advanced versions [67, 69|
in future applications.

Furthermore, ROSIE suffers from long run times, especially for
RSK-means, which has the longest run time despite the smallest
number of parameter combinations in the parameter selection step.
This needs to be addressed to make ROSIE applicable to larger
datasets in future work.
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4.1.6. Contribution

This project focused on outlier detection and feature selection in the
setting of classification. I implemented the ensemble approach includ-
ing the validity check and further validation approaches. Additionally,
I performed the analyses of the identified outliers and selected genes.
This included the suggestion, implementation and visualization of
techniques. I was actively involved in the discussion of the results and
implications during all stages of the project. Finally, I significantly
contributed to writing the manuscript.

4.2. Results in the overall context

This project considered the problem of extracting outlying (or in-
fluential) sample points and features of interest when performing
classification. We approached these tasks with a novel ensemble
scheme that combines robust and sparse classification methods. The
robust and sparse ensemble scheme that we named ROSIE was ap-
plied to a breast cancer data set to differentiate triple negative from
non triple negative breast cancer.

The RNA Seq data of breast cancer patients were extracted from
the online database The Cancer Genome Atlas. We pre-processed
the data by creating class labels according to the expression level of
three receptors. Additionally, dimension reduction was performed
in order to decrease the amount of raw data. As a first step, data
for proteins not reported by the Ensembl genome browser or the
Consensus Coding Sequence project was excluded. In the next step,
genes with constant entries across all samples were omitted as well.
Finally, because one of the classification methods imposed an upper
bound on the number of features, we employed another method to
further reduce the data set. In order to ensure that genes important
for the distinction between the two classes remain in the reduced
data set, a measure of variable importance with respect to the class
separation was calculated. This filter method allowed us to define the
number of genes to keep while prudently reducing the feature space.
In preparation for the subsequent model analysis, we additionally
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extracted survival data which includes the survival time and censoring
status of all patients.

A key aspect of this project was the identification of outliers
and important features which may serve as targets for biomarker
research. Previous research by [223] showed the strength of a sparse
classifier ensemble for outlier detection and feature selection. As
higher numbers of outliers were shown to be detrimental for feature
selection in the same context, we decided to use an ensemble of sparse
and robust classification methods. The basic classification models
were selected to have different working concepts. This approach is
based on the idea that through the variety of classifiers, the ensemble
would be able to provide reliable results for any data set, while
similar methods would have similar strengths and weaknesses. For the
calibration step, method implementations that included robustness
and sparsity were chosen.

After learning the classification models, the results were used to
identify outliers and important features. The outlier detection was
based on the RP technique in order to provide a statistical back-
ground. Hereby, for each method an outlier ranking of the samples
was determined. The acquired ranks across the three classifiers were
multiplied for each sample and ranked according to this RP. This
ranking was then evaluated in terms of g-values to allow a control
of the false discovery rate. Important features were selected as in-
tersection of the feature sets provided by the three classification
models.

The validation of the results of our ensemble approach was hin-
dered by the fact that for the TNBC data set the ground truth is
known neither for outliers nor for important genes. As a consequence,
standard validation approaches as introduced in Chapter 1 are not
feasible as the classifier performance could not be quantified. There-
fore we considered different approaches to investigate the reliability
of ROSIE.

Our ensemble scheme includes a validity check employing a boot-
strap sampling approach. Hereby, outliers and important genes,
determined by the consensus approach, are compared for varied data
sets sampled from the original breast cancer data set. I implemented
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a type of block bootstrap sampling that guaranteed each sample to
be present in at least one validation data set. Special attention was
also given to ensure that the ratio of TNBC and non-TNBC samples
remained the same as in the original data set. Computation time was
significantly reduced by reusing the parameter combinations selected
for the original dataset. Evaluating the results showed that the iden-
tified influential samples were repeatedly selected as influential in all
bootstrap runs they were contained in. Furthermore, we examined
the selected genes by comparing them with the results of edgeR,
a method for identifying differentially expressed genes. The set of
genes identified by edgeR as differentially expressed contains all genes
selected by ROSIE. Visualizing the comparison of genes found by
edgeR and our selection, by computing a ROC taking our selected
genes as ground truth, revealed that the the important genes selected
by ROSIE have relatively low false discovery rates.

In order to examine the abilities of ROSIE in comparison to the
single classifiers with respect to outlier detection in diverse data set-
tings, we created three artificial data sets with differently conditioned
outliers and analyzed the results using ROC curves. The ROC curves
show that none of the three classification methods performs best on
all data settings or they even completely fail in outlier detection. On
the other hand, while ROSIE cannot provide better results than the
best method for any data setting, it also remains reliable even when
single methods fail. This impression was confirmed by evaluating the
average AUC values of the three single methods and ROSIE across
the three outlier settings.

As a step that partially validates our findings while also analyzing
the results, we scanned the existing literature. We compared our
findings with other machine learning approaches that examined the
same data set. Additionally, we investigated the biological background
of a subset of our selected genes, displaying that our approach is able
to identify potentially interesting genes for further research.

For further analysis of the commonly selected genes, we considered
the correlations among those genes. The visualization of the correla-
tion values with a heatmap provided further inside into structural
relations among the genes (Figure 4.3). Identified outliers were eval-
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uated under a clinical context, by employing Kaplan-Meier curves
(Figure C.6). Using the survival data of the patients in our data
set, we looked at survival probabilities for TNBC, non-TNBC and
outlying samples. Outliers and commonly selected features were
also analyzed in a combined fashion. For a subset of the commonly
selected genes we created density plots of the expression values of
the TNBC and non-TNBC groups, while our outliers were marked
separately (Figure 4.4). This way, I evaluated whether outliers match
with their predefined class or exhibit different behavior. In addition,
the separation of expression values between the two classes could
also be considered. As there are many more non-TNBC than TNBC
samples, the normalized density plots may be misleading with respect
to actual sample sizes. To clarify this, I also provided histograms
corresponding to the density plots (Figure C.4).

In summary, we proposed a novel approach for outlier detection
and gene selection based on an ensemble classification scheme. Data
dimensions were reduced in a pre-processing step to increase usability
of the results and reduce computational runtime. ROSIE combines
the results of three classifiers to determine outliers and important
features. The power of ROSIE was evaluated by creating artificial
datasets with different outlier settings to compare the accuracy of
ROSIE in comparison to each single classifier. In addition, the validity
of the findings with respect to variations in the data composition was
tested via a bootstrap approach. Several new datasets are hereby
sampled from the original data while ensuring that each sample is
present in at least one such dataset. We also compared our set of
important features with the results of edgeR, a tool for differential
expression analysis. Further comparisons with previous studies were
conducted with respect to our set of outliers and selected genes.
Outliers and important genes were used for further analysis.






Chapter 5.
Conclusion

This chapter concludes the thesis by summarizing and discussing the
findings of the preceding chapters. In addition, an outlook on a few
potential future research directions is presented.

5.1. Summary

In the previous chapters I presented three modeling studies. While all
studies aimed at gaining deeper understanding of biological systems
and followed the five modeling steps described in Chapter 1, each
study highlights different purposes, challenges and methods. Here, 1
will shortly summarize the content of each publication.

Chapter 2 features a well studied signaling pathway, the MAPK
signaling pathway. The presented work focused on the investigation
of sustained ERK activation when the system is stimulated with
NGEF. Methods for all modeling steps were chosen to allow extensive
exploration of this mechanism. In particular, we employed MCMC-
sampling to generate samples from the posterior distribution of the
parameters. The model was validated by predicting the outcomes of
a set of perturbation experiments which were not used for model cal-
ibration. By combining CBA, an analytical approach to steady state
analysis, with simulation-based analyses we studied the sustained
ERK activity in our model. We investigated different aspects of
sustained activation of ERK, with particular focus on the mechanism
behind ERK response. Results revealed that quasi-bistability can
contribute to the observed ERK response.
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The second project (Chapter 3) features the tumor suppressor
protein DLC1 and its role in maintaining PKD activity at the Golgi
membranes. We defined a mathematical model for the first model
hypothesis describing an overall positive feedback that maintains
PKD activity and involves DLC1-dependent Rho signaling. This
model hypothesis was subsequently questioned as model analysis
suggested an overall negative rather than a positive feedback. As a
result, additional experiments were conducted, which strengthened
the hypothesis of negative feedback. Thus, we defined a second
mathematical model including these new experiments. The analysis
of the model fit and parameter sets of the calibrated second model
supported the second model hypothesis. Overall, our results reveal
that DLC1 contributes to the activation of PKD at the Golgi and
Golgi secretory activity by downregulating Rho-ROCK signaling.

The third project (Chapter 4) introduces ROSIE, a new ensem-
ble classification approach, which combines three sparse and robust
classifiers for outlier detection and feature selection. This proposed
method further performs a bootstrap-based validity check to assess
the robustness of ROSIE towards variations in the data. In addition,
we conducted a simulation study to evaluate ROSIE in comparison
to the three individual methods. ROSIE was applied to RNA-Seq
data of TNBC and non-TNBC samples to identify patients with a
conspicuous gene expression profile compared to their class and to
extract potential biomarkers. We validated our approach using four
different methods, which consist of the validity check, the simulation
study, a comparison of results with other studies and methods, and
the investigation of the biological relevance of our findings.

5.2. Discussion

Each study of biological systems requires individual consideration to
choose appropriate methods for all modeling steps. The presented
studies demonstrate the selection process for three different study
purposes. Consequently, various methods for data pre-processing,
modeling, model calibration, model validation, and analysis were
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introduced and applied. This includes many established methods
that were adapted to the specific requirements. In the following
paragraphs, I will highlight some of the methodological choices and
discuss some novel approaches.

Data pre-processing

Starting with the data pre-processing step, the second study pre-
sented in Chapter 3 included new experimental data. As experimental
application of inhibitors requires the evaluation of the effect, perform-
ing significance tests is a standard procedure. However, standard
approaches do not take time courses into account. In Chapter 3 sig-
nificance of the inhibitors was therefore instead tested by representing
the null and alternative hypotheses with time dependent curves that
were fitted to the data.

As exclaimed in the Chapter 1, in classification problems dimension
reduction represents a common data preparation task. In Chapter 4
different approaches to tackle this problem were showcased. Selecting
only genes that are listed in specific databases was a useful tool to
reduce the magnitude of the dataset. In different scenarios using
other data sources, this approach may however not be feasible. On
the other hand, deleting uninformative variables with constant entries
across all samples is always applicable. Nevertheless, this may not
substantially reduce the data dimension. The final approach applied
in Chapter 4 is a filter method that performs independently from
the model choice. This allows to reduce the data dimension to an
arbitrarily large subspace.

System modeling

Proceeding from the data pre-processing to the modeling step, the
studies presented in the previous chapters used standard approaches.
In Chapter 2 and 3, mass action kinetics constituted the basic ap-
proach for modeling the systems. Nevertheless, as also shown in those
studies, careful consideration of biological knowledge can be used to
either simplify the model or enhance model precision for different
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aspects. This is important in order to keep the number of parameters
as low as possible while the model granularity still suffices to represent
the system components under study, especially in the case of sparse
datasets. The modeling step in Chapter 3 highlights the importance
of meticulously evaluating the relations among system components.
Here, only PKD and DLCI1 are included as model variables, while Rho
and ROCK are indirectly represented in the PKD phosphorylation
rate. Consequently, the influence of experiments altering Rho-ROCK
signaling had to be interpreted and modeled in terms of the overall
effect of DLC1 on PKD activity.

On the contrary, for classification tasks it is possible to use one
of the magnitude of existing classification models. In Chapter 4
the model selection was influenced by the planned analysis. As the
project applied an ensemble approach to identify outliers and potential
biomarkers, three classifiers had to be selected. The methods were
selected to use different classification mechanisms in order to allow the
proposed procedure to work reliably on different datasets. However,
other methods may also contribute to improving the ensemble scheme.
Adding additional classifiers, for example an SVM, could potentially
improve accuracy with respect to outlier identification and feature
selection. On the other hand, additional classifiers would also add to
the computation time, which may be undesired.

Model calibration

For the model calibration step, all three studies relied on existing
methods. Still, the choice of a method is strongly influenced by the
study purpose. While the study presented in Chapter 2 aimed at in-
vestigating the feedback mechanism and employed several simulation
studies in the process, the project described in Chapter 3 aimed at
understanding the system structure and evaluated different model
hypotheses. Consequently, the first study employed MCMC sam-
pling which allowed excessive simulation studies using the sampled
parameter sets. While MCMC sampling enables the investigation of
the posterior predictive distribution of model predictions, the cali-
bration process is computationally expensive. Therefor, applying a
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point estimator such as the ML estimator may be a superior choice
for hypothesis testing as conducted in Chapter 3. For classification
problems, different calibration methods exist as well and also need to
be selected with the study purpose in mind. The project in Chapter 4
thus applied classifiers that had been enhanced to be robust and
sparse. In addition, further steps were included to identify outliers
and important features. For outlier detection, samples were ranked in
terms of outlierness for each classifier. These rankings were combined
via the rank product and evaluated according to g-values to control
the rate of false discoveries. Important features are chosen as the
intersection of the feature sets selected by the three classification
methods, thus increasing reliability of the results while reducing the
number of features that could be targeted for further investigation.

Model validation

Model validation is a key step to ensure that any conclusions drawn
from model analysis can be relied upon. Although standard tech-
niques exist, as they rely on the presence of sufficient data amounts,
they may not be applicable depending on the data availability and
composition. In Chapter 2 validation was thus performed using data
from additional experiments. However, as apparent in this project,
careful consideration towards the implementation of new conditions
in the model is necessary. As the project presented in Chapter 4 used
a classifier ensemble to identify outliers and potential biomarkers,
the validation step was aimed at these entities instead of the classifi-
cation results. The ground truth for outliers and biomarkers in the
dataset is however unknown and different approaches were combined
to investigate the validity of ROSIE. This included the comparison
of results with other studies and methods. Moreover, we investigated
the biological background of the genes selected by ROSIE in order to
highlight the relevance of our findings for TNBC research. Addition-
ally, in order to illustrate the abilities of ROSIE in comparison to each
single classifier, a simulation study was performed. The simulated
data was corrupted with outliers, which were subsequently assessed
by ROSIE. Comparing the outlier findings of ROSIE and the three



160 Conclusion

classifiers via ROC curves for different data settings demonstrated
the versatility of ROSIE in comparison to single methods.

Model analysis

The choice of analysis tools also strongly influences other process
steps as seen above. At the same time, the step of model analysis
is especially dependent on the study purpose. Nevertheless, certain
considerations are common in this step. For systems biology studies,
this refers to an analysis of the parameter space. Scatter plots can
be used to visually inspect 2D correlations and the variance of the
parameters given multiple parameter sets. Correlation analysis in
general can be used for model reduction, as for example in [55]. Profile
likelihoods are another useful approach to analyze the parameterized
model. Even though the main focus of the profile likelihood analysis is
the investigation of parameter identifiability, Chapter 3 demonstrate
its application to simultaneously invalidate a model hypothesis and
suggesting a new one.

In classification studies the parameters are not of inherent interest
as they do not represent biological functions. Instead, correlations
can be inferred for the feature space. Using heatmaps to visualize
correlation coefficients as in Chapter 4 permits the identification of
correlated clusters of features. Focusing alternatively on the influen-
tial samples, Kaplan-Meier curves can provide additional insight into
the relevance of the findings as information on the survival time of
each sample is incorporated. However, especially for small a number
of outliers, Kaplan-Meier curves may be hard to interpret when the
small outlier population does not resemble either class. Finally, vi-
sualizing the relation between the identified influential samples and
the potential biomarkers can support findings of both categories. In
Chapter 4, this was implemented using simple density estimates of
the feature values of the two groups. In addition, the values for
the influential samples were marked separately, which allows the
comparison of outliers with their predefined class.

Returning once again to systems biology, modeling studies intro-
duce the great possibility to predict system behavior under varying
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conditions without relying on time-consuming or even infeasible ex-
periments. By varying scaling factors to simulate changes in protein
amounts, system behavior can be predicted for different experimental
conditions. Additionally, the granularity of changes to be investigated
can be almost chosen arbitrarily as model simulation is relatively fast
in general. The studies in both Chapter 2 and 3 employ simulation
studies of this kind with 23 and 5 different settings, respectively.
Alternatively, simulation studies can also be used to predict system
behavior for a prolonged time beyond the experimental data. In Chap-
ter 2, this approach was exploited to assess whether the model could
in general reflect long term ERK activity. In the broader context of
system analysis, as compared to model analysis, further experimental
work can provide valuable additional insight into the system. In
Chapter 3, the relation of DLC1 to Golgi-localized PKD and Golgi
secretory function was experimentally investigated. Combining the
results of the modeling study and these additional experiments re-
vealed that DLC1 positively regulates PKD activity at the Golgi and
Golgi secretory activity.

In addition to adapting the aforementioned methods, some novel
approaches have been introduced as well. The study in chapter 3
employs MLE for model calibration, which requires the selection of an
error model. In order to compare different error model hypotheses, a
computationally efficient approach was proposed. Thereby, different
error models are compared in a data pre-processing step that does
not involve the calibration of the model. Consequently, computation
time is not restrictive for this method and it allows the comparison
of various error model options. Different information criteria can
be used to compare the model variants. Hereby, it is important
to consider the number of data points in regard to the number of
parameters. This becomes apparent in Table B.2 where the top three
error models selected by the information criteria AIC and AIC., where
the latter corrects for small sample sizes, are completely different. In
an advanced setting, this pre-processing step could also be used to
first select the top contenders for the error model choice. The model
can then be calibrated for this subset of error models to determine
the optimal choice. This setting may be useful when the selected
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information criteria do not yield a clear favorite error model.

Model validation employing training and test data requires suffi-
ciently large data sets to enable splitting. However, in Chapter 3,
only few replicates with low time resolution were available and a
division of the data was not feasible. A novel bootstrapping approach
was instead introduced to assess potential overfitting or underfitting
of the model. Hereby, artificial datasets are sampled from the inferred
stochastic model. The likelihood value of observing these datasets,
given the calibrated model, is then compared with the likelihood of
observing the experimental data, given the calibrated model. If the
model fits the experimental data better than most of the sampled
data, this may suggest that the model overfits the experimental data.
In contrast, if the model fits the experimental data worse than most
of the sampled data, this may hint towards underfitting. Neverthe-
less, as this approach only considers over- and underfitting, it may
not identify other irregularities. For example, the inspection of the
parameter scatterplots in Chapter 3 revealed that the good model fit
was achieved by minimizing the influence of the feedback in the first
model hypothesis. This also highlights the importance of evaluating
model quality from different perspectives.

Bootstrap sampling constitutes a valuable tool for model validation.
It was also applied in Chapter 4 to evaluate the robustness of the
outlier detection and gene selection to variations in the data. Here, a
block bootstrap approach was chosen to ensure that each sample is
represented in the validation process. We furthermore adjusted the
sampling procedure such that the ratio of the two classes equaled the
original data for each bootstrapped dataset. The classification step
with subsequent determination of outliers and important genes was
repeated for each dataset. In order to reduce the overall computation
time, we decided to omit the selection of hyperparameters and instead
reuse the parameter combinations that were chosen for the original
dataset. Nevertheless, for projects involving smaller datasets and
thus faster computation times, selecting the hyperparameters for
each bootstrapped dataset may improve classification accuracy and
subsequently conformity of the detected outliers and selected features.
Further consideration could also be given to the sampling scheme.
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Given the presented procedure, identified outliers were present in one
up to all five bootstrap blocks, with a mean appearance of 2.9 times.
Ensuring that these samples are present in each bootstrap block may
increase the significance of the validity check.

The final methodological approach I wish to highlight is the com-
bination of analytical tools with simulation studies as performed
in Chapter 2. The study focused on the analysis of the feedback
mechanism supporting sustained ERK activity. We approached this
problem from two different perspectives. On the one hand, we em-
ployed the CBA to perform a steady state analysis of the system for
the MCMC parameter sets and classified the outcome in bistable and
monostable systems according to the number of steady states. Using
CBA for the steady state analysis utilizes the network topology of the
signaling pathway to perform efficient steady state calculations. On
the other hand, we simulated the model for the MCMC parameter
sets and classified the trajectories into bistable, quasi-bistable, and
monostable systems depending on the level of ERK activity at 60
min and 600 min. Simulating model trajectories allows to observe
the system behavior at any time point of interest. Combining these
approaches showed that network modeling studies may produce ef-
fects undetectable through standard analytical methods. In this case,
90% of the parameter sets were monostable according to the CBA,
yet all simulated trajectories showed sustained ERK activity of at
least 60 minutes. We then again used the CBA to investigate the
mechanism behind quasi-bistability.

In conclusion, modeling of biological systems is generally based on
five steps that consist of data preparation, system modeling, model
calibration, model validation, and model analysis. Each step com-
prises its own challenges and often a vast choice of available methods.
The selection of methods for the different steps is strongly influenced
by the research question, but also by decisions in other steps. In this
work I presented three studies investigating biological systems and
the complex decision processes to fulfill the study purposes. I also
presented and discussed the methods required under the different
project conditions. In addition, each study highlighted not only indi-
vidual adaptations of existing methods to adjust to the circumstances
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but also novel approaches to different aspects of the modeling pro-
cess. Circumstances hereby refers to for example the availability of
data, which greatly influences especially the data pre-processing and
model validation steps. In this thesis, all projects were confronted
with sparse data and novel approaches to address this problem were
presented for the data pre-processing, model validation, and model
analysis steps.

5.3. Outlook

Based on the presented work, several future research directions exist.

The feedback loop model of DLC1 for PKD activity at the Golgi
membranes enables excellent research possibilities. In future research,
an expansion of the model could be interesting with the goal of
describing the mechanisms by which DLC1 is involved in focal adhe-
sion modification. Such model would be useful to study and predict
changes of focal adhesions in response to mutations downregulating
DLC1.

Besides the expansion of the biological scope on PKD regulation,
I presented a new ensemble approach that combines feature selec-
tion and outlier detection results from three different methods. The
presented ROSIE approach encourages the selection of different clas-
sifiers in order to gather information from another point of view.
Further research could also aim at decreasing the runtime or a further
reduction of the number of selected features.

In this thesis I proposed two new bootstrap-based approaches for
model validation. Further research could help improve these methods,
for example by enhancing the sampling procedure. The sampling
procedure for the validity check of ROSIE ensures that each sample,
and consequently each identified outlier, is present in at least one
bootstrap block. In future research, it could be considered to include
the identified outliers in each block to gain more information on the
validity of the results. However, depending on the number of outliers,
this may also introduce bias in the sampled dataset.
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A. Additional files for Chapter 2

A.1. Additional file 1: A Bayesian framework for
ODE model calibration

In a Bayesian parameter estimation framework, every quantity-of-
interest is described in terms of a probability distribution. This
framework allows to propagate variability in the data to uncertainties
in model predictions and is illustrated in Figure A.1. The framework
is initialized by encoding prior knowledge about parameters 8 in
a prior probability distribution p(f), which is most often simply a
uniform distribution within finite boundaries. Data are interpreted
in this framework as samples from a parametrized stochastic process,
which defines the likelihood function p(y|f). In our framework, we
employ stochastically embedded ODE models, i.e. we assume that the
underlying process can be described in a deterministic way (the ODE
model) and measurements are disrupted by measurement errors (the
error model, also called noise model). The likelihood function is
used to update our prior knowledge about model parameters and
to transform it into a posterior distribution p(6|y), which is a dis-
tribution of the model parameters conditional on the data. This is
obtained via exploiting Bayes’ Theorem. This posterior distribution
can in principle be transformed into posterior predictive distributions
p(gly) for any quantity-of-interest 7, like e.g. marginals of individual
parameters, model states, event times, or discrete features emerging
from the model’s behavior such as quasi-bistability.

In the particular framework of ODE model parameter estimation,
we face the problem that the posterior distribution is not available
in closed form. Thus, it is investigated via generating representative
samples, which is realized via constructing a Markov chain that
converges to the desired target distribution. There are numerous
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Figure A.1.: Schematic of a Bayesian learning framework.
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Figure A.2.: Schematic of Markov chain Monte Carlo sampling.

algorithms available for this (for more details and historical work
we refer to [72, 90, 159]). The working principle of such an MCMC
algorithm is shown in Figure A.2. Situated at 6, the Markov chain
proposes a new parameter set 6', which is accepted with a probability
that takes the ratio of the values of the target density at 6 and ¢’
into account (Figure A.2 left). If the chain is converged, the set of
accepted samples represent the target distribution (Figure A.2 right).
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A.2. Additional file 2: Model normalization
procedure

We start with the model version shown in Fig 2.3B in the main
manuscript

pRaf = ki (Rafrors; — pRaf)u(t) — k] pRaf +
+fn[—kr,ppERKpRaf] +
ppERK?

ppERK5 + g°
ppMEK = ky (MEKToTrs2 — ppMEK)pRaf — k5 ppMEK

pERK = ki (ERKrorss — pERK — ppERK)ppMEK +

+k; ppERK — (k3 + kf ppMEK)pERK

ppERK = & pERKppMEK — k; ppERK

0 t<0
u(t) = { 13

11— ———= t>0.
B+ K3 T

+fp [krp (Rafrorsy — pRaf)

In order to compare this model to the data in [199], variables have
to be rescaled and normalized to the same reference experiment
as in [199]. The light signals detected in the Western blots were
normalized to the signals of the respective total proteins, such that
the experimental values represent measures that are proportional
to the fractions of phosphorylated proteins. Following this line of
argumentation, we rescale the variables of the model accordingly, by
defining the dimensionless state variables as
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Here, bold parameters are unknown and have to be estimated. Gray
parameters specify the experimental condition. We have set ag =1
w.l.o.g., since pERK was not quantified experimentally. Rescaling of
parameters is given by the transformations

_ g
7 = ERKror
kpn = krnERKroT
k5 = kiRafror
k3 = kiMEKror

kf = kfMEKror.
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In the following, to keep the notation as simple as possible, we will
neglect the tilde for the rescaled parameters, and therefore consider
the obtained ODE model & = f(x,0),r € R?, with parameter vector
0 e Rf given by

0= (ki k3 ki ki ki ks ks kg, kpn,krp, g, K).

The coeflicients «; account for the effect of different antibodies and
their binding affinities in the Western blot measurements. These are
furthermore additionally dependent on the particular experimental
conditions and the specialties of the membranes. Thus, in order
to enable a comparison across experiments on different membranes,
Western blot data are usually additionally normalized to a reference
condition. Following the data in Santos et al., we used the states at
t* = 5 min as the reference condition for each individual protein for
this purpose, and the model outputs were normalized accordingly:

() = x1(t) _ pRaf(t)
x1(t* = bmin)  pRaf(t* = bmin)
wa(t) = zp(t)  _ ppMEK(#)
x2(t* = bmin)  ppMEK(¢* = 5min)
25(t) = z4(t)  _ ppERK(?)

z4(t* = 5min)  ppERK(#* = 5min)’

These output variables are independent of the scaling factors «;, yet
these are needed to simulate the model output during the optimization.
Here we chose the interval [0,4] to sample the alphas during the
MCMC procedure.

A.3. Additional file 3: Formulation of the

posterior distribution

For our Bayesian parameter estimation framework we need to formu-
late the posterior distribution,
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ploly) = O,

We will first define the likelihood function [,(#). Therefore, we
assume log normally distributed error models for each individual
measurement,

(A.3.1)

Yz(tk) ~ log N(log 5Ui(tk)a Uz‘Qk)’
which leads to

Yi(tk) ~ log N(log z;(t) — log i(t*), o7, + 07)

for the normalized data, where o2, denotes the error of the reference
experiment for protein i.

For the global response coefficients R;j, i,j = 1,2,3 we take the
values in [199], which consist of four replicates. As described in the
main manuscript, the global response coefficients (GRC) are defined
as

oln(v;) (@) — o)
B = 2 ety ~ e @
j (0,77 +9;7)

)

(s5)

where v1 = pRaf, vo = ppMEK, v3 = ppERK. The variables v; ’’ and

171(6) denote the (quasi) steady state activities of component i in the
case of silencing of component j and in the control case, respectively.
In order to approximate these steady state values, measurement time
points were set to t5aE = 5 min and tNge € {5,15} min (for more

details we refer to [199] and references therein). Hence

tx))
t })

k)

(s5) c)

W8 (1) + 01 (

where vgsj )(tk) and vgc) (tr) denote the activities of component i at
time point t; in the case of silencing of component j and in the
control case, respectively.

The table in Fig 2.2 in the main manuscript lists estimates E(R;;(t1,))

and 7 (R;j(ty)) extracted from the data in [199]. To remain consistent
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with our hypothesis of log normal distributions for the (normalized)
Western blot signals, we decided to use these estimates to obtain
respective estimates for the parameters of the quantity

oyt ()
Zz'j( k) = © )
v (tk)
since corresponding measurement values Yl’j (tx) also follow a log
normal distribution. Therefore, we resolved R;;(ty) for zj;(tx) to get

!/
() = —— YR

According to this, estimates for the parameters of the log normal
distribution of Y/ (t) were set to

By (1)) = 2T B ()
E(ng(tk)) - 9 _ E(Rij(tk))
and
~ / _ Zz{‘(tk) ~
(Y (te)) = ‘8}%;-(75;9) o(Rij(tk))
4

3 log 2 (ty,, 0) — log y™ (tr) \ >
[T (IT gt oo [ () b))
3
11

~ 2
. exp [—; <1ogE<1g;<tgi§c)>—logz;jach,e)) 1
o~ < (T
2103, (tEre) 7im (tro)

Here, m € {EGF,NGF} denote experiments with different growth
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factors, the indices ¢ = 1,2,3 and j = 1, 2,3 enumerate the three
output variables z; and the three silencing experiments siRaf, sSIMEK
and siERK, respectively. The time points ¢ € {10, 15,30,60} min
refer to the meausurement time points in the control experiments,
and tg%g = 5 min for the time point that is used to determine the
global response coefficients in case of stimulation with EGF and
tlégg € {5,15} min for the two time points used in the respective
NGF experiments. We note here that ¢z = 5 min does not appear in
the likelihood function, since measurements at this point were used
as reference experiments.

Since a priori nothing was known about the values of the parameters
0 = (ki ks ki ki ki ky ks kg kpn, kpp, g, K) € R,

we decided to use almost non-informative prior distributions. This
was done by assuming uniform distributions on the logarithmic scale
for all parameters but K in order to allow for covering several orders
of magnitude for these parameters. For details on the choice of the
prior boundaries and the optimization and subsequent sampling we
refer to Additional file A.4.

A.4. Additional file 4: Details on the MCMC
sampling procedure

In order to sample from the posterior distribution described in Addi-
tional file A.3, all numerical calculations were run on MATLAB R2014b
(64 bit). The model and data were managed using the toolboxes
SBPD and SBTOOLBOX2. SBTOOLBOX2 with the CVODE integrator
from SUNDIALS was employed for the integration of the ODE system.
Absolute and relative error tolerances of the integrator were set to
options.abstol=1e-10 and options.reltol=1e-10.

In the first step we intended to find good starting values for the
Markov chains and appropriate boundaries for the parameter’s prior
distributions. As described, all parameters except K were sampled
in the log space, to cover several orders of magnitudes. Since K
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0 logky logky logki logkf logky logky
OMLE 57324 73475 7.8110 2.3365 -0.0865 6.2055

0 logks;  logk, logkp, logkr, logg K
OMLE 68132 -0.4295 17,8312 -5.9037 -5.8563 5.6202

Table A.1.: Estimated MAP parameter values.

describes the decay or switching time in the input, which is expected
from the EGF control experiments to lie approximately between 5
and below 10 minutes, we used a uniform distribution with fixed
boundaries [4, 8] min for this parameter directly. The boundaries
for the other distributions were set heuristically via a trial and error
procedure. Therefore, in a first step we optimized the posterior distri-
bution several times with different prior boundaries and adapted the
boundaries accordingly to ensure that parameter regions with very
high likelihood values are not truncated by the prior distribution.
Maximization of p(6|y) was done by minimizing — log p(f|y) using the
Matlab built-in function fmincon. Tolerances on the constraint vio-
lation and function value were set to OPTIONSfmincon.TolFun=1e-6
and OPTIONSfmincon.TolCon=1e-6, respectively. To account for pos-
sible multiple local minima a multistart algorithm with uniformly
distributed initial values was used.

Equipped with a convenient estimate OMAP from this procedure
(listed in Table A.1), boundaries were set to [IO@VIAP_Q, 1OéMAP+2] for
subsequent MCMC sampling [82].

For the implementation the mcmcstat toolbox with the method
option 'DRAM’ was used. To achieve convergence a warm-up period
of 5-10° samples was carried out prior to the sampling of a parameter
chain of length 3-10°. Four independent chains were initialized using
as starting points different parameter estimates with small objective
function values. Convergence for the overall chain was assessed
with the Gelman—Rubin-Brooks diagnostic using the function mpsrf,
which returns a potential scale reduction factor R. For testing of the
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individual chains the Geweke method was applied. Both diagnostics
are implemented in memcstat [37].

The mean acceptance rate over the four chains was 11% in a first
sampling trial. Convergence diagnostics showed R = 1.0264 for the
Gelman—Rubin-Brooks method, but bad p-values for two chains with
the Geweke method. To improve the sample quality a second sampling
was carried out with initial parameters chosen from a sub-sample of
the first run. The acceptance rate was improved to 20%. All chains
passed the convergence test with a p-value of at least 0.8. Overall
chain testing resulted in an improved value of R = 1.0051.

The estimates of the marginal distributions of the parameters
from this second run are shown in Additional file A.5. Highest and
lowest indicated values on the abscissa correspond to lower and upper
boundaries of the respective prior distributions. Estimates of the
MAPs and the means are indicated by dashed gray lines and gray lines,
respectively. It can be seen that most of these 1D marginals show a
large variance, indicating that these are only vaguely defined, and
that the data do not contain much information about these individual
parameters. This is indeed not unusual in case of quantitative models
and only few data points with high measurement noises. Only the
distributions of the parameters k; and k; have significantly lower
variances than the respective prior distributions, indicating a high
sensitivity of the model output on these parameters.

A.5. Additional file 5: Estimated marginal
parameter distributions from the MCMC
sample

See Figure A.3.
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A.6. Additional file 6: Scatterplot matrix of a
subset of the parameters from the MCMC
sample

See Figure A.4.

A.7. Additional file 7: Details on the
classification scheme with the CBA

In the main text we presented the steps of the circuit-breaking
algorithm applied to our network model, represented schematically in
Fig 2.6, Subfigs A-C. The final step of the algorithm, needed to obtain
all steady-state coordinates for all variables of the system, requires
the calculation of the zeros of the circuit-characteristics ¢(k, 6;) for
all sample points ;. This condition is given by Equation (2.8) in the
main manuscript.
For the rescaled and normalized model (see Additional file A.2)

T :kf(al —z1)u — k] 21+

I 1
+ fn —ana83l‘1964]

4
xm
+ fp krp 4 (o — :cl) (A.7.la>
m 9
x4 + < )
L S3
~ 1
fUQ :k;(ag — IEQ)SlOTl’l - kZ_fZ'Q (A?lb)
1
. ~ 1 1
T3 :k;(l — X3 — 7:1;4)8273:2
Q4 a
1 ~ 1
+ky —x4 — kg3 — kISQ—xga:g (A.7.1c)
QY a9
j34 :]%2_82%%31'2 — ]{74_1'4, (A.7.1d)

this translates into finding the intersection of two one-dimensional
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Figure A.3.: Kernel density estimates from the MCMC parameter
samples of the marginal parameter distributions. Estimates
of the MAPs and the means are indicated by dashed gray
lines and gray lines, respectively.
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Figure A.4.: 2D scatter plot matrix for the parameters with
histograms on the diagonal.



182 Additional files for Chapter 2

functions of k in the particular example:
— + 044 _ _
ky k = ki sa—xa(k, 0;)T3(k, 0;), (A.7.2)
Qg

as can be easily verified by looking at Equation (A.7.1d) of the ODE
model (A.7.1). The steady states of the other three state variables as
function of x and of the model parameters are given by the following
expressions:

h(x, 8;
fl(li, (91) = o7 - _ka (K79 ) (A73a)
k;ﬂjl(ﬁ, 91)
3?2(/6, 01) = 92" a1 51 (A73b)
ky + ky —z1(k,0;)
o731
Lkt kf (1 — R) ﬂ@(n,ez)
T3(k,0;) = A a1/ a2 . (A.7.3¢)

In Equation (A.7.3a) the function h(k, 8;) represents the Hill function

K
KM 4 (ga4/33)m '

h(r,0;) = (A.7.4)

Equation (A.7.2) is solved numerically. The set of solutions {k}
corresponds to the steady state coordinates of variable zs.

A.8. Additional file 8: Sensitivity analysis of the

simulation-based classification scheme

Sensitivity analysis of the simulation-based classification scheme, see
Figure A.5.
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A.9. Additional file 9: Simulation-based
classification of sample trajectories with
varying minimal switching times

See Figure A.6.

A.10. Additional file 10: Classification of sample
trajectories with varying total ERK
concentration

See Figure A.7.
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Figure A.5.: Model parameters were varied independently each
at a time about the maximum-a-posteriori estimator. The
simulation-based classification scheme was conducted repeat-
edly for these variations. Except for the parameters kf and
K, which do not influence the limit sets of the system for
u = 0, classification is highly sensitive to parameter varia-
tions.
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Figure A.6.: The 60 min case represents the full MCMC sample.
For the 120 (180) min case all quasi-bistable trajectories that
switch between 60 and 120 (180) min were filtered out.
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Figure A.7.: A. Steady state analysis via the CBA and classifica-
tion into monostable and bistable trajectories. B. Simulation-
based classification into bistable, quasi-bistable and monos-
table trajectories.






B. Supporting Information for
Chapter 3

B.1. Positive feedback model (model 1): Data
pre-processing

B.1.1. Additional experimental data

Fig. B.1 shows PKD and DLC1 phosphorylation time courses after
stimulation with the phorbol ester PDBu, in the absence or presence
of the PKD inhibitor kb-NB.

B.1.2. Normalization of experimental data

Western blot data are usually normalized in a multistep procedure,
including background corrections and normalization to a loading
control to diminish spurious signals resulting from loading differences.
Further normalization is required to enable a comparison across
different replicates. For this purpose, normalization to a control
experiment is a commonly applied standard procedure, which we also
use in this study. Normalization is an important data pre-processing
step, which also affects the statistical properties of the normalized
data [135, 228] and therefore has an impact on state estimation
and hypothesis testing. In accordance with [50], we re-normalized
experimental data to the highest signal value to avoid normalization
to values with low signal-to-noise ratios. Respective data is shown in
Table B.1.
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Figure B.1.: (A) Expression of GFP-DLC1 in Flp-In GFP-DLC1
was induced with doxycycline. The next day, cells were
treated with the PKD inhibitor kb NB 142-70 for 2 h, followed
by PDBu treatment for the times indicated. Cells lysates
were analyzed by immunoblotting. (B) Band intensities from
four independent experiments were quantified and normalized
to the loading control and control sample (mean + SEM).
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Experiment 1: Input PDBu, control (Fig. B.1)

time pDLC1 pPKD
0 min 0.05 0.18 0.00 0.08
5 min 0.60 0.24 0.39 047
20 min 0.72 0.29 0.56 0.73
60 min 1 1 1 1
Experiment 2: Input PDBu, kb-NB (Fig. B.1)
time pDLC1 pPKD
0 min - - 0.02 0.04
5 min 0.14 0.08 0.09 0.18
20 min 0.17 0.24 0.10 0.27
60 min 0.42 0.28 0.15 0.43
Experiment 3: Input nocodazole, control (Fig. 3.2A)
time pDLC1 pPKD

Omin 032 066 0.57 036 028 1.60 0.52 0.46
10 min 0.72 0.74 096 085 0.80 1.39 0.89 0.68
1

30 min 1 1 1 1 1 1 1

Experiment 4: Input nocodazole, kb-NB (Fig. 3.2A)

time pDLC1 pPKD

10 min 0.26 0.50 0.54 0.79 0.57 092 0.69 0.75
30min 096 0.72 0.78 083 098 097 0.80 1.06

Experiment 5: Input nocodazole, G6-6976 (Fig. 3.2A)

time pDLC1 pPKD

10 min 0.11 044 0.46 049 033 0.20 0.71 0.59
30 min 0.09 0.16 0.54 0.47 064 0.65 0.77 0.57

Experiment 6: pPKD and pDLCI, control (Fig. 3.1B)

pDLC1 pPKD
0.14 0.86 0.80 0.53 0.31 0.41
Experiment 7: pPKD and pDLC1, Rho ca (Fig. 3.1B)
pDLC1 pPKD
1 1 1 1 1 1

Table B.1.: Experimental data, normalized to the highest signal

value
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B.1.3. Significance test for the effect of inhibitors kb-NB
and Go6-6976

Significance of the effect of the inhibitors kb-NB and G6-6076 was
investigated by setting up a parametrized dynamic model and using
an F-test. For this, we defined and compared two nested parametrized
model variants for each inhibitor. In the null hypothesis Hy, the
inhibitor does not act significantly and hence the data can be described
with a single parametrized hyperbolic curve,

Ho: ¢(t) =¢o+1—exp(=At), (B.1.1)

with parameters ¢y and A. The alternative hypothesis H; assumes a
significant influence of the inhibitor under investigation on the pPKD
and pDLC1 time courses. Therefore, two curves ¢°(t) and ¢*(t) were
defined for the control and inhibition experiment, respectively:

Hy: ¢°(t) = ¢ + 1 — exp(—A) (B.1.2a)
' (t) = b + b (1 — exp(—\'t)), (B.1.2b)

with parameters ¢g, A, go(i), b* and )\, where superscripts ¢ and i
symbolize the control and the inhibition experiments, respectively.

For model calibration we chose the method of least squares with
normalized data taken from Table B.1. The normalization point at
t = 30 min was taken into account by a constraint on (g,

©(30min) = 1 = o + 1 — exp(—A - 30 min), (B.1.3)

leading to ¢ = exp(—A-30min). Analogously, we set ¢f = exp(—A°-
30min) for Hy. We define y5,({x) and y; ,(tx) as measurement outputs
for the control and inhibition experiment, respectively. Thus, the
residual sum of squares for Hy was specified as

4
RSS1; =303 | Whalte) = @(ti)” + (w5(te) = o(t))*]  (B.1.4)

tp I=1

and respectively for Hy
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4
RSSy ;= 3" [Whalte) — 7 (t0))* + (whate) — &' (1))?]
tp I=1
(B.1.5)

where j € {pPKD, pDLC1}, £k = 1,...,3 and |l = 1,...,4 denote
outputs, the time points with ¢; € {0, 10,30} min and the number of
replicates per experimental condition. For parameter estimation the
residual sum of squares was minimized separately for both measure-
ment outputs using the fmincon algorithm in Matlab 2016b (64 bit).
All optimizer options were set to default with parameter boundaries
from 0 to 5 on a linear scale. A multistart optimization using 1000
starting points was performed for all model variants and measurement

outputs.
The F-value for the F-test was calculated via
RSS1 — RSS,
—__ p2—n
F = 7SS, , (B.1.6)
Ndata — P2
with
RSS| = RSSLpPKD + RSSI,pDLCl (B.1.7a)
RSSy = RSSQPPKD + RSSQ’pDL01. (B.1.7Db)

The constants p; = 2 and pa = 8 denote the numbers of parameters for
Hy and Hi, respectively. The total number of data points including
pPKD and pDLC1 time course data was ngata = 32. In order to test
Hy, we consider the tails of the F-distribution with (p2—p1, Ndata—p2)
degrees of freedom. An a = 5% level of significance corresponds to a
critical value F, = 2.51, and Hj is rejected if the observed F' value
exceeds F,. Results of this testing procedure are shown in Fig. 3.2B
of the main manuscript.
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B.1.4. Selection of an error model

For model calibration we exploit maximum-likelihood estimation,
which requires the choice of an appropriate error model for observed
outputs. Additive normally distributed error models or multiplicative
log-normal error models are most frequently used for this purpose.
In Kreutz et al. [135] it was argued that the main source of biological
variability and experimental noise is multiplicative and log-normally
distributed, which suggests a log-transformation of the data to obtain
approximately normally distributed data. The mixed error model
from which additive and multiplicative effects are deduced in [135]
is, however, not applicable in our setting due to low numbers of
replicates per condition. Here we decided to select an error model as
a data-driven pre-processing step on the normalized data. Such an a
priori analysis is computationally more attractive than integrating the
selection of an error model directly into model calibration and allows
for a much more comprehensive comparison of different error models.
We used additive normal and multiplicative log-normal error models,
in combination with maximum-likelihood estimators for the means
and the variances. Since the maximum-likelihood variance estimator
is biased, we additionally included also unbiased variance estimators.
Moreover, we compared independent standard deviation estimation
for each condition and each time point with the estimation of partly
pooled standard deviations. The first pooling version averages the
standard deviation of each experimental condition separately for each
output, resulting in 12 standard deviation parameters. For the second
pooling the standard deviations were further averaged per Western
blot according to Fig. 3.1A, 3.2A and B.1A. We compared all model
variants by using different information criteria. Results are shown in
Table B.2. Shown are the likelihood values £, the Akaike information
criterion (AIC), the corrected Akaike information criterion (AIC,),
the Bayesian information criterion (BIC) and Akaike weights, i.e.

A; = AIC,, — min(AIC,)
AW, = DPEAS)
r=1€xp(—A;/2)
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For each case, the three superior ones are color marked. The AIC
agrees with the likelihood values in the choice of the best model.
Both select the most complex model. This selection is, however,
different from that of AIC., BIC and AW, all of which also agree
in the choice of the best error model. Overall, these results reflect
that the later penalize complexity more than the AIC. It should
be noted here that both AIC and BIC are approximations that
assume a large sample size compared to the number of parameters [4,
205], which is not given here. Thus we judge AIC., which corrects
for finite sample sizes [38], and Akaike weights the more suitable
criteria here, which also completely agree in their ranking. Hence
we decided to select the most plausible error model according to
these two criteria. According to the evidence Table in [119], AIC,
records positive evidence between the best and the second best model.
Based on these results, we decided to use an additive normal error
model and six standard deviation for the following modeling study.
The six standard deviation pools are represented by six parameters
a;-, i=1,2,3, j € {pPKD, pDLC1} depicting the standard deviation
for each experiment and output pooled as described above. Table B.3
shows the composition of experiments that were used for pooling.

B.2. Model 1: Modeling and model calibration

In the following we provide details on the positive feedback modeling
approach and calibration to experimental data.
B.2.1. Modeling approach and normalization

According to Fig. 3.1E, we built up a simplified two state variable
model,

pPKD = k(DLC1,6)PKD — 6;pPKD (B.2.1a)
pDLC1 = 6,pPKD - DLC1 — 63pDLC1, (B.2.1b)

with model parameters 6. For simplicity and because the ratio of sub-
strate and kinase molecules are unknown we used mass action kinetics
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Error model # parameters L AIC AIC, BIC AW
N, unbiased, o; 54 1.0e25 -7.19 23041 121.44  3.5e-41
N, unbiased, 712 39 1.4e20 -14.73 63.27  78.17  6.9e-05
7 N, unbiased, 7g 33 1.7e15 -4.14 44.64 7446  0.7662
N, biased, o; 54 3.9e26  -14.45 223.15 114.18 1.3e-39
N, biased, 712 39 4.9e20 -17.30 60.70  75.60  0.0002
N, biased, d¢ 33 5.2el4 -1.75 47.03  76.85  0.2317
log NV, unbiased, o; 54 7.6e25  -11.18 226.42 11745 2.6e-40
log NV, unbiased, 712 39 1.9e18 -6.21 71.79  86.69  9.7e-07
log NV, unbiased, 7g 33 3.6e12 8.19 56.97  86.79  0.0016
log NV, biased, o; 54 2.7e27  -18.44 219.16 110.19 9.7e-39
log N, biased, 712 39 2.1el8 -6.41 71.59  86.49 1.1e-06
log NV, biased, ¢ 33 1.9e11 14.08 62.86  92.69  8.4e-05
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Table B.2.: Error model selection procedure based on information
criteria. In total N = 80 measurements were used. Stan-
dard deviations were either estimated individually for each
condition and time point (o;), or by pooling over time se-
ries and outputs (d12) or over experiments and outputs ().
The three superior models are marked in green (top), orange
(second top) and yellow (third top).
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variance parameter pooled experiments (state variable)
TBKD 1,2 (pPKD)
oA ip 3,4,5 (pPKD)
TPKD 6 (PPKD)
TbLC1 1,2 (pDLC1)
o101 3,4,5 (pDLC1)
TBLC1 6 (pDLC1)

Table B.3.: Experiments and states used for calculation of the
six standard deviation pools depending on the experimental
conditions given in Table B.1.

wherever applicable. The PKD phosphorylation rate k(DLC1, 6) de-
pends on DLC1 via Rho and on the experimental treatment of the
cell culture and is specified in Table B.4 for the different treatments
used for model calibration.

We eliminated PKD and DLC1 by assuming mass conservation of
respective total amounts,

PKDyo, = PKD + pPKD (B.2.2a)
DLCly; = DLC1 + pDLCL. (B.2.2b)

Normalization of both state variables to total concentrations,

pDLC1

_ pDLOT B.2.3
17 DLC1 (B.2.3a)
pPKD
- B.2.3b
“2 7 PKDyot (B.2.3b)

leads to

= (90(1 — é@(l - 562)) + 94u1 + 95U2 + 01399)
X (1 — Oé197 — ageg)(l — J,‘l) — 91$1 (B.2.4a)
j?g = ég(l — CL‘Q)IL‘l — 93332 (B24b)
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where 56 = 0gDLClot, 52 = #;DLClot and u;, o; are Boolean
variables that are used to indicate the treatment. For the sake of
simplicity the parameters ég and ég will be called 8¢ and 65 in the
following. Together with the standard deviations of the error model,
the vector of unknown parameters is given by

0= (007 91, 927 937 947 65, 067 97, 987 997

1 2 3 1 2 3 16
OpKDs OPKD» OPKD»> ODLC1> ODLC1> ODLc1) € Ry

B.2.2. Likelihood function

For model calibration we used maximum-likelihood estimation with
the previously chosen error model. We also included the pooled
standard deviations as optimization parameters in order to be more
flexible with data points that cannot properly be fitted. We use
yi;i(tr) to denote measurement outputs. The indices i = 1,...,7,
i=1,2k=1,...,6 and [ =1,...,4 denote different experimental
conditions, enumeration of the outputs, the time points with ¢, €
{0, 5, 10,20, 30,60} min and the number of replicates per experimental
condition, respectively. According to the error model, we assume
}/'L'j(tk) NN(Zij(e,tk),O'?-), (B25)

)

where z;; denotes the normalized output according to Table B.1,

xi;(0, ti)

T Tk) B.2.6
Lctrl,j (97 tctrl) ( )

2i(0, ti) =

where x1,; is the value of the simulated substrate j under the
conditions of the experimental data used for normalizing y;; and tcn
is the normalization time point. The likelihood function then reads

B L & 1 U (yiji(te) — 2i5(0, tx) ’
_HH H”exp[_2<ﬂk k) .

Uij
(B.2.7)
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Treatment (u,«) k(DLC1,0) Remark
— Noﬁ ~ 0sDLC1) %MWWQW €[0.1] unphosphorylated DLC1 de-
otherwise creases the basal PKD phos-

phorylation rate

PDBu k+0y PDBu triggers PKD phos-
phorylation

Noc k+ 05 nocodazole triggers PKD
phosphorylation

kb-NB Mﬁ —0s) NMWM%WWM kb-NB decreases the overall
PKD phosphorylation rate

G5-6976 k(L= 07) € [0, 1] G6-6976 acts similar to kb-

0 otherwise

NB

Rho ca k+ 69 constitutively active Rho in-

creases PKD phosphoryla-
tion
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Table B.4.: PKD phosphorylation rate k£(DLC1, ) depending on
the experimental setup and on DLC1
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We used the negative log-likelihood function for optimization,

L(0) = min —log L(0) = J, B.2.8
max £(8) = min —log £(6) = Jop, (B.2.8)
where © is the set of acceptable parameters and Jop is called the
objective function value.

B.2.3. Optimization details

In order to evaluate the likelihood function (B.2.7), all simulations
of the model (B.2.4) were performed via Matlab 2016b (64 bit).
For model handling we used the SBTOOLBOX2 and SBPD toolboxes,
which make use of the CVODE solver from SUNDIALS for integra-
tion. Integrator options were set to options.abstol = 1e-10 and
options.reltol = 1e-10.

The optimization problem (B.2.8) was solved with the Pattern
Search algorithm, which gave most reliable results in several tests for
our setting. Pattern Search was introduced by [102] and uses a mesh
in the parameter space in order to move step-wise to the minimum
of the objective function. During a parameter poll a decrease in the
objective function value is called a success and leads to an increase
of the mesh size, whereas in case that the objective function value
cannot be decreased the mesh size is reduced.

For implementation in Matlab we used the internal algorithm
patternsearch with the following options:

e OptionsPatternsearch.Cache = ’off’,
e OptionsPatternsearch.CompletePoll = ’off’,
e OptionsPatternsearch.MeshAccelerator = ’on’,
e OptionsPatternsearch.ScaleMesh = ’on’,
e OptionsPatternsearch.MaxFunEvals = 9000p,
e OptionsPatternsearch.MaxIter = 300p,
where p = 16 is the number of unknown parameters.

As further options we set boundaries for these parameters. We
used a logarithmic scale for the reaction rate parameters 6y, ..., 6y,
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Performance visualization
2 : : ‘ ‘ >

Objective function J,,

Run iterations

Figure B.2.: Sorted objective function values of converged pa-
rameter sets for model 1.

which allows to cover many orders of magnitude. Our boundaries
comprise four orders of magnitude and were adjusted through several
optimization runs, such that the optima that were found do not lie
on one of the boundaries. Boundaries for the parameters 67 and 0s,
the efficiencies of the two PKD inhibitors, were set to [0, 1] according
to (B.2.4). For the standard deviations a;- we used the empirical
estimates oemp to set reasonable boundaries, which were finally set
to aj» € [%aemp, %Uemp}.

Optimization was performed with 1000 latin hypercube samples
as starting values. The initial conditions z1(0) and z2(0) were un-
der steady state assumption calculated according to the conditions
specified for each experiment. Fig. B.2 shows the resulting objective
function values for 951 converged parameter sets', 929 of which form
a nice plateau.

!'Ensuring that the magnitude of the mesh size is less than the speci-
fied tolerance and constraint violation is less than those specified in op-
tions.ConstraintTolerance.
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Figs. B.3 and B.4 show parameter scatterplots. The parameters
02, 03,04, 05,07 and Og are clearly identifiable from the experiments. It
is also plausible that 85 > 6, since kb-NB is able to abolish the signal
almost completely in case of stimulation with PDBu, while PKD is
still considerably activated in case of stimulation with nocodazole.
Similarly, 67 is close to the maximal value 1 and larger than the
influence of the inhibitor kb-NB, which also reflects experimental
observations. The basal PKD phosphorylation and dephosphorylation
rates 0y and 61, respectively, have a much larger uncertainty. This
is also true for the parameter g, which characterizes the effect of
RhoA on PKD that also showed a high variance in the experiments.
Surprisingly at first glance, these three parameters are almost per-
fectly correlated. Having a closer look at the parameters, this can
easily be explained in the following way: The optimizer assigns quite
small values to the parameter 0, which is a measure for the influence
of DLC1 on PKD. Given this, PKD dynamics is hardly affected by
DLC1. In this case, the strong correlations directly follow from a
steady state analysis of decoupled PKD. The correlation between 6
and 6; follows from the steady state conditions in the control case,
while the correlation of g with both parameters results from the
observed steady state ratio conditions in the Rho ca experiments.

We used the 929 parameter sets from the plateau in Fig. B.2
to evaluate the model fit and to have an estimate of the resulting
uncertainty due to non-identifiable parameters. In addition to the
dynamic response of the system to nocodazole treatment with and
without PKD inhibitors, which are shown in Fig. 3.2C in the main
manuscript, Fig. B.5 shows the model fit after treatment with PDBu
with and without inhibitor and steady state fold changes in PKD
and DLC1 phosphorylation in the Rho ca experiments. Overall, the
response of the system is very well described. Experimental data and
model trajectories agree well for pPKD and pDLC1 in the control
case and in case cells were treated with the inhibitor kb-NB prior
to PDBu treatment. Also the fold changes in pPKD and pDLC1
induced by constitutively active Rho are well captured by our model,
though the variance in the data is quite large here, especially for
pDLC1.
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B.2.4. Model validation via bootstrapping

Plausibility of the model was tested with a parametric bootstrapping
approach (see e.g. [54]), in which we generated many datasets from the
inferred stochastic model, which were subsequently used to estimate
a distribution of likelihood function values J (Fig. 3.2D). For this
purpose, we resampled D;, ¢ = 1,...,10000 datasets that mimic
experimental data used in the study (i.e. same number of replicates,
same conditions etc.). Then we calculated p(D;|0) with oi; from 0 and
used these values to estimate a probability density p(Jopt) = p(D;|0)
via kernel density estimation, which was compared to p(y[é), the
likelihood value for the real experimental data.

B.2.5. Profile likelihood analysis

The profile likelihood shown in Fig. 3B was obtained by setting the
feedback parameter g to the indicated value and re-optimizing all
other parameters. For computational efficiency, we did not initialize
all parameters from scratch in each of these optimization runs, but
used the results from the previous run as a starting point for the next
run.

B.3. Negative feedback model (model 2): Data
pre-processing

B.3.1. Normalization of experimental data

For model calibration we used the normalization from Table B.1. Ad-
ditional experiments were normalized analogously, which is indicated
in Table B.5.

B.3.2. Selection of an error model

Analogous to model 1 we compared 12 different error models for the
model 2 (Table B.6). As before, AIC., BIC and Akaike weights agree
on the choice of the best model, which is also with the additional
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Figure B.3.: Scatterplot matrix for 929 parameter sets extracted
from Figure B.2.
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Figure B.4.: Scatterplot matrix of 929 standard deviations o
(black) in comparison with unbiased empirical estimates (red).
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Experiment 8: -Dox (Fig. 3.4A)
pPKD

038 1.08  0.89

Experiment 9: +Dox (Fig. 3.4A)

pPKD
1 1 1
Experiment 10: Input nocodazole, siNT (Fig. 3.4B)
time pPKD

0 min 0.28 0.46 0.50
10 min  0.76 0.54 0.55

30 min 1 1 1
Experiment 11: Input nocodazole, siDLC1 (Fig. 3.4B)
time pPKD

0 min 0.09 0.13 0.17
10 min  0.45 0.37 0.54
30 min 0.72  0.53  0.82
Experiment 12: siNT, -H1152 (Fig. 3.4D)

pPKD
1 1 1
Experiment 13: siDLC1, -H1152 (Fig. 3.4D)
pPKD

0.26 0.53 0.37
Experiment 14: siDLC1, +H1152 (Fig. 3.4D)
pPKD
076  0.71 045

Table B.5.: Experimental data, normalized to the highest signal
value
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A1.2 1.2

0.8 1
* ——control
Q ——kb-NB
Z 06 1
o
0.4
* *
0.2 0.2 & . .
*
0 : : : ol : : :
0 20 40 60 0 20 40 60
PDBuU [min] PDBu [min]
B . ‘ ‘
pPKD pDLC1
*
0.5+ =
0
control Rho ca control Rho ca

Figure B.5.: FIT FOR MODEL 1. Dots indicate re-normalized
experimental data from Fig. B.1, with normalization points
indicated by diamonds, together with 929 estimated model
trajectories that lie all on top of each other.

experiments a normally distributed error model with standard devia-
tions pooled over experiments and outputs. This results in 9 different
standard deviations, six of which are the same as in Table B.3, the
other three ones are listed in Table B.7.

B.4. Model 2: Modeling and model calibration

In the following we provide details on the negative feedback modeling
approach and calibration to experimental data.
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Error model # parameters L AIC AIC, BIC AW
N, unbiased, o; 70 3.7e33  -14.61 286.60 170.49  2.2e-52
N, unbiased, 717 52 7.7e27  -24.42  83.65 113.08  2.6e-08
7 N, unbiased, &g 44 8.3e22  -17.56  49.56 98.79 0.6560
N, biased, o; 70 3.4e35 -23.61 277.61 161.50  2.0e-50
N, biased, 717 52 4.7¢28  -28.05 80.03  109.46 1.6e-07
N, biased, oy 44 4.3e22  -16.25 50.87  100.10  0.3407
log NV, unbiased, o; 70 1.6e34  -17.56 283.65 167.55  9.6e-52
log NV, unbiased, 717 52 2.1e26  -17.26  90.82  120.25  7.2¢-10
log NV, unbiased, g 44 3.7¢20 -6.72 60.40  109.63  0.0029
log NV, biased, o; 70 1.5e36  -26.55 274.66 158.55  8.6e-50
log N, biased, &17 52 1.9¢26  -18.92  89.16  118.59  1.7¢-09
log NV, biased, g 44 4.0el9 -2.26 64.86  114.09  0.0003
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Table B.6.: Error model selection procedure based on information
criteria. In total N = 104 measurements were used. Stan-
dard deviations were either estimated individually for each
condition (o;), or by pooling over time series and outputs
(017) or over experiments and outputs (9). Color encoding
was chosen equivalent to Table B.2.
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variance parameter pooled experiments (state variable)
TPKD 8 (pPKD)
R KD 10,11 (pPKD)
oKD 13,14 (pPKD)

Table B.7.: Description of the three additional variance pools
used for the modeling study, depending on the experimental
conditions given in Table B.5.

B.4.1. Modeling approach and normalization

Similar to model 1, we eliminated PKD and DLC1 by assuming mass
conservation of respective total amounts

PKD;o; = PKD + pPKD (B.4.1a)
DLCliot (1 + 3612 — agbrs) = DLC1 + pDLC1. (B.4.1b)

Normalization of both state variables to total concentrations,

pDLC1
T = B.4.2a
! DLCltOt(l + 015912 - Oz6013) ( )
pPKD
= B.4.2b
2~ PKDor (B.4.2b)

leads to

= (B0(1 + O6(1 + asb12 — agbis) (1 — x2) (1 — csb10) (1 + csb11))
+ 94U1 + 95’[1,2 + 01399)(1 — 05197 — 04298)(1 — 351) — 91.’1’;1
(B.4.3a)

i‘g = ég(l - 1‘2).%1 — 931‘2 (B43b)

where 05 = 92DLC1tOt and 0 = 0gDLC 1. Analogously to the first
part, 05 and g will be called 65 and 6g in the following.

Changes in the DLC1 mediated PKD phosphorylation rate and
the total DLC1 amount compared to model 1 are listed in Table B.8.
We note here that all experiments were conducted with doxycycline
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for model 1, while this is not the case for some of the additional
experiments, such that we introduced an additional parameter to
describe the effect of doxycycline addition on DLC1 total amounts.

B.4.2. Likelihood function

As before, the likelihood function for model 2 is given by

L(9) = p(yl0)
2
- I 1 1 (yijl(tk) _Zij(eatk)>
i1 =l ty 11 Tig V2T 2 Tij
(B.4.4)
with unknown parameter vector
6 = (6, . ..,013, OpKD - - - » OPKD» ODLCIL: - - - » Oprc1) € R

B.4.3. Optimization details

For optimization we used again Matlab 2016b (64 bit) and the tool-
boxes SBPD and SBTOOLB0X2 and the internal Matlab solver ode15i
for integration with options set to options.abstol = 1e-10 and
options.reltol = 1e-10. Optimization was performed with the
gradient-based optimizer fmincon with the interior point method and
settings OptionsFmincon.TolFun = 1e-6, OptionsFmincon.TolCon
= le-6 and OptionsFmincon.MaxFunEvals = 5000.

As for model 1 we used a logarithmic scale for the parameters
0o, ..., 013. The final boundaries of four orders of magnitude for
these parameters were set after several optimization runs in order to
avoid results on the boundaries. Following (B.4.3) the boundaries for
07, Bs, 019 and 613, the efficiencies of the two PKD inhibitors, Rho
ca in the feedback and the silencing RNA for the total DLC1, were
set to [0, 1] without using a log-scale. Boundaries for the standard

deviations a;» were set around the empirical estimates, [%Gemp, QUemp} .

Optimization was performed with 1000 starting values from a latin
hypercube sample. For all experiments the initial conditions x1(0) and
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Treatment (u, «)

Effect on k(DLC1,0) or DLC1

Remark

%oﬁ + QQUHQHV 0cDLC1 € AOV :

0 otherwise

k=

unphosphorylated DLCI in-
creases the basal PKD phos-
phorylation rate

doxycycline DLC1 4 pDLC1 = DLC1ot(1 + 612) doxycycline induces DLC1
expression and thus in-
creases DLC1q¢

siDLC1 DLC1 4 pDLC1 = DLC1yot(1 — 613) siDLC1 reduces DLC1 ex-
pression

Rho ca k + 69 constitutively active Rho in-
creases PKD phosphoryla-
tion

0o(1 + 66DLC1(1 — 649)) feedback via Rock is nega-

tive

H1152 0o(1 4+ 06DLC1(1 + 611)) H1152 inhibits Rock activ-

ity and thus increases the
overall PKD phosphoryla-
tion rate
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Table B.8.: Effect of different experimental treatments on the
PKD phosphorylation rate k(DLC1,6) and on total DLC1
amounts
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Figure B.6.: Sorted objective function values of converged pa-
rameter sets for model 2

z2(0) were assumed to be in a steady state and calculated accordingly.
908 starting points converged according to the step size criterion? for
the parameter vector 0. As before, we evaluated the results according
to the sorted J,p; values and took the first 150 values as a reasonable
estimate for the global optimum, see Fig. B.6.

A comparison of experimental data and model fits which are not
shown in the main manuscript can be seen in Fig. B.7. Shown are the
time courses of pPKD and pDLC1 after stimulation with PDBu in
the control case and with the PKD inhibitor kb-NB as well as the fold
change in both variables induced by constitutively active Rho. The
dynamic response of both variables is well captured in the control
experiments, while the effect of the PKD inhibitor is underestimated,
which is the opposite to the time series experiments after stimulation
with nocodazole (Fig. 3.5) and thus a compromise model fit with

2Ensuring that the change in the parameter vector is less than the specified
step size tolerance and constraint violation is less than those specified in
options.ConstraintTolerance



B.4. Model 2: Modeling and model calibration 221
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0.5+ =
0
control Rho ca control Rho ca

Figure B.7.: FIT FOR MODEL 2. Dots indicate re-normalized
experimental data from Figs. 3.1 and B.1, with normalization
points indicated by diamonds, together with 150 estimated
model trajectories.

respect to the efficiency of the inhibitor. The effect of Rho ca on
both output variables is well captured. Compared to the model fit of
model 1 trajectories show a larger variability.

Fig. B.8 shows the parameter scatterplots for model 2. Compared
to that of model 1 parameters are more spread and less correlated.
The parameters 601, 07, 0g and 612 are well identifiable. These are the
PKD dephosphorylation rate, the effects of the two PKD inhibitors
and the influence of doxycycline addition onto DLC1 total amounts.
In contrast, the parameters 63 and 63, phosphorylation and dephos-
phorylation rates of DLC1, have a broad distribution. Some of the
parameters also show correlations such as 4, 85 and 6y, which are the
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influence of PDBu, nocodazole and RhoA on PKD phosphorylation.
Fig. B.9 shows that all standard deviations are well identifiable
within the given bounds about the empirical values.

B.4.4. Model prediction

It is known that strong negative feedback can cause robustness of
activity states to variations in total protein amounts for proteins
in the feedback loop [62]. However, in our case it is unclear how
to define the strength of the feedback loop. One possibility is to
investigate the strengths of the individual links between the two
components in our model. Thus, we simulated pDLC1 and pPKD
fold changes implied by variations in PKD and DLC1 total amounts,
respectively (top row in Fig. B.10). pDLCI increases in a perfect
linear way with the PKD amount due to mass action kinetics for
PKD mediated phosphorylation of DLC1. Similarly, pPKD is a linear
function of the DLC1 amount, with an offset that corresponds to the
basal and DLC1 independent PKD phosphorylation rate. Together,
these results suggest that pPKD is highly influenced by DLC1 and
vice versa. However, the conclusion that the overall feedback makes
the system robust is not true in this case, as can be seen in Fig. B.10
(bottom row). Using mass action kinetics for a single molecule that
is reversibly phosphorylated and not subject to feedback regulation,
the phosphorylated protein amount is a linear function of the total
amount. At the PKD level the system behaves exactly as such a
decoupled system (left). This is different for DLC1 phosphorylation,
were the effect of the negative feedback is visible in the deviation from
the diagonal line (right). Thus, although we have strong influences
between both output variables, this does not result in an overall strong
effect of the negative feedback. An explanation for this paradigm is
shown in Fig. B.10. When pPKD and pDLCI1 fractions are small,
fold changes in pDLC1 implied by variations in PKD amounts might
be large, but at the same time, the fold change in unphosphorylated
DLC1, which feeds back to PKD, is so small that the effect of changes
in PKD amounts are not propagated by the feedback.
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B.5. Additional experiments

Fig. B.11 shows that DLC1 depletion by independent siRNAs reduces
PKD activation in HEK293T cells and endogenous DLC1 localizes to
focal adhesions in U20S cells.
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Figure B.8.: Scatterplot matrix for 929 parameter sets extracted
from Fig. B.6 of model 2.
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Figure B.9.: Scatterplot matrix of 150 estimated standard de-

viations J; (black) of model hypothesis 2 in comparison to

unbiased empirical estimates gemp (red).
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Figure B.10.: Interaction strengths between variables in the
feedback loop. Normalization to nominal value denoted by di-
amonds. Top: Mutual influences between pPKD and pDLC1
are strong. Bottom: This does not result in a strong overall
feedback and robustness of phosphorylated amounts against
variations in respective total amounts. An explanation for
this putative contradiction are small fractions of phosphory-
lated amounts.
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Figure B.11.: (A) HEK293T cells were transfected with the indi-
cated siRNAs. After 3 days, cells were lysed and lysates were
analyzed by immunoblotting. (B) Two days after transfection
with the indicated siRNAs, HEK293T cells were transfected
with the construct encoding the Golgi PKD activity reporter.
The next day, cells were lysed and lysates analyzed by im-
munoblotting. (C) U20S cells were transfected with the
indicated siRNAs. After 3 days, cells were fixed and stained
with DLC1 and paxillin specific antibodies, followed by flu-
orescently labeled secondary antibodies. Nuclei were coun-
terstained with DAPI. The images shown are representative
maximum intensity projections of several confocal sections.






C. Supporting Material for
Chapter 4

C.1. Classification methods

For a short formal description of each method, let the data con-
sist of a sample set X € R"*P  the predictor, with n samples
x; = (zi1,...,Tip), ¢ = 1,...,n and p features as well as the re-
sponse vector y, a binary vector of length n that encodes the class
membership.

C.1.1. Sparse robust discriminant analysis with sparse
partial robust M regression (SPRM-DA)

Sparse robust discriminant analysis with sparse partial robust M
regression [98] (SPRM-DA, in the following SPRM) classifies samples
x; by maximizing the distance between group means and minimizing
the variance within groups on a projected hyperplane. Therefore, the
response vector y is given in centered and scaled form and further
treated as continuous variable. Likewise, the matrix X is column-wise
centered. SPRM consists of two parts. In the first part, based on
partial least squares [244], the data X is reduced by projecting it to a
lower dimensional subspace XW € R™H  H < p where W € RP*H
is characterized by direction vectors wy € RP, h = 1,...,H and
H < p defines the reduced dimensionality of the subspace. This is
achieved by maximizing the squared covariance between the predictor
projection Xw and the response vector y,

w), = arg max cov? (X w, y) (C.1.1)
w
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for h € {1,...,H} subject to |wy| = 1 and w} X Xw,; = 0 for
1 < ¢ < h. Many algorithms have been suggested to solve problem
(C.1.1). The one that is used in [98] makes use of the standard
covariance estimator

1 2
cov? = ( yTXw> . (C.1.2)
n—1

In a second step, the transformed data is classified using Fisher’s
linear discriminant analysis (LDA).

Robust DA with partial robust M regression uses the concept of M
estimation as a powerful tool in robust statistics to identify outliers.
Therefore, weights between 0 and 1 are assigned to each sample to
regulate its influence on model estimation. Weights are chosen such
that samples x; with large distances with respect to the center and
covariance of its assigned class, quantified by a weighting function on
the robust squared Mahalanobis distance, are downweighted. These
weights enter both steps of the procedure, i.e., covariance maximiza-
tion, where the weights are determined iteratively, and LDA, where
the optimized weights are used to perform a weighted, robust LDA.
The procedure how optimal weights are achieved is explained in [98].
Integration of these weights modifies the optimization problem (C.1.1)
to

), = arg max cov? (X qw, yq), (C.1.3)
w
where 2 = diag(wy, ... ,wy) downweights samples, leading to weighted

data matrix and response vector X o = QX and yqo = Qy, respec-
tively. Constraints for wy, apply accordingly.

In addition, sparsity is ensured by penalizing the estimation of the
direction vectors wp with an £; norm penalty n. This regularization
forces complete rows of the weight matrix W to become zero, and
the respective features have no influence. Thus, only features with
nonzero weights are selected. The resulting optimization problem is
described in [98] (equations (18)).

Hyperparameters of SPRM include the number H of latent com-
ponents and the sparsity parameter 7, which are determined by a
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cross-validation procedure as described in [98].

We employ the sample weights, as provided by the classification
output, as a measure for outlier ranking in the outlier ranking step
in Figure 4.1A in the main manuscript. Samples are thus ranked in
ascending order of their weights. The selected features are extracted
as the set of features that have at least one non-zero entry in the
corresponding row of the weight matrix W.

C.1.2. Robust and sparse K-means clustering (RSK-means)

The second employed classifier is Robust and sparse K-means clus-
tering (RSK-means) [132]. RSK-means is based on the standard
K-means clustering [217], which searches for a partition of the dataset
into K clusters by minimizing the within-cluster sum of squares or,
equivalently, maximizing the between-cluster sum of squares. If a
large fraction of features is not related to the response variables and
only few features contribute to the differences between samples in dif-
ferent clusters, K-means often fails. This problem was first addressed
by Witten and Tibshirani [243], who proposed sparse K-means to
simultaneously find clusters and a small number of features which
are sufficient to unravel the cluster structure. This is achieved by
assigning weights w = (w1,...,wp),w; > 0,5 = 1,...,p to each
feature that are constraint in their norms to enforce sparsity, leading
to the optimization problem

D 1> K 1
Cl,I.I.l.?‘C}'i,wjzl wy g Z Z di,i’,j — I; nik Z di,i’,j (014)

i=14'=1 i,i'€C

subject to ||w|2 < 1 and ||wl||; < I. Here, [ > 1 determines the
degree of sparsity in terms of non-zero weights of the solution, and
C1,...,Ck denotes the partition into K different clusters. In equation
(C.1.4), the expression in the brackets describes the between-cluster
sum of squares, with additive dissimilarity measure d; ; = Z?zl
between samples i and ¢/, which can, e.g., be chosen as squared
Euclidean distance between x; and xy, ie., d;y; = (w;; — a:ilvj)z.

diit j
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The variable nj; denotes the number of individuals in cluster k.
Like K-means clustering, problem (C.1.4) is in practice solved by
iterating the following steps:

1. Given weights w and cluster centers p,, ..., pj, assign samples
to the cluster with the closest center in terms of weighted
Euclidean squared distances.

2. Based on this partitioning, update cluster centers to the weighted
sample means of the samples in the respective clusters.

3. Choose weights subject to constraints such that the weighted
between cluster sum of squares is maximized.

Following the idea of Cuesta—Albertos and Gordaliza [47] to achieve
a clustering that is robust to outliers by trimming o 100% of the
samples with the largest distances to their cluster centers in step
2, Kondo et al. [132] introduced a modified algorithm, RSK-means,
which combines SK-means with a trimming procedure which finally
returns a set of selected features as well as a set of outliers. Thereby,
the final set of outliers O is obtained as the union of the sets Oy
and O, which are calculated with and without weights, respectively.
Optimal weights w are determined by maximizing the between-cluster
sum of squares under exclusion of observations flagged as outliers in
the set O,

p —[0| n—|O|
max Z Z Z di,i/,] Z nk,0 Z dl ]
wl2<1, =] i=1 /=1 i,i'€Cl,0
lwll1 <l

(C.1.5)
Here, C}, o represents the truncated k-th cluster and nj o the corre-
sponding number of samples.

RSK-means requires the selection of three hyperparameters, the
L1 bound [, which determines the degree of sparsity and can be
chosen to achieve a desired number of selected features, the trimming
proportion «, and the number of clusters K. In order to select [ and
a, classification runs for different combinations of parameter values
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were performed. Final parameters were selected as best combination
with respect to the classification error rate as provided by the CER
function from the RSKC [131] package. Ranges for each parameter
are given in Table C.1. We defined K = 2 in accordance to the binary
response vector y supplied in the classification process.

For the outlier ranking step in Figure 1A in the main manuscript,
we calculate the Euclidean distance of cases from the cluster center
using the cluster partition obtained by the classifier. Cluster centers
are determined without identified outliers O and including feature
weights

P
Di(mi) = wj(@ij — py)’, (C.1.6)
j=1
. 1 :
for i € Cf and p; = %Zieck,o xij, k € {1, 2}. Since larger

distances from the cluster center correspond to a higher chance of
being an outlier, ranking is assigned in descending order of distance
D;. Furthermore, the features weights w;, j = 1,...,p, are evaluated.
Features with corresponding non-zero weights constitute the set of
selected features.

C.1.3. Robust and sparse logistic regression with elastic net
penalty (enetLTS)

Robust and sparse logistic regression with elastic net penalty (enetLTS)
[137] uses a logistic regression model to determine a regression hyper-
plane between the groups. Therefore, the logistic regression model
y; = m; +&;, for i =1,...,n, is used to describe the relation between
the predictor X and the response y. The term ¢; describes a binomi-
ally distributed error, and m; denotes the conditional probability for
the i-th individual to belong to class one,

T, — P(yl = 1‘.’1‘,‘1) = OXp (wZTIB)

e T (C.1.7)

with regression coefficients B8 € RP. In case n > p optimal regres-
sion coefficients 8 are identified by minimizing a deviance function
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d(m;rIB7 yl)a

n n
B = arg minz d(xz! B, y;) = arg minz —yixl B+ log (1 + ewiT[’) .

=1 B i=1
(C.1.8)
The method is adjusted for multicollinearity among the predictors
and cases of n < p by adding an elastic net penalty term

1 P 1
Pa() = (L-a)5 B3 +allBlh = Y- | (1 )33 + algsl| (€19
=1
to equation (C.1.8),
Bener = arg min {XR: d(x] B, yi) + APa(ﬂ)} . (C.1.10)
B i=1

The tuning parameter A > 0 determines the strength of the penalty
and thus sparsity, and « € [0, 1] defines the mixing proportion of the
{1 and £ norm. In addition, the method becomes robust against
outliers by iteratively trimming the sample set to an optimal subset

BenetLTS = argmin Q(H7 :8)
ﬁ?H

(C.1.11)
= arg min {Z d(mfﬁ,yi) =+ h/\Pa(ﬂ)} ]

1€eH

)

where H C {1,2,...,n} with |H| = h. This subset is supposed to
be outlier free, and hence all individuals that are not contained in
the subset are defined as outliers. Solving problem (C.1.11) is in
general a difficult problem, which is solved in an iterative way. First,
an optimal set Hopy = argmingci .y, m|=h Q(H, BH) is found as
explained in [137]. Then, optimal regression parameters B.,.prg are
found via optimizing the objective function Q(Hop, 8) with respect
to B.

Altogether, enetLTS requires the selection of three hyperparameters.
These consist of «, which describes the mixing proportion of the
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two penalty terms in equation (C.1.9), A defining the strength of
the penalty and thus the degree of sparsity, as well as the subset
proportion h,. For the optimization, the original set of n samples is
reduced by the proportion hj, resulting in the trimmed set of size
h = hy - n. Cross validation for different combinations of values of «,
A and hy, is performed. The range of values is presented in Table C.1.

In order to obtain an outlier ranking, we first calculate the absolute

value of the Pearson residual r;, i € {1,...,n},
Yi — T
= | —— C.1.12
‘ ‘ mi(1 — ;) ( )

with 7; from Equation (C.1.7). Following the same reasoning as for
RSK-means, we then rank from largest to smallest residual. Finally,
the set of selected features is formed by all features with non-zero

coefficient Bepetrrs,jr 7 = 1,...,p.

C.2. Classification setup

All computations were performed on R version 3.3.3 [183].

We applied the three classification methods on the reduced dataset
using default settings for enetL'T'S and RSK-means. However, for
SPRM we specified scale = standard deviation, center = mean and fun
= Fair as weighting function for the case weights.

Optimal parameters were chosen according to cross validation of
a range of values for all parameters for enetLT'S and SPRM, as
implemented in the corresponding packages.

C.3. Simulation study

From the entire set of genes of the breast cancer dataset, a subset
consisting of 3200 genes was selected as features. Since the simulation
study was conducted after applying ROSIE to the breast cancer
dataset, we decided to include the 54 commonly selected genes. Thus,
the 54 commonly selected genes were chosen a priori and the remaining
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Method Parameter Range for parameter selection
SPRM @ {1,2,...,5}

n {0.2,0.3, ..., 0.9}
RSK-means o {0.05, 0.1, 0.15, 0.2}

l {15, 16, ..., 20}
enetLTS o {0.1, 0.2, ..., 0.8}

A {0, 0.05, ..., 0.2}

>
hS]

{0.7,0.75, ..., 0.9}

Table C.1.: Parameter ranges for parameter selection

number was filled up randomly. Means and covariances were then
computed for the resulting dataset for each the TNBC and non-TNBC
groups. In order to achieve a similar class ratio as in the original
dataset (160 TNBC vs. 859 non-TNBC, which corresponds to about
16% TNBC), we drew about 16% (31) samples from a multivariate
normal distribution with mean and covariance matrix calculated for
the TNBC group and about 84% (169) samples from a multivariate
normal distribution with mean and covariance matrix calculated for
the non-TNBC group. These datasets were corrupted by outliers as
description in the main manuscript.
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SPRM RSK-means enetLTS
5% switched labels oa=2 a = 0.05 a=0.2
n=20.5 =14 X=0.05
hy, =0.85
15% switched labels a=1 a = 0.05 a=0.2
n =07 I=18 A=0.05
hy, =0.7
5% outliers in 15% of features a=1 o =0.05 a=0.1
n=0.5 =14 X=0.05
hy, =0.7

Table C.2.: Hyperparameters. Optimal parameters found by

cross-validation for the simulation study.

SPRM RSK-means enetL TS

Parameters a=1 a = 0.05 a = 0.6
n=20.4 =16 A=0.05
hp, =0.75

Table C.3.: Hyperparameters. Optimal parameters found by

cross-validation for the breast cancer dataset.

C.4. Additional tables and figures
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RSK-means

Figure C.1.: Venn diagram of samples misclassified by SPRM,
RSK-means and enetLTS.
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Figure C.2.: Venn diagram of the genes selected by SPRM, RSK-
means and enetLTS.
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Hx 4x 3% 2% 1x 0x
FOXA1 GATA3 CA12 TBC1D9 RPIA TGFB3
SPDEF DLX6 CAPN13 GALNT10 FABP7 AGR3
MLPH SOX8 OTX1 CMBL Cl6orf95 FAMI136A
CXXC5 SOX6 GCNT2 STAC

AGR2 CHRM3 PPP1R14C MELTF

0OCA2 TMCC?2 MICALL1

VGLL1 A2ML1 TTLL/

ROPNI1B UGTS

ROPN1 CDCA2

FOXC1 LEMD1

PAPSS1 SMOC1

HORMAD1 POUS5F1

ZIC1 SFT2D2

SRSF12 NKX1-2

CHODL

ARTS

EN1

TTYHI1

COL9AS3

FAMI19A3

FZD9

CT83

Table C.4.: List of commonly selected genes sorted according to
the number of common selections in bootstrap runs. Bold
names represent genes at least partially downregulated in
TNBC samples (smaller block of positively correlated genes
in Figure 4.3 in the main manuscript), while remaining genes
are at least partially upregulated (larger block of positively
correlated genes in Figure 4.3 in the main manuscript).
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Figure C.3.: Heatmap of correlation values of 54 randomly se-
lected features.
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SPRM RSK-means enetLTS  # of commonly +# of influential

selected features samples

Block 1 71 13
# of selected genes 3206 505 210
Misclassifications 67 65 50

Block 2 83 11
# of selected genes 2902 519 164
Misclassifications 50 o7 41

Block 3 81 13
# of selected genes 3193 511 187
Misclassifications 62 61 169

Block 4 82 13
# of selected genes 2857 522 222
Misclassifications 68 67 160

Block 5 82 11
# of selected genes 3095 517 211
Misclassifications 60 61 44
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Table C.5.: Summary of classification results for bootstrapped
data including number of selected features and number of
misclassifications for SPRM, RSK-means and enetLTS.
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Figure C.4.: Groupwise histograms of TNBC (green), and non-
TNBC (red) samples. Vertical lines represent respective
group median.
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I I I I I I
0.0 0.4 0.8

True positive rate
00 04 08

False positive rate

Figure C.5.: ROC curve analysis comparing differentially ex-
pressed genes found by edgeR with commonly selected genes
from ROSIE. Cutoff values for ROC analysis were taken from
the false discovery rate.
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Outlier results from ROSIE
Label non-TNBC =+ TNBC =+ non-TNBC outlier

1.00
N 0.751
E
®
o]
o L
s 0.501 ey
a 4
2 L
2 |
@

0.251

0.001

0 2000 4000 6000
Time [days]
Number at risk
- 1-TNBC{ 846 82 13 2
R TNBCA{ 160 14 0 0
— non-TNBC outlier{ 11 1 0 0
0 2000 4000 6000
Time [days]

Figure C.6.: Kaplan—Meier curves and numbers at risk at different

time points of TNBC, non-TNBC and outliers
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Abstract

Biological systems are complex and diverse. Learning about and
understanding these systems is nowadays not only based on
experimental observations but often also involves mathematical
modeling.

In this thesis a workflow for data-based modeling in the con-
text of cancer biology, with a particular focus on sparse data, is
described. Data pre-processing, system modeling, model cal-
ibration, model validation, and model analysis constitute the
five workflow steps. This workflow is applied to three differ-
ent biological systems. While the first project investigates a
feedback mechanism of the known MAPK pathway, the sec-
ond project analyzes the role of the tumor suppressor protein
DLC1 in regulating PKD activity at the Golgi. Finally, the third
project gives insight into the genetic composition characterizing
triple-negative breast cancer in contrast to other breast cancer
types. In the first two projects systems biology approaches
were employed whereas the last is based on a classification
approach.

All systems studied here are confronted with sparse data. In the
first two systems, the sparsity is characterized by a low time
resolution, measurements of only a subset of the components,
large variability between replicates, and relative measurements,
generating uncertainty in the model parameters when calibrat-
ing the model. This problem is addressed with a combination of
statistical methods, which allow the propagation of uncertainty
in the model parameters to the model predictions. The sparsity
in the third system manifests in a large feature space compared
to the number of samples. As most non-sparse methods assume
that the number of samples exceeds the number of features
they may overfit the training data or fail completely. Conse-
quently, an ensemble integrating sparse and robust methods
for feature selection and outlier identification is proposed.
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