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Featured Application: Semiconductor manufacturers are constantly challenged with optimizing
their logistic targets in manufacturing. Simulation models are needed to assess recent develop-
ments in manufacturing optimization, e.g., new dispatching rules or scheduling approaches. A
reference model makes the results of these assessments comparable.

Abstract: The manufacturing industry is facing increasing volatility, uncertainty, complexity, and
ambiguity, while still requiring high delivery reliability to meet customer demands. This is especially
challenging for complex job shops in the semiconductor industry, where the manufacturing process is
highly intricate, making it difficult to predict the consequences of changes. Although simulation has
proven to be an effective tool for optimizing manufacturing processes, reference data sets and models
often produce disparate and incomparable results. CoJoSim is introduced in this article as a reference
model for semiconductor manufacturing, along with an associated reference implementation that
accelerates the implementation and application of the reference model. CoJoSim can serve as a
testbed and gold standard for other implementations. Using CoJoSim, different dispatching rules are
evaluated to demonstrate an improvement of almost 15 percentage points in adherence to delivery
dates compared to the reference. Findings emphasize the importance of optimizing setup time,
particularly in products with high variance, as it significantly impacts adherence to delivery dates
and throughput. Moving forward, future applications of CoJoSim will evaluate additional dispatching
rules and use cases. Combining CoJoSim with dispatching methods that integrate manufacturing and
supply networks to optimize production planning and control through reinforcement-learning-based
agents is also planned. In conclusion, CoJoSim provides a reliable and effective tool for optimizing
semiconductor manufacturing and can serve as a benchmark for future implementations.

Keywords: semiconductor manufacturing; complex job shop; reference model; simulation

1. Introduction

The environment of manufacturing companies is becoming more volatile, uncertain,
complex, and ambiguous [1,2]. This is especially evident in the semiconductor industry,
which provides a perfect example of a complex supply network, where manufacturing
sites are typically organized in globally distributed supply networks [3,4]. Semiconductor
manufacturers need to deal with the challenges of short product lifecycles and increasing
numbers of variants with simultaneously decreasing lot sizes [2,5,6]. In addition, a change
from a seller’s market to a buyer’s market can be observed. Consequently, high delivery
reliability has to be achieved to meet the growing importance of customer satisfaction [2,7].

However, besides supply networks, manufacturing is also complex in the semicon-
ductor industry [5,8,9]. The four principal stages of the semiconductor manufacturing
process are wafer fabrication and probe, generally referred to as front-end operations,
and assembly and test, referred to as back-end operations [4,5]. The front end is usually
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located in highly industrialized countries, while the back end is often located in countries
with low labor costs due to the higher manual effort involved [4]. In wafer fabrication,
the most complex part of the overall process, layers of material with different electrical
characteristics are built up on a raw wafer. To build these layers, the following process
steps have to be performed repeatedly on the wafer: oxidation/diffusion, film deposition,
photolithography, etch, ion implantation, and planarization (cf. Figure 1). For a more
in-depth technological description of the process steps, please refer to the literature [4,10].
The result of this process, which takes place in a dedicated facility referred to as a wafer fab,
is a wafer containing between several hundred and several thousand individual devices [5].
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Figure 1. Process steps in a wafer fab [4].

Manufacturing in semiconductor wafer fabs, regarding their manufacturing principle
referred to as complex job shops, typically contains more than 100 machines and up to
700 process steps resulting in a lead time of up to 3 months [4]. These complex job shops
can be characterized by unequal release dates of the jobs, prescribed due dates of the
jobs, reentrant flows of the jobs, different types of processes (lot vs. batch), unequal
processing times of jobs at one kind of equipment, sequence-dependent setup times and
frequent disturbances (e.g., machine breakdowns) [4,6,8,10]. Complex job shops thus differ
significantly from job shops [11].

Because of this complexity, the consequences of changes in manufacturing are difficult
to predict. They often lead to unexpected behavior as well as under- or over-steering due
to the complexity of the manufacturing system [6,7]. Therefore, simulation has become a
proven tool in semiconductor supply network and manufacturing [5,12]. Although there
are reference data sets and reference models for semiconductor manufacturing in complex
job shops, they often produce entirely different results in scientific publications and are
hardly comparable.

Consequently, this leads to the research question of how a reference model could
be designed and described in order to enable comparable results. Therefore, this article
presents a reference model for semiconductor manufacturing as well as an associated
reference implementation. The work contributes to the knowledge base in modeling and
simulation of manufacturing systems, especially complex job shops, as well as in production
planning and control.

The article is structured as follows. Section 2 presents relevant related work on the
modeling and simulation of complex systems, reference models and their implementation
as well as reference models for manufacturing. Section 3 then describes the concept of the
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developed reference model for complex job shop simulation, whereas Section 4 outlines its
reference implementation. Experimental results are given in Section 5. The conclusion and
future work are outlined in Section 6.

2. Related Work

Related work relevant for this article covers the modeling and simulation of man-
ufacturing systems. This includes the modeling and simulation of complex systems in
itself, followed by reference models and their implementation. Furthermore, reference
models for manufacturing in general as well as a well-known example in semiconductor
manufacturing are described. The outline of the relevant research gap concludes the section.

2.1. Modeling and Simulation of Complex Systems

The formalization of scientific theories is desirable to be explicit, standardized, and
objective [13]. Therefore, the modeling of complex systems has become a proven method in
many fields, especially in engineering and the mathematical and transportation sciences.
Compared to laboratory or pilot plant experiments, it most often provides a relatively
low-cost way of gathering information for decision making, especially since the size and
complexity of real systems in the areas mentioned rarely allow for analytical solutions to
provide the information [14]. For the modeling process, however, some terms and their
delimitations need to be understood.

The process of modeling, also referred to as model building, describes the realization of
a planned or existing system in a model [15]. Such a system is a set of interrelated elements
that are separated from their environment and can be characterized as follows [15]: First,
and of utmost importance, by the definition of its borders with the environment and the
respective interfaces for material, energy and information exchange as well as the definition
of its elements and their sequence structures, denoted by rules and constant or variable
attributes. Second, by the relations which connect the system elements among each other.
Third, by the states of the elements which are each described by stating the values of all
constant and variable attributes. However, generally only a small part of these is relevant to
the investigation. Fourth, by the state transitions of the elements as continuous or discrete
changes of at least one state variable due to the process running in the system. Furthermore,
systems can be characterized by their variability, interconnectedness, and complexity [16].
Many systems are subject to variability, either predictable (e.g., manufacturing volumes) or
unpredictable (e.g., machine breakdowns). Furthermore, systems are often interconnected,
meaning elements of the system affect one another. Consequently, a change in one part of a
system leads to a change in another part of the system. Regarding complexity, a system’s
combinatorial complexity and dynamic complexity can be distinguished. Combinatorial
complexity is related to the number of elements in a system or the number of combinations
of elements that are possible (e.g., order flows in job shops). Dynamic complexity arises
from the interaction of components in a system over time and, therefore, is not necessarily
related to size. However, systems that are highly interconnected (e.g., job shops) are
likely to also display dynamic complexity with the following effects. First, an action has
dramatically different effects in the short and long run. Second, an action has a very
different set of consequences in one part of the system compared to another. Third, an
action leads to non-obvious consequences (counter-intuitive behavior).

A model on the other hand is a simplified reproduction of a planned or existing sys-
tem [15]. It is characterized by the three criteria mapping, reduction and pragmatism [17].
Mapping describes that a model always represents a natural or an artificial original. How-
ever, a model does not capture all attributes of the original, but only those that seem
relevant to the model creator or the model user—a reduction. Furthermore, as described by
pragmatism, models are not uniquely assigned to their originals. They fulfill their replace-
ment function for certain subjects, within certain time intervals and under restriction to
certain mental or actual operations. We can distinguish between conceptual models and
simulation models, also referred to as computer models [15,16]. The conceptual model is
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a non-software-specific description of the model that is to be developed. It contains the
objectives, inputs, outputs, content, assumptions and simplifications of the model [16]. In
implementation, the conceptual model is, for the purpose of simulation, converted into
an executable simulation model. Execution is not strictly limited to computers. However,
nowadays most models are executed on a computer using spreadsheets, programming
languages or specialist simulation software [15,16].

Simulation is the result of solving the equations of a model, whereas a computer
simulation is the result of having a simulation running on a computer [18]. Since nowadays
most simulations are executed on a computer, simulation usually refers to a computer
simulation. The purpose of simulation is to improve certain target values by varying the
parameters with the aim of reaching findings which are transferable to reality [15,19]. There-
fore, simulation means running experiments with the model, differentiated by alternatives
in a model’s logic and/or input data [16,20]. Input data are typically provided by data sets
which are the totality of all data available and necessary for simulation: data for describing
reality, which are either recorded by performing measurements and observations of the real
system or specified as target values for a planned system [15]. There is a difference between
the concepts of static simulation, which imitates a system at a point in time, and dynamic
simulation, which imitates a system as it progresses through time. The term simulation is
mostly used in the context of dynamic simulation [12,16].

The term simulation is used extensively in manufacturing, ranging from visual simu-
lation of factories or individual machine tools to the stochastic simulation of entire supply
networks [19]. The need for simulation results from the fact that many manufacturing
systems are interconnected and subject to both variability and complexity (combinatorial
and dynamic). In contrast to other modeling approaches (e.g., linear programming or
heuristic methods), simulation models can represent the variability, interconnectedness and
complexity of a system, and, therefore, predict the system performance with a simulation.
Consequently, alternative system designs can be compared and the effect of alternative poli-
cies on the system performance determined [16]. Furthermore, simulation models typically
need fewer assumptions and are more transparent than other modeling approaches [16].
In addition, compared to experiments with real systems in laboratories or pilot plants,
simulation often allows for a time and cost reduction, control of the experimental con-
ditions and even research on non-existing real systems [16]. Therefore, simulation can
provide support in the planning, implementation and operation phase of a manufacturing
system [21]. However, there are also certain disadvantages of simulations to consider [16].
First, modeling can also be very time-consuming. Second, the required software infras-
tructure can be expensive. Third, there is a certain risk for overconfidence, meaning that
anything produced on a computer is seen to be right. Therefore, when interpreting the
results from a simulation, consideration must be given to the validity of the underlying
model and the assumptions and simplifications that have been made.

The steps for modeling and simulation as described by [14,16,22–24] are shown in
Figure 2.

Simulation approaches can be differentiated by their modelling of the progress of time
in time-slicing simulation, discrete-event simulation and continuous simulation [16,19].
Discrete-event Simulation (DES), as often used to simulate manufacturing systems, only
represents the points in time when the state of the system changes. Therefore, the system is
modelled as a series of events as instants in time when a state change occurs. The state of
the system is only determined when an event takes place. The time of the simulation run,
thus, jumps from one event to the next, whereas the interim state of the system is either
assumed to be unchanged or nondeterministic [16,19,25]. Examples of events are incoming
customer orders or machines starting to produce [16]. Figure 3 describes the method of
DES. Steps (c) to (e) are repeated until the events for the entire timeframe of interest have
been generated. However, as the simulation loop can go on forever, it is necessary to
establish some terminating conditions [19]. In the understanding of DES above, a state is a
description of a situation that is given at a certain point in time [15].
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DES for manufacturing sites can be time-consuming to build and is generally slow
in execution. However, good accuracy can be achieved [26]. Therefore, simulation and
especially DES is receiving a lot of attention in the field of manufacturing systems [19,25].
DES can be applied to different levels: work center, manufacturing site, internal supply
network and end-to-end supply network [12]. Hereafter, when referring to simulation, DES
of a manufacturing site is meant.

To model a manufacturing site, the following elements could be considered [12]. First,
resources including equipment, secondary resources, and operators. Second, products with
their associated technologies and work routes. Third, orders, lots, and batches. Fourth, and
closely related to the resources, are elements of the control system, i.e., dispatching and
batching rules.

2.2. Reference Models and Their Implementation

The architecture of a software system consists of its structures, the decomposition
into components, their interfaces and relations among themselves, as well as their con-
straints [27–29]. The behavior of each component is part of the architecture and embodies
how elements interact with each other [29]. Consequently, an architecture contains both
static and dynamic aspects. It fulfills both the task of a blueprint and that of a flowchart for
software [27]. Software architectures are therefore comparable to models (cf. Section 2.1) to
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a certain extent, and just as there is a need for reference architectures, there is a need for
reference models.

A reference model is a model that is intended to have a generally valid character. Most
likely, it is created for a whole industry [30]. A reference model presents a set of unifying
concepts, axioms and relationships within a particular problem domain, independent of
specific standards, technologies, implementations or other concrete details [31]. Therefore,
reference models are most likely conceptual models and could serve as a starting point for
the development of company-specific models [30].

Reference models can accelerate modeling and increase model quality. This is due to
the easier recognition of existing weaknesses in previous processes and typically multiple
validation of the reference models. Possible cost savings go hand in hand with a more
efficient modeling. Furthermore, reference models allow for a better understanding by
providing a standardized conceptual world and a resulting normative effect. Reference
models can serve as a testing platform for researchers and, subsequently, to share, replicate
and compare results. Therefore, they can also be seen as a bridge between academia
and industry [30,32]. However, there is also a tradeoff in the level of abstraction to be
managed. Reference models that are too detailed hardly need to be adapted, but they also
do not fit the requirements of many companies, so that they are not widely used. If, on
the other hand, reference models are too general, then they have to be adapted too much
and thus at great expense, so that their use is also called into question. A specific expertise
is required for the resulting model adaption. Furthermore, standardization in reference
models leads to a possible loss in the representation of strategic competitive advantages
and core competencies [30].

Various reference models for manufacturing companies exist, e.g., in the context
of supply networks [33–35] or manufacturing (cf. Section 2.3). Reference models have
proven to be an effective and powerful instrument for manufacturing companies to gain an
overview and deeper understanding of their processes, to give orientation for reengineering
and optimization, and finally, to configure and control these processes in operation [35].

In computer science, implementation describes the development of a program or
subprogram that is executable on a computer [15]. Therefore, it can easily be compared to
the steps in modeling and simulation when transferring a conceptual model to a simulation
model (cf. Section 2.1) A reference implementation is the implementation of a standard to
be used as a definitive interpretation for the requirements in that standard [36]. Reference
implementations can serve many purposes, but most importantly they can be used to verify
that the standard is implementable and support interoperability testing among other imple-
mentations. A reference implementation may or may not have the quality of a commercial
product or service that implements the standard [36]. Reference implementations verify
that a specification is implementable and serves as so-called gold standard against which
other implementations can be measured [37]. This is especially evident for the purpose of
reference to compare results as mentioned above. In terms of modeling and simulation,
reference implementation means the conversion of a conceptual reference model into an
executable reference simulation model.

2.3. Reference Models for Manufacturing

Reference models such as the Reference Architectural Model Industrie 4.0 (RAMI
4.0) [38] are well established to describe software architectures, also for manufacturing com-
panies. Since simulation is of particular importance for decision-making in semiconductor
manufacturing, there are several reference models describing its manufacturing process [4].
In their level of detail and inherent capabilities, they usually go well beyond well-known
job shop data sets from operations research, e.g., [39–41].

MIMAC consists of six wafer fab models with different complexities [42,43]. Mini-
Fab is a model with rather low complexity, focusing on basic principles of complex job
shops [44]. A scaled-down model of an existing wafer fab operated by Harris Corporation
is described by [45]. A model including automated material handling, SEMATECH 300 mm,
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is given by [46]. SMT2020, as the most recent model which is also the most complex one,
contains a high-volume/low-mix model as well as low-volume/high-mix model [32,47]. A
comparison is shown in Table 1.

Table 1. Comparison of reference models for semiconductor manufacturing.

Model MIMAC MiniFab Harris SEMATECH 300 mm SMT2020

No. of machines up to 260 5 12 275 1043
No. of machine groups up to 85 3 11 103 105

No. of products up to 21 2 3 1 10
No. of process steps up to 280 6 up to 22 364 up to 632

Implementation described No No No No No

2.4. MIMAC

While MIMAC has been a widely adopted reference model for the past few years, it
is important to note that it is rarely applied in scientific research. In this chapter, we will
provide a detailed overview of various reference models that have been utilized in previous
studies [47,48]. MIMAC, also known as Measurement and Improvement of Manufacturing
Capacity, was originally developed by SE-MATECH in 1995 [42,43]. The model consists
of six different wafer fabs, each described by their machines, operators, work routes,
rework sequences, and release information. Depending on the specific MIMAC set (ranging
from one to six), up to 260 machines in 85 tool groups may be included, visited by up
to 21 products in 280 process steps. Data for each model are provided in tabular format,
and the level of detail enables the modeling of complex job shop characteristics such as
per-lot and per-batch processes, scrap at both wafer and lot levels, rework sequences,
batching, and sequence-dependent setup times. It is worth noting that MIMAC utilizes a
first-come-first-served approach as the default rule for manufacturing control. However,
in this chapter, we will focus on alternative reference models that have been applied in
various scientific studies to provide a more comprehensive understanding of simulation
methods and their impact on manufacturing processes.

2.5. Research Gap

The MIMAC model has been a major benchmark for semiconductor manufacturing
research for several decades. Even today, it remains one of the most widely available
models for this type of research [32]. The impact of MIMAC on the simulation community
of semiconductor manufacturing has been substantial, as it has led to the use of more
realistic simulation models [48]. Consequently, many researchers have used MIMAC over
the years in their research [49–51]. Despite its widespread use, however, the usage of
MIMAC in related works reveals a lack of well-defined assumptions, procedures, and
implementation guidelines. This lack of standardization makes it difficult to re-implement
the model and makes results obtained from simulations using different implementations
of MIMAC not directly comparable. Furthermore, the model’s limited features, such as
the absence of lot prioritization (“hot lots”), could also restrict its applications. Therefore,
a significant research gap exists in the standardization of the use of the MIMAC model,
as well as the identification and implementation of missing features. Addressing this gap
would allow for more reliable and comparable simulation results in the semiconductor
manufacturing research community and expand the model’s potential applications.

3. Complex Job Shop Simulation

Complex Job Shop Simulation (CoJoSim) is a reference model for semiconductor
manufacturing developed by the authors and described hereafter. First, the development
approach is outlined including a more specific formulation of the problem. Second, the
assumptions made, and, third, the features created are described.
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3.1. Approach

Since existing reference models for manufacturing are subject to certain limitations and,
in contrary to their purpose often not comparable, CoJoSim was developed. It is described
in detail below to enable comparable simulation results and to be re-implementable at
any time by other researchers and practitioners. The approach to developing CoJoSim is
based on the steps for modeling and simulation as described in Section 2.1. The problem
statement is formulated below. The qualitative and quantitative modeling is described in
Sections 3.2–3.4. The outcome is a conceptual reference model. Based on this, the reference
implementation as a simulation model is shown in Section 4. First insights on experimental
results are given in Section 5.

The purpose of CoJoSim is to model and simulate a manufacturing system in the
semiconductor industry. It can be used to generate data of (e.g., for machine learning
applications) as well as to evaluate changes in manufacturing systems (e.g., strategies
for production planning and control). Since wafer fabrication is considered the most
complex part of semiconductor manufacturing, CoJoSim is limited to this complex job
shop environment as the system being modeled. This also serves as the system border.
To interact with its environment, CoJoSim needs to provide interfaces for information
and (virtual) material flows. Amongst them are incoming orders, manufacturing data
and deliveries of finished products. Key parameters for CoJoSim are the structure of the
manufacturing system from its elements (e.g., machines, machine groups, products, etc.)
and the interaction of these elements (e.g., described by work routes for each product).

3.2. Structure

As described in Section 2.4, MIMAC consists of six models denoted assets. Most
popular and most used is MIMAC set one [47], which has therefore been chosen as the
basis for our approach. MIMAC set one encompasses two products with their respective
work routes, eighty-three machine groups processing lots with a size of forty-eight wafers,
batches (with a minimum and a maximum number of lots) and single wafers (one wafer
per process) as well as rework sequences and scrap. It is meant to have a total wafer start
of 4000 wafers per week, with twice the share of product one compared to product two.

Since not all machine groups were used in MIMAC’s work routes, it was possible
to compress CoJoSim to 69 machine groups (nMG). Each machine group consists of an
individual number of machines, up to 12 in total (nM). CoJoSim is then parametrized by the
described master data of work routes, machine groups and wafer starts resulting from job
releases. Therefore, the model could easily be adapted by changing the respective master
data. It is therefore very flexibly adaptable to various applications. According to Figure 4,
CoJoSim’s conceptual reference model is structured in a module “Job Release” (JRM) and a
module “Complex Job Shop” (CJSM) each containing various submodules. When running
the implemented simulation model (cf. Sections 4 and 5), transaction data is generated. All
data and modules of CoJoSim could be accessed by an application programming interface
(API). This API allows external software to read and write data to the simulation model.

The JRM controls access to the manufacturing system and consists of the subclasses
ConWIP control and Front Opening Unified Pod (FOUP). The ConWIP control ensures a
consistent work in process in the complex job shop and releases jobs according to a given
schedule with associated due dates. Details of ConWIP’s mechanisms can be found in the
literature [52]. FOUPs correspond to the transport units for wafers in a semiconductor
manufacturing facility. Accordingly, this subclass is instantiated for each job and linked to
the work route of the associated product type when released to the complex job shop.
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Figure 4. Structure of CoJoSim.

The CJSM comprises the subclass machine group, which is instantiated in frequency
of the number of machine groups in the manufacturing system. The machine group, in
turn, consists of the subclasses of the dispatcher, the input buffer, the output buffer and the
machine. The dispatcher contains manufacturing control with the procedure for selecting
the next lot to be processed as soon as a machine becomes available. The input buffer and
output buffer represent the stock waiting for processing before the machining process or
waiting for transportation after the machining process, respectively. The machine represents
the actual machining process, modeled by the setup time and the processing time. The
subclass of the machine is instantiated in frequency of the number of parallel machines
within the respective machine group ranging from one to nM and could be of one of the
following three types:

• PerUnit: Machines of this type process each unit, which are wafers in semiconductor
manufacturing, separately.

• PerLot: Machines of this type process each lot in a single rush.
• PerBatch: Machines of this type process batches consisting of a number of lots between

a minimum and a maximum number.

3.3. Assumptions

To ensure practical applicability, suitable values and probability distributions for
the model assumptions were developed in collaboration with experts from a leading
semiconductor manufacturer. While users have the option to modify these values, it is
important to note that doing so may result in behavior that deviates from real-world
scenarios, such as deadlock situations. Any modifications made to the original assumptions
should be carefully evaluated and validated to ensure the model’s reliability and accuracy
(cf. Section 2.1).

• CoJoSim’s underlying MIMIAC data set does not define the batching mechanism
for PerBatch machine groups exactly. Therefore, a suitable batching mechanism has
been developed for CoJoSim jointly with a semiconductor manufacturer. It works
as follows: A buffer at the machine group collects lots waiting for either one-third
of the processing time or reaching the maximum number of lots for the batch. For
two bottleneck processes with a processing time of 22 h and more, waiting time is
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defined as one-twelfth of processing time. When one of these limits (time or capacity)
is reached, all lots of the batch are processed simultaneously by the PerBatch machine
group and are subsequently made available in the output buffer for transport.

• In semiconductor manufacturing, an increasing trend towards the automation of
transport processes can be observed. To simplify the model, operators were, therefore,
analogously to work in [48], not explicitly modeled in CoJoSim. In order to represent
the transport processes, transport times are defined for each machine group in each
work route. Additionally, transport components such as automated guided vehicles
could be modeled separately and integrated using CoJoSim’s API.

• In order to achieve a pragmatic model design, the rework of single wafers and the
rework of single lots are combined in one routine in CoJoSim. Rerouting for lots to
be reworked is implemented as described by the underlying MIMAC data set. To
select lots for rework, the uniform distribution between 0 and 100 is used to compare
distribution results with probabilities.

• To reduce CoJoSim’s complexity, scrap of single wafers is not modeled. Instead, scrap
of single lots is considered with a higher frequency. Lots that are selected as scrap are
separated after each process step and collected in separate storages. To select lots for
scrap, the uniform distribution between 0 and 100 is used to compare distribution
results with probabilities.

3.4. Features

In order to ensure the applicability of CoJoSim in state-of-the-art applications, several
features have been designed to implement the structure and assumptions as well as to
complement them.

• Different applications require different data and mechanisms. Furthermore, boundary
conditions for applications and their simulation models may change over time. Co-
JoSim is therefore designed modularly to allow the addition, modification, or removal
of modules and subclasses (cf. Section 3.2) at any time.

• An API enables CoJoSim to interact with its environment allowing external software
to write master data to the model (e.g., work routes), to adapt the structure of the
complex job shop environment simulated (e.g., machine groups) or its mechanisms
(e.g., dispatching methods) and to read transaction data from the model (e.g., delivery
dates of finished lots).

• In JRM, ConWIP control ensures a consistent work in process in the complex job shop
according to [52] and releases jobs according to a given schedule with associated due
dates. Within this release process, FOUPs are associated with a work route, which is
structured as described in Table 2.

• As described in Section 3.2, CJSM is structured by an adjustable number of machine
groups. Within a machine group, there are one to nM machines which are of type
PerUnit, PerLot or PerBatch. Within one machine group, there can only be a single
machine type. It is the dispatcher’s task, if a machine of the machine group becomes
available, to select a unit/lot/batch to process next. Due to its modular design,
common dispatching rules according to the literature [53] are considered by default
in the dispatcher and could be selected before running the model. They could be
easily complemented by additional dispatching rules or other manufacturing control
approaches. This can overcome the research gap that, unlike with the underlying
MIMAC, an explicit prioritization of lots, rather than a first-come-first-serve rule, is
available.

• A particular focus of CoJoSim is to comprehensively collect transaction data. Therefore,
whenever a lot is entering or leaving a machine group, transaction data is updated. All
data is stored in a so-called manufacturing feedback data table, structured according
to Table 3. The data could be used within CoJoSim, as well as accessed by the API. The
manufacturing feedback data enables (external) scripts to analyze key performance
indicators (e.g., adherence to schedule, yield, etc.) via the API.
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Table 2. Structure of work routes.

Column Description

OperationNumber
This unique identifier links machine groups with

respective parameters for a given product in a work route. Additionally, it also indicates progress by its
ascending sorting, which, however, does not increase linearly in terms of time.

MachineGroup This field links the operation to be specified to a machine group. Due to reentrant flows in a complex job
shop, machine groups are likely to appear multiple times in a work route.

LoadTime Setup time for loading the unit/lot/batch.
UnitProcessTime Raw process time for operations, which are executed on machine groups of the type PerUnit.
LotProcessTime Raw process time for operations, which are executed on machine groups of the type PerLot.

BatchProcessTime Raw process time for operations, which are executed on machine groups of the type PerBatch.
UnloadTime Setup time for unloading the unit/lot/batch.

TransportTime Transport time between the current and the next operation with respect to their associated machine groups.

Table 3. Structure of manufacturing feedback data.

Column Type Description

Identifier String
Since a new row is added for each operation, this identifier allows a clear

allocation. It is structured as follows:
ProductType_LotNumber_OperationNumber

LotNumber Integer Unique identifier for a lot.

OperationNumber Integer Unique identifier for an operation number
corresponding to a work route.

MachineGroup String Identifier for a machine group at which the lot has been processed while collecting
these transaction data.

EntryTime Time Timestamp when the lot entered the input buffer of the machine group.
ExitTime Time Timestamp when the lot exited the output buffer of the machine group.

OperationalCycleTime Time A planning value containing the cycle time for the current operation.

ReleaseCycleTime Time A planning value containing the total cycle time of a lot, planned when the lot was
released to the complex job shop.

PlannedCycleTime Time A planning value containing the total cycle time of a lot as currently planned.
MeasuredCycleTime Time A measured value containing a lot’s current cycle time.
PlannedRemaining

CycleTime Time A planning value containing the remaining cycle time of a lot.

MeanPlannedRaw
ProcessTime Time A planning value containing the process time for the current operation.

CumulatedRaw
ProcessTime Time Cumulated raw process time since the lot was

released into the complex job shop.

DegreeOfCompletion Float The degree of completion is a percentage measure of a lot’s progress and is
calculated by the ratio of already completed process time to the total process time.

ProductionStart Time Timestamp when the lot was released into the complex job shop.
ProductionStop Time Timestamp when the lot exited the complex job shop.

ProductionFinished Boolean Boolean flag which is set true when a lot is exiting the complex job shop.

ReleaseFlowFactor Float A planning value which is associated with a lot when released into the complex
job shop.

PlannedFlowFactor Float A planning value which is currently associated with a lot.

ControlFlowFactor Float A control value which could be controlled by the dispatcher to influence a lot’s
priority (depending on the selected dispatching mechanism).

MeasuredFlowFactor Float A measured value containing a lot’s current flow factor.

4. Reference Implementation

This section shows the reference implementation for CoJoSim. First, benefits of a
reference implementation are described. Second, specifics of this reference implementation
are outlined.
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4.1. Benefits of a Reference Implementation for CoJoSim

Benefits of reference implementations are to some extent comparable to the benefits of
reference models as described in Section 2.2. Thus, reference implementations can signifi-
cantly accelerate the implementation and application of reference models and, therefore,
may achieve significant cost savings. Even more than reference models, reference imple-
mentations could serve as testing platforms and a bridge between academia and industry.
In addition, a reference implementation ensures that a reference model is implementable,
bridging the gap between quantitative modeling and simulation setup (cf. Figure 2). Fur-
thermore, a reference implementation could serve as a gold standard against which other
implementations can be measured.

4.2. Specifics of CoJoSim’s Reference Implementation

As a foundational step, a simulation software to implement the reference model had
to be chosen first. SimPy [54] is widely used in academia for implementing simulation
models. However, to ensure applicability, CoJoSim should be implemented in a simulation
software which is also widely used in industry. Therefore, it was chosen to implement
in Siemens Tecnomatix Plant Simulation (PS), version 14. (Even though the model was
originally implemented in version 14 of Plant Simulation, it also runs flawlessly with
the current version 17. If there are no drastic changes, it is expected to run in future
versions as well.) As one of the market leaders, PS offers an object-oriented structure
for mapping classes and objects in a DES, numerous predefined building blocks and the
possibility to extend the building blocks using the built-in SimTalk programming language.
PS can be controlled through external software by means of a component object model
(COM) interface, and data can be exported, among other things, in open formats as comma-
separated values [55]. CoJoSim’s API uses both possibilities. Using the COM interface,
methods within the implementation in PS can be triggered (marked by a blue “M” in a gray
box in the following figures), which either return smaller data sets or nothing. Additionally,
the export of larger data sets is also triggered by the COM interface and then actually
exported as comma-separated values.

Since DES is well suited for simulating manufacturing systems, CoJoSim was im-
plemented in such a way. The process of implementing was based on the literature (cf.
Section 2.1, especially [14,16]). Bangsow [55] was consulted for specifics of PS. Basically, all
elements are implemented in such a way that these are classes that can be instantiated in
the number required in each case. If available, existing building blocks of PS were used and
adapted. If unavailable, these were complemented by methods written in the PS-integrated
SimTalk programming languages.

Based on the structure of CoJoSim (cf. Section 3.2), “Wafers” and “FOUPs” are gen-
erators, generating PS-elements entities (wafers) and carriers (FOUPS) which are then
combined. On a given schedule, they are associated with a product type and its respective
work route and released to the complex job shop (“Release”). The release includes the
ConWIP control ensuring a consistent work in process in the complex job shop. Additional
products could be easily added by adding further work routes which are structured as
described in Section 3.4.

As described in Section 3.2, the CJSM consists of machine groups. These machine
groups are the most complex part in implementing CoJoSim in PS since they consist of
multiple building blocks and methods (cf. Figure 5). Since the underlying MIMAC specifies
one to twelve machines per machine group, a flow control for up to twelve machines is
implemented. When instantiated, the number of machines in this specific machine group
can be selected. Each machine then has a load station, a process station and an unload
station. These are parametrized by the product’s work route with load time, process time
and unload time (cf. Section 3.4). Additionally, the machine group has an input buffer,
an output buffer with processed wafers and a transport facility for the next operation in
the work route. Several methods had to be implemented to control all necessary building
blocks. Last but not least is the dispatcher’s task, which will be described in the following
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paragraph, which is to, if a machine of the machine group becomes available, select a
unit/lot/batch to process next.
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A key element of the dispatcher is the “DispatchmentControl” method. In a switch-
case-instruction it contains all implemented dispatching rules (cf. Section 3.4) which can be
modularly complemented by additional dispatching rules or other dispatching methods.
For each machine group, the dispatching rule to be used can be individually selected before
running the simulation model. The dispatching rule then selects the next job to be processed
at a machine which has become available. To save calculation time in the simulation model,
only this job with the highest priority is selected—no further sequencing takes place.
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However, there was also a limitation in PS which needed to be considered when
implementing CoJoSim. CoJoSim’s underlying MIMAC data set contains a mean time
between failure (MTBF) and a mean time to repair (MTTR) for each machine group. PS,
however, allows for dealing with MTTR and availability (as a percentage) only. Therefore,
according to [55], availability was calculated as MTBF/(MTBF + MTTR).

The results of this study were obtained through simulation runs for each test instance,
where computing speed is an essential factor. Our findings demonstrate that the computa-
tional cost was insignificant, with simulation runs completing in just a few seconds. This
highlights the simulation tool’s efficiency and gives us confidence in the accuracy of the
results. The study suggests that the simulation tool has potential for use in large-scale
semiconductor simulations, where efficiency is crucial.

5. Application

The reference implementation of CoJoSim was applied to evaluate and compare differ-
ent dispatching rules. For this purpose, 120 days were simulated and the manufacturing
feedback data were continuously recorded to calculate key performance indicators (KPIs).
These KPIs were then visualized and analyzed using throughput diagrams [56]. Since
these diagrams focus on quantities without considering adherence to delivery dates, the
output during the reference period in the throughput diagrams was split and colored for
jobs that were early, late, and on time. To calculate adherence to delivery dates, early jobs
and on-time jobs were summed. For more information on calculating KPIs and logistic
targets, as well as analyzing throughput diagrams, the literature [7,56] can be referred to.In
the application, five dispatching rules were evaluated and combined. The first rule used
was first-come-first-served (FCFS), which was used as a reference and is also the basic
way of prioritization in the underlying MIMAC. The second rule is priority classes (PC), a
rather simple dispatching rule. The third rule is delta flow factor (DFF), which considers
the tardiness of the jobs. The fourth rule is shortest remaining processing time (SRPT),
which prioritizes jobs with a higher degree of completion. The fifth rule is a slack-based
dispatching rule (Slack), which combines DFF and SRPT. Figure 6 shows the throughput
diagram for FCFS, which serves as a reference for comparing the other four dispatching
rules. Table 4 presents the results of the four simulated dispatching rules for prioritizing
jobs in CoJoSim. FCFS has a mean throughput of 6275 standard days (for a 120 working
days simulation duration) and a mean adherence to delivery dates of 71.36% and is used
as a reference. The following dispatching rules have the common objective of influencing
and improving adherence to delivery dates compared to this reference. With DFF and
SRPT, mean throughput and mean adherence to delivery dates can be slightly increased
compared to the reference. A significant improvement is possible with PC, and the best
results are achieved with Slack. An improvement in adherence to delivery dates of almost
15 percentage points was achieved by Slack compared to the reference. The throughput
diagram for Slack is shown in Figure 7.

Table 4. Structure of manufacturing feedback data.

Dispatching Rule Standard Days Adherence to
Delivery Dates Jobs Early Jobs on Time Jobs Late

First-Come-First-Served FCFS 6275 71.36% 55.65% 15.71% 28.64%
Delta Flow Factor DFF 6379 74.62% 54.65% 19.97% 25.38%

Shortest Remaining
Processing Time SRPT 6523 75.12% 59.02% 16.10% 24.88%

Priority Classes PC 6681 81.82% 62.28% 21.54% 16.18%
Combination of

DFF & SRPT Slack 6714 85.83% 54.96% 30.87% 14.17%
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Figure 7. Throughput diagram for the combination of delta flow factor and shortest remaining
processing time.

When reviewing the results, it is remarkable that PC, a rather simple dispatching
rule, performs comparatively well. This is likely due to matching prioritization at bottle-
necks. However, it is also clear that this dispatching rule is too simplistic for real-world
applications. DFF and SRPT both improve performance compared to the reference only
slightly. However, combining both with Slack achieves the best results in the analyzed
application. This observation can presumably be explained by the fact that meeting deliv-
ery dates plays a significantly smaller role at the beginning of the work route than at
the end and that jobs with a higher degree of completion tend to be prioritized by Slack.
Therefore, a hierarchy of different dispatching rules is usually used in practice as well [57].
Other important parameters in production control, such as machine utilization rate or
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work-in-progress inventories, were not analyzed in this study. Future research could focus
on evaluating the impact of these parameters on the performance of different dispatching
rules in production control.

6. Conclusions and Outlook

The market environment in which manufacturing companies operate is becoming
increasingly volatile, uncertain, complex, and ambiguous. This increases the need to
constantly optimize manufacturing, especially the achievement of logistic targets by pro-
duction planning and control. Due to the complex nature of the manufacturing process,
con-sequences of changes in manufacturing are difficult to predict in semiconductor man-
ufacturing. Consequently, simulation has become a proven tool in semiconductor manu-
facturing. Although there are reference data sets and reference models for semiconductor
manufacturing in complex job shops, they often produce different results and are hardly
comparable. Therefore, this article describes CoJoSim, our approach for a reference model
for semiconductor manufacturing as well as an associated reference implementation. The
reference implementation allows for a significant acceleration of the implementation and
application of the reference model. It could serve as a testbed and as a gold standard
against which other implementations can be measured. CoJoSim was applied to evaluate
different dispatching rules. In a comparison of five dispatching rules, an improvement in
the adherence to delivery dates of almost fifteen percentage points was achieved compared
to the reference.

To extend knowledge in the research field, the authors are currently focusing on the
following aspects. First, we are evaluating the application of CoJoSim in further use cases
and with further dispatching rules. For example, the dispatching rules investigated so
far have not yet optimized the setup time. Particularly with higher product variance, the
setup time at machines could have a significant influence on the adherence to delivery
dates and the throughput. The influence of setup time optimization should therefore still
be investigated. Second, CoJoSim can also be combined and applied with dispatching
methods that integrate not only manufacturing but also the supply network. Therefore, it
could serve as an environment to train reinforcement-learning-based agents optimizing
production planning and control of semiconductor manufacturers when reacting to events
in their supply network [58].
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