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Abstract

The computational effort of a simulation can be reduced by running simulations on a coarse grid
and interpolating to a fine one. This interpolation can be done using data-driven neural networks,
called super-resolution. To minimize the need to perform expensive simulations to create the
datasets required for training, physics-informed neural networks (PINNs) add a physical error term
to the learning process. In this work, we extend and apply a super-resolution PINN approach
to a groundwater simulation with heat pumps. We extend an existing network model for flow
velocity and pressure to include temperature and permeability of the soil and derive a corresponding
error term. The model is trained on a data set from a simulation with different pressures and
permeabilities. The results are compared with a data-driven network and bicubic interpolation. We
find that both neural networks significantly outperform bicubic interpolation, whereas the PINN
approach achieves slightly better results than the data-driven network.
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Kurzfassung

Der Rechenaufwand einer Simulation kann verringert werden, indem Simulationen auf einem
groben Gitter durchgeführt und auf ein feines interpoliert werden. Diese Interpolation kann mithilfe
von datengetriebenen neuronalen Netzen durchgeführt werden, auch Super-Resolution genannt.
Um möglichst wenige teure Simulationen zur Erstellung des Datensatzes durchführen zu müssen,
wird das Netzwerk um einen physikalischen Fehlerterm ergänzt (PINN). In dieser Arbeit wird ein
Super-Resolution-PINN-Ansatz auf eine Grundwassersimulation mit Wärmepumpen angewendet
und erweitert. Dazu haben wir ein bestehendes Netzwerkmodell für Strömungsgeschwindigkeit
und Druck auf Temperatur und Durchlässigkeit des Bodens erweitert, sowie einen entsprechen-
den Fehlerterm aufgestellt. Das Modell wird auf einem Datensatz aus einer Simulation mit
unterschiedlichen Drücken und Durchlässigkeiten trainiert. Die Ergebnisse werden mit einem
datengetriebenen Netzwerk und bikubischer Interpolation verglichen. Wir stellen fest, dass beide
neuronalen Netze die bikubische Interpolation deutlich übertreffen. Der PINN-Ansatz erziehlt
dabei geringfügig bessere Resultate als das datengetriebenen Netzwerk.
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1 Introduction

With the progression of climate change, the demand for alternative energy sources with net-zero
greenhouse gas emissions is becoming increasingly important [MVP+18]. The heating and cooling
of buildings account for a significant portion of global energy consumption [GSS+15]. Geothermal
energy through groundwater heat pumps (GWHP) is an important renewable source for building
climate control [RBO+19]. GWHPs extract groundwater, transfer thermal energy to or from the
water, and pump it back into the ground, resulting in changes in groundwater temperature around
the injection point. As the number of GWHPs continues to rise, it is increasingly important to study
and monitor their impact on the groundwater and their interference with each other [GMG+20].

High-fidelity groundwater simulations have been developed to determine the effects of GWHPs
and provide a tool for planning heat pump locations and operational constraints, such as in the
GEO-KW project [ZBD+22]. However, the large computational requirements of high-resolution
fluid simulations make optimization on a large scale, e.g. whole cities, challenging.

Instead of simulating on a fine grid, high-resolution results can also be obtained by simulating first
on a coarse grid and then interpolating the result back to the fine resolution (Figure 1.1). This
approach can significantly reduce computational costs, but it requires an efficient interpolation
function that approximates the fine-grid solution as closely as possible. The challenge lies in finding
such an interpolation function that is both computationally cheap and accurately approximates the
fine-grid solution.

Figure 1.1: We can reduce the computational cost by first simulating on a coarse grid and then
interpolating the results back to a high resolution instead of simulating directly on a
fine grid.
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1 Introduction

In recent years, deep learning-based methods were very successful in finding such interpolation
functions, see, e.g., [FFT20; FFT21; FSD+20; MFR+20; SGHK20; YOH+22]. This machine
learning driven interpolation is called super-resolution. However, the problem remains, that a large
amount of high-resolution simulation data is required to train those deep neural networks.

To address the challenge of learning with limited data, physics-informed neural networks (PINNs)
have emerged as a promising approach. Instead of only learning from data samples like a classical
neural network, PINNs integrate domain knowledge in the form of partial differential equations into
the learning process. See [RPK17a; RPK17b; RPK19] for an introduction to PINNs.

The objective of this thesis is to assess the effectiveness of a super-resolution PINN approach
for groundwater modeling with heat pumps. Specifically, we apply a super-resolution PINN to a
two-dimensional groundwater flow system, including a single heat pump used to cool a building, as
illustrated in Figure 1.2. We are considering a two-dimensional horizontal cut through the ground
at the height of a heat pump outlet. The dataset used in this thesis is generated from a groundwater
simulation performed in Pflotran [HLM14]. Our work builds upon the PINN model of Gao et al.
[GSW21], as it has demonstrated promising results and is straightforward to extend to additional
variables. To evaluate the performance of our model, we compare its results with those obtained
using bicubic interpolation and the same model trained solely with a data loss.

Our contributions towards this objective are the following. We extend an existing network model for
flow velocity and pressure to include temperature and permeability of the soil. We derive a suitable
physics loss to train the network model as a PINN. We test the physics loss, implement the model
and train it on a dataset with different pressures and permeabilities. We compare the results with a
data-driven network and bicubic interpolation.

Figure 1.2: Thermal plume that results from a groundwater heat pump that extracts cold water,
cools a building through heat exchange, and injects the warmed water back into the
ground.
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Chapter 2 reviews the relevant literature for the thesis, followed by Chapter 3 providing a detailed
introduction to the concepts of fluid dynamics, convolutional neural networks, and PINNs. Further-
more, here we describe the model of Gao et al. which serves as the basis for the thesis. In Chapter
4, an introduction to the groundwater model and the dataset is provided followed by a discussion
of the derivation of the physics loss and the extended network architecture. The evaluation of the
network trained on the groundwater dataset is elaborated in Chapter 5 and concluded with the study
results summarized in Chapter 6.
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2 Related Work

Interpolation is a fundamental problem in numerical analysis. A common method being polynomial
interpolation [DR08]. Bicubic interpolation is an extension of one-dimensional cubic interpolation
to two dimensions. It has found widespread use in computer graphics, image processing, and other
scientific fields [Rus95]. It is often used as a benchmark for other interpolation methods, see, e.g.,
[BGL+21; GSW21; JEA+20; KRM22; RRL+22]. Therefore, we will also compare our results to
bicubic interpolation.

The interpolation problem requires the interpolant function to match the supporting points exactly.
When we relax this constraint to give the best fit according to some optimization criteria, not all
supporting points have to lie on the curve. This opens the door to powerful machine-learning
techniques. In the field of computer vision, the recovery of high-resolution images from low-
resolution ones is called super-resolution. In recent years deep learning based methods have
become very successful at this task, see, e.g., [LSK+17; LTH+17; SCH+16]. Their success inspired
the application of these methods to a broad range of fluid dynamics problems like near-surface
temperature distribution in urban areas [YOH+22], climate models [SGHK20], blood flow [FSD+20],
computer graphics [XFCT18], or turbulent flow [FFT20; FFT21; MFR+20].

Besides super-resolution, machine learning methods have many uses in fluid mechanics, of which
Brunton et al. give a comprehensive overview [BNK20]. Deep learning based methods for
computational fluid dynamics all have in common that the many high-resolution labels that are
required for training are computationally expensive to obtain. To overcome this problem, Raissi et
al. introduced PINNs as a method for the data-driven solution and discovery of partial differential
equations [RPK17a; RPK17b; RPK19]. Instead of only learning from data samples like a classical
neural network, PINNs incorporate differential equations into the learning process in order to
require less training data. Since their introduction, PINNs with various architectures have been
successfully applied for the data-driven solution of many fluid dynamics problems. Based on a fully
connected neural network, Cai et al. [CWF+21] inferred the flow over an espresso cup, Kashefi et al.
[KM22] and Jin et al. [JCLK21] consider incompressible flow, and Arzani et al. [AWD21] apply a
PINN to blood flow. Sun et al. [SGPW20] use a fully connected network based PINN to solve the
system of continuity and Navier–Stokes equation for incompressible flow without training data. To
reconstruct a flow field from sparse measurement data, Molnar et al. [MG22] use a PINN based on
a fully connected neural network by incorporating the measurement model into the loss function. A
different network architecture, i.e., a generative adversarial network, is used by Subramaniam et al.
[SWB+20] on turbulent flow. Directly related to our work is the paper by Leiteritz et al. [LDSP22],
in which they used an autoencoder-based PINN as a surrogate model to predict the thermal plumes
of groundwater heat pumps from a given subsurface velocity field. In contrast to their work, we
also have the thermal plume and other variables as input but on a coarse resolution.
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2 Related Work

PINNs were also successfully applied for the super-resolution of various fluid dynamics problems.
Kelshaw et al. [KRM22] and Zayats et al. [ZZYZ22] used a convolutional neural network based
super-resolution PINN on turbulent flow. Bode et al. [BGL+21] applied a generative adversarial
network (GAN) based PINN on turbulent flow. Also with a GAN based PINN, Li et al. [LM22] did
super-resolution on multiphase flow. Ren et al. [RRL+22] used a long short term memory (LSTM)
convolutional PINN on spatio-temporal problems. Jiang et al. [JEA+20] also developed a PINN for
a spatio-temporal setting. Arora [Aro22] applied a PINN to computational solid mechanics to study
mechanical behaviour of materials. They used a network architecture with a separate individual
neural network on each interpolated variable. Gao et al. [GSW21] used a similar architecture,
but with a simpler structure of the individual sub-networks, on cardiovascular blood flow and
achieved good results, even without high-resolution labels. The successful application of PINNs to
super-resolution in fluid dynamics lead to this work that we base on the network model of Gao et al.
[GSW21].
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3 Theoretical Background

First, we will summarize the basic concepts of fluid dynamics and explore the equations of motion
that govern fluid behavior. Next, we give an introduction to (convolutional) neural networks for
super-resolution. Finally, we introduce physics-informed neural networks and the network model of
Gao et al. which is used as the basis for our work.

3.1 Fluid Dynamics

For the main part of this section, we follow the work of Landau et al. [LL87], which gives a
thorough introduction to fluid dynamics. Fluids can be described by three physical quantities: fluid
velocity, and two thermodynamic quantities. The latter are commonly pressure and density, but
they can be interchanged with other thermodynamic quantities, e.g., temperature, because they are
related through so-called equations of state.

The three variables are linked through three equations, namely the conservation of mass, momentum,
and energy. We first look at the conservation of mass for a general fluid. Depending on the effects
that are to be modeled, certain simplifying assumptions are made. A common assumption is that
the fluid is incompressible.

The conservation of mass in a fluid is expressed by the so-called equation of continuity. If we
consider some volume of space, it states that the mass inside the volume equates to the mass that is
moving in and out of the volume through its surface. Let 𝜌 be the fluid density and v its velocity.
Then the equation of continuity reads

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌v) = 0. (3.1)

3.1.1 Incompressible Fluids

If the density 𝜌 is treated as a constant, we call the fluid incompressible. In this case, the equation
of continuity simplifies to

∇ · v = 0. (3.2)

Through the conservation of momentum, we get the equation of motion for a fluid linking its velocity
to pressure 𝑝. As a consequence of internal friction and heat conduction, energy is dissipated in a
moving fluid, which must be considered. This internal friction in a fluid is quantified by viscosity.
If we regard the viscosity as constant, we arrive at the form of the Navier-Stokes equation

𝜕v
𝜕𝑡

+ (v · ∇)v = − 1
𝜌
∇𝑝 + `

𝜌
△v (3.3)
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3 Theoretical Background

with the constant viscosity coefficient `, which is often used for fluid models. Such fluids are called
Newtonian.

The equation of continuity and the conservation of momentum equation gives us two equations
for the three unknowns. Therefore a third equation is needed. In the case of an incompressible
fluid, the simplifying condition of constant density is often used as a third equation. This implicitly
requires a constant temperature since, for fluids with non-uniform temperature, the density would
vary. In that case, an equation for the conservation of energy is required. Since we are interested in
the temperature distribution in the ground, our model needs this equation. We look at this equation
in the context of porous media.

3.1.2 Flow in Porous Media

Previously, we have looked at fluids that flow freely and unobstructed. To arrive at a groundwater
flow model, we have to take into account that the water moves through a porous medium. In
hydrology, this is called an aquifer. The aquifer is a geologic formation that allows water to move
through it. The portion of the aquifer that is not solid matter is the pore space occupied by water or
air.

For a comprehensive introduction to groundwater flow, see [Bea79]. Our simulation dataset comes
from a simulation performed in Pflotran [HLM14]. The following equations are therefore in the
form used by Pflotran [HLLM12; LHL+20].

In an aquifer, the equation of continuity has the same form as (3.1) with the addition of the porosity
𝜑 and saturation 𝑠 in the time derivative

𝜕

𝜕𝑡
(𝜑𝑠𝜌) + ∇ · (𝜌q) = 𝑄w. (3.4)

Porosity denotes the percentage of pore space in the aquifer. Saturation measures the percentage of
pore space that is filled with water. 𝑄w is a source term. Our previous flow velocity v is now called
Darcy velocity q. This is due to Darcy’s law which we will introduce shortly. The Darcy velocity is
related to the flow velocity by the porosity through v = q/𝜑.

Inherent to the flow in an aquifer is the notion of permeability 𝑘 . It expresses how well the fluid can
flow at a certain location. We will only consider isotropic aquifers, i.e., the permeability is the same
in every direction. The conservation of momentum, linking fluid velocity and pressure, now takes
the form of Darcy’s law

q = − 𝑘𝑘𝑟

`
∇(𝑝 − 𝜌𝑔𝑧). (3.5)

It was first determined experimentally but has since also been derived analytically from the Navier-
Stokes equation [Whi86]. Here, 𝑘r = 𝑘r(𝑠) denotes the relative permeability, which is a function
of the saturation 𝑠. The quantity 𝜌𝑔𝑧 is called the elevation head and represents the influence of
gravity on the fluid with the gravity 𝑔 and 𝑧 = (0, 0, 1)⊤.

18



3.2 Neural Networks

As stated earlier, in the case of non-uniform temperature, we need the equation for the conservation
of energy. It accounts for the processes of internal friction due to viscosity and the transfer of heat
throughout the fluid that occurs because of the non-uniform temperature. This leads to the equation
for the conservation of energy

𝜕

𝜕𝑡
(𝜑𝑠𝜌𝑈 + (1 − 𝜑)𝜌𝑟𝑐𝑝𝑇) + ∇ · (𝜌q𝐻 − ^∇𝑇) = 𝑄e (3.6)

where 𝑈 denotes the internal energy and 𝐻 is the enthalpy, which are two thermodynamic quantities
that measure the energy in a thermodynamic system. They are, as, e.g., density, given by equations
of state. Moreover, 𝜌𝑟 is the rock density, 𝑐𝑝 denotes the heat capacity, ^ the thermal conductivity,
and 𝑄e is again a source term.

3.2 Neural Networks

Comprehensive overviews of neural networks are available in [HTF09] and [Bis95]. A neural
network is a function 𝑓 : Rℎ0 → Rℎ𝐿 , where each layer 𝑘 is ℎ𝑘-dimensional. We define an L-layer
neural network recursively as follows.

1-Layer: 𝑓𝛽 (𝑥) = 𝑊1𝑥 + 𝑏1 (3.7a)
2-Layer: 𝑓𝛽 (𝑥) = 𝑊2𝜎(𝑊1𝑥 + 𝑏1) + 𝑏2 (3.7b)
L-Layer: 𝑓𝛽 (𝑥) = 𝑊𝐿𝜎(. . . 𝜎(𝑊1𝑥 + 𝑏1) . . . ) + 𝑏𝐿 (3.7c)

The network has the parameters 𝛽 = (𝑊1:𝐿 , 𝑏1:𝐿), where 𝑊𝑘 ∈ Rℎ𝑘×ℎ𝑘−1 and 𝑏𝑘 ∈ Rℎ𝑘 . The 𝑊𝑘

are called weights, and the 𝑏𝑘 biases. In our case, the first layer dimension ℎ0 equals the coarse grid
resolution and ℎ𝐿 the fine grid resolution, respectively.

After the first layer, the output is put elementwise through a so-called activation function 𝜎.
The role of the activation function is to make the model sufficiently complex to approximate
nonlinear functions. Desired properties of this function are non-linearity and differentiability almost
everywhere. A commonly used activation function is Rectified Linear Unit (ReLU) [DSC22]

𝜎(𝑥) = max{0, 𝑥}. (3.8)

Looking at layer 𝑘 , we have the calculations

𝑧 (𝑘 ) = 𝑊𝑘𝑥
(𝑘−1) + 𝑏𝑘 , 𝑥 (𝑘 ) = 𝜎(𝑧 (𝑘 ) ) (3.9)

with an intermediate result 𝑧.
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3 Theoretical Background

We call this result 𝑥 (𝑘 ) a neuron. A single neuron in this layer performs a scalar product of the
whole input 𝑥 with weights before a bias is added and the activation function is applied. Together
with the other neurons, this forms a network in which each neuron is connected to the output of all
neurons from the previous layers.

3.2.1 Convolutional Neural Networks

In fully connected layers, each neuron is connected to all neurons of the previous layers. In a
convolutional layer, each neuron only looks at a smaller region of the previous layer. The idea
behind this comes from computer vision and tries to exploit the two following properties. First, the
features of objects are spatially invariant, e.g., a cat in the top left of an image is still a cat if it is in
the lower right corner. Second, the information at a specific image location is more related to its
neighborhood rather than to distant points [KSH12]. Those ideas also translate to the domain of
partial differential equations.

A neuron in a convolutional layer computes the scalar product of a so-called filter kernel 𝑤𝑖 with
the input region flattened to a 1D vector

𝑧 (𝑘 ) = 𝑤⊤
𝑖 𝑥 + 𝑏𝑘 , 𝑥 (𝑘 ) = 𝜎(𝑧 (𝑘 ) ). (3.10)

The region is slid over the whole input, which gives a plane of output values, each calculated with
the same filter kernel. Repeating this with different filter kernels makes up the convolutional layer,
see Figure 3.1. Hyperparameters of this layer, i.e., parameters that are not trained by the network,
are the size of the filter kernel, the stride, and the layer size. The stride denotes the step size used
when moving the filter.

3.2.2 Super Resolution with Neural Networks

Our neural network 𝑓𝛽 (3.7c) is determined by its parameters 𝛽. The challenge lies in finding
suitable values for these parameters. This process is called training which can be formulated as an
optimization problem.

Let 𝐷 = {(coarse𝑖 , fine𝑖)}𝑛𝑖=1 denote the simulation data set consisting of matching simulation
results on coarse and fine grids. For a given coarse and corresponding fine result (coarse𝑖 , fine𝑖),
we first calculate the output of the network for the input coarse𝑖 . This is called forward propagation.
Then we define a loss function ℓ(𝛽) that we want to minimize. In our case, that is the least squares
loss

ℓ(𝛽) = ∥ 𝑓𝛽 (coarse𝑖) − fine𝑖 ∥2
2. (3.11)

The optimization is done by gradient descent

𝛽𝑖+1 = 𝛽𝑖 − 𝜖
𝜕ℓ

𝜕𝛽
(3.12)
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3.3 Physics-Informed Neural Networks

3

1 1 1 1 1 1 5

Figure 3.1: Sliding the region over the input makes up a plane of neurons that share a filter kernel.
Repeating this calculation for different filter kernels makes up a convolutional layer.
How often the calculation is repeated determines its size. In this example the layer size
is 5.

with the learning rate 𝜖 as step size. The gradients are calculated recursively through the network
by an algorithm called backpropagation.

Taking the gradient over the whole training set every iteration, which is the sum over the gradients
of the single training samples, is computationally too heavy for large datasets. Instead, a randomly
selected subset of the training set 𝐷𝑖, called minibatch, is used to calculate an average gradient.
This is called stochastic gradient descent. A commonly used stochastic gradient descent algorithm
is ADAM by Kingma and Ba [KB15].

3.3 Physics-Informed Neural Networks

Physics-informed neural networks (PINNs) were introduced by Raissi et al. as a method for the
data-driven solution and discovery of partial differential equations that require less training data
[RPK17a; RPK17b; RPK19]. Instead of learning only from data samples like a classical neural
network, PINNs incorporate domain knowledge in form of partial differential equations into the
learning process.

Consider a nonlinear partial differential equation in the form

𝑢𝑡 + N [𝑢;_] = 0, 𝑥 ∈ Ω, 𝑡 ∈ [0, 𝑇] (3.13)

with the solution 𝑢(𝑡, 𝑥) and the operator N[·;_] parameterized by _ on a region Ω ⊂ R𝑑 .
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3 Theoretical Background

We approximate the solution 𝑢(𝑡, 𝑥) through a neural network. Let 𝑔(𝑡, 𝑥) = 𝑢𝑡 + N [𝑢;_] be the
left-hand side of equation (3.13). This now-called physics-informed neural network 𝑔(𝑡, 𝑥) can
be derived from 𝑢(𝑡, 𝑥) through automatic differentiation and shares the same parameters with
𝑢(𝑡, 𝑥).

Let {(𝑡𝑢
𝑖
, 𝑥𝑢

𝑖
, 𝑢𝑖)}𝑁𝑢

𝑖=1 denote the initial and boundary training data for 𝑢(𝑡, 𝑥) and {(𝑡𝑔
𝑖
, 𝑥

𝑔

𝑖
)}𝑁𝑔

𝑖=1
collocation points for 𝑔(𝑡, 𝑥). Then the shared parameters can be learned with the combined mean
squared error loss

MSE = MSE𝑢 + MSE𝑔 (3.14)

with

𝑀𝑆𝐸𝑢 =
1
𝑁𝑢

𝑁𝑢∑︁
𝑖=1

∥𝑢(𝑡𝑢𝑖 , 𝑥𝑢𝑖 ) − 𝑢𝑖 ∥2
2 (3.15)

and

𝑀𝑆𝐸 𝑓 =
1
𝑁𝑔

𝑁𝑔∑︁
𝑖=1

∥𝑔(𝑡𝑔
𝑖
, 𝑥

𝑔

𝑖
)∥2

2. (3.16)

In the case of super-resolution, we have our dataset of corresponding low and high-resolution samples
𝐷 = {(coarse𝑖 , fine𝑖)}𝑛𝑖=1. We can then train our super-resolution network 𝑓𝛽 (that corresponds to
𝑢) on the combined loss [GSW21]

𝑀𝑆𝐸 =
1
𝑛

𝑛∑︁
𝑖=1

∥ 𝑓𝛽 (coarse𝑖) − fine𝑖 ∥2
2 +

1
𝑛

𝑛∑︁
𝑖=1

∥𝑔(coarse𝑖)∥2
2. (3.17)

3.3.1 Super Resolution Model from Gao et al.

Our work builds on the work of Gao et al. [GSW21]. They applied their super-resolution PINN
model to cardiovascular blood flow. Even without high-resolution data, with additional noise on
the input data, and simultaneous inference of unknowns like boundary conditions, they achieved
good results. We describe their model here since our model is an extension of their convolutional
neural network. We limit our description to the super-resolution part of the model since we do not
consider inference.

Gao et al. consider the flow described by the equation of continuity (3.2) and the Navier-Stokes
equation (3.3). The input to the model is a two-dimensional flow described by the flow velocity in
the two dimensions and pressure. Figure 3.2 shows the network. In the first step, the three variables
are interpolated by bicubic interpolation to the target resolution. After that, every variable has a
separate path leading to three distinct outputs. Note that every path gets all three variables as input
but is specialized to one output variable. The paths are composed of four convolutional layers. Each
layer performs the convolution with a 5x5 filter kernel. The input of the convolutional layers is
padded by 2, and the stride is 1, so every layer has the same dimensions as the previous layer. ReLU
is used as the activation function. The first convolution is performed with 16 filter kernels, the
second with 32, and the third again with 16. The last convolution has depth 1, which is the output.
Note that these are distinct paths without connections. With data-driven learning, they could be
trained independently. However, they are coupled by the physics loss in the PINN setting.
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3.3 Physics-Informed Neural Networks
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Figure 3.2: Architecture of the super-resolution convolutional neural network by Gao et al [GSW21].
The input to the model is a two-dimensional flow described by the flow velocity and
pressure. In the first step (purple), the three variables are interpolated by bicubic
interpolation to the target resolution. Four convolutional layers follow on every path
leading to distinct outputs for every variable.
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4 PINN for SR in Groundwater Modeling

In this section, we present the development of a super-resolution physics-informed convolutional
neural network designed for the heat pump scenario described in the introduction. We are considering
a two-dimensional horizontal cut through the ground at the height of a heat pump outlet, which
pumps the warmed water back into the ground. Figure 4.1 shows an example of a thermal plume
that develops at that height.

First, we introduce the dataset and the physics model that we use to derive the physics loss function.
Second, we evaluate the performance of the physics loss by testing how well it fits the dataset.
Finally, we describe the neural network architecture.

4.1 Dataset and Groundwater Model

The training dataset comes from a groundwater simulation performed with the subsurface flow
and reactive transport code Pflotran [HLM14]. It consists of 100 samples that are generated by
simulating the combination of 10 different permeabilities and 10 pressure boundary conditions. The
pressure boundary conditions are gradients with different magnitudes as the one shown in Figure
4.2. The permeabilities are sampled from Perlin noise [Per02]. Three of the samples are shown in
Figure 4.3.

We only want to consider a steady-state temperature distribution in the ground, therefore the
simulation is run for five years to reach that. The considered region is 80 m by 1280 m large. For
consistency reasons, we denote the short edge as the 𝑥 direction and the long edge as the 𝑦 direction.
The two components of the Darcy flow are denoted by 𝑢 in 𝑥-direction and 𝑣 in 𝑦-direction. So the
Darcy flow is q = (𝑞𝑢, 𝑞𝑣)⊤.

Our dataset consists of five sets of the above-described 100 samples that were simulated on different
resolutions increasing by powers of 2. Starting with the coarsest resolution of 4 in 𝑥-direction and
64 in 𝑦-direction. The finest resolution is 64 by 1024. We did most of our analysis and development
on the 8 by 128 and 16 by 256 resolutions. Those were the first ones available and lie in the middle
of all the resolutions.

Figure 4.1: Thermal plume that develops at a two-dimensional horizontal cut through the ground
at the height of a heat pump outlet.
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4 PINN for SR in Groundwater Modeling

Figure 4.2: Pressure gradient that is used in different magnitudes as an initial boundary condition
for our simulation.

Figure 4.3: Examples of permeabilities sampled from Perlin noise that are used to generate our
dataset. Note that it might look like the noise favors one direction. This is not the case
and comes from the region being very small in one direction compared to the other.

The simulation is carried out in the Thermal-Hydrologic mode (TH Mode). This mode solves the
equation of continuity (3.4), darcy velocity (3.5), and conservation of energy (3.6) fully coupled.
Because of the steady state, our model uses the time-invariant forms of those equations. In our case,
the ground is fully saturated, so the saturation 𝑠 is set to fully saturated (𝑠 = 1.0), and therefore, the
relative permeability 𝑘r is also one. Since we only consider a two-dimensional horizontal plane, the
gravitational head 𝜌𝑔𝑧 has no component in that direction and vanishes. The resulting equations of
our model are

∇ · (𝜌q) = 𝑄w, (4.1a)

q = − 𝑘

`
∇𝑝, (4.1b)

∇ · (𝜌q𝐻 − ^∇𝑇) = 𝑄e (4.1c)

where q = (𝑞𝑢, 𝑞𝑣)⊤ denotes the darcy velocity, 𝑇 the temperature, 𝑝 the pressure, and 𝑘 the
permeability. These are the five variables we are going to interpolate. 𝑄w and 𝑄e are source terms.
The remaining variables are given by equations of state. These are the viscosity `(𝑇, 𝑝), density
𝜌(𝑇, 𝑝), and enthalpy 𝐻 (𝑇, 𝑝), and thermal conductivity ^(𝑇).

The Pflotran documentation [HLLM12; LHL+20] makes no note of the used equations of state. We
found in the source code [LHL+23] that equations from [Ver67] are used. For our work, we directly
used the equations from the Pflotran source code.
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4.2 Physics Loss

4.2 Physics Loss

In order to train our model as a PINN, we derive a physics loss function based on the physical model
described in Section 4.1.

Let 𝐷 = {(coarse𝑖 , fine𝑖)}𝑛𝑖=1 denote the simulation data set consisting of matching simulation
results on coarse and fine grids. From the residuals of (4.1a, 4.1b, and 4.1c), we derive the following
loss terms

𝑀𝑆𝐸Continuity =
1
𝑛

𝑛∑︁
𝑖=1

∥∇ · q −𝑄𝑤 ∥2
2, (4.2)

𝑀𝑆𝐸Darcy u =
1
𝑛

𝑛∑︁
𝑖=1

∥(q + 𝑘

`
∇𝑝)𝑥 ∥2

2, (4.3)

𝑀𝑆𝐸Darcy v =
1
𝑛

𝑛∑︁
𝑖=1

∥(q + 𝑘

`
∇𝑝)𝑦 ∥2

2, (4.4)

𝑀𝑆𝐸Energy =
1
𝑛

𝑛∑︁
𝑖=1

∥∇ · ([q𝐻 − ^∇𝑇) −𝑄𝑒∥2
2, (4.5)

where the interpolated variables are given by the output of our neural network [q, 𝑇, 𝑝, 𝑘] =

𝑓𝛽 (coarse𝑖) and the others through equations of state.

Together with the data loss

𝑀𝑆𝐸D =
1
𝑛

𝑛∑︁
𝑖=1

∥ 𝑓𝛽 (coarse𝑖) − fine𝑖 ∥2
2 (4.6)

we train our network on a weighted sum of those loss functions. The combined loss function with
weights 𝑤𝑖 reads

Loss =
∑︁

𝑖∈{D,Continuity,Darcy u,Darcy v,Energy}
𝑤𝑖𝑀𝑆𝐸𝑖 . (4.7)

4.3 Evaluation of the Physics Loss

Since the simulation results are a numerical solution of the PDEs, the residual vanishes for them.
So we can check our error terms by inserting the simulation data and observing the residual. We do
this on three different versions of the dataset in increasing complexity to spot different problems.
All derivatives are discretized using symmetric difference quotients. We present only exemplary
samples from the dataset since the results are similar on the whole dataset.

4.3.1 Uniform Permeability Without Heat Pump

We first look at the simplest case, i.e., with the heat pump turned off and with uniform permeability.
The residuals of (4.1a), (4.1b), and (4.1c) are shown in Figure 4.4. The Darcy residual in the
𝑢-direction (second from the top) shows the best results with a residual in the order of 10−12. The
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4 PINN for SR in Groundwater Modeling

Figure 4.4: Residuals of (4.1) on a data sample with uniform permeability and without a heat
pump.

Figure 4.5: Residual of (4.1c) on a data sample with uniform permeability and without a heat
pump. The starting region (𝑦 < 50) was cut away.

continuity and darcy residual in the v direction are also small. The energy residual, however, shows
two large artifacts in the order of 100. When looking at the area with those artifacts cut away (Figure
4.5), we are in the order of 10−3.

4.3.2 Non-Uniform Permeability Without Heat Pump

Next, we consider a non-uniform permeability sampled from Perlin noise. The heat pump is still
turned off. The results are shown in figure 4.6. The continuity and Darcy velocity residuals are
within the magnitude of single-point machine precision. All three show patterns that are not directly
related to the permeability. In the case of the Darcy velocity residual, it looks like the patterns
overlay Gaussian white noise. The energy residual now has patterns of large values (100) in the
whole region.

4.3.3 Non-Uniform Permeability With Heat Pump

Finally, we consider the case that is also the one we perform super-resolution on. The permeability
is sampled from Perlin noise, and a heat pump is present. The results, shown in Figure 4.7, are
similar to the case without the heat pump, except for one major difference. Here we are looking at
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4.4 Extension of the PINN Model

Figure 4.6: Residuals of (4.1) on a data sample with non-uniform permeability and without a heat
pump.

the residuals without the source terms 𝑄e and 𝑄w, so we expect the source terms to show in the
continuity and energy residuals. As can be observed, artifacts at the heat pump locations indeed
overshadow the rest of the residual. However, there is also a source artifact in the Darcy residual in
the 𝑣-direction and possibly in the 𝑢- direction, which is hard to see there. Those artifacts should
not exist since the Darcy residual has no source terms. We ignore those extra artifacts since their
values are in the same order of magnitude.

Our physics model does not fit the dataset perfectly. It is unclear if the observed patterns in the
residuals and the high energy residual are caused by a mismatch between our model to the simulation
model or the inner workings of the simulation. We saw that they are also present on simpler versions
of the dataset.

Also, the structure of the source terms is unknown. According to the Pflotran documentation, the
source terms have the form

𝑄w = 𝑞M𝛿(𝒓 − 𝒓𝑠𝑠) (4.8)

where 𝑞M is a mass rate and 𝒓𝑠𝑠 the location of the source term. The Dirac delta 𝛿 is defined to
have an integral of one over the whole region, therefore we tried to fit a Gaussian distribution to the
observed source term. However, we could not get them to match.

We describe our remedy to those problems in the next section.

4.4 Extension of the PINN Model

We extend the super-resolution model of Gao et al. [GSW21] described in 3.3.1 to apply it to our
groundwater scenario. In addition to flow velocity in 𝑢 and 𝑣-direction and pressure, we now also
have temperature and permeability as inputs that we want to interpolate. The model already has
separate paths for flow velocity and pressure, so the addition of temperature and permeability is
straightforward. To handle the two additional variables, we simply introduce two new paths. The
resulting model is shown in Figure 4.8. Every path in the model now has five inputs: flow velocity,
pressure, temperature, and permeability.

29



4 PINN for SR in Groundwater Modeling

Figure 4.7: Residuals of (4.1) on a data sample with non-uniform permeability and with a heat
pump.

We implemented our model with the Pytorch library [PGM+19]. To improve the neural network’s
learning, we normalized the input data set so that every variable has a mean of zero and a standard
deviation of one [HQZ+55]. For our physics loss to work, we denormalized the network’s output in
every iteration before calculating the physics loss. The data loss is computed with the normalized
output.

As described in Section 4.3, we could not fit the loss perfectly to the simulation dataset. We tried to
remedy the two main problems, i.e., the high energy residual and the unknown shape of the input
terms, with the following measures. On every training iteration, we calculate the continuity and
energy residual also on the fine-resolution label. This gives us the input terms. We also scale the
energy loss by a factor of 10−8 to be in the ballpark of the other residuals.

In [RRL+22] Ren et al. describe that imposing boundary conditions on the output of the neural
network helps the learning process. For Dirichlet boundary conditions, they do this by padding the
output with the boundary values before calculating the physics loss. We follow their implementation
by interpolating the input to a resolution one smaller than the fine resolution and then imposing the
boundary of the fine resolution into the output.

30



4.4 Extension of the PINN Model

5

u,v,p,T,k

5

bicubic

5

bicubic

5

bicubic

5

bicubic

5

bicubic

16

conv1

16

conv1

16

conv1

16

conv1

16

conv1

32

conv2

32

conv2

32

conv2

32

conv2

32

conv2

16

conv3

16

conv3

16

conv3

16

conv3

16

conv3

1

u

1

v

1

p

1

T

1

k

Figure 4.8: Extended model of our proposed network architecture for super-resolution in the
groundwater scenario which has two additional input variables and paths in comparison
to the architecture by Gao et al. (Figure 3.2).
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5 Model Training and Evaluation

In this chapter, we elaborate on how our PINN was trained on the groundwater dataset. First, we
describe some details about the training process. Then the trained model is compared to bicubic
interpolation and a version of the model that is trained only with a data loss in order to assess the
impact of the physics loss. Finally, the performance is evaluated on different resolution increases.

5.1 Training Details

We split our data set into 70 training, 20 validation, and 10 test samples. To mitigate overfitting,
we examined the dataset in order to find ten samples that would be most difficult for our network
to predict, i.e., that the network has not seen before. For this, we looked at ten samples with
constant pressure and varying permeability and ten samples where the pressure is varying and
the permeability is constant. As Figure 5.1 shows, the samples with a constant permeability vary
considerably more than the ones with constant pressure. Therefore the pressure has a greater impact
on the developed thermal plume than the permeability. So we selected ten samples with a pressure
distribution that the network will not see during training as the test set. The validation samples
were chosen randomly among the remaining samples.

The model is trained for 5000 epochs with a batch size of 20 using the ADAM gradient descent
algorithm [KB15]. During training, the model with the best score on the validation set is kept as the
final model. With the validation set, we determined the weight of the physics loss compared to the
data loss of 10−8.

5.2 Comparison to a Data-Driven Network

We compare our trained PINN with bicubic interpolation and with a version of the neural network
that was trained only with the data loss. For this evaluation, we used the 8 by 128 resolution as
coarse data and the 16 by 256 resolution as fine data. Figure 5.2 shows the results on the ten test
samples after training. Compared to bicubic interpolation we see a substantial improvement in the
prediction accuracy for both training methods. Our model trained as a PINN with a physics loss
performs slightly better than the model trained only with a data loss.

Figures 5.3, 5.4, and 5.5 show the result of one of the test samples for temperature and Darcy
velocity in both directions. The neural network super-resolution approach is able to model sharp
edges much better than the smoothing bicubic interpolation. This leads to substantially better
results for the interpolated temperature. On other variables that are inherently smoother, the bicubic
approach is on par or even better than the neural network.
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(a) Constant pressure (b) Constant permeability

Figure 5.1: Temperature plumes for constant pressure and varying permeability (a) and varying
pressure with constant permeability (b).

5.3 Evaluation on Different Resolution Increases

We also trained the model on different combinations of coarse and fine resolutions from our dataset
to see how the error changes for increasing interpolation factors. We used the finest resolution in
our dataset (64 by 1024) as the target resolution and the other resolutions as coarse input. Figure
5.6 shows the mean of the total MSE on the test samples for bicubic interpolation and our trained
PINN. The temperature field for the most extreme case, i.e., from 4 by 64 to 64 by 1024, is shown
in Figure 5.7.

In the tests with multiple resolutions, it is interesting to see, that the error for the PINN network
increases much faster than the bicubic error. Since the input to the first convolutional layer of our
network is also the bicubic upscaled version of the input, the PINN error should in theory not
overtake the bicubic error. In our tests with the interpolation from 4 by 64 to 64 by 1024, the
network seems to overcompensate for the smooth input with negative values. On smaller increases
in resolution, the first interpolation step seems to work well. But as the bicubic interpolation error
increases this input to the convolutional layers gets smoother and hinders the ability of the network
to preserve sharp edges.
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5.3 Evaluation on Different Resolution Increases

Figure 5.2: Mean squared error on the test samples for a resolution increase from 8 by 128 to 16 by
256. The test samples are selected as described in Section 5.1. The left result is from
bicubic interpolation. The middle result is our model trained with only a data loss. On
the right is our model trained as a PINN, i.e., with a data and physics loss.

Figure 5.3: Interpolation results for temperature on a test sample for a resolution increase from 8
by 128 to 16 by 256. From top to bottom: The coarse input, bicubic interpolation, the
output of our PINN, and the fine resolution ground truth. The values are normalized.
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Figure 5.4: Interpolation results for Darcy velocity in 𝑢-direction on a test sample for a resolution
increase from 8 by 128 to 16 by 256. From top to bottom: The coarse input, bicubic
interpolation, the output of our PINN, and the fine resolution ground truth. The values
are normalized.

Figure 5.5: Interpolation results for Darcy velocity in 𝑣-direction on a test sample for a resolution
increase from 8 by 128 to 16 by 256. From top to bottom: The coarse input, bicubic
interpolation, the output of our PINN, and the fine resolution ground truth. The values
are normalized.

36



5.3 Evaluation on Different Resolution Increases

Figure 5.6: Mean of the total MSE on the test samples for bicubic interpolation and our trained
PINN. Starting from an interpolation from 32 by 512 to 64 by 1024 up to an interpolation
from 4 by 64 to 64 by 1024.

Figure 5.7: Interpolation results for temperature on a test sample for a resolution increase from 4
by 64 to 64 by 1024. From top to bottom: The coarse input, bicubic interpolation, the
output of our PINN, and the fine resolution ground truth. The values are normalized.

37





6 Conclusion and Outlook

In this work, we applied a super-resolution PINN to a two-dimensional groundwater flow system,
including a single heat pump used to cool a building. We extended the PINN model from Gao
et al. [GSW21] which demonstrated promising results for cardiovascular blood flow to include
water temperature and soil permeability. Our model was trained on a dataset generated from a
groundwater simulation performed in Pflotran [HLM14].

After training our network on the groundwater simulation data, we see a substantial improvement
in the prediction accuracy compared to bicubic interpolation. However, with the physics-trained
network, we do not see significant improvements compared to a purely data-trained network like in
[Aro22; BGL+21; GSW21; JEA+20; KRM22; RRL+22; ZZYZ22]. The only slightly better results
of the PINN and the strong scaling we had to impose on the physics loss to achieve those results
suggest that our physics loss acts more like a regularization instead of making up for unavailable
training data. Notably, Li et al. [LM22], who considered a super-resolution PINN for multiphase
flow, came to a similar conclusion.

Our physics loss does not fit the simulation data perfectly. We tried to mitigate the effects, but
this mismatch is most likely the cause for our PINN model not performing better than the purely
data-trained model. In our eyes, this gives the most potential for improvements. We tried to fit our
model to an existing dataset. For future work, we suggest starting with a dataset and model that fit
perfectly.

For more complex physical models, Krishnapriyan et al. [KGZ+21] found that the PINN approach
can introduce problems into the learning process, hindering performance. They also provide
solutions to address these problems. Since the groundwater model, especially with the equations of
state, arguably counts as more complex, there might be a benefit in looking at these methods.

In our tests with multiple resolution increases, we see that the first bicubic interpolation step of
our network architecture works well on smaller increases in resolution but seems to be a drawback
for larger increases. Other network architectures like autoencoders [LDSP22], general adversarial
networks [BODE20212617, Li], or networks with a pixel shuffle [SCH+16] might therefore lead to
better results.

A logical direction for future work is furthermore the extension to three-dimensional interpolation
and the addition of a temporal component. Since the output of PINNs is not required to fit the
underlying physical model perfectly, it could also be interesting to investigate a coupled approach,
similar to, e.g., [OVMC20], where the output of a super-resolution PINN is used as the initial value
for a simulation to get a performance increase and convergence guarantees.
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