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ABSTRACT

Despite the importance of supported catalysts in industrial applications a rational design based
on an understanding of molecular-level processes is still a challenging endeavor, in particu-
lar for liquid phase reactions. Ordered mesoporous silicas are common support materials for
hosting organometallic catalysts and provide a tailored microenvironment that may lead to
enhanced selectivities, productivities and activities. In the present work a computational tool
box was developed that facilitates rapid model building of functionalized silica pores and, to-
gether with pre- and post-analysis tools, allows for systematic molecular simulation studies
of confinement effects in various applications. The tool box was subsequently applied to dif-
ferent research questions including modelling of the uptake of aromatic compounds from the
aqueous phase on cyclodextrin-functionalized silica and a detailed investigation of diffusion in
cylindrical mesopores allowing to assess the discrepancy among recent experimental diffusion
measurements.

KURZFASSUNG

Trotz der Bedeutung von Trägerkatalysatoren für industrielle Anwendungen ist ein rationales
Design auf der Grundlage eines Verständnisses der Prozesse auf molekularer Ebene immer
noch ein schwieriges Unterfangen, insbesondere bei Flüssigphasenreaktionen. Geordnete me-
soporöse Siliziumdioxide sind gängige Trägermaterialien für metallorganische Katalysatoren
und bieten eine maßgeschneiderte Mikroumgebung, die zu verbesserten Selektivitäten, Pro-
duktivitäten und Aktivitäten führen kann. In der vorliegenden Arbeit wurde eine comput-
ergestützte Toolbox entwickelt, die den schnellen Aufbau von Modellen funktionalisierter Siliz-
iumdioxidporen erleichtert und zusammen mit Pre- und Post-Analyse-Tools systematische mo-
lekulare Simulationsstudien von Confinement-Effekten in verschiedenen Anwendungen er-
möglicht. Die Toolbox wurde anschließend auf verschiedene Forschungsfragen angewandt,
darunter die Modellierung der Aufnahme aromatischer Verbindungen aus der wässrigen Phase
auf Cyclodextrin-funktionalisiertem Siliziumdioxid und eine detaillierte Untersuchung der Dif-
fusion in zylindrischen Mesoporen, um die Diskrepanz zwischen den jüngsten experimentellen
Diffusionsmessungen zu bewerten.
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1. Introduction

Catalytic reactions occurring in a directing confinement often show unexpected selectivities [1,
2], productivities and activities [3]. Typical inorganic mesoporous materials such as silicates or
aluminosilicates are often used as confining support materials in either surface organometallic
chemistry (SOMC) [4–8] or molecular heterogeneous catalysis (MHC), respectively [9–12]. The
properties of fluid mixtures composed of solvent, reactant and product molecules within such
tailored microenvironments and the local composition of reacting species around the catalyti-
cally active complex within the inner pore space are important factors determining the activity
of catalytic reactions. Selectivity and conversion of reactions can be affected due to control-
ling the factors that influence the mobility of reactants and products including molecular size,
shape, configuration, degree of confinement, pore topology, strength of adsorption on pore
walls, and the possibility of hydrogen bonding between reactants or/and products. In the sim-
plest case of MHC, the catalysis itself is not influenced by the support material, which then
solely provides high surface area and facile removal. As compared to SOMC, catalyst loadings
can often be increased at least by a factor of two. Provided that sufficiently long linkers are used
the catalyst reacts in a so-called interphase, which, in a simplified way, can be understood as
a solution-like environment [13, 14]. In this context, a layer of solvent molecules is relevant,
which is no longer in direct contact (∏ 1nm distance) with the support, see Figure 1.1.1. Ac-
cording to the IUPAC definition [15] porous solids are referred to as mesoporous if the pore
diameter is between 2 and 50 nm. However, confinement effects in MHC are particularly effec-
tive for pore diameters below 10 nm while a certain minimum diameter is required to allow for
transport of bulky species [16, 17].

The discovery of the M41S family of silicate/aluminosilicate ordered mesoporous silica (OMS)
with exceptionally large uniform pore structures at Mobil Corporation in 1992 has attracted
increasing attention in multiple research areas [18]. By using micelles as templating agent,
the preparation of solids with constant pore sizes in the range of 2 to 10 nm became possible
[19]. However, M41S materials exhibit relatively low hydrothermal and mechanical stability
[20]. A new family of OMS materials denoted as Santa Barbara Amorphous (SBA) was intro-
duced in 1998 that demonstrated improved hydrothermal and mechanical stability [21–23].
Subsequently, a large number of materials with different compositions, symmetries, architec-
tures and functionalities was developed [24]. Popular mesoporous silica materials, for which
also verified synthesis recipes exist, exhibit pore sizes between 2 and 4 nm for MCM-41 and
MCM-48 and between 4 and 8 nm for SBA-15 and SBA-16. Only for Al-SBA-15, pore diameters
larger than 10 nm are reported in the verified synthesis recipes [25]. Thus, the range of accessi-
ble mesopore sizes is limited. In addition, the control of the pore size is often difficult.

By using a synthesis procedure referred to as “true liquid crystal templating” (TLCT) [26] the
production of highly precise OMS materials is possible that exhibit straight, almost defect free
pores, which increases the accessibility of the pores and facilitates the diffusion within [16].
This is reflected by a Gaussian pore width distribution and the absence of pores with deviating
pore widths [27]. Therefore, OMS materials produced by TLCT are perfectly feasible to study
confinement effects, which requires uniform pore widths.

1 1-1



Introduction 1.1

The availability of a materials pool is a prerequisite for a systematic investigation of confine-
ment effects [28, 29]. However, experimental studies alone do not provide sufficient high-
resolution data to rationalize the effect of confinement on complex mixtures on a molecular
basis. Thus, integral to the use and rational design of functionalized mesoporous materials
is the existence of a model for predicting how pore dimension and surface functionalization
influence the fluid properties under confinement. Fluids confined in mesoporous materials
present a particular challenge to empirical tuning, as it is difficult to experimentally probe such
properties as composition and phase behavior within the mesopores. For this reason, there is
interest in computational modeling studies to provide a fundamental molecular-level descrip-
tion of the systems. The elementary steps involved in a catalytic process taking place under
mesoporous confinement are illustrated in Figure 1.1.1. Several transport barriers and adsorp-
tion/desorption steps are taking place that are influenced in a complex manner by the fine
structure of the porous material.

Structured
fluid phase
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P PP

P

R R

R

R
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R
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R1 2

9 8

3
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5

6
7

Bulk phase

Figure 1.1.1.: Elementary steps in molecular heterogeneous catalysis in the liquid phase con-
sisting of solvent, reactant (R) and product (P) molecules. (1) Mass transport
through the boundary layer separating bulk and confined phase, (2) mass trans-
port through the pore entrance and partitioning of bulk phase, (3) diffusion within
the pore, (4) adsorption at the catalytically active complex (C), (5) catalytic reac-
tion, (6) product desorption from the catalytically active complex, (7) product dif-
fusion towards the pore entrance, (8) product exit, (9) product diffusion through
the boundary layer into the bulk phase.

As opposed to e.g., zeolites, the structure of mesoporous silica materials is usually amorphous,
so a suitable model is one that is representative from a statistical point of view, rather than cor-
rect atom by atom. X-ray diffraction (XRD) patterns reveal the average characteristic distances
as the unit cell size of the regular structure, which are expressed as distinct peaks in X-ray pow-
der diffraction patterns, but also information about pore diameters [30]. Agreement in the
unit cell size is a fundamental requirement to model for periodic mesoporous silicas. X-ray re-
sults are usually interpreted with the aid of parametrized structural models, which give rise to a
“best fit model” paradigm [31]. This indirect approach yields good qualitative and quantitative
results when the behavior of the surface groups is reasonably well known and the structure aris-
ing at the interface is stable. However, with more complex systems and limited initial informa-
tion on the expected structures, results can become ambiguous and several physically sound
models, or several parametrizations of the same model, can be found to adequately describe
the experimental data. Thus, although general features such as layer thickness are usually un-
ambiguously described across the models, and can therefore be extracted with confidence, the
detailed molecular structure of the interface is more difficult to obtain. In a recent study the
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1 Introduction

fundamental importance of the direct comparison between MD simulations with X-ray reflec-
tivity measurements was demonstrated using an ionic liquid at a neutral sapphire interface as
example. This comparison enabled one to use detailed description obtained from simulation
with confidence [32]. Besides X-ray diffraction other characterization methods deliver useful
structural information. 29Si-nuclear magnetic resonance (NMR) spectroscopy measures the
distribution of silicate tetrahedra with n bridging oxygens (shared between two tetrahedra),
labelled as Qn (n from 0 to 4), i.e., the connectivity of the silicon atoms in the silica network.
Transmission electron microscopy (TEM) pictures are of help to reveal pore shape and regular-
ity of mesoporous materials. The degree of realism of a model can further be investigated by
its ability to predict experimental data such as adsorption isotherms of probe molecules. Ad-
sorption experiments with different adsorptives give information about the porosity, the pore
size distribution, the surface area, and surface chemistry. The agreement of experimental and
simulated adsorption isotherms is a key criterion in the evaluation of the developed models
for mesoporous materials. Multidimensional MAS NMR experiments provide information on
the spatial arrangement of solvent molecules inside the pores [33]. However, regarding liquid
phase processes in mesopores it is an open question of how close the structural model needs
to be to reality in order to obtain sensible insight.

Mass transport of molecular compounds through porous solids is an important step in molec-
ular heterogeneous catalysis. It is a multi-scale, hierarchical phenomenon: Macrodiffusion
(> µm) is influenced, in addition to parameters like grain boundaries and particle packing, by
meso-scale (>10nm, < µm) factors like particle size and the connectivity of pores. More impor-
tantly, meso-scale diffusion and macro-scale diffusion are first and foremost determined di-
rectly by processes on the molecular scale (<10nm), which depend on numerous factors such
as pore-size, interactions of the reactants and products with the solid surfaces and with the sol-
vent. Due to high complexity of the latter and the fact that current analytical techniques such
as MAS PFG NMR or spatially and time-resolved electron paramagnetic resonance (EPR) spec-
troscopy, respectively [34, 35], enable only limited insights into solvent filled pores with suffi-
cient spatial and temporal resolution, the knowledge about the molecular origins of diffusive
processes in porous materials is still restricted. Molecular dynamics therefore offers comple-
mentary information for interpreting NMR measurement of diffusion [36].

Molecular dynamics simulations have been used to investigate the characteristics of diffusion
of a variety of alkanes in unfunctionalized silica mesopores. Even for such relatively simple sys-
tems, a complex concentration dependent diffusion behavior may be present [37], that can be
cast into the Maxwell-Stefan formulation [38]. Methodology to calculate the required thermo-
dynamic correction factor for confined fluids has been reported recently [39]. As in simulations
of bulk fluids, finite-size effects have to be considered carefully if comparison to experiment is
intended [40]. Moreover, when fixing the positions of the pore wall atoms, proper thermostat-
ing of the confined fluid has to be carried out to avoid artefacts, in particular in the context of
non-equilibrium simulations [41, 42]. Simulations of water dynamics in MCM-41 have been
interpreted with the core-shell model in which the first water monolayer is immobile on dif-
fusive time scales while the core water exhibits essentially bulk behavior [43]. MD simulation
have also been used to interpret NMR measurements of partly and fully filled MCM-41 pores
[44]. In inhomogeneous and anisotropic media mass transport is described by an anisotropic
diffusion tensor that depends on the position in the pore. Diffusion parallel to the pore axis
might differ from diffusion normal to the pore axis. A proper description of these effects re-
quires the position dependent free-energy profiles of the various species [45]. Functionalized
mesopores such as MCM-41 have been studied using molecular dynamics simulations with the
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aim to determine the spatial distribution of two co-adsorbed molecules such as N2 and CO2.
The strong effect of aminophenyl surface groups on the selectivity and the importance of cal-
culating cross-term diffusion was demonstrated. Insights from these simulations allow for the
design of tailor made surface groups [46–48].

A substantial number of simulation studies appeared over the last 30 years with the aim to pro-
vide a molecular-level description of physical processes underlying the reversed-phase liquid
chromatography (RPLC), in particular (i) the structure and dynamics of the bonded phase and
its interface with the mobile phase, (ii) the interactions of analytes with the bonded phase, and
(iii) the retention mechanism for different analytes [49]. By simulations it was shown, for exam-
ple, that retention into octyl (C8) phases is best described as an adsorption process, while for
octadecyl (C18) phases both adsorption and partition play a role for nonpolar analytes, whereas
adsorption is always the major mechanism for analyte molecules with polar groups that lead to
an amphiphilic character. A recent MD study investigated the surface diffusion of four typical
aromatic hydrocarbon analytes in RPLC through molecular dynamics simulations in a slit-pore
RPLC model consisting of a silica-supported end-capped, C18 stationary phase and a 70/30
(v/v) water/acetonitrile mobile phase. The results show that the lateral (surface-parallel) diffu-
sive mobility of the analytes goes through a maximum in the acetonitrile ditch, an acetonitrile-
rich border layer around the terminal part of the bonded-phase chains [50]. The latter study
illustrates the state of the art in model building and simulation methodology that can be used
as starting point to study molecular processes in the context of liquid phase catalysis under
confinement.

A multiscale modelling (MSM) approach enables the consideration of phenomena occurring
at different scales in a single, pseudo-homogeneous model by incorporating information from
sub-models that describe only one scale of the system [51, 52]. However, no universal model
is capable of predicting transport and reaction in porous media due to the heterogeneity of
porous structures and the complexity of the underlying microscopic mechanisms. The choice
of the different scales is by no means unique but depends on the scientific questions [53]. The
information from the various levels can be combined by a hierarchical MSM procedure [54,
55], that is, results from calculations at smaller scales are used as input information for calcula-
tions with parameterized or coarse-grained models on larger scales. This sequential strategy is
possible if the length and time scales of the problem under study are well separated and if suit-
able models for linking the levels of modeling are available. For gas-phase catalysis on metal
surfaces a bottom-up multiscale modeling framework based on first-principles microkinetic
models has been established that condenses all short-term dynamical information into kinetic
rate constants [56]. The chemical reaction has been coupled with a flow field allowing scale-up
to the reactor level [57]. In zeolite catalysis such an approach works as well if small molecules
are concerned such that transport limitations are not relevant [58, 59]. If transport in the mi-
cropores is the limiting factor, an explicit description in the multiscale model is required [60,
61]. For ‘stop-and-go’, i.e., intermittent diffusion, the atomistic data can be analyzed using the
framework of intermittent Brownian dynamics [62]. Liquid phase processes that occur in silica
particles of hierarchical porosity with mesopores of a few nm in diameter as the smallest scale
and macropores of µm at the largest scale show a more continuous diffusion behavior such that
the interplay of interfacial dynamics resolved at the single mesopore level, surface, effective
meso-pore and overall bed diffusion is rather complex to describe [63]. Diffusion limitations
are common in mesoporous catalysts due to the strong interactions with the pore walls [36].
The assumptions underlying viscous hydrodynamics may not be valid in such pores because
the transverse momentum fluctuation shows a different relaxation behavior compared to the
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bulk phase [64–66]. In the context of reversed-phase liquid chromatography (RPLC) a power-
ful bottom-up multiscale modeling framework has been developed by Tallarek and co-workers
that describes the important mesopore scale based on physical reconstruction of the real ma-
terial [67–71]. The approach is general and allows to determine effective transport properties
over a hierarchy of length scales, from the molecular-detail interfacial dynamics to effective dif-
fusion in hierarchically porous materials. Information on interfacial dynamics from atomistic
MD simulations are incorporated into random-walk particle tracking (RWPT) Brownian dy-
namics (BD) simulations used to extract the effective diffusion coefficient. This reduces the di-
mensionality of the problem, making BD more computationally effective than the correspond-
ing MD simulation. It could be shown that interfacial phenomena have a strong influence on
effective diffusivities in the hierarchical material [68]. For reacting systems, the field has not
yet evolved that far. In a recent study the conversion of ethanol to butadiene was considered.
However, the mesoscale transport was not described explicitly but replaced by a Thiele modu-
lus adjusted to experimental data. Moreover, the reaction was modeled in the gas phase [72].
Recently, Tallarek et al., applied the multiscale approach to the transport properties of catalyst,
reactant, product and side product in the ring-closing olefin metathesis [73] paving the way to
take the final step towards a holistic modeling approach i.e., by implementing chemical reac-
tivity.

It can be concluded that methodological advances in obtaining computational models of meso-
porous materials, in calculating adsorption and diffusion of various molecules in such materi-
als as well as in applying fluid-theoretical approaches to porous materials have reached a level
that allows for combining these methods with the goal to study reactive systems in confined
media. However, in contrast to studies investigating reactions in ordered microporous materi-
als such as zeolites or metal-organic frameworks, computational studies that have showcased
their potential as a useful tool in the rational design of mesoporous environments are very rare.
Although focusing on the single pore scale the present work represents an important step to-
wards a consistent multi-scale description [51] with the ultimate goal to gain understanding
how structurally defined pore geometry interacts with functional surface groups in order to
guide the catalytic process towards higher activity, productivity and selectivity.

In Chapter 2 of this thesis a program package, referred to as PoreMS, is described which pro-
vides customizable yet simple tools for rapid model building of functionalized mesoporous
silica materials. Chapter 3 illustrates the capabilities of the developed toolbox by investigating
the effect of immobilized �-cyclodextrin (bCD) molecules inside a mesoporous silica support
on the uptake of benzene and p-nitrophenol from aqueous solution using all-atom molecular
dynamics (MD) simulations. In Chapter 4 the impact of different surface hydroxylation degrees
as well as of the Lennard-Jones parameters of the silicon and oxygen atoms that constitute the
porous material on molecular density profiles within the pore are investigated. Moreover, the
Einstein and Smoluchowski approaches for calculating the self-diffusion coefficient of water
and solutes in aqueous solution within the pore are compared. This comparison is extended in
Chapter 5 by considering 14 different solvents. Here, particular emphasis is devoted to internal
consistency of the simulation results, taking into account finite size effects. Finally, Chapter 6
contains the conclusion of this thesis and an outlook to future work.
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2. PoreMS: A software tool for generating silica
pore models with user-defined surface
functionalization and pore dimensions
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Mass transport under confinement is at the heart of all processes employing functionalized
mesoporous silica materials, such as liquid chromatography, heterogeneous catalysis, and gas
adsorption. Molecular simulation studies of mass transport in such settings require pore mod-
els that replicate the geometry, dimensions, and chemical structure of a surface-functionalized
silica mesopore. We present a software tool that facilitates rapid model building of function-
alized silica pores for systematic studies of confinement effects in various applications of rel-
evant materials. The tool allows to choose the chemical structure and density of the ligands
and to control the residual hydroxylation of the silica surface. Individual ligands can be placed
at a user-defined position on the surface. Moreover, the tool supports an independent func-
tionalization of the interior and exterior pore surface. We explain each step of the pore genera-
tion, discuss the underlying assumptions and limitations, and introduce examples of generated
cylindrical pore models for chromatography and catalysis.

11 2-1



Introduction 2.1

2.1. Introduction

Mesoporous silica materials are ubiquitous in technical applications ranging from (gas) ad-
sorption over chromatography and catalysis to drug delivery [1–8]. Key to a successful design
of technical processes employing such materials is an understanding of mass transport in the
confined environment, ideally based on molecular-level information about the composition,
structure, and dynamics of the components present inside the silica mesopore [9]. These typi-
cally include gas or solvent molecules, solute molecules, and the ligands and surface atoms of
the functionalized or bare silica surface. Molecular simulations, particularly atomistic molecu-
lar dynamics (MD) simulations, have already been used to elucidate the mass transport charac-
teristics of different liquid chromatography modes [10–16] and recently to model catalytic [17–
19] and drug delivery systems [20]. This suggests that molecular simulations are increasing in
importance as an essential building block in multiscale modelling of heterogeneous catalysis
[21] and the selection and development of chromatographic columns [22–25]. The molecular
insight gained by such studies was used, for example, to obtain a unified description of dif-
fusion inside mesoporous and microporous structures [26], to rationalize the effect of surface
chemistry on olefin metathesis in confined geometries [17], and to provide fundamental in-
sight into reactive ionic liquid films for supported ionic liquid phase (SILP) catalysis relevant
for electrochemical systems or the water-gas shift reaction [27–29]. Moreover, such simulations
may be used to generate parameters for coarse-grained models that span significantly larger
length and time scales than models with atomistic resolution [30–32]. It is therefore desirable
to further widen the scope of such simulations by increasing the complexity of the studied sys-
tems.

Confinement effects on fluid structure and mass transport in silica mesopores are related to the
size, geometry, surface properties and functionalization of the pore. In molecular simulation
studies, these effects can be investigated independent of each other by using pore models that
incorporate only one or two aspects of the relevant properties, as exemplified by the standard
slit pore model [10, 33, 34]. In reality, the effects of size, geometry, and surface functionalization
are intrinsically coupled. The mesopore shape of sol-gel processed silica adsorbents, used in
liquid chromatography, is typically assumed as cylindrical, which also applies to certain tem-
plated ordered mesoporous silicas, such as MCM-41 [35], SBA-15 [36] and KIT-6 [37], used in
heterogeneous catalysis. The cylindrical pore shape of SBA-15 and KIT-6 was confirmed by re-
cent physical reconstructions of these materials [38, 39]. At equal pore width or diameter, the
area available to ligands, solvent, and solute molecules is constant over the pore width for a
planar (slit) geometry, but decreases towards the pore centre for a cylindrical geometry. Conse-
quently, a curved silica surface influences the properties of the fluid filling the pore over a wider
distance (measured from the surface) than a planar slit pore [40, 41]. The critical diameter, at
which bulk fluid properties cannot be recovered within the pore, is larger for a cylindrical than
a comparable slit pore [9]. For most pore sizes of interest (∑ 10nm) the divergence between
cylindrical and planar pore geometry is expected to increase with the degree of surface func-
tionalization and the spatial requirements of the ligands. Nevertheless, molecular simulation
studies in cylindrical silica pores with an explicit surface functionalization that goes beyond a
simple hydrophobic capping of the surface OH groups are still rare [17, 40, 42–45]. The model
generation for cylindrical silica pores without surface functionalization targets a realistic rep-
resentation of the silica surface, including roughness and amorphicity, as the focus is on the
direct interaction of gas, solvent, and solute molecules with the atoms of the silica surface.
Two different strategies for the generation of computational models of porous silica materials
can be envisioned. The first starts from a sample of bulk material and drills a pore by removing
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atoms. Subsequently dangling bonds need to be removed or appropriately saturated. The start-
ing bulk material may be either crystalline [46] or amorphous and can for example be generated
by molecular dynamics [47, 48] or reverse Monte Carlo sampling [49]. The second strategy at-
tempts to resemble the synthesis process by lattice Monte Carlo [50–52], kinetic Monte Carlo
[53, 54] or molecular dynamics simulations [55]. The different approaches have been discussed
recently by Han et al. [56].
The purpose of functionalized mesoporous silica materials is to direct the interaction towards
the ligands. Therefore, the pore model generation in this case must emphasize a realistic rep-
resentation of the surface functionalization (the chemistry, density, and spatial distribution of
the ligands) while preserving the essential properties of the silica surface, mainly the degree of
residual surface hydroxylation (i.e., the amount of unreacted OH groups on the silica surface).
Additionally, the pore model generation must allow an independent functionalization of the
interior and exterior pore surface to replicate experimental conditions in certain applications.
Moreover, the pore model generation should enable the study of increasingly complex systems
through supporting the inclusion of non-standard ligands (such as organometallic catalysts),
and finally, foster reproducibility, transferability and extensibility of molecular simulation stud-
ies throughout the scientific community [57].

This work shows a straightforward way to functionalized silica pore models that meet the cri-
teria outlined above. We introduce PoreMS, an open-source Python tool that offers a seamless
workflow from the generation of coordinates to the input files required for molecular dynamics
simulation codes such as GROMACS [58]. The remainder of the article is organized as follows.
Section 2 describes the main functionality of the pore generation tool. Section 3 provides and
discusses examples of generated cylindrical pore models for chromatography and catalysis set-
tings. Further developments are discussed in the conclusion and outlook. A step-by-step guide
for generating the discussed pore systems is provided in the Supplementary Material accom-
panying the present work.

2.2. Methodology

In the following the design of the code is outlined along with some technical aspects of the
parallelization. For a detailed overview we refer to the online documentation [59]. There, a
complete workflow for the generation of a functionalized pore model is provided, including the
generation of functional groups from scratch. The two pore models presented in Section 3 of
the present work can be replicated with the Jupyter notebooks provided in the Supplementary
Material. For an extension of the code basic Python knowledge is advantageous.

2.2.1. Pore generation

The PoreMS package consists of several independent modules designed for a specific task, such
as building ligand structures from scratch or carving a pore of specified geometry. A function-
alized pore system is generated by executing all modules sequentially, in the appropriate order
for the specific problem. In this way, the user has insight into all steps, ensuring simple, indi-
vidual customization as well as the possibility to utilize ready-to-use pore generation classes
for specific pore geometries.

At the core of the package resides the module containing functions to place, trans-
late, and rotate atoms in the three-dimensional space. Based on this module a pattern class has
been devised to construct a crystal lattice consisting of O and Si atoms. As of version 0.2.0, only
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the structure of �-cristobalite SiO2 has been implemented. Simulations in slit-pore models
have proved that the faces of �-cristobalite SiO2, particularly its (111) face, support the en-
visioned ligand density and residual hydroxylation of functionalized and bare silica materials
used in chromatographic columns [10, 12–14, 24, 25, 34, 40, 41]. Moreover, MD simulations
have shown that non-functionalized, cylindrical pores carved from �-cristobalite SiO2 repli-
cate the relevant properties of the bare silica surface in liquid chromatography well [9, 11]. As
shown in Section 2.2, carving a cylindrical pore into the crystalline SiO2 block introduces ele-
ments of the amorphous silica surface, such as the presence of different types of silanol groups
and a certain surface roughness, to the interior pore surface. In the �-cristobalite structure
each Si atom together with its four surrounding O atoms forms a tetrahedron with

ÆO°Si°O = 2 ·180
º

tan°1p2 = 109.47°, lSi°O = 0.1550nm. (2.2.1)

Si atoms are placed in a diamond structure with O atoms located midway between each pair
of nearest-neighbour Si atoms (ÆSi°O°Si = 180°). This structure forms the space group Fd3̄m
and has two formula units per primitive unit cell [60–63]. In the present work, the rectangular
�-cristobalite block is generated with edge lengths that are individually adjustable within step
widths of 0.506, 0.877 and 1.240 nm in x-, y-, and z-direction, respectively, corresponding to
the size of the translationally invariant building block used (see Figure 2.2.1), which consists of
12 Si and 24 O atoms. Note that this minimal building block does not correspond to the cubic
unit cell of �-cristobalite containing 8 SiO2 groups, because for reasons outlined in Section 3
the (111) face was selected as exterior pore surface in the present work.

Figure 2.2.1.: Building block of �-cristobalite viewed (a) from the x y-plane, (b) from the z y-
plane and (c) from the xz-plane. Si and O atoms are coloured yellow and red,
respectively.

Using the main pattern class as a container, child classes can be created to build other crystal
lattices. Utilizing the shape class, individual geometrical shapes such as cylinder or sphere can
be defined to be carved out from the generated �-cristobalite block. For defining new shape
classes, it is required to determine and implement the mathematical function defining the in-
tended geometrical shape. This function will be used to determine the vector perpendicular to
any point on the surface by calculating the cross product of the partial derivative of the surface
function. For example, the surface function© of a cylinder of fixed radius r is given by

©
°
¡, z;r

¢
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2
4

r cos¡
r sin¡

z

3
5 . (2.2.2)
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Thus, the normal vector is obtained from
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These normal vectors will be used for surface functionalization. The position of the centre of
geometry as well as the orientation of the geometrical object with respect to the x-, y-, and
z-directions can be freely defined, which enables different drill directions. As of this version,
only basic geometrical shapes, such as cylinder, sphere, and cuboid are implemented. These
predefined shapes can be combined to create an individual shape. Once defined, the shape is
carved out of the lattice by removing all atoms within its bounds.

The atom removal generates unsaturated Si and O atoms, resulting in chemically flawed pore
surfaces. Reconstruction of the surface chemistry follows the rules of Coasne et al. [46]. First
unsaturated Si atoms are removed. Additionally, Si atoms bonded to three dangling O atoms
are removed (together with the three O atoms) as they rarely exist on silica surfaces [33, 64, 65].
Depending on the drill direction the surface reconstruction leads to different values of the sur-
face roughness and circularity of the resulting pore. The resulting surface has fully saturated
Si atoms with a maximum of two unsaturated O bonds, which will be used as binding sites to
attach ligands to the surface. The computational effort related to this process is determined by
multiple atom–atom searches for n atoms with an algorithmic expense of O

°
n2¢.

The implemented algorithm splits the whole system into smaller, monosized cubes containing
intersecting atoms. A scan for the bonds of an atom is then performed solely in the cube con-
taining the atom and its immediate neighbour cubes, that is, in 27 cubes. Due to fixed bond
lengths in the lattice, the number of atoms b in a cube is constant. The number of atom–atom
searches for each cube is thus a constant with 27 ·b2 iterations. Therefore, the computational
effort for an entire search scales linearly with the number of cubes C , O (C ). Doubling the �-
cristobalite block size in each direction, for example, only increases the effort eightfold com-
pared to an unoptimized approach that would increase the effort 64 times. Furthermore, the
search is easily parallelized, because no communication is needed between the subprocesses
that each cover a set of cubes.

Although the search can be parallelized, multiple iterations are still required for the surface
preparation. Also, it is impossible to ensure that all bonds are found when iteratively deleting
atoms, because all systems are shaped differently. To overcome these issues the number of it-
erations was reduced to a single search of the expense of O (C ) by creating a connectivity matrix
of all lattice atoms prior to pore carving. The result is a dictionary that has atoms 1. . .n as keys
and their corresponding value is a list of bonded atoms 1. . .m

C =

8
>>>><
>>>>:

a1 :
£
a1,1 a1,2 . . . a1,m1

§

a2 :
£
a2,1 a2,2 . . . a2,m2

§

...
...

an :
£
an,1 an,2 . . . an,mn

§

9
>>>>=
>>>>;

. (2.2.4)

In this implementation, pore carving is no longer associated with physically deleting atoms but
with removing binding partners from the matrix. Surface preparation only considers the num-
ber of bonds remaining in each entry to determine whether an atom needs to be removed or
not, which results in a computational effort scaling linearly with the number of atoms, O (n).
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Combining all described modules, pore system classes were implemented to allow an easy gen-
eration of pore models for molecular simulations. In the package version 0.2.0, ready-to-use
functions to generate cylindrical pores as well as slit pores are available.

2.2.2. Surface functionalization

PoreMS generates a list of all Si atoms bonded to unsaturated O atoms with their corresponding
binding partners. The reason to enumerate the Si atoms instead of the O atoms is the simplicity
in determining whether the location represents a single or a geminal binding site (one or two
unsaturated O atoms, respectively, connected to the Si atom) using the connectivity matrix in-
troduced above. The connectivity matrix assumes periodic boundary conditions in each direc-
tion. If a solvent reservoir should be attached to the pore, the corresponding periodic boundary
conditions are suspended. The binding sites emerging from this process prior to pore carving
are designated as exterior binding sites. Binding sites generated as the result of pore carving
are designated as interior binding sites.

Ligands for surface functionalization may be constructed using the molecule builder function-
ality of the PoreMS package. Alternatively, an existing structure file can be used, for example in
.gro or .pdb format. The recognition of other formats can be easily implemented by the user.

The ligand attachment is divided into multiple steps. To avoid overlap the radius of a cylin-
der around the main axis of the ligand (user-defined by specifying two atoms) is determined
based on the Van-der-Waals radii of the atom types. Available Si binding sites within this lig-
and exclusion radius are found and hydroxylated to prevent future functionalizations, unless
the ligand-radius is scaled to zero, thus maximising surface coverage but risking ligand–ligand
overlap. The program does not check whether the chosen surface coverage is realistic; that re-
sponsibility lies with the user.

The second step is randomly choosing a Si atom from the earlier mentioned list of binding
sites utilizing a uniformly distributed random number generator. If the chosen binding site
is already occupied, the random selection is repeated. To prevent an infinite loop, a maximal
number of retries is specified, which may also be adjusted. Alternatively, instead of a random
selection, a Cartesian position can be passed on to the method. In this case, the nearest unoc-
cupied binding site will be chosen.

In case the binding site is unoccupied, the ligand is rotated so that its main axis and the normal
vector of the surface (determined by the derivative of the surface function at the geometrical
position of the Si atom) are aligned. The exterior surface is handled similar to the interior sur-
face. At the planar exterior surface, the normal vector is simply the vector perpendicular to and
pointing away from the surface. In case the chosen Si atom represents a geminal binding site
no further functional group can be added. This is how the program ensures that double occu-
pancy of the same Si atom by ligands is impossible even with the overlap function turned off.
The Si and O atoms of the binding site are replaced by the respective atoms from the ligand.
In this way the intramolecular force field terms governing the connection of the ligand to the
frozen lattice atoms can be individually customized for each ligand type. Consequently, ligand
topologies have to be provided for a single and a geminal binding site. The remaining dangling
O atom of an occupied geminal binding site is saturated with an H atom. In case the mentioned
overlap functionality is enabled, binding sites within the proximity of the now occupied one are
recursively saturated with H atoms. Because the OH group is not treated as frozen in the sim-
ulations, the same procedure as for ligands is carried out, that is, lattice Si-O or O-Si-O units
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are replaced with single (Si-O-H) or geminal (H-O-Si-O-H) silanol groups, respectively, and as-
signed a specific residue name, such that they can be distinguished from the fixed lattice atoms
in the generated coordinate file. At the end of the user-specified surface functionalization pro-
cess, the remaining single and geminal unoccupied binding sites are replaced with single and
geminal silanol groups, respectively, to neutralize the total pore charge and ensure chemical
integrity of the surface.

Optionally, the surface hydroxylation can be reduced prior to surface functionalization through
siloxane bridge formation. Following a similar approach as Krishna et al. [26], the program
identifies Si-O-Si-O-Si arrangements from which the middle Si atom was cut out during pore
carving. This arrangement exists in three variations: 1) one dangling O atom at each of the
outer Si atoms; 2) two dangling O atoms at each of the outer Si atoms; 3) one and two dangling
O atoms at the outer Si atoms. One dangling O atom is removed from each outer Si atom and
a central O atom is then placed at the geometric mean location of the two removed O atoms.
The resulting siloxane bridge has a Si-O bond length of 2.69 Å and Si-O-Si angle of 140.9°, close
to the median of the siloxane bond angle distribution in bulk vitreous silica [66]. The bond
length is larger than a typical Si-O bond due to the prescribed lattice positions of Si atoms
in the �-cristobalite structure, whose distance is 5.07 Å. The exact representation of siloxane
groups is, however, of minor importance for pore models where the silica surface is covered
with relatively bulky functional groups. Reduction of surface hydroxylation is controlled by the
user, whereby the maximum number of siloxane bridges and thus the minimal surface hydrox-
ylation are limited by the �-cristobalite structure and the drilling direction. The placement of
siloxane bridges is handled by randomly selecting two Si atoms in accordance with the distance
criterion described above. If the binding sites are geminal, they are converted to single binding
sites, if the binding sites are single, they are removed from the binding site list constructed at
the beginning. Because the program package is built for maximal individualization, siloxane
bridges can be introduced at any step of pore model generation. It is, however, advisable to
execute this step prior to ligand attachment, because finding two unoccupied binding sites ful-
filling the distance criterion is less probable once ligands are attached to the surface.

If a reservoir is used, the size of the simulation box is adapted accordingly. The size of the
reservoir is measured from the outermost atoms of the functional groups attached to the exte-
rior surface. The Cartesian coordinates of the final pore are provided in .gro and .pdb format,
respectively. An extension to other formats by the user is easily possible.

2.2.3. Force field parameters

To use the generated pores in actual molecular simulations, force-field parameters have to be
provided by the user. If, for example, GROMACS is used as MD engine, itp files have to be de-
fined for every species. The molecules may be parametrised externally (for uncommon ligands
such as organometallic catalysts) or with the molecule builder that is part of PoreMS. The latter
generates job files for the Antechamber topology builder [67]. Only for Si, O and H atoms be-
longing to the silica lattice or the surface silanol groups, respectively, the force-field parameters
are provided by PoreMS and are taken from the work of Gulmen and Thompson [68]. Alterna-
tive force-field parameters [69] may then be assigned on the topology level. The compatibility
of force-field parameters for different functional groups has to be ensured by the user.
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2.3. Results and Discussion

2.3.1. Pore model for reversed-phase liquid chromatography

A pore model for high-performance liquid chromatography aims to replicate the conditions
inside a chromatographic column. The column is a fixed bed containing two types of pores,
macropores for advective (flow-driven) transport and mesopores for diffusive transport. This
type of architecture is realized by dense packings of µm-sized, mesoporous, spherical silica par-
ticles or by macroporous silica monoliths with mesoporous skeletons. Silica particles are func-
tionalized before being packed into a column, whereas silica monoliths are fully formed prior
to surface functionalization. In reversed-phase liquid chromatography (RPLC), the most widely
used separation mode today, compounds of low-to-moderate polarity are separated between a
hydrophobic stationary phase and an aqueous–organic mobile phase. The stationary phase is
the silica structure bearing the bonded phase, which consists of the main ligand and eventually
endcapping groups. RPLC ligands are typically unbranched alkyl chains of defined length. The
ligands are covalently attached to reactive groups at the silica surface, which are present inside
the mesopores as well as at the outside of a silica particle or skeleton. Consequently, ligands
line the macropores as well as the mesopores. Surface functionalization with the main ligand
is usually followed by endcapping, a process in which short, voluminous, hydrophobic groups
are attached to previously unreacted surface OH groups to reduce as well as shield the resid-
ual hydroxylation of the silica surface. Compounds are separated according to their differential
interaction with the chromatographic interface, which forms when the column is equilibrated
with the liquid mobile phase prior to sample injection. At the instrumental level, column equi-
libration refers to pumping the mobile phase through the column until the composition of the
effluent liquid matches the composition of the influent liquid. At the molecular level, column
equilibration refers to the interaction between the stationary phase and the solvent molecules
of the mobile phase. Solvent molecules penetrate the bonded phase, solvating the ligands, and
coordinate the residual OH groups of the silica surface. The most important process occurring
during column equilibration in RPLC is the formation of an organic-solvent rich layer at the
interface between the alkyl chain ends and the bulk mobile phase. This layer forms a transi-
tion between the hydrophobic ligands and the aqueous–organic fluid that strives to preserve

Table 2.3.1.: Input parameters used to generate the RPLC mesopore model.

Interior Exterior

Target silica block x y z-dimensions (nm) 16.0; 16.0; 10.0
Pore drilling direction z
Target pore diameter (nm) 9.0
Solvent reservoir z-dimension (nm) 5.5
Target surface hydroxylationa (µmolm°2) 7.82 7.82
Siloxane bridges Yes No
Main ligand C18 C18

Target ligand density (µmolm°2) 2.91 2.91
Endcapping with TMS groups Yes Yes
Target TMS densityb (µmolm°2) 0.70 0.71

aInstant hydroxylation of interior and exterior surfaces after pore carving is indicated to the
user in the program. bChosen such that a target bonded-phase coverage of 46 % after siloxane
bridge formation was achieved.
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its hydrogen-bonding structure.

In the pore model, the two surfaces of the silica block perpendicular to the pore axis and facing
the solvent reservoirs represent the exterior of a mesoporous particle or skeleton. At the nm-
scale of the cylindrical pore, the exterior of the µm-sized particle or skeleton is approximately
flat. Relevant chemical parameters to replicate an RPLC mesopore are the ligand chemistry,
which comprises the chemical structure of the ligand and the type of bonding to the silica sur-
face, the ligand density, presence and extent of endcapping, the chemistry of the underlying sil-
ica surface and its degree of residual hydroxylation, and the pore diameter. The generated pore
model (Figure 2.3.1) targets an average commercial RPLC column for the separation of low-
molecular-weight compounds. Such a column typically features dimethyloctadecylsilyl (C18)
chains attached via a single bond to the silica surface at a ligand density of ª3µmolm°2 plus

Table 2.3.2.: Properties of the generated cylindrical RPLC mesopore model.

Interior Exterior

Silica block x y z-dimensions (nm) 16.19; 15.79; 10.08
Pore drilling direction z
Pore diameter (nm) 9.01
Surface roughnessa (nm) 0.08 0.00
Solvent reservoir z-dimension (nm) 5.50
Simulation box x y z-dimensions (nm) 16.19; 15.79; 21.08
Inner pore volumeb (nm3) 642.97
Solvent reservoir volume (nm3) 2£1406.02
Surface areab (nm2) 285.32 2£191.88
Surface chemistry before functionalization

Number of single silanol groups 1054 1700
Number of geminal silanol groups 145 53
Number of siloxane bridgesc 122 0
Total number of OH groups 1344 1806
Overall hydroxylation (µmolm°2) 7.82 7.82

Surface chemistry after functionalizationd

Number of C18 chains 500 672
C18 density (µmolm°2) 2.91 2.91
Number of TMS groups 121 163
TMS density (µmolm°2) 0.70 0.71
Bonded-phase density (µmolm°2) 3.61 3.61
Number of residual OH groups 723 971
Residual hydroxylation (µmolm°2) 4.21 4.20

Generation timee (s) 33.5

aCalculated as the standard deviation of the shortest distances between the central pore axis
and the surface Si atoms, see Appendix. bCalculated using the actual pore size in z-dimension
from line 1 and the actual pore diameter from line 3, see Appendix. cFor the chosen drilling di-
rection, pore diameter, and silica block size the maximum possible number of siloxane bridges
on the interior and exterior surface is 584 and 742, respectively. dBinding sites in form of sin-
gle or geminal silanol groups are equally targeted for bonded-phase coverage in the random
selection process. eOn 8 cores.
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endcapping with trimethylsilyl (TMS) groups at an overall bonded-phase coverage of ª 50%.
Chromatographic silica is amorphous with an average surface hydroxylation of 7–8µmolm°2

before functionalization and a residual surface hydroxylation of ª4µmolm°2 after functional-
ization and endcapping. The surface chemistry comprises OH groups in form of single (isolated
or vicinal) and geminal silanols as well as siloxane bridges. Chromatographic silica is known
for its disordered pore structure and wide pore size distribution. Average pore diameters of 9–
10 nm are fairly standard for RPLC columns intended for small molecules [22, 23].

Figure 2.3.1 shows the cylindrical RPLC mesopore model generated with PoreMS using param-
eters to replicate the conditions inside a standard RPLC column as outlined above. The input
parameters are given in Table 2.3.1, the properties of the generated pore model are listed in
detail in Table 2.3.2. The first set of parameters concerns the dimensions of the silica block,
the targeted pore diameter, the drilling direction, and the length of the solvent reservoirs at
each side of the silica block. The dimensions of the silica block were chosen to obtain suf-
ficiently large interior and exterior pore surface areas required to produce good statistics for
analyzing density, structure, and dynamics of solvent and solute molecules at the liquid–solid
interface inside the mesopore (curved) or at the particle outside (planar). The pore diameter
was set to 9 nm and the drilling direction was chosen along the z-axis so that the (111) face of
�-cristobalite SiO2, which owing to its surface hydroxylation has become the standard model
for chromatographic silica surfaces [10, 33], faces the solvent reservoirs. The choice of drilling
direction determines the maximal surface hydroxylation and thus provides options to realize
different combinations of ligand density, endcapping, and residual hydroxylation on the pore
surfaces. Incidentally, drilling along the z-direction also produces the smoothest interior sur-
face (minimal surface roughness). However, the effects are rather weak. In a 3 nm cylindrical
pore, the surface roughness is 0.11, 0.07, and 0.08 nm, when drilling in x-, y-, and z-direction,
respectively, and the maximum possible surface hydroxylation is 9.12, 9.35, and 8.83 µmolm°2.
In a 9 nm cylindrical pore, the surface roughness is 0.11, 0.09, and 0.08 nm and the maximum
possible surface hydroxylation is 9.50, 9.75, and 9.24µmolm°2. The equations used to calculate

9 nm

5.5 nm

15.79 nm

10.08 nm 5.5 nm

Figure 2.3.1.: Cylindrical RPLC mesopore model generated with PoreMS using the input pa-
rameters given in Table 2.3.1. (a) Side view of the simulation box indicating the
length of the central silica block and the solvent reservoirs. (b) [. . .] Front view
[. . .] of the pierced silica block containing the 9 nm diameter pore. The chemistry
of the exterior surface is based on the (111) face of �-cristobalite silica. Exterior
planar and interior curved surface are covered with the bonded phase consisting
of C18 chains as the main ligand and TMS groups for endcapping. Bonded-phase
groups are randomly distributed on the silica surface. Ligand and endcapping
densities, residual surface hydroxylation, and further details are specified in Ta-
ble 2.3.2. Colour code: Si, yellow lines; O, red lines; C18 chains, blue; TMS groups,
magenta; residual surface silanol groups, yellow.
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these properties are reported in the Appendix. The solvent reservoirs need to be long enough
to observe and sample a statistically relevant stretch of bulk behaviour of the liquid mobile
phase, that is, the extension of the organic-solvent rich layer has to be taken into account. The
specific length required depends on the system studied (the properties of the functionalized
silica as well as of the solvent mixture). The solvent reservoir length chosen for this example
was informed by prior MD simulation studies using a slit-pore model of C18 functionalized
silica equilibrated with water–acetonitrile mixtures [24, 25]. The chosen length should suffice
for modelling bonded phases of similar or shorter chain length than C18 and common aque-
ous–organic mobile phases.
The second set of parameters concerns the functionalization and hydroxylation of the silica
surface. The chosen drilling direction dictates that the exterior surface bears mostly single
silanols; the rare geminal silanols are located at the rim to the pore entrance. Pore carving
yields an interior surface with a higher percentage of geminal silanols than found outside. Con-
sequently, the interior surface hydroxylation after carving is higher than at the exterior surface.
The user has different options to arrive at a comparable residual hydroxylation of the interior
and exterior surface while maintaining an identical main ligand density inside and outside:
i) increase the inside endcapping density to reach an identical bonded-phase coverage inside
and outside and thus an identical residual surface hydroxylation, ii) reduce the interior surface
hydroxylation prior to surface functionalization through siloxane bridge building, and iii) use
a combination of siloxane bridge building and endcapping density increase. In the present ex-
ample, we selected the second option and introduced siloxane bridges on the interior surface
to match its hydroxylation to that of the exterior surface after carving (7.82µmolm°2). For the
bonded phase, we chose C18 as the main ligand at a density of 2.91µmolm°2 and aimed for
an overall coverage of 46% with respect to the total number of OH groups. These values trans-
late to an endcapping density of 0.70–0.71µmolm°2 and a residual surface hydroxylation of
4.20–4.21µmolm°2. Generation of the cylindrical RPLC mesopore model took 33.5 s on eight
cores.

2.3.2. Pore model for molecular heterogeneous catalysis

The pore model to study confinement effects in molecular heterogeneous catalysis aims to cap-
ture the size, the dominant geometry (cylinder), and the surface chemistry of typical ordered
mesoporous silica materials, such as MCM [70] or SBA silica [36, 71]. The pore model targets
the experimental concept of pore-size selective immobilization of a well-defined organometal-
lic catalyst present on the interior, but not the exterior surface of a pore, as used recently to
study olefin metathesis in confined geometries [17]. Experimentally, this selective immobi-

Si N

C

N

Ru

O

Cl

Cl

O
Si

O

O

O
SiSi

O
SiSi

O

(a) (b)

(c)

Figure 2.3.2.: Functionalization at the interior (a,b) and exterior surface (c) of the generated
cylindrical silica pore model for heterogeneous catalysis. (a) Ruthenium catalyst,
(b) dimethoxydimethylsilyl (DMDMS) group, (c) trimethylsilyl (TMS) group.
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lization is achieved in a multi-step process, in which the interior pore surface is blocked by
filling the mesopores with a polymer, then the exterior particle surface passivated by endcap-
ping with TMS groups, and finally the interior pore surface unblocked again through polymer
removal by Soxhlet extraction with ethanol [17, 72]. This procedure forces the catalyst to at-
tach to the interior pore surface, as reactive groups at the particle outside are unavailable or
inaccessible. Optionally, the interior pore surface can be further modified with dimethoxy-
dimethylsilyl (DMDMS) groups to decrease the surface polarity and thus the polarity difference
at the solid–liquid interface for working with the apolar solvents used in heterogeneous cataly-
sis, such as benzene in the present example. Coverage of the interior pore surface with DMSMS
groups also prevents that substrate and product molecules with polar groups can form hydro-
gen bonds to residual surface OH groups, which would lead to the enrichment of substrate and
product molecules at the silica surface. Local enrichment close to the catalytic centre is highly
undesirable as it carries the risk of oligomerization (substrate) and ring opening (product). The
chemical structures of the three surface functionalizations are shown in Figure 2.3.2.

Figure 2.3.3 shows the cylindrical catalytic pore model of 4.8 nm diameter, generated with
PoreMS using the parameters to replicate previous work [17]. The input parameters are given
in Table 2.3.3, the properties of the generated pore model are listed in detail in Table 2.3.4. Con-
trary to the RPLC pore model, siloxane bridges were not introduced to the catalytic pore model.
Endcapping with TMS groups was applied to the exterior surface, while the interior surface was
functionalized with DMDMS groups. Additionally, two Ru-based catalyst groups were attached
to the interior surface in point symmetry with respect to the centre of geometry of the pore.
The hydroxylation of the interior surface prior to functionalization (8.84µmolm°2) recovers
typical values assigned to amorphous silica [63–65]. One goal of functionalization was to cre-
ate a largely apolar surface. The bulky DMDMS groups attached at a density of 5.54µmolm°2

effectively screen the residual OH groups on the silica surface (3.29µmolm°2) from access by
solvent or solute molecules. The same effect is obtained on the exterior surface covered by TMS
groups at a density of 4.47µmolm°2, resulting in a residual hydroxylation of 3.91µmolm°2. The
catalyst density of 0.02µmolm°2 was chosen 4 to 5 times higher than in the experiment [17] to

Table 2.3.3.: Input parameters used to generate the catalytic mesopore model.

Interior Exterior

Target silica block x y z-dimensions (nm) 8.0; 8.0; 10.0
Pore drilling direction z
Target pore diameter (nm) 4.8
Solvent reservoir z-dimension (nm) 5.5
Target Surface hydroxylationa (µmolm°2) n/a n/a
Siloxane bridges No No
Symmetry of catalyst moleculesb Point
Number of catalyst groups 2 0
Main ligand DMDMS
Target ligand density (µmolm°2) 5.54
Endcapping with TMS groups No Yes
TMS ligand density (µmolm°2) 0.00 4.48

aGenerates the maximum possible surface hydroxylation. bThe second possibility currently
implemented is mirror symmetry. These two options can be applied to both cylinder and slit
pores.
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4.8 nm7.89 nm

5.5 nm 5.5 nm10.08 nm

Figure 2.3.3.: Cylindrical catalytic mesopore model generated with PoreMS using the input pa-
rameters given in Table 2.3.3. (a) Side view of the simulation box indicating the
length of the central silica block and the solvent reservoirs. (b) [. . .] Front view
[. . .] of the pierced silica block containing the 4.8 nm pore. The chemistry of the
exterior surface is based on the (111) face of �-cristobalite silica. The exterior pla-
nar and interior curved surfaces are covered with randomly distributed TMS and
DMDMS groups, respectively. Two organometallic catalyst groups are attached to
the interior surface in point symmetry with respect to the pore centre. The den-
sities of all surface groups and further details are specified in Table 2.3.4. Colour
code: Si atoms, yellow line; O atoms, red line; DMDMS groups, blue; TMS groups,
magenta; catalyst, purple; residual surface silanol groups, yellow.

improve the statistical sampling in the simulation. In the experiment, a lower catalyst density
was used to guard against interaction between reacting substrate molecules close to a cata-
lyst group as well as between the catalyst groups themselves, as contrary to the pore model, a
uniform spatial distribution could not be guaranteed. Generation of the cylindrical catalytic
mesopore model took 8.2 s on eight cores.

2.4. Conclusion and Outloook

We introduced the open source software tool PoreMS to facilitate rapid model building of func-
tionalized silica pores for Monte Carlo or molecular dynamics simulation studies of confine-
ment effects in applications relying on functionalized mesoporous silica. The capability of
PoreMS was demonstrated by the generation of explicit cylindrical pore models for reversed-
phase liquid chromatography and molecular heterogeneous catalysis. In experimental prac-
tice, the actual surface chemistry of functionalized mesoporous silica depends on various as-
pects of the sample preparation and its details are not known with high accuracy. Therefore,
we designed a modular program structure that allows high flexibility in carrying out different
steps of the pore generation as well as individual customization of ligands. Moreover, the short
generation time of a few seconds allows for an iterative fine-tuning towards a pore model that
is both computationally tractable and representative of a targeted surface chemistry. The in-
troduction of PoreMS should stimulate systematic molecular simulations research on confine-
ment effects in functionalized cylindrical silica pores, as at present experimental advances re-
lying on functionalized mesoporous silica materials are still largely empirically driven due to
the lack of molecular-level information. Further development of PoreMS could address the
implementation of alternative bulk silica structures.
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Table 2.3.4.: Properties of the generated cylindrical catalytic mesopore model.

Interior Exterior

Silica block x y z-dimensions (nm) 8.10; 7.89; 10.08
Pore drilling direction z
Pore diameter (nm) 4.80
Surface roughnessa (nm) 0.08 0.00
Solvent reservoir z-dimension (nm) 5.50
Simulation box x y z-dimensions (nm) 8.10; 7.89; 21.08
Pore volume (nm3) 182.66
Solvent reservoir volume (nm3) 2£351.43
Surface area (nm2) 152.07 2£45.77
Surface chemistry before functionalization

Number of single silanol groups 690 394
Number of geminal silanol groups 60 34
Number of siloxane bridges 0 0
Total number of OH groups 810 462
Overall hydroxylation (µmolm°2) 8.85 8.38

Surface chemistry after functionalization
Number of catalyst groups 2 0
Catalyst density (µmolm°2) 0.02 0
Number of DMDMS groups 507 0
DMDMS density (µmolm°2) 5.54 0
Number of TMS groups 0 246
TMS density (µmolm°2) 0 4.47
Bonded-phase density (µmolm°2) 5.56 4.47
Number of residual OH groups 301 216
Residual hydroxylation (µmolm°2) 3.29 3.91

Generation timeb (s) 8.2

aCalculated as the standard deviation of the shortest distances between the central pore axis
and the surface Si atoms. bOn 8 cores.
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3. An atomistic view on the uptake of aromatic
compounds by cyclodextrin immobilized on
mesoporous silica

The content of this chapter is a literal quote of the publication

H. Kraus and N. Hansen, Adsorption, 28(3-4), 125-136, 2022

The effect of immobilized �-cyclodextrin (bCD) molecules inside a mesoporous silica support
on the uptake of benzene and p-nitrophenol from aqueous solution was investigated using
all-atom molecular dynamics (MD) simulations. The calculated adsorption isotherms are dis-
cussed with respect to the free energies of binding for a 1:1 complex of bCD and the aromatic
guest molecule. The adsorption capacity of the bCD-containing material significantly exceeds
the amount corresponding to a 1:1 binding scenario, in agreement with experimental obser-
vations. Beside the formation of 1:2 and, to a lesser extent, 1:3 host:guest complexes, also
host-host interactions on the surface as well as more unspecific host-guest interactions gov-
ern the adsorption process. The demonstrated feasibility of classical all-atom MD simulations
to calculate liquid phase adsorption isotherms paves the way to a molecular interpretation of
experimental data that are too complex to be described by empirical models.
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3.1. Introduction

Cyclodextrins (CDs) are cyclic oligosaccharides with conical shape built of (1-4)-linked ↵-D-
glucopyranoside units. Their hydrophilic outer surface renders them soluble in water, while
the hydrophobic interior can accommodate hydrophobic compounds. Therefore, they are em-
ployed in the removal of pollutants from aqueous media [1, 2], as chiral selectors [3] or in
(asymmetric) supramolecular catalysis [4–10] among many other fields of applications includ-
ing the use of cyclodextrins as drug delivery agents or as building blocks in the design of dy-
namic and adaptive materials [11, 12]. By tuning the size and shape of the hydrophobic cavity
through derivatization of the native cyclodextrins the selectivity towards the target compounds
can be increased [13]. In addition, the ease of functionalization of their scaffold allows to in-
troduce additional catalytic groups or binding sites in specific positions [14]. Together with the
solvent used and a possible immobilization of the cyclodextrins on a solid support, a complex
multidimensional design problem emerges. Several approaches can be envisioned to produce
CD-functionalized materials. The first involves cross-linking of CDs into polymers using C-OH
linkers [15]. A second approach utilizes the coating or grafting of CD moieties onto a stationary
phase such as organic polymers or silica gel [16]. A third type of material is based on a meso-
porous silica support. Mesoporous silicas with chemically attached macrocyclic moieties were
successfully prepared by sol-gel condensation of tetraethyl orthosilicate and �-cyclodextrin-
silane in the presence of a structure directing agent [17–20], resulting in silica-based materials
that possess a uniform framework mesoporosity with defined nanoscaled cavities. The ability
of removing aromatic compounds from an aqueous phase was investigated, and it was con-
cluded that the synthesized materials is promising for this purpose [17, 18, 20].

Molecular modelling approaches are particularly feasible to study the delicate balance between
the various intermolecular forces determining macroscopic behavior and allow a fundamen-
tal understanding at the molecular level. Gas adsorption in microporous materials such as
zeolites [21, 22] or other nanostructured solids [23] has been studied for more than 45 years
in particular using classical molecular simulations. The combination of molecular simulation
techniques with experimental measurements allows to examine in detail fundamental diffu-
sion processes within nanoporous solids and allows to better understand nano-confinement
effects [24]. The investigation of liquid phase systems was largely driven by studies related to
liquid chromatography, i.e., partitioning behavior of (multicomponent) mixtures at a solid sur-
face functionalized for example with alkyl chains [25–29]. Other studies used coarse-grained
molecular dynamics (MD) simulations to investigate protein adsorption on solid supports [30,
31] including the calculation of adsorption isotherms. An atomistic simulation study of enan-
tiomeric separation of (R)- and (S)-ibuprofen in methanol solvent by means of immobilized
cyclodextrins in a slit shaped model pore was reported recently [32]. Therefore, molecular sim-
ulation has evolved toward a promising tool to study liquid phase separation processes that are
too complex to be described by phenomenological models [33].

The aim of the present work is to investigate the feasibility of all-atom classical MD simula-
tions to reconcile liquid phase adsorption experiments with theoretical predictions. For this
purpose adsorption of benzene and p-nitrophenol from aqueous solutions onto cyclodextrin-
functionalized mesoporous silica support is modelled and analyzed. Binding free enthalpy cal-
culations in bulk solvent are related to the Henry regime of the adsorption isotherm on the
functionalized material. The interpretation of experimentally observed adsorption isotherms
is discussed in view of the underlying molecular level picture.
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3.2. Methodology

3.2.1. Calculation of binding free enthalpies and rate constants in bulk
solution

Two approaches were employed to calculate binding free enthalpies, an unbiased (counting)
one and a biased (double decoupling) one.
In the unbiased approach, referred to as direct counting (DC), the occurrences of bound, Nb,
and unbound, Nu, instances during long (t ∏ 10µs) standard MD simulations of one host-guest
pair solvated in a box of water are counted. The binding free enthalpy is then obtained from
[34]

¢GDC =°RT ln
Nb

Nu
°RT ln

Vbox

V 0 (3.2.1)

with standard state volume V 0 = 1.661nm3 and average volume of the simulation box Vbox.
In addition, average bound htbi and unbound htui residence times can be calculated, yielding
association kon and dissociation koff rates [34]

kon = 1
htuiCg

, koff =
1

htbi
(3.2.2)

with guest molecule concentration Cg. The binding free enthalpy can then be determined using
these rate constants (RC)

¢GRC =°RT ln
konC 0

koff
=°RT ln

htbi
htui

°RT ln
Vbox

V 0 (3.2.3)

with standard state concentration C 0 = 1moll°1.
In order to identify bound and unbound instances, the host and guest molecule structures need
to be geometrically reduced to comparable reference points. Using the different glucopyranose
units, the conical shape of cyclodextrin was first reduced to three main circles, one running
through the oxygen atoms of the primary hydroxyl groups, one central circle passing through
the central carbon atoms, and one circle connecting the oxygen atoms of the secondary hy-
droxyl groups. This system was then further reduced to a three point system based on the
centers of mass of the different circles. Similarly, the two guest molecules were also reduced to
a three point system as illustrated in figure 3.2.1.

Figure 3.2.1.: Geometrical representation of the cyclodextrin and guest molecule structures by
a three point system.

To determine whether a configuration is in a bound state, a spatial cut-off was defined for the
central distance within which the guest molecule is assumed to be bound to the host molecule.
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Monitoring the angle of the two three point systems provides the orientation in which the guest
molecule is bound to the host. Observing the bound and unbound state over time results into
bound and unbound instances of different duration. Averaging over these instances yields time
averages htbi and htui. Optionally, a temporal cut-off can be introduced that removes bound
and unbound instances with a smaller residence time from the averaging. The impact of the
temporal cut-off is shown in the supplementary material in table S1 and discussed below.
The second method used for calculating the binding free enthalpy was double decoupling (DD)
[35]. As illustrated in figure 3.2.2 the process is divided into two parts. First, the free enthalpy
difference ¢GM!M0

u is calculated, resulting from decoupling the unbound state u, i.e., turn-
ing off the intermolecular interactions with the environment (M ! M0) of the guest molecule
in a box of water while preserving intramolecular interactions. ¢GM!M0

u is equal to the neg-
ative hydration free enthalpy °¢GM

hyd. Second, the free enthalpy difference ¢GM!M0

b is calcu-
lated by decoupling the bound state (b), i.e., turning off intermolecular interactions of the guest
molecule with the environment in a simulation with a host-guest complex in solvent. The latter
is divided into three contributions, the difference ¢GM

b!tor by turning on translational and ori-
entational restraints (tor) between host and guest in order to guarantee that the guest molecule
stays within the host when turning off intermolecular interactions ¢GM!M0

tor and lastly turn-
ing off the initial restraints ¢GM0

tor. The first two free enthalpy differences can be determined
through molecular dynamics simulations by gradually turning on restraints and then turning
off the interactions. This was done in one continuous simulation resulting into a combined
value ¢GM!M0

b!tor = ¢GM
b!tor +¢GM!M0

tor . The free enthalpy from turning off the restraints from
the non-interacting guest molecule can be calculated analytically. According to the thermody-
namic cycle [36, 37] shown in figure 3.2.2, the summation over the whole cycle is equal to zero
thus resulting into

¢GDD =¢GM
u!b =°¢GM

hyd °¢GM
b!tor °¢GM!M0

tor °¢GM0
tor

=°¢GM
hyd °¢GM!M0

b!tor °¢GM0
tor.

(3.2.4)

The procedure of decoupling the bound ligand was adopted from Boresch and Karplus [38].
Six atoms were chosen, three from the host a, b, c and three from the guest molecule A, B , C ,
see Fig. S2 in the supplementary material. Using these atoms a total of six harmonic restraints
have been applied, a distance ra A,0, two angles µA,0, µB ,0, and three dihedral angles ¡A,0, ¡B ,0,
¡C ,0. The values for the reference distance and angles have been determined by averaging
the distances and angles of host-guest complexes throughout the unbiased simulations. The
analytical part for turning off these restraints is then given by

¢GM0
tor =°RT ln

"
8ºV 0(Kr KµA KµB K¡A K¡B K¡C )

1
2

r 2
a A,0 sinµA,0 sinµB ,0(2ºRT )3

#
(3.2.5)

with force constants Ki . Depending on the guest molecule, distinct binding configurations may
become apparent. In this case the decoupling has to be performed for each of those states k.
The total binding free enthalpy is then calculated by a logarithmic mean [39]

¢ḠM
u!b =°RT ln

"
X

k
exp

√
¢GM

u!b,k

RT

!#
. (3.2.6)

3.2.2. Immobilization of cyclodextrins

For immobilizing cyclodextrin in a silica-pore, two linker concepts used by Huq et al. [17] and
Trofymchuk et al. [20] were utilized for generating the molecule structure for simulation. Since
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+

+

Figure 3.2.2.: Thermodynamic cycle for calculating the binding free enthalpy of a host-guest
system. Hereby M indicates that the guest molecule is possessing full inter-
molecular (environmental) interaction (full triangle), while M’ denotes the guest
molecule possessing only intramolecular interactions (framed triangle). Index u
stands for an unbound state, b for the bound state, and tor for translational and
orientational restraints.

the native cyclodextrin molecules were described by the Amber-compatible q4md-CD force
field [40], the linker molecules were parametrized via AmberTools20 [41]. The parametrized
linker structures were then appended to the cyclodextrin topology while accounting for addi-
tional connectivity parameters which are listed in the supplementary material in table S3. The
molecular structures of the linkers are illustrated in figure 3.2.3.

3.2.3. Simulated systems

For calculating the binding free enthalpy by direct counting and via rate constants, long un-
biased simulations were conducted in the N pT ensemble with one guest molecule, benzene
or p-nitrophenol, respectively, and one host molecule, �-cyclodextrin, solvated in 1000 wa-
ter molecules. Simulations for determining the binding free enthalpy by double decoupling
were initialized from a configuration of the long unbiased simulations containing a host-guest
complex in the bound state. The hydration free enthalpy was calculated from a similar system
without a host molecule. The binding free enthalpy was calculated for two temperatures, 298 K
and 350 K at a constant pressure of 1bar.
In order to generate and functionalize silica-pores as shown in figure 3.2.4, the PoreMS Python
package [42] version 0.2.2 [43] was utilized. The systems are composed of a cylindrical pore
of 4.05 nm diameter carved out of a (6.07, 6.14, 10.08) nm (x, y , z) �-cristobalite block. A
bulk reservoir with the length of 5 nm was attached on each side of the pore structure. The
internal surface was functionalized with 0.07 and 0.14µmolm°2 �-cyclodextrin, respectively.
For the simulations representing the system by Trofymchuk et al. [20], additional 0.11 and
0.22µmolm°2 of the propylamine group was added to the internal surface, which was experi-
mentally used to immobilize cyclodextrin. This resulted into a total hydroxylation density (OH-
groups on the surface) of 8.56µmolm°2 on the internal surface and 8.82µmolm°2 on the ex-
ternal surface. Further properties of the pore are listed table 3.2.1.
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Na+

Figure 3.2.3.: Atom names and partial atomic charges (purple) of cyclodextrin (red) with a pore
surface linker (blue) used by (a) Huq et al. [17] and referred to as L1 in the present
work, with a total charge beyond the -atom (not counting the Na+) of °1.32 e
and by (b) Trofymchuk et al. [20], referred to as L2 in the present work, with a total
charge of °0.32 e.

The topology parameters for the lattice silicon and oxygen atoms and silanol groups are taken
from Gulmen and Thompson [44] and are shown in the supplementary material in table S4.
These systems were simulated in the NV T ensemble by achieving the desired density and pres-
sure in a system with a specific concentration of guest molecules, through iteratively filling the
simulation box with solute molecules until the difference between the density within the bulk-
reservoir of the pore system and a preliminary N pT simulation at a pressure of 1 bar with the
same solvent concentration, is less than one percent. Benzene adsorption isotherms were de-
termined for two temperatures, 298 K and 350 K and two cyclodextrin surface densities. For
p-nitrophenol an adsorption isotherm was calculated at 350 K using the pore with the higher
cyclodextrin surface density.

3.2.4. Simulation parameters

Simulations were prepared using the open source package PoreSim [45] which generates folder
structures and other practical scripts for pore simulations. The simulation suite GROMACS
2016.5 [46, 47] was used for all simulations, while PLUMED 2.5 [48, 49] was utilized to ex-
tract specific distances and angles. Based on earlier work [50, 51], the general Amber force
field (GAFF) [52] was chosen to describe intra- and intermolecular interactions. This is fur-
ther backed up by the quality of the GAFF-compatible force field q4md-CD for cyclodextrin
simulations [40, 53]. In order to verify the quality of the force-fields for the solute molecules
p-nitrophenol and benzene, which were studied in the work of Huq et al. [17] and Trofymchuk
et al. [20], validating simulations were carried out based on topologies provided by Mobley et
al. [54]. Water was described by the TIP3P model [55] as the relatively large pore diamter of
4.05 nm is not expected to lead to a strong confinement effect at ambient pressure [56].
All MD simulations were performed under periodic boundary conditions. Temperature was
controlled using the Nosé-Hoover thermostat [57, 58] with a coupling constant of 1 ps, while
pressure for simulations in the N pT ensemble was controlled by the Parrinello-Rahman baro-
stat [59, 60] with a coupling constant of 5.0 ps and compressibility of 4.5£10°5 bar°1. Bond
lenghts between heavy atoms and hydrogens were constrained with the LINCS algorithm [61,
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6.07 nm 4.05 nm

z

x
5 nm 5 nm10.08 nm

y

x

Figure 3.2.4.: Pore system functionalized with �-cyclodextrin using the surface linker used by
Trofymchuk et al. [20]. (a) Side view of the simulation box indicating the length
of the central silica block and the solvent reservoirs. (b) Front view of the pierced
silica block containing the 4 nm diameter pore. The chemistry of the exterior sur-
face is based on the (111) face of �-cristobalite silica. Bonded-phase groups are
randomly distributed on the silica surface. Ligand densities, residual surface hy-
droxylation, and further details are specified in Table 3.2.1. Colour code: Si, yellow
lines; O, red lines; �-cyclodextrin, blue; propylamine groups, magenta; surface
silanol groups, yellow.

62] with an order of 4. Short-range electrostatic and Lennard-Jones parameters were evaluated
up to a cutoff distance of 1.4 nm. Analytical dispersion corrections for energy and pressure were
included. Long-range electrostatic interactions were treated with the particle-mesh Ewald al-
gorithm [63, 64].
The long unbiased simulations were run for 10µs with a time-step of 2 fs after a total equilibra-
tion time of 3 ns. Decoupling simulations used a total of 25 intermediate states (∏-points) for a
slow equidistant deactivation of the intermolecular interactions of the guest molecule with its
environment while preserving intramolecular interactions. Each ∏-point was run for 1 ns with
a time-step of 2 fs. During the simulation of the pore systems, silicon and oxygen grid atoms
were frozen in their position to preserve the original pore shape, this includes the silicon atom
of surface groups. For these systems a trajectory length of 1µs was generated with a time-step
of 1 fs and a total equilibration time of 100 ns.

3.2.5. Analysis

Distances and angles between the reference systems during the long unbiased simulations
were extracted using PLUMED. The determination of bound and unbound states, and the cal-
culation of the binding free enthalpy using the direct counting and rate constants method was
conducted by in-house Python scripts. For determining the free enthalpy differences from de-
coupling simulations thermodynamic integration [65] was utilized. The density profiles and
adsorption isotherms were calculated using the PoreAna package version 0.2.0 [66], developed
during this project in object oriented Python 3 to complement the PoreMS package. Radial
density and diffusion profiles within the pore were calculated by dividing the cylindrical shape
into radial volume slices

Vi =ºz(r 2
i ° r 2

i°1) (3.2.7)

with pore length z and radius ri of slice i . The number density Ωi is then determined by count-
ing the number of molecules Ni within each slice during the simulation, resulting into

Ωi =
Ni

Vi
= Ni

ºz
1

r 2
i ° r 2

i°1

. (3.2.8)
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Table 3.2.1.: Properties of the cylindrical mesopore model before and after functionalization
(func), generated as described by Trofymchuk et al. [20], with surface densities
(µmolm°2) and pore dimensions (nm).

Interior Exterior

Silica block x y z-dim. 6.07; 6.14; 10.08
Pore drilling direction z
Pore diameter 4.05
Surface roughnessa 0.08 0.00
Solvent reservoir z-dim. 5.00
Simulation box x y z-dim. 6.07; 6.14; 20.08
Pore volume 129.74
Solvent reservoir volume 2£186.36
Surface area 128.16 2£24.39
Surface chemistry before func.

Num. of single silanol groups 553 205
Num. of geminal silanol groups 68 27
Num. of siloxane bridges 0 0
Total number of OH groups 689 259
Overall hydroxylation 8.93 8.82

Surface chemistry after func.
Num. of �-cyclodextrin groupsb 11 0
�-cyclodextrin density 0.14 0
Num. of propylamine groups 17 0
Propylamine density 0.22 0
Bonded-phase density 0.36 0.00
Num. of residual OH groups 661 259
Residual hydroxylation 8.56 8.82

aCalculated as the standard deviation of the shortest distances between the central pore axis
and the surface Si atoms. bPore variants with 5 and 11 �-cyclodextrin groups were prepared in
this work.

Adsorption isotherms describe the amount of solute molecules adsorbed on the surface N pore

as a function of the amount of solute in the bulk phase N bulk and are therefore, similarly to the
density, determined from counting the number of molecules within the pore and within the
bulk reservoirs normalized by the number of frames

hNipore = 1
NF

NFX

j=1
N pore

j , hNibulk = 1
NF

NFX

j=1
N bulk

j . (3.2.9)

with the number of molecules N j within the pore or bulk phase at frame j = 1, . . . , NF. These
values are then converted to surface and volume concentrations respectively based on the vol-
ume of the pore system and inner pore surface.
The diffusion coefficient Dk,i parallel to the pore surface was determined from the slope of the
mean square displacement ¢i (t ) over an observation time of 4-20 ps within each bin with a
tolerance of ±1 bins

Dk,i =
1
2

d¢i (t )
d t

. (3.2.10)
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By weighting the axial diffusion profile Dk,i with the density profile Ωi along the radius r , a
mean diffusion coefficient hDki can be calculated

hDki=
P
Ωi Dk,i AiP
Ωi Ai

=
P
Ωi Dk,i (r 2

i ° r 2
i°1)

P
Ωi (r 2

i ° r 2
i°1)

(3.2.11)

with the cross-sectional area
Ai =º(r 2

i ° r 2
i°1) (3.2.12)

of bin i .

3.2.6. Langmuir model

Considering a simulation set-up as shown in Fig. 4 but with only a single cyclodextrin molecule
bound to the inner pore surface and a single guest molecule present in the simulation box, the
direct counting method (Eq. (3.2.1)) would result in the same standard binding free enthalpy
as in the bulk phase simulation given that the pore walls do not interact substantially with the
guest molecule. Therefore, the ratio of bound to unbound samples in the pore system would
be µ

Nb

Nu

∂

pore
=

µ
Nb

Nu

∂

bulk
·

V bulk
box

V pore
box

(3.2.13)

where the sub- or superscript ’pore’ refers to the entire accessible volume of the simulation
box, containing the pore and the solvent reservoirs. Rearranging to

N pore
b =

µ
Nu

Vbox

∂

pore
·
µ

Nb

Nu

∂

bulk
·V bulk

box (3.2.14)

and replacing the two rightmost terms by means of Eq. 1 results in

N pore
b =

µ
Nu

Vbox

∂

pore
·V 0 ·exp

µ
°¢GDC

RT

∂
. (3.2.15)

The first term on the right-hand side can be identified with the bulk concentration of the guest
molecule such that the equation has the form of the Henry isotherm. If we assume that each
cyclodextrin can only accommodate one guest molecule and relate the amount adsorbed to
the inner pore surface we obtain the Langmuir form [67]

qads = qmax
K ·C

1+K ·C (3.2.16)

where qmax denotes the cyclodextrin density inside the pore and

K = 1
C 0 exp

µ
°¢G

RT

∂
(3.2.17)

with C 0 as the concentration of the standard state, i.e. 1moll°1 and¢G as the standard binding
free enthalpy obtained via double decoupling, direct counting or any other suitable compu-
tational or experimental approach. In that way, a Langmuir isotherm can be computed and
compared to isotherms obtained from experiments or molecular simulation to assess whether
other processes such as binding of multiple guest molecules to one cyclodextrin or cooperative
effects of cyclodextrin molecules in close vicinity on the surface are likely to occur.

3-9 38



3 An atomistic view on the uptake of aromatic compounds

3.3. Results and Discussion

3.3.1. Bulk phase simulations

In order to verify the quality of the force field for the solute molecules p-nitrophenol and ben-
zene, validating simulations were carried out based on topologies provided by Mobley et al. [54]
resulting in liquid density values in good agreement with experiment, see table 3.3.1. Hydration
free enthalpies¢Ghyd reported by the Mobley group [68] were reproduced by decoupling simu-
lations of these molecules in water, which in turn are in fair (p-nitrophenol) or good (benzene)
agreement with the experimental values.

Table 3.3.1.: Liquid densitiesΩ (kgm°3) for p-nitrophenol (p-NP) and benzene (BEN) compared
with experimental data [69]. Hydration free enthalpy¢Ghyd (kJmol°1) at 298 K was
calculated via simulation (sim) and compared to simulation values reported by the
Mobley group [68] (mo) and experimental values (exp) from Cabani et al. [70].

Ωsim Ωexp ¢Gsim
hyd ¢Gmo

hyd ¢Gexp
hyd

p-NP 1274.75a 1283.15a °35.35 °35.44 °44.08
BEN 861.24b 873.49b °3.23 °3.39 °3.62

aDetermined at 387 K and b298 K.

Table 3.3.2 shows the binding free enthalpies and rate constants of CD+p-nitrophenol and
CD+benzene complexes. For the long unbiased simulations first, a spatial cutoff had to be
defined in order to differentiate between bound and unbound states. Since �-Cyclodextrin has
a radius of gyration around 0.6 nm [71], the spatial cutoff distance was chosen at 0.7 nm to ac-
count for binding on the inner edge of the host molecule. This assumption is further strength-
ened by figure 3.3.1 where the histogram maximum of the center of mass distances between
host and guest molecules diminishes at the chosen cutoff and a smaller cluster emerges that
indicates the unbound states. The effect of the temporal cut-off between 0 and 1 ns on the
binding free enthalpy is summarized in table S1 in the supplementary material. The consid-
eration behind the temporal cut-off is that the average residence time of the guest molecule
inside the host is usually shorter than an average experimentally determined survival time be-
cause in an experiment several short-term events are likely to be missed. This effect has to be
kept in mind when comparing to experimentally determined rates which may differ depending
on the temporal resolution of the measurement device. For benzene the effect on ¢G is minor,
while for p-nitrophenol an effect is only visible between temporal cut-offs of 0 ps and 100 ps.
For both molecules the kon- and koff-rates calculated with 0 ps cut-off are an order of magni-
tude larger compared to the values calculated with a larger cut-off. In the present work only
bound/unbound periods that lasted longer than 1 ns were counted as one bound/unbound
event, in agreement with previous works [34, 72].
For CD+benzene all three approaches used to calculate the binding free enthalpy yield a con-
sistent value at both temperatures. For CD+p-nitrophenol the counting approaches did not
provide reliable values at 298 K due to the rather strong binding and thus low occurrences of
unbound instances. The time evolution of bound and unbound instances are provided in the
supplementary material in figure S1. Therefore only the double decoupling results are reported
at this temperature. At 350 K unbound occurrences are more likely due to the higher temper-
ature, allowing an improved sampling which leads to results for the direct counting approach
that is in good agreement with the double decoupling method. Nevertheless, the drop of the
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Figure 3.3.1.: Histogram of the central distances C-C with a marked area of the bound states
(grey) of the reference systems for host and guest molecules as illustrated in figure
3.2.1 for benzene (blue) and p-nitrophenol (orange) at T = 350K with the corre-
sponding image showing benzene in the bound state.

binding free enthalpy in the rate constants approach indicates that longer unbound instances
are still infrequent. The reason for the larger binding free enthalpy at a higher temperature for
benzene in the unbiased approaches is due to a larger volumetric correction in equation (3.2.1)
at RT298 ln Vbox

V 0 = 7.28kJmol°1 and, RT350 ln Vbox
V 0 = 8.69kJmol°1, which is not entirely compen-

sated by the decrease of the ratio of bound and unbound instances RT298 ln Nb
Nu

= 5.98kJmol°1

and, RT350 ln Nb
Nu

= 5.41kJmol°1, as they stay almost similar.
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Figure 3.3.2.: (a) Distributions of the seven individual dihedral angles H6O-O6-C6-H61 for the
native �-cyclodextrin resulting from an N pT simulation in TIP3P water. The dif-
ferent colours denote the different glucopyranose units. (b) Distribution of six
dihedral angles H6O-O6-C6-H61 for �-cyclodextrin connected with the L1 linker
[17]. The blue line represents the distribution of the C5(tail)-O6-C6-H61 dihedral
angle. (c) Analogous to (b) but for the L2 linker [20] with the blue line representing
the distribution of the C4(tail)-O6-C6-H61 dihedral angle.

For assessing the properties of the parametrized CD molecule with an attached linker for con-
necting to the pore surface, N pT simulations in TIP3P water were carried out and the resulting
dihedral-angle distributions were analyzed. Figure 3.3.2(a) shows that for the native cyclodex-
trin the distributions are in good agreement with those reported by Gebhardt et al. [53] us-
ing the same force field. Additional dihedral-angle distributions for ↵- and �-cyclodextrin are

3-11 40



3 An atomistic view on the uptake of aromatic compounds

Table 3.3.2.: Comparison of direct counting (DC), rate constants (RC) and double decoupling
(DD) methods for determining the binding free enthalpy ¢G (kJmol°1) with ex-
perimental (Exp) data of �-cyclodextrin-ligand complexes, with association kon

(108 dm3 mol°1 s°1) and dissociation koff (106 s°1) rates at a temporal cut-off of 1 ns
calculated at temperature T (K). The chosen spatial cut-off for differentiating be-
tween bound and unbound states is 0.7 nm for both guest molecules p-nitrophenol
(p-NP) and benzene (BEN).

T 298 350

°¢G kon koff °¢G kon koff

p-NP

DC 24.22
RC 17.01 11.6 3.34
DD 25.79 24.07
Meana 24.15
Exp[73, 74] 10–17

BEN

DC 13.25 14.11
RC 13.27 5.41 2.55 13.46 8.58 8.41
DD 13.12 12.15
Meanb 13.21 13.24
Exp[75] 12–13

aMean value from DC, DD, and bDC, RC, DD.

shown in the supplementary material in figure S3. Attaching the linker affects the correspond-
ing dihedral angle describing rotation around the C6-O6 bond, see figure 3. With the L1-variant
essentially one rotamer around 60° is populated (figure 3.3.2(b)) while the L2-variant has two
rotamers populated (figure 3.3.2(c)).

3.3.2. Unfunctionalized silica pores

Figure 3.3.3 shows density profiles of water, benzene, and p-nitrophenol as well as axial dif-
fusion coefficient profiles in a system containing 60 solute molecules which corresponds to a
concentration of 200 mmoll°1. Hardly any adsorption for benzene or p-nitrophenol is visible,
in agreement with experiments [17, 20]. The number densities converges rapidly towards the
density value at the pore center. The slowdown of water diffusion in confinement relative to
the bulk phase can be compared with recent experimental data reported by Jani et al. [76]. At
a temperature of 300 K the experimental self-diffusion coefficient of water in the bulk phase,
2.3£10°9 m2 s°1, is reduced to 2.0£10°9 m2 s°1 in SBA-15 with a pore mean pore diameter of
6.6 nm and to 1.7£10°9 m2 s°1 in MCM-41 with a pore diameter of 3.8 nm, close to the simu-
lated pore diameter of 4 nm. This accounts to change of factor 1.15 for the SBA-15 system and
1.35 in the MCM-41 pore. The mean diffusion hDki of water in the simulated unfunctionalized
pore is 3.07£10°9 m2 s°1 at a temperature of 298 K and 5.63£10°9 m2 s°1 at a higher tempera-
ture of 350 K. This yields a factor 1.70 at 298 K and 1.74 at 350 K by comparing the pore diffusion
to the bulk diffusion of the same system.
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Figure 3.3.3.: (a) Density and (b) axial diffusion profiles of water (blue), benzene (BEN) (or-
ange), and p-nitrophenol (p-NP) (green) in a non-functionalized pore at temper-
atures 298 K (dashed lines) and 350 K (solid lines). The shaded area denotes the
configurational space of the silanol group oxygen atoms (yellow).

3.3.3. Cyclodextrin-functionalized silica pores

By functionalizing the surface, benzene molecules have a significantly higher concentration at
the configurational space of the cyclodextrin center of mass, indicating host-guest interaction,
see figure 3.3.4.

Benzene adsorption isotherms were calculated for a low cyclodextrin surface concentration at
298 K and a high cyclodextrin concentration at 298 K and 350 K. For p-nitrophenol only the
larger surface concentration at 350 K was considered due to the strong binding affinity that
leads to unreliable statistics at the lower temperature. The volumetric and the surface concen-
tration of the guest molecules were assessed. The volumetric concentration in the reservoir was
converted from the average number of molecules, which was determined by counting the so-
lute molecule occurrences inside the reservoir normalized by the number of frames. Similarly,
a surface specific concentration was determined by counting the appearances of the solute
molecules inside the pore. In order to obtain excess adsorption, the adsorption value of the
solute molecules within a non-functionalized pore has been subtracted. Repeating the pore
simulation for different solute concentrations in the system, results into adsorption isotherms
shown in figure 3.3.5. Further isotherms are provided in figure S4 of the supplementary mate-
rial.

Similar to experimental observation a simple relation between the amount adsorbed and the
number of cyclodextrin molecules attached to the surface could only be observed at small con-
centration, following Langmuir behavior. For benzene, Trofymchuk et al. [20] reported adsorp-
tion isotherms for materials with different amounts of cyclodextrin molecules up to benzene
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Figure 3.3.4.: Radial density profile of the benzene centre of mass in a non-functionalized pore
(dashed lines) and in a functionalized pore using the L2-variant cyclodextrin (L2-
CD) [20] (solid lines) simulated for 1µs. Shaded areas denote the configurational
space of the cyclodextrin centre of mass (blue) and the silanol groups oxygen
atoms (yellow).

concentrations of 7 mmoll°1, i.e., roughly one third of the solubility limit of 23.8 mmoll°1 at
25°C [77]. The corresponding amount adsorbed exceeded the capacity of a 1:1 binding by more
than a factor of 10 and the isotherms showed dual-site Langmuir type behavior. In the present
work higher benzene concentrations of up to 60 mmoll°1 were used to improve the statistical
sampling. However, the amount adsorbed did not exceed the 1:1 binding capacity by more than
a factor of two. The visual inspection of the trajectories shows that for the lower cyclodextrin
density (i.e. five molecules attached to the pore surface) up to three benzene molecules may be
associated to one cyclodextrin molecule. For the higher cyclodextrin density some cyclodextrin
molecules may also be trapped in the space between the pore surface and the outer surface of
the cyclodextrin, thus enhancing the adsorption capacity. Moreover, cyclodextrin molecules in
close vicinity may associate and form rather long-living complexes that encapsulate the solute
molecules. In addition, a benzene molecule dissociating from one cyclodextrin is very likely
associating with the next one close by instead of leaving the pore.
For p-nitrophenol experimental adsorption isotherms were reported by Achad et al. for very
low bulk concentrations below 0.15 mM, compared to the aqueous solubility of 115 mM at 25°C
[78]. In this regime Langmuir behavior was observed with the Langmuir constant resembling
the 1:1 association free enthalpy, as expected [18]. Shen et al. performed adsorption mea-
surements at higher initial concentration of up to 28 mM p-nitrophenol and found adsorption
capacities significantly larger than those corresponding to a 1:1 binding scenario and explained
this finding with hydrogen bonds that are formed between the polar groups of p-nitrophenol
and the hydroxyl groups of cyclodextrin and the amine groups of the functionalized silica, re-
spectively [79]. In the simulations, a large range of bulk-phase concentration has been studied.
The binding free enthalpy for the 1:1 complex is overestimated by the force field, leading to
rather strong increase in the amount adsorbed at low bulk phase concentration that first fol-
lows the Langmuir isotherm but exceeds the 1:1 binding capacity by more than a factor of three
due to the association of up to three nitrophenol molecules with one cyclodextrin molecule, the
trapping between cyclodextrin and the pore surface and the formation of hydrogen bonds be-
tween the hydroxyl groups at the rims of cyclodextrin and p-nitrophenol in the solvent phase.
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Figure 3.3.5.: (a) Excess adsorption isotherms of pore simulations utilizing an L2-variant [20]
cyclodextrin functionalized surface (blue) compared to the analytical solution
shown in equation (3.2.16) (orange) at varying amounts of benzene. The bind-
ing free enthalpy used to evaluate equation (3.2.16) was calculated as the mean
value of all utilized methods (DC, RC, DD) at the respective temperature. (b) Like
(a) but with an L1-variant cyclodextrin [17] with p-nitrophenol and the mean free
enthalpy value only from the DD and DC approach. Simulation were run for 1µs
at 298 K (dashed lines) and 350 K (solid lines). The grey line represents a hypo-
thetical maximum of 1:1 binding with 11 cyclodextrin molecules.

3.4. Conclusion and Outlook

An efficient model building is a prerequisite for computational studies of functionalized meso-
porous silica materials. The Python package PoreMS introduced previously [42, 43] was com-
plemented by two additional program packages for preparing MD simulations of porous ma-
terials with GROMACS, PoreSim [45], and for analyzing the simulation trajectories, PoreAna
[66], the latter providing results such as density and diffusion profiles, thereby reducing the
overhead for system preparation to analysis. The selected case study of adsorption of aromatic
molecules in cyclodextrin-functionalized silica mesopores shows that current moderate com-
putational resources allow an atomistically resolved model (ª 65 000 atoms) to be propagated
to the µs time scale. The calculated adsorption isotherms show a more complex behavior than
predicted by a simple Langmuir model corresponding to a 1:1 host:guest binding complex. Be-
side the formation of 1:2 and even 1:3 host:guest complexes also host-host interactions on the
surface as well as more unspecific host-guest interactions have an influence on the shape of the
isotherm. The information is relevant, for example, for the prediction of band broadening in
liquid chromatography [80]. While the aim of the present work was to investigate the feasibility
of calculating liquid phase adsorption isotherms by all-atom MD, future work may address the
study of multicomponent mixtures, the influence of the solvent or the investigation of chiral
stationary phases, e.g by attaching cyclodextrin derivatives.
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4. Fluid structure and dynamics in mesoporous
confinement

4.1. Introduction

In a porous catalyst particle, hindered diffusion to and from the active surface sites often be-
comes a limiting factor to the process performance [1]. With the advent in sophisticated syn-
thesis methods, porous materials with controlled pore size distributions can be generated and
used for catalyst immobilization [2, 3]. This raises the question which materials are the best
ones to optimize catalyst performance by taking advantage of the confinement effect and its
impact on catalyst selectivity [4–7]. Computational modeling is crucial to address this ques-
tion and requires usually a multiscale modeling framework [8]. An important part of such a
framework are molecular dynamics (MD) simulations at atomistic resolution, which provide
important insight on the single pore level and can be used to inform more coarse-grained ap-
proaches on the mesoscale level [9]. In the present work the results from MD simulations of
various confined systems are presented and their impact on macroscopically observed behav-
ior is discussed.

4.2. Methodology

4.2.1. Generating functionalized silica pores

For the present study a variety of functionalized pore models were generated with the software
tool PoreMS designed to facilitate rapid model building of functionalised silica pores for Monte
Carlo or molecular dynamics simulation studies of confinement effects in applications relying
on functionalised mesoporous silica [10, 11].
The aim of the first set of pore systems was analyzing the effect of surface composition on
surface-substrate interactions. While experimentally the amount of silanol groups on the in-
ner pore surface can be determined, the exact structure of the surface is not known in detail.
For the computational model however, the positions of all atoms have to be specified as well as
their interactions with the surrounding molecules. In order to resemble experimental condi-
tions of a rather low surface hydroxylation degree of just 0.7µmolm°2 [12] and study the impact
of the modeling approach on the resulting density profiles inside the pore, six cases were inves-
tigated: (i) Add a maximal possible number of siloxane bridges reaching a surface hydroxyla-
tion of 3µmolm°2 then deactivate silanol molecules by removing the hydrogen atomic partial
charge until reaching the experimental surface hydroxylation as shown in figure 4.2.1 and table
4.2.1, (ii) like (i) but use the larger Lennard-Jones parameters from Coasne and Fourkas [13]
compared to the ones proposed by Gulmen and Thompson [14] which were used in an ear-
lier study [15], (iii) add siloxane bridges until reaching a surface hydroxylation of 5.3µmolm°2

which is the experimental value determined by Ide et al. [16], (iv) like (iii) but further deac-
tivate silanol surface groups until reaching the surface hydroxylation from the accompanying
experimental study [12], (v) only deactivate silanol molecules to achieve the desired final sur-
face hydroxylation, and (vi) like (v) but with larger Lennard-Jones parameters from Coasne and
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4 Fluid structure and dynamics in mesoporous confinement

Figure 4.2.1.: Pore system functionalized with supported cationic molybdenum imido alkyli-
dene N-heterocyclic carbene complexes (Mo1). (a) Side view of the simulation
box filled with benzene (grey dots) indicating the length of the central silica block
and the solvent reservoirs. (b) Front view of the pierced silica block containing the
5 nm diameter pore. The chemistry of the exterior surface is based on the (111)
face of �-cristobalite silica. The hydroxylation degree was reduced by adding a
maximal amount of siloxane bridges then further reduced by deactivating silanol
groups to the experimental value determined by Ziegler et al. [12]. Further details
are specified in Table 4.2.1. Colour code: Si, yellow surface O, red surface; sub-
strate, red; product, green; benzene, grey dots; Mo1-cation, blue; B(ArF)4-anion,
purple; TMS surface groups, pink; surface silanol groups, yellow.

Fourkas [13]. All these systems were generated for a 5 nm and a 6.2 nm pore with 2 / 3 supported
cationic molybdenum imido alkylidene N-heterocyclic carbene complexes (Mo1). The exte-
rior surface was functionalized with a maximal possible amount of trimethylsilyl (TMS) groups
after reducing the hydroxylation degree to 5.3µmolm°2. These pore structure were flanked
with bulk reservoirs containing 12.5 mM of both substrate (dodecane-1,12-diyl bis(undec-10-
enoate)) and product (Z-1,7-dioxacycloheptacos-17-ene-8,27-dione) from Ziegler et al. [15]
and filled with benzene as solvent.

The second set of pores were utilized for analyzing the effect of geometrical confinement on
mobility. Bare silica pores were utilized without further functionalization which is shown in
table 4.2.2. The bulk reservoirs on both sides of the pore structure were filled with (i) different
concentrations of benzene in water as shown in figure 4.2.2, and (ii) different concentrations of
p-nitrophenol in water.

4.2.2. Molecular dynamics simulations

All simulations were run using GROMACS 2019.6 [17, 18] on the ForHLR II cluster. Similar to
previous studies [12, 15], the general Amber force field (GAFF) was utilized [19] as the under-
lying force field. Because the NV T ensemble was used, the system was iteratively filled with
molecules until reaching densities calculated from a prior N pT simulation.

The simulations were performed under periodic boundary conditions while using the Nosé-
Hoover thermostat [20, 21] for temperature control with a coupling constant of 1 ps. Bond
lengths between heavy atoms and hydrogens were constrained by the LINCS algorithm [22, 23]
with an order of 4. Short-range electrostatic and Lennard-Jones parameters were evaluated
up to a cutoff distance of 1.4 nm while including analytical dispersion corrections for energy
and pressure. Long-range electrostatic interactions were treated with the particle-mesh Ewald
algorithm [24, 25].
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Table 4.2.1.: Properties of the generated cylindrical pores with Mo1-Catalysts, with surface den-
sities (µmolm°2) and pore dimensions (nm).

5 nm 6 nm

Interior Exterior Interior Exterior

Silica block x y z-dimensions 8.10; 7.89; 10.08 8.10; 7.89; 10.08
Pore drilling direction z z
Pore diameter 5.00 6.20
Surface roughnessa 0.09 0.00 0.09 0.00
Solvent reservoir z-dimension 5.50 5.00
Simulation box x y z-dimensions 8.10; 7.89; 20.08 8.10; 7.89; 20.08
Pore volume 197.46 303.75
Solvent reservoir volume 2£351.43 2£319.49
Surface area 158.11 2£44.30 196.11 2£33.75
Surface chemistry before func.

Number of single silanol groups 258 242 294 176
Number of geminal silanol groups 15 21 31 20
Number of siloxane bridges 294 78 371 65
Total number of OH groups 288 284 356 216
Overall hydroxylation 3.02 5.32 3.01 5.31

Surface chemistry after func.
Number of Mo1 groups 2 0 3 0
Mo1 density 0.02 0.00 0.03 0.00
Number of SLO (deactivated silanol) 220 0 203 0
SLO (deactivated silanol) density 2.31 0 1.71 0
Number of TMS groups 0 263 0 196
TMS density 0 4.93 0 4.82
Bonded-phase density 2.33 4.93 1.74 4.82
Number of residual OH groups 66 21 150 20
Residual hydroxylation 0.69 0.39 1.27 0.49

aCalculated as the standard deviation of the shortest distances between the central pore axis
and the surface Si atoms.

4.2.3. Analysis

The density and diffusion within the pore systems were analyzed using the developed PoreAna
[26] analysis suite. Radial density and diffusion profiles within the pore were determined by
slicing the cylindrical volume into radial volume bins

Vi =ºz(r 2
i ° r 2

i°1) (4.2.1)

with pore length z and radius ri of slice i . The number density Ωi is determined by counting
the number of molecules Ni within each bin during the whole trajectory

Ωi =
Ni

Vi
= Ni

ºz
1

r 2
i ° r 2

i°1

. (4.2.2)

The axial diffusion coefficient Dk,i parallel to the pore surface was determined from the slope
of the mean square displacement¢i (t ) over an observation time of 4-20 ps within each bin with
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Figure 4.2.2.: Pore system without surface functionalization. (a) Side view of the simulation box
filled with water (gray) and benzene (red) indicating the length of the central sil-
ica block and the solvent reservoirs. (b) Front view of the pierced silica block con-
taining the 4 nm diameter pore. The chemistry of the exterior surface is based on
the (111) face of �-cristobalite silica. Further details are specified in Table 4.2.2.
Colour code: Si, yellow surface; O, red surface; water, gray; benzene, red; surface
silanol groups, yellow.

a tolerance of ±1 bins

Dk,i =
1
2

d¢i (t )
dt

. (4.2.3)

By integrating the diffusion profile Dk,i with the density profile Ωi along the radius r , a mean
diffusion coefficient hDki can be determined

hDki=
P
Ωi Dk,i AiP
Ωi Ai

=
P
Ωi Dk,i (r 2

i ° r 2
i°1)

P
Ωi (r 2

i ° r 2
i°1)

(4.2.4)

with the surface of bin i
Ai =º(r 2

i ° r 2
i°1). (4.2.5)

Alternatively, spatially resolved diffusion coefficients along the pore axis were calculated from
a Bayesian analysis of the molecular dynamics trajectories as described by Hummer and co-
workers [27, 28]. For this purpose the Smoluchowski diffusion equation [29, 30], describing the
time evolution of the probability density p(z, t ) along the coordinate z

@p(z, t )
@t

= @

@z

Ω
D(z)e°ØF (z) @

@z

h
eØF (z)p(z, t )

iæ
(4.2.6)

with Ø°1 = kBT , where kB is Boltzmann’s constant and T the absolute temperature is dis-
cretized, giving a system of rate equations. Analytical models of diffusion, D(z), and free-
energy, F (z), profiles were then optimized using Monte Carlo sampling by comparing the ob-
served motion along z with the motion expected from diffusive dynamics, resulting in a poste-
rior density of unknown parameters of the diffusive model given the simulated trajectory.

4.3. Results

After an initial benchmark to determine the scaling of the simulation systems on the ForHLR
II cluster as shown in figure 4.3.1, it was concluded that a core number of 400 (20 nodes, 20
cores each) is the most efficient with respect to efficiency and total simulation time, as it is
the point at which speedup is significantly reduced due to increasing communication time
between processors.
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Table 4.2.2.: Properties of the non-functionalized cylindrical mesopore, with surface densities
(µmolm°2) and pore dimensions (nm).

Interior Exterior

Silica block x y z-dimensions 6.07; 6.14; 10.08
Pore drilling direction z
Pore diameter 4.05
Surface roughnessa 0.08 0.00
Solvent reservoir z-dimension 5.00
Simulation box x y z-dimensions 6.07; 6.14; 20.08
Pore volume 129.74
Solvent reservoir volume 2£186.36
Surface area 128.16 2£24.39
Surface chemistry before func.

Number of single silanol groups 553 205
Number of geminal silanol groups 68 27
Number of siloxane bridges 0 0
Total number of OH groups 689 259
Overall hydroxylation 8.93 8.82

Surface chemistry after func.
Bonded-phase density 0.00 0.00
Number of residual OH groups 689 259
Residual hydroxylation 8.93 8.82

aCalculated as the standard deviation of the shortest distances between the central pore axis
and the surface Si atoms.

All simulations were carried out for a total of 1µs which resulted into around 150 000 core–h per
simulation and thus a total of 3 000 000 core–h pure simulation time for the results presented
here, omitting the time used for analysis. During the project, several studies were undertaken
which in total consumed all the provided simulation time of 16 000 000 core–h. All simulation
files for running the discussed systems are provided via DaRUS [31].

4.3.1. Influence of surface chemistry on density profiles

With the first set of simulations an understanding of the effect of surface composition on the
solvent behavior was aimed for. The results of the previously discussed surface functionalisa-
tions are shown in figure 4.3.2.
Reducing the hydroxylation degree of the pore mainly by adding siloxane bridges, leads to some
lattice atoms being strongly solvent exposed, because the underlying �-cristobalite silica only
allows for siloxane bridges with rather unphysical bond lengths. As a consequence, the sub-
strate and product molecules are penetrating into the lattice in an unphysical manner. Us-
ing the larger Lennard-Jones parameters suggested by Coasne and Fourkas [13] for the lattice
atoms, does not remove this effect. Reducing the amount of siloxane bridges to the hydroxy-
lation degree reported by Ide et al. [16] shows similar behavior. This concludes that the main
issue is the exposure of the surface. In the final attempts, only deactivated silanol groups were
used to reach the desired hydroxylation degree, i.e. no unphysical siloxane bridges were intro-
duced. Here, it can be seen that the peak of oxygen density profile has a well-defined behavior.
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Figure 4.3.1.: Benchmark of the simulation time achieved per hour depending on the number
of cores using GROMACS.

However, the mobility is still hindered as concluded from unrealistic residence times of surface-
attached substrate and product molecules. Therefore, the larger Lennard-Jones parameters for
the lattice atoms suggested by Coasne and Fourkas [13] were utilized. More detailed figures
with substrate and product density profiles in the 5 nm and 6 nm pores are deposited on DaRUS
[31].

4.3.2. Structure and mobility of aqueous mixtures in mesoporous
confinement

For analyzing the quality of different methods for calculating diffusion in mesopores, simple
unfunctionalized pores were simulated with water and different concentrations of benzene and
p-nitrophenol. The first methodology calculates the diffusion coefficient as a function of the
radius using a binning approach. This means that the volume is divided into sub-volumes in
the shape of cylinder rings. The mean square displacement of the molecules center of mass is
then calculated within each of these bins. If the center of mass leaves the bin, the trajectory is
discarded within the observed time window. This creates the issue that a lot of data is discarded
which can be counteracted by increasing the bin size and decreasing the observation time to
the reduce the probability of the molecule leaving the bin. Another method of calculating the
diffusion coefficient in pores uses a Monte Carlo (MC) algorithm developed by Hummer et al.
[27]. The main difference is that instead of determining the mean square displacement within
separate bins during short time intervals, the transition probability along the pore system is
sampled. This so called transition matrix can then be used to calculate diffusion and free en-
ergy profiles as seen in figure 4.3.3 using the Smoluchowski equation (4.2.6).
Results from calculating the mean diffusion coefficients within the different sections of the
pore system are shown in table 4.3.1. Here it can be seen that the diffusion coefficients within
the reservoirs region calculated using the MC algorithm are in good agreement with the values
calculated from a simple bulk-phase N pT simulation. However comparing the coefficients
within the pore determined from the binning and MC approaches, show a larger discrepancy
with the MC coefficients being larger. This can be attributed to the methodology of the binning
approach. Since molecule trajectories leaving a bin are discarded, faster moving molecules
have a much higher probability of being omitted resulting into an overall smaller diffusion co-
efficient.
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Figure 4.3.2.: Radial density profiles of the carbonyl oxygen O1 (red lines) and vinylic carbon C2
of the substrate (blue lines) in a 5 nm pore with two catalytic centers. The shaded
areas indicate the configurational space accessible by the boron atom (purple) of
the anion, the molybdenum atom (blue) of the cation and the silanol oxygen (yel-
low). (a) The surface was functionalized with the maximum amount of siloxane
bridges (SLX) and the hydroxylation degree of 0.7µmolm°2 was achieved by deac-
tivating silanol surface groups (SLO) (solid lines). An additional surface was simi-
larly prepared but with the addition of larger Van-der-Waals parameters (VDW)
from Coasne and Fourkas [13] (dashed lines). (b) Siloxane bridges were only
added until reaching the hydroxylation degree of 5.3µmolm°2 reported by Ide
et al. [16] (solid lines). In another pore the hydroxylation degree was reduced to
0.7µmolm°2 by deactivating silanol groups (dashed lines). (c) Only silanol groups
were deactivated in order to reach the hydroxylation degree of 0.7µmolm°2 (solid
lines) and the same functionalization was simulated with lager Van-der-Waals pa-
rameters (dashed lines).

Figure 4.3.3.: Diffusion (solid lines) and free energy profiles (dashed lines) of water in the pore
system calculated using the MC-Diffusion algorithm compared to the bulk diffu-
sion (orange) from an N pT simulation at (a) T = 298K and (b) T = 350K. The
yellow areas denote the region of the bulk reservoirs of the pore system.

4-7 56



4 Fluid structure and dynamics in mesoporous confinement

Table 4.3.1.: Diffusion coefficient (10°9 m2 s°1) of water from an N pT simulation DN pT , in the
bulk phase of the pore system DBulk and within the pore DPore calculated using
the binning method (Bin) and the MC-method (MC) for benzene (BEN) and p-
nitrophenol (p-NP) as solutes. The pore system contains a cylindrical pore of 4 nm
with no surface functionalization. Properties are shown in table 4.2.2.

298 K 350 K

Solute NSolute DN pT DMC
Bulk hDiBin

Pore DMC
Pore DN pT DMC

Bulk hDiBin
Pore DMC

Pore

BEN 10 5.23 5.24 3.07 3.58 9.78 9.36 5.63 6.42
60 5.09 5.08 2.93 3.38 9.21 9.05 5.47 6.27

p-Np 10 5.32 5.35 3.07 3.50 10.30 9.64 5.60 6.38
60 5.11 5.20 3.05 3.47 9.56 9.10 5.54 6.33

4.4. Discussion

The strength of localized adsorption of substrate and product molecules onto the silanol groups
of the silica surface via hydrogen bonding depends on the details of the computational model
used to represent the surface. Since the exact density distribution is an experimentally elu-
sive quantity a comparison between simulation and experiment has to be based on indirect
indicators such as diffusion coefficients or residence times in a continuous flow setting [32].
Moreover, in future work parent materials other than �-cristobalite silica will be tested [33, 34]
including representations of the usually amorphous silica surface as generated based on large-
scale density functional theory calculations.

4.5. Conclusion

Recent developments in the synthesis of mesoporous solid materials have triggered an in-
creased attention towards understanding their adsorption and diffusion properties for molecu-
lar heterogeneous catalysis in confined geometries. Molecular simulations based on atomistic
force fields are an important component within an integrated multiscale simulation approach.
While the development of more powerful computer resources increases the complexity of ma-
terials that can be simulated the development of experimental characterization and synthesis
techniques are expected to provide templates for more realistic models in the future. Large
scale density functional theory calculations are expected to help closing the gap between ex-
perimental resolution and atomistic force field models.
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5. Axial Diffusion in Liquid Saturated Cylindrical
Silica Model Pores

Molecular dynamics simulations of solvent-filled cylindrical silica mesopores of 5 nm diameter
are carried out to obtain a detailed molecular-level picture of the fluid structure and the self-
diffusion coefficient in confinement. The focus of the study is to obtain the ratio between the
bulk and the pore diffusion coefficient, a quantity often used in experimental work to draw
conclusion on the tortuosity of a given material. For the straight pores studied in the present
work this ratio is between two and three for all 14 solvent molecules studied independent of the
computational approach used to obtain the average diffusion coefficient in the pore or whether
the pore was carved out from crystalline or amorphous bulk silica. Therefore, it merely reflects
the influence of the confinement perturbing the fluid relative to the bulk phase.
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5.1. Introduction

Quantifying diffusion effects in mesoporous materials is of relevance for the characterization
of the pore topology,[1] for design of chromatographic processes [2] and to assess possible dif-
fusion limitations of chemical reactions catalyzed by active sites located on or close to the inner
pore surface [3, 4]. Effective transport in the bulk material depends on geometric details of the
pore topology and the chemical nature of the inner pore surface. Within a hierarchical mod-
elling approach, it is therefore highly important to be predictive on all relevant length scales
[5, 6]. However, the validation of computational results on diffusional transport in porous
materials requires well-characterized experimental data [7]. For microporous materials such
as zeolites large deviations between diffusion coefficients measured with different techniques
were reported [8–10]. Parts of these differences are related to the different physical phenom-
ena that are captured in uptake measurements and PFG NMR measurements, respectively [11].
By accounting for the loading dependence of the diffusion coefficient the agreement between
different data sets could be improved [12]. In mesoporous materials such as silica, completely
saturated with fluids, the static and dynamic fluid properties may differ from their correspond-
ing bulk values and are affected by the pore diameter and the chemical nature of the inner
surface of the pore [13, 14].
A structural parameter characterizing the pore topology is the tortuosity, often defined by the
ratio of the actual path and the shortest path from A to B [15] or by the ratio of the two paths
squared [16]. The latter definition can be approximated by the ratio of the bulk diffusion coeffi-
cient of a chemically inactive species and its diffusion coefficient measured under confinement
[17, 18]. The notion of chemical inactivity is important to avoid any superimposed effect result-
ing from interactions with the pore walls that may lead to rather complex diffusion behavior
such as a strong reduction or even an enhanced self-diffusivity [18, 19].
However, also structural properties such as constrictions, reduced connectivity or roughness
affect the diffusion coefficient ratio [20]. Note that the ratio of bulk diffusion and diffusion in-
side the porous material is also interpreted as the ratio of the tortuosity and the porosity of
the material [21–23]. However, in this definition pore diffusion refers to the effective mobility
within the porous matrix and not within a single pore. Alkanes such as n-heptane or cyclo-
hexane are often used as probe molecules to measure the tortuosity by pulsed field gradient
NMR [24]. However, for pore sizes below 6 nm the tortuosity values start to depend on the
pore size and, thus deviate from a purely structural definition [24–26]. For molecular hetero-
geneous catalysis in confined geometries this is the pore size where confinement effects are to
be expected. Separating tortuosity from surface interaction effects is therefore an important
step when developing predictive (multiscale) models. While various theoretical or empirical
tortuosity-porosity relations have been proposed [27] random walk particle tracking simula-
tions of inert tracer molecules inside physical reconstructions of real porous materials give a
more direct access to these relations [5].
For a straight cylindrical mesopore of constant diameter the tortuosity is by (the structural)
definition equal to one. Deviation from bulk diffusion can therefore only be due to confinement
and can be conveniently probed by molecular dynamics simulations at atomistic resolution.
Due to the controlled and well-defined environment such simulations help in dissecting the
complex interplay of various physical effects interfering each other and leading to the observed
behavior. In the present work 14 different solvent molecules are simulated in cylindrical silica
pores of 5 nm diameter. The main focus was to obtain reliable ratios for the densities and self-
diffusion coefficients between bulk and pore phase.
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5.2. Methodology

5.2.1. Generation of Model Pores

The PoreMS python package [28] version 0.2.5 [29] was utilized to generate the pore systems
composed of a cylindrical pore of 5 nm diameter carved out of a (7.08, 7.02, 10.08) nm (x, y ,
z) �-cristobalite block. On each side of the pore structure, a bulk reservoir with the length
of 10 nm was attached, see Fig. 5.2.1. Using siloxane bridges, the hydroxylation degree of the
internal and external surface was set to 6.06µmolm°2, corresponding to a partially hydroxy-
lated surface.[30–32] Additionally, the exterior surface was configured with an end-capping of
trimethylsilyl (TMS) in order to avoid excessive clustering of hydrophilic solvent molecules at
the outer surface, resulting into a total bonded-phase coverage of around 90 %. Additionally, an
amorphous silica block of (x, y , z) 9.84, 9.87, 10.7 from the study of Vink and Barkema [33] was
used as starting material, targeting the same surface functionalization. The properties within
the pore are mostly similar, except for a slightly smaller achieved pore size since the more ran-
domized structure allows finer adjustments. The properties on the outer surface show some

7.08 nm 5.03 nm

z
x 10 nm 10.70 nm y

x

(a) (b)

Figure 5.2.1.: (a) Side view of the simulation box filled with benzene indicating the length of
the central silica block and the solvent reservoirs. (b) Front view of the pierced
silica block containing the 5 nm diameter pore. The chemistry of the exterior sur-
face is based on the (111) face of �-cristobalite silica. Bonded-phase groups are
randomly distributed on the silica surface. Ligand densities, residual surface hy-
droxylation, and further details are specified in Table 5.2.1. Colour code: Si, yel-
low lines/surface; O, red lines/surface; trimethylsilyl, pink; surface silanol groups,
yellow; benzene, gray.

differences to the crystalline material. First, the surface roughness is larger than zero due to
the uneven surface which is completely smooth in the ideal case, and second, the hydroxy-
lation degree reduction is more limited, because the positions of the silanol groups are more
randomly distributed which leads to difficulties when searching for two close silanol groups for
siloxane bridge conversion. Since the difference in the hydroxylation degree is small, and it can
be assumed that its effect will no be detrimental to the analysis within the pore, this dissimilar-
ity is of minor importance when comparing diffusion coefficients in the two materials. Further
properties of the pores are listed Table 5.2.1 while Fig. 5.2.2 shows the radial distribution func-
tions (rdf) of the two bulk materials.
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Table 5.2.1.: Properties of the cylindrical mesopore model before and after functionalization
(func).a

Crystalline Amorph

Interior Exterior Interior Exterior

Silica block x y z-dim. 7.08; 7.02; 10.70 9.84; 9.87; 10.70
Pore drilling direction z z
Pore diameter 5.03 5.01
Surface roughnessb 0.08 0.00 0.08 0.15
Solvent reservoir z-dim. 10.00 10.00
Simulation box x y z-dim. 7.08; 7.02; 30.70 9.84; 9.87; 30.70
Pore volume 196.84 189.37
Solvent reservoir volume 2£496.97 2£970.69
Surface area 156.65 2£29.86 151.18 2£72.54
Surface chemistry before func.

Num. of single silanol groups 472 174 370 402
Num. of geminal silanol groups 48 22 90 86
Num. of siloxane bridges 145 49 190 217
Total number of OH groups 570 218 550 574
Overall hydroxylation 6.04 6.06 6.04 6.57

Surface chemistry after func.
Num. of TMS groups 0 196 0 358
TMS density 0 5.45 0 4.10
Bonded-phase density 0 5.45 0 4.10
Num. of residual OH groups 570 22 550 216
Residual hydroxylation 6.04 0.61 6.04 2.47

aPore diameter (in nm) and surface densities (in µmolm°2) are reported for a cylindrical pore
carved through a �-cristobalite structure generated by PoreMS [28, 29] and an amorphous
structure reported by Vink and Barkema [33]. bCalculated as the standard deviation of the
shortest distances between the central pore axis and the surface Si atoms within the pore and
between the x y-plane and the surface Si atoms on the outer surface.
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Figure 5.2.2.: Radial distribution functions for (a) Si-Si, (b) Si-O, and (c) O-O pairs, of an ideal�-
cristobalite structure generated by PoreMS [28, 29] and an amorphous structure
reported by Vink and Barkema [33].
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5.2.2. Calculation of Density and Self-Diffusion

The radial number density and diffusion coefficient profiles were calculated using the PoreAna
package version 0.2.3 [34]. For the radial number density profile the cross-sectional area of
the pore was discretized into annuli of equal area. In each bin the number density was then
calculated according to

Ωr =
Nr

Vr

= Nr

ºl

1

±2
r °±2

r°1

. (5.2.1)

where Nr represents the number of molecules in the volume element Vr = ºl (±2
r
°±2

r°1), with
l being the length of the pore and ± the two radii defining the annulus. For annuli of constant
area the calculation of the mean density simplifies to a normal average

hΩi=
P
Ωr VrP

Vr

= 1
M

X
Ωr . (5.2.2)

where M is the number of bins. Note that the value of the mean density depends on the choice
of the largest ±r -value due to the strong depletion of the density close to the pore surface. As a
result the mean density is an ambiguous quantity which hampers comparison between exper-
iment and simulation.
Diffusion coefficients were determined using two distinct methods. The first approach is the
Einstein relation[35]

lim
t!1

≠
(ri (t +ø)° ri (ø))2Æ

i ,ø = 2nDEt +const (5.2.3)

where ri is the instantaneous molecular position (following molecules across periodic bound-
aries), h...ii ,ø stands for averaging over all molecules i and time origins ø and n is the dimen-
sionality of the system in which diffusion occurs. According to Yeh and Hummer [36], the diffu-
sion coefficient is dependent on the simulation box size due to finite size effects, and therefore
needs to be corrected by extrapolating the coefficient towards an infinite box length.
For pore systems, similar to the density calculation, a radial binning approach was utilized.
Hereby a diffusion coefficient DE,r := Dk,E,r parallel to the pore surface is calculated within
each radial bin r from the slope of the mean square displacement ¢r (t ) over an observation
time of 4-20 ps with a tolerance of ±1 bins

DE,r =
1
2

d¢r (t )
dt

. (5.2.4)

By weighting the axial diffusion profile DE with the density profile Ω along the radius ±, a mean
diffusion coefficient hDEi was calculated according to

hDEi=
P
Ωr DE,r ArP
Ωr Ar

=
P
Ωr DE,r (±2

r
°±2

r°1)
P
Ωr (±2

r °±2
r°1)

=
P
Ωr DE,rP
Ωr

. (5.2.5)

where the equisized annular areas are cancelling out.
The second method proposed by Hummer[37] and further developed by Ghysels et al. [38],
determines a spatially resolved diffusion profile using Bayesian analysis. The Smoluchowski
equation [39] in z-direction describes the time evolution of the probability density p(z, t ) along
the coordinate z

@p(z, t )
@t

= @

@z

Ω
DS(z)e

°ØFS(z) @

@z

h
e
ØFS(z)

p(z, t )
iæ

, Ø°1 = kBT (5.2.6)

with Boltzmann constant kB, absolute temperature T , and diffusion DS =: D and free energy
profiles FS =: F along the z-axis. Spatial discretization of the first factor [40]

D(z)e
°ØF (z)

ØØØ
zi+ ¢z

2

º D
i+ 1

2
e
°Ø Fi +Fi+1

2 (5.2.7)
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with bin i = 1, . . . ,n, the approximation of the second term by the difference quotient

@

@z

h
e
ØF (z)

p(z, t )
iØØØ

zi+ ¢z

2

º 1
¢z

≥
e
ØFi+1 pi+1 °e

ØFi pi

¥
(5.2.8)

and applying the divergence theorem, results in

@pi
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º

D
i+ 1

2

¢z2

h
e

°Ø(Fi °Fi+1)
2 pi+1 °e

°Ø(Fi+1°Fi )
2 pi

i

+
D

i° 1
2

¢z2

h
e

°Ø(Fi °Fi°1)
2 pi°1 °e

°Ø(Fi°1°Fi )
2 pi

i (5.2.9)

with notation Di := D(zi ), and thus
d p
d t

= R p . (5.2.10)

Hereby the rate-matrix R 2Rn£n contains the prefactors of the probability density and thereby
describing the diffusion and free energy values. The secondary diagonal elements are given by

Ri ,i+1 =
D

i+ 1
2

¢z2 e

Ø(Fi+1°Fi )
2 ; Ri+1,i =

D
i+ 1

2

¢z2 e

Ø(Fi °Fi+1)
2
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D

i° 1
2

¢z2 e

Ø(Fi°1°Fi )
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D
i° 1

2
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Ø(Fi °Fi°1)
2

(5.2.11)

and the diagonal elements result from combining the neighbouring entries

Ri ,i =°Ri°1,i °Ri+1,i . (5.2.12)

Due to periodic boundary conditions, the corners of the matrix are treated differently

Rn,1 =
D

n+ 1
2

¢z2 e

Ø(F1°Fn )
2 ; R1,1 =°R2,1 °Rn,1,

R1,n =
D

n+ 1
2

¢z2 e

Ø(Fn°F1)
2 ; Rn,n =°Rn°1,n °R1,n .

(5.2.13)

A time discretization of the solution of the matrix equation

p(t ) = e
R t p(0) (5.2.14)

allows the definition of the propagator

p(i , ti | j , t j ) =
£
e

R¢i j tÆ
§

i j
, (5.2.15)

which describes the probability for a molecule to move from bin j at time t j to bin i at time
ti . The time elapsing between these two time instances is referred to as lag time ¢tÆ =¢i j tÆ =
t j ° ti . Utilizing Bayesian analysis

p(M |T ) / p(T |M)p(M), (5.2.16)

with prior probability p(M) expressing the probability of the model parameter M and posterior
probability p(M |T ) describing the probability of the model parameter M for given data T , the
propagator is used to determine the likelihood term L(M) := p(T |M), which in turn represents
the probability of data T for a given model M . This is done by weighting the propagator with
the frequency of bin transition Ni j

lnL(M) =
X

j!i

ln
Ωh°

e
R¢tÆ

¢
i j

i
Ni j (¢tÆ)

æ
. (5.2.17)

5-6 66



5 Axial Diffusion in Liquid Saturated Cylindrical Silica Model Pores

The transition matrix N (¢tÆ) 2Rn£n contains the number of all observed transitions j ! i at a
given lag time ¢tÆ and is sampled during the simulation. Finally, the model M is represented
by a Fourier series for the diffusion

ln
≥
D

i+ 1
2

¥
= a0 +

nkX

k=1
ak ·cos

µ
2ºki

n

∂
(5.2.18)

and for the free energy profile

Fi = a0 +
nkX

k=1
ak ·cos

∑
2ºk(i +0.5)

n

∏
. (5.2.19)

During the Bayesian analysis, the likelihood is sampled by performing a Monte Carlo (MC)
random walk with the coefficients ak from the Fourier series as the model parameters. The
likelihood is then used in the acceptance criterion

ª< exp
µ

lnLnew ° lnLold

T

∂
(5.2.20)

with random number ª 2 [0,1] to optimize the model coefficients ak during multiple MC cycles.
This Bayesian approach however, does not discriminate between long and short time periods
which leads to inaccurate diffusion values [38]. Therefore the diffusion profiles are extrapo-
lated linearly towards an infinite lag time (¢tÆ)°1 ! 0. The self-diffusion coefficient is then de-
termined as a mean value over the extrapolated profile. Alternatively specific profile sections
(e.g. pore area) can be chosen for averaging.

5.2.3. Molecular Models and Simulation Setup

The solvent molecules were described with AMBER-compatible force fields. For alcohols the
GAFF-DC parameters proposed by Fennel et al. [41] were used. Linear and cyclic alkanes were
described with parameters derived by Nikitin et al. [42] Aromatic molecules were described
by the general AMBER force field (GAFF) [43] topologies provided via the FreeSolv database
[44]. For water the TIP4P/2005 model was employed [45]. Finally tetrahydrofuran was simu-
lated using the second generation GAFF2 due to the better agreement of both density and self-
diffusion coefficient with experiment. The still significant underestimation of the experimen-
tal self-diffusion coefficient (see table 5.3.1) could be remedied by a reparametrization of the
model [46] which was, however, beyond the scope of the present work. Figure 5.2.3 shows rel-
ative deviations between densities obtained from molecular dynamics (MD) simulations and
experimental data for all 14 solvent molecules at 295 K.
The Lennard-Jones parameters for the silica lattice, including the silanol groups were taken
from Coasne et al. [49], and the partial charges atoms from Gulmen and Thompson [50] as in
previous work [51]. These parameters are listed in the supporting information in table S1. The
possible occurrence of deprotonated silanol groups on the surface [52] was not considered. For
the TMS surface group GAFF was used, following earlier work [51, 53, 54].
The pore simulations were prepared using the open source PoreSim [55] python package, which
generates a simulation directory structure as well as scripts that automatize the insertion of
molecules into the simulation box containing the pore. The simulation suite GROMACS 2019.6
[56, 57] was used for all simulations.
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Figure 5.2.3.: Relative deviation of simulated densities from experimental data.[47, 48]

All MD simulations were performed under periodic boundary conditions. Temperature was
controlled using the Nosé-Hoover thermostat [58, 59] with a coupling constant of 1 ps, while
pressure for simulations in the N pT ensemble was controlled by the Parrinello-Rahman baro-
stat [60, 61] with a coupling constant of 5.0 ps and compressibility of 4.5£ 10°5 bar°1. Bond
lengths between heavy atoms and hydrogens were constrained with the LINCS algorithm [62,
63] with an order of 4. Short-range electrostatic and Lennard-Jones parameters were evaluated
up to a cutoff distance of 1.4 nm. Analytical dispersion corrections for energy and pressure were
included. Long-range electrostatic interactions were treated with the particle-mesh Ewald al-
gorithm [64, 65].
The N pT simulation for the bulk phase systems were run for 50 ns with a time-step of 2 fs after
a total equilibration time of 10 ns. The pore systems simulated in the NV T ensemble were
iteratively filled with solvent molecules until the density in the reservoir region corresponds
to the density of prior pure solvent N pT simulation at the desired thermodynamic state (T =
295K, p = 1bar). Table 5.3.1 shows that the largest deviation between the two density values
occurs for cyclohexane with a relative deviation of only 0.13%.
During the simulation of the pore systems, silicon and oxygen grid atoms were frozen in their
position to preserve the original pore shape, this includes the silicon atom of surface groups.
For these systems a trajectory length of 200 ns was generated with a time-step of 1 fs and a total
equilibration time of 50 ns.
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5.3. Results and Discussion

5.3.1. Bulk phase simulations

The purpose of the bulk phase simulations is threefold. First, the equilibrium density at
T = 295K and p = 1bar was determined for all solvent models in NpT simulations. Second, sub-
sequent NVT simulations at this density were then employed to determine the self-diffusion
coefficients with the Einstein and Smoluchowski approach, respectively, in order to evaluate
the equivalency of the two approaches. Third, a comparison between simulated and exper-
imental density and self-diffusion coefficient values was used to evaluate whether the force
fields are able to reproduce both static and dynamic properties. Figure 5.3.1 illustrates the cal-
culation of the self-diffusion coefficient for methanol with the Smoluchwski approach for three
different system sizes. The diffusion coefficients were determined with 107 equilibration and
production steps respectively for the Monte Carlo sampling for multiple lag times (20 ps, 40 ps,
60 ps, 80 ps, 100 ps, 120 ps) and then extrapolated towards an infinite lag time.
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Figure 5.3.1.: Illustration of the calculation of bulk diffusion coefficients for methanol using the
Smoluchowski approach. (a) Fitting of the diffusivity as function of the inverse lag
time for three different system sizes. (b) Diffusion profiles along the normalized
simulation box length. (c) Visualization of the transition matrix for a lag time of
20 ps.

Since the diffusion coefficients depend on the system-size [36] they were extrapolated towards
an infinite box size. This was done over three simulations in cubic boxes with increasing num-
ber of molecules (1000, 5000, 10 000) as shown in figure 5.3.2. The values at infinite box-
size are compared to experimental data in table 5.3.1. The analysis of the experimental data
is discussed in the appendix in section A.3.2, individual data points from the different bulk-
simulation are available in the appendix in section A.3.3, and additional figures for the Smolu-
chowski approach (transition matrices, diffusion profiles, and extrapolation curves) are pro-
vided in the appendix in section A.3.4 in the supporting information.
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Figure 5.3.2.: Extrapolation of self-diffusion coefficients towards an infinite box size for (a) alco-
hols, (b) aromatics, (c) alkanes, and (d) water and tetrahydrofuran, using the Ein-
stein method (eq. (5.2.3), solid lines) and the Smoluchowski equation (eq. (5.2.6),
dashed lines).

Table 5.3.1 shows that the Einstein and Smoluchowski approaches are in good agreement, with
the highest deviation seen for the alcohol molecules. The reason is the lag time extrapolation in
the Smoluchowski approach where the single diffusion coefficients from the different lag times
do not align on a linear curve but show a slight curvature instead (see figure S9). However,
it can be concluded that the Smoluchowski approach is a reliable alternative to the Einstein
method and can thus be used to determine diffusion coefficients in the pore simulations, rep-
resenting an inhomogeneous system, which is more difficult to treat with the Einstein method.
Comparison between simulation and experiment shows a particular good agreement for alka-
nes. Aromatic molecules show a good agreement for benzene and toluene while simulations
for pyridine and pyrrole underestimate the experimental values. However, since the focus of
the present work is the ratio between bulk and pore diffusion the selected molecular models
show sufficient accuracy.

5.3.2. Pore simulations

For assessing the impact of confinement on the self-diffusion, pore simulations in the NVT
ensemble were conducted with the pure solvent for 200 ns. Figure 5.3.3 shows radial density
profiles of all solvent molecules. Except for water, all solvents display a significant fluid struc-
ture. The oscillation of the density is particularly strong for the cyclic alkanes and tetrahydro-
furan. For the other molecules the bulk density is approached in the pore center. Figure 5.3.4
illustrates the molecular layers of cyclopentane.
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Figure 5.3.3.: Radial density profiles of the molecules’ center of mass for (a) alcohols, (b) aro-
matics, (c) alkanes, and (d) water and tetrahydrofuran. The dashed lines indi-
cate the bulk densities. The shaded area denotes the configurational space of the
silanol oxygen atoms.
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Figure 5.3.4.: (a) Frontal view of the pore with marked cyclopentane layers (alternating blue and
red). The pores surface is indicated by the yellow silanol groups. (b) Radial density
(blue) and diffusion (orange) profiles within the pore filled with cyclopentane.
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Table 5.3.1.: Self-diffusion coefficients in the bulk phase at 295 K from simulation at constant
volume and from experiment.a

Molecule DE DS DExp References

methanol 2.01 1.99 2.20(9) [66–71]
ethanol 0.59 0.69 0.97(4) [66, 68–73]
1-propanolb 0.29 0.39 0.58(2) [66, 69, 73]
1-butanolb 0.16 0.24 0.43(4) [66, 73]

benzene 2.24 2.27 2.10(4) [68, 71, 72, 74–77]
tolueneb 2.08 2.06 2.07(2) [78]
pyrrole 0.79 0.78 1.53 [66]
pyridineb 1.22 1.20 1.83(28) [68, 79]

hexaneb 3.67 3.70 4.01(16) [80]
heptaneb 2.68 2.79 3.11(9) [81]
cyclopentaneb 3.14 3.13 3.32(20) [66, 79]
cyclohexaneb 1.44 1.42 1.40(3) [73]

water 2.25 2.17 2.03(5) [82–84]
tetrahydrofuranb 1.65 1.72 2.72(40) [68]

aDiffusion coefficients (in 10°9 m2 s°1) DE and DS refer to the Einstein and Smoluchowski ap-
proach, respectively, and are extrapolated to infinite box size. DExp refers to experimental data.
bFor these compounds error bars for the experimental values were calculated from reported
values at 295 K due to the better data availability at this temperature compared to 295 K.

In table 5.3.2 density ratios between pore and reservoir region are compared to experimental
density ratios reported by Agrawal et al. [66]. As noted previously the calculated value of the
mean density in the pore depends significantly on the choice of the cutoff radius. This is illus-
trated in figure S13, showing the running average of the density as function of the cutoff radius.
Therefore, two quantities are reported in table 5.3.2. First, the radius r1 at which the running
average of the density approaches the bulk density [85] and second the maximum value of the
running average which is in all cases obtained just outside the surface region covered by silanol
groups. Except for water and THF, r1 has an almost constant value of 2.26 nm. Since water
does only show moderate fluctuations of the radial density (see also Refs [86–88]) the running
average starts to decrease below the bulk value already at 2.1 nm. For THF a value of 2.18 nm
is obtained. Due to the ambiguity in the mean density values a direct comparison to exper-
imental data is difficult since the latter also depend on the definition of the accessible pore
volume [13]. However, for the alkanes the experimental values reported by Agrawal et al. [66]
are significantly larger than those found in the simulation.
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Table 5.3.2.: Bulk density (in kgm°3) and ratio of pore and bulk density from simulation and
experiment at 295 K.a

Molecule ΩExp ΩBulk ΩRes r1

≥
ΩPore
ΩRes

¥max

Sim

≥
ΩPore
ΩBulk

¥
Exp

methanol 789.86(67) 787.90 787.82 2.255 1.02 1.12
ethanol 787.78(12) 792.55 792.54 2.250 1.03 1.11
1-propanol 802.47(70) 799.33 799.26 2.255 1.04 1.01
1-butanol 808.98(106) 803.30 802.85 2.265 1.05 0.98

benzene 876.42(74) 867.58 867.21 2.265 1.07 0.99
toluene 865.42(93) 851.57 850.97 2.265 1.08 0.96
pyrrole 964.97 1000.37 999.69 2.255 1.05 1.14
pyridine 982.00 988.26 988.35 2.265 1.06 1.10

hexane 657.97(23) 665.99 665.94 2.265 1.10 1.25
heptane 682.81(96) 691.56 691.32 2.265 1.11 1.25
cyclopentane 743.33 743.21 743.26 2.265 1.19 1.62
cyclohexane 776.60(14) 772.35 771.35 2.250 1.23 1.31

water 997.83(8) 997.84 997.91 2.100 1.00
THF 885.14 887.09 888.04 2.180 1.18

a The experimental density values, ΩExp, were obtained from the DDB database [47], except for
THF, for which the data from Chen et al. was used [48]. Simulated bulk densities are presented
from constant pressure simulations of bulk fluid (ΩBulk) and from constant volume simulations
of the pore system, restricting the analysis to the fluid reservoirs (ΩRes). The ratios of experi-
mental pore and bulk density values were reported by Agrawal et al. [66]. Due to the ambiguity
in the definition of average fluid densities within mesopores only the maximum possible den-
sity obtained by integration over the simulated density profiles is reported (see eq. (5.2.2)). With
r1 we refer to the integration radius at which the averaged pore density according to eq. (5.2.2)
equals the bulk density.

Figure 5.3.5 shows radial diffusion profiles determined by the Einstein equation (eq. (5.2.3)).
Surface interactions of the molecules result in a decrease of mobility close to the surface. Sim-
ilar to the density profiles, with increasing distance from the surface, the surface effect is re-
duced and the diffusion coefficients approach the bulk values in the case of the alcohols while
they stay below the bulk values for the other species. The layering effect seen in the density
profiles for the cyclic alkanes (figures 5.3.3 and 5.3.4) also appears in the diffusion profiles.
Figure 5.3.6 shows the profiles of the average self-diffusion coefficient along the z-axis from
one reservoir through the pore into the other reservoir.
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Figure 5.3.5.: Radial diffusion profiles of the molecules’ center of mass calculated using the Ein-
stein equation (eq. (5.2.3)) for (a) alcohols, (b) aromatics, (c) alkanes, and (d) wa-
ter and tetrahydrofuran. The dashed lines indicate the bulk diffusion coefficient.
The shaded area denotes the configurational space of the silanol oxygen atoms.

These profiles were calculated with the Smoluchowski approach from equation (5.2.6) using the
same lag times as in the prior bulk simulations (20 ps, 40 ps, 60 ps, 80 ps, 100 ps, 120 ps) before
extrapolating to infinity. The oscillations seen in the profiles are a consequence of the periodic
model functions (see eq. (5.2.18)) and have no physical relevance. In all cases the self-diffusion
is reduced inside the confinement while in the reservoir region the reference values from inde-
pendent bulk phase simulations (dashed lines) are approached. This allows to extract a reason-
able value for the ratio of bulk and pore diffusion coefficients from a single simulation, given
that the reservoir was chosen large enough to reduce the influence of the outer pore surface.
However, it should be emphasized that additional bulk simulations in elongated boxes having
the same dimension as the pore system including the pore and the two reservoirs were con-
ducted to obtain these reference values. Such simulations are required because in rectangular
boxes diffusion becomes anisotropic [89] such that it cannot be expected that the diffusion co-
efficient calculated in the z-direction of the reservoir region approaches the value obtained in
a cubic box of similar size. As shown in table S3 the diffusion coefficient in z-direction of the
elongated bulk box is significantly smaller than the one obtained in cubix boxes and extrapo-
lated to infinite system size. Transition matrices, lag time extrapolation, and diffusion and free
energy profiles along the z-coordinate, are supplied in the appendix in section A.3.7.
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Figure 5.3.6.: Diffusion profiles along the z-direction of an elongated simulation box includ-
ing a pore flanked by two solvent reservoirs, calculated using the Smoluchowski
equation (eq. (5.2.6)) for (a) alcohols, (b) aromatics, (c) alkanes, and (d) water
and tetrahydrofuran. The dashed lines represent diffusion coefficients in the z-
direction determined from bulk simulations in elongated systems of the same
size. The gray shaded areas denote the reservoir space and the red shade refers
to the section used to average the area specific (pore, reservoir) diffusion coeffi-
cients.

The final results of both methods, Einstein and Smoluchowski are compared to each other and
to the experimental data from Agrawal et al. [66] in table 5.3.3. The first two numerical columns
show that for the majority of solvents the diffusion coefficient obtained in the reservoir region
is in very good agreement with the reference values obtained in the z-direction of an elongated
bulk box. Moreover, the average diffusion coefficient in the pore calculated with the Einstein
equation is in very good agreement with the one from the Smoluchowski approach. However,
the latter approach is preferred because it allows to obtain entire diffusion profiles along the
box. The ratio of reservoir and bulk diffusion has values between two and three which is sig-
nificantly smaller than the experimental ratios reported by Agrawal et al. [66]. However, for
some of the solvents (benzene, heptane and cyclohexane) other authors reported significantly
smaller ratios measured in pores of comparable diameters. While the reason for this discrep-
ancy is difficult to specify we hope that molecular simulations may help to establish reference
values for well-defined mesoporous materials. For water the simulation results are in good
agreement with the experimental source [91] while for THF no experimental data was found.
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Table 5.3.3.: Simulated Self-Diffusion coefficients (10°9 m2 s°1) in Bulk and Pore Environments
at 295 K and Their Ratio Compared to Reported Experimental Ratios.a

Molecule D
z

rect,S DRes,S hDiPore,E DPore,S

≥
DRes
DPore

¥
S

≥
DBulk
DPore

¥
Exp

methanol 1.75 1.76 0.89 0.85 2.07 5.65b

ethanol 0.63 0.63 0.34 0.27 2.33 5.10b

1-propanol 0.36 0.36 0.19 0.15 2.40 4.26b

1-butanol 0.22 0.26 0.13 0.10 2.60 2.60b

benzene 2.02 2.05 0.75 0.77 2.66 12.71b,1.96c

toluene 1.98 1.96 0.80 0.74 2.65 12.15b

pyrrole 0.69 0.67 0.24 0.24 2.79 12.28b

pyridine 1.13 1.12 0.46 0.43 2.60 7.35b

hexane 3.28 3.08 1.44 1.47 2.10 9.29b

heptane 2.38 2.19 1.01 0.99 2.21 10.15b,1.2d,1.48e,3f

cyclopentane 2.84 2.83 1.20 1.29 2.19 11.52b

cyclohexane 1.24 1.09 0.42 0.41 2.66 9.32b,1.23d,1.5e,3f

water 2.03 2.06 1.26 1.21 1.70 1.35g

THF 1.56 1.58 0.57 0.51 3.10

aThe subscript S refers to the Smoluchowski method, the subscript E to the Einstein method.
D

z

rect,S represents the diffusion coefficient in the z-direction of an elongated bulk system (with-
out a pore) of the same dimensions as the pore system shown in Fig. 5.2.1. DRes,S represents the
diffusion coefficient measured in the reservoir region of the simulation box including a pore.
hDiPore,E represents the average diffusion coefficient inside the pore calculated according to
Eq. (5.2.5). DPore,S represents the diffusion coefficient inside the pore calculated according to
Eq. (5.2.6). The experimental data are collected from various sources representing different
materials with pore diameters mostly around 5 nm and are based on NMR measurements. For
benzene and water also QENS measurements carried out in materials with smaller diameters
are considered. bSBA-15, 5 nm pore diameter, T = 295K [66]. cMCM-41, 3 nm pore diameter,
QENS, T = 300K [90]. dSBA-15, 4.9 nm pore diameter, T = 298K [24]. eKIT-6, 5.2 nm pore di-
ameter, T = 298K [24]. fCommercial sample, 5-6 nm pore diameter, T = 298K [26]. gMCM-41,
3.8 nm pore diameter, QENS, 300 K [91].
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5.3.3. Amorphous Pore Structure

To study the influence of an amorphous parent structure relative to a crystalline three alkanes
were simulated in the pore carved out from the amorphous silica sample provided by Vink and
Barkema [33]. Figure 5.3.7 shows that the density profiles in the crystalline pore have slightly
higher peaks. From the radial and axial diffusion profiles in Figure 5.3.8 it appears that in the
amorphous pore the self-diffusion is slightly smaller than in the crystalline pore. In Table 5.3.4
the average diffusion coefficients in z-direction are compared. The slightly smaller values in
the amorphous pore lead to slightly higher diffusion coefficient ratios around 2.5. However, it
can be concluded that the nature of the parent material is of less importance for these probe
molecules.
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Figure 5.3.7.: Comparison of radial density profiles of selected alkanes confined in pores carved
out from amorphous (solid lines) and crystalline (dashed lines) silica. The dotted
lines refer to the respective bulk values. The shaded areas denote the configura-
tional space of the silanol oxygen atoms.
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Figure 5.3.8.: Comparison of diffusion profile of selected alkanes confined in pores carved out
from amorphous (solid lines) and crystalline (dashed lines) silica: (a) radial diffu-
sion profiles calculated using the Einstein method and (b) diffusion profiles along
the simulation box determined by the Smoluchowski method. The dotted lines
refer to the respective bulk values. In the first panel, the shaded areas denote the
configurational space of the silanol oxygen atoms. In the second panel the shaded
areas denote the reservoir regions.
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Table 5.3.4.: Simulated Self-Diffusion coefficients (10°9 m2 s°1) in two Pore Environments at
295 K.a

Hexane Heptane Cyclopentane

Property Ideal Amorph Ideal Amorph Ideal Amorph

DRes,S 3.08 3.13 2.19 2.23 2.83 2.96
hDiPore,E 1.45 1.31 1.01 0.92 1.20 1.12
DPore,S 1.47 1.28 0.99 0.85 1.29 1.18≥

DRes
DPore

¥
S

2.10 2.45 2.21 2.62 2.19 2.51

aSee caption of table 5.3.3 for the definition of the different diffusion coefficients.

5.4. Conclusion and Outlook

The main purpose of the present study was to establish a robust computational protocol that
allows the calculation of the ratio between a self-diffusion coefficient in the bulk phase and its
counterpart in porous confinement, often used as proxy for the tortuosity of porous materials.
The first approach was based on a local evaluation of the mean squared displacement to obtain
a radially resolved axial diffusion coefficient in the pore. The second approach was based on
Bayesian analysis of the molecular dynamics trajectory [37, 38]. In this approach the observed
motion along the pore axis is compared to the motion expected from diffusive dynamics mod-
elled by the Smoluchowski equation. The discretization of the latter then leads to a system of
rate equations which enter into a likelihood expression optimized by a Monte Carlo algorithm
in the space of model parameters for describing diffusion and free-energy profiles. While both
methods were in good agreement with each other, advantages of the latter approach are the
use of all data generated within the MD simulation and the seamless evaluation of the diffu-
sion profile also in inhomogeneous regions of the simulation system. For the solvents studied,
the diffusion coefficient ratios are between two and three and do not include any geometrical
component because straight cylindrical pores were employed. Instead, only the interactions of
the molecules with the pore surface are included as well as the influence of the perturbed fluid
structure in the confined environment. Unfortunately, a large variation of this diffusion coef-
ficient ratio is present in the experimental literature. Given the importance of understanding
confinement effects to aid the rational design of heterogeneously catalyzed reacting systems
molecular dynamics simulations in conjunction with experimental techniques such as neu-
tron scattering of nuclear magnetic resonance are expected to become a useful tool to shed
further light on the structure and dynamics of confined fluids.
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6. Conclusion and Outlook

By means of molecular simulations the gap between experiment and theory can be bridged.
They play a valuable role in providing essentially exact results for problems in statistical
mechanics which would otherwise only be soluble by approximate methods or might be even
intractable. Molecular simulations have a long history in studies of fluid properties under
confinement [1, 2], resulting in the explanation of observed phenomena such as the freezing
of mixtures confined in silica nanopores [3] or the description of new phenomena such as
rather high tangential pressures in confinement [4]. While such discover-driven activities help
to obtain a deeper understanding of the behavior of fluids in mesoporous confinement, a gap
exists in the field of data-driven projects which aim at high accuracy prediction of properties
without or with little input from experiment. The existence of this gap is related to challenges
in the validation of molecular simulations of complex systems [5] but also to the assumptions
and approximations used in classical molecular simulations [6]. Both issues are related for
confined fluids in mesoporous materials because experimental data are scarce. Therefore, the
validation is often of indirect nature such that the effect of assumptions and approximations
cannot be thoroughly tested.

The present work contributes to the effort of providing simulation tools for the prediction
of physical properties of confined fluids relevant for liquid phase processes in mesoporous
confinement as well as to showcase the challenges associated with the comparison of
experiment and simulation even for supposedly simple properties such as self-diffusion
coefficient and mean fluid density. In chapter 2 the open-source software tool PoreMS was
introduced to facilitate rapid model building of functionalized silica pores for Monte Carlo
or molecular dynamics simulation studies of confinement effects in applications relying
on mesoporous silica. The introduction of PoreMS should stimulate systematic molecular
simulations research on confinement effects in functionalized silica pores, as at present
experimental advances relying on functionalized mesoporous silica materials are still largely
empirically driven due to the lack of molecular-level information. In chapter 3, PoreMS
was complemented by two additional program packages for preparing MD simulations of
porous materials with GROMACS, PoreSim, and for analyzing the simulation trajectories,
PoreAna, the latter providing results such as density and diffusion profiles, thereby reducing
the overhead for system preparation to analysis. The selected case study of adsorption
of aromatic molecules in cyclodextrin-functionalized silica mesopores shows that current
moderate computational resources allow an atomistically resolved model (ª 65 000 atoms) to
be propagated to the µs time scale and allows insight into the uptake process of solutes from
an aqueous solution. Chapter 4 is concerned with studying the influence of the inner pore
surface composition and the silanol force field parameters on radial density profiles. Moreover,
the discretized Smoluchowski equation was implemented allowing diffusion profiles to be
calculated along the z-axis of the simulation box. Finally, in chapter 5, the developed tool
box was applied to study density and self-diffusion of 14 solvents inside a 5 nm silica mesopore.
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Current challenges regarding the comparison of simulation and experiments are highlighted
and different simulation protocols are discussed with respect to the occurrence of simula-
tion artefacts and finite-size effects. In future work the molecular picture for reactant-solvent,
reactant-surface, reactant-catalyst interactions at the single-pore level should be coupled with
hierarchical transport analysis through realistic pore networks (3D physical reconstructions)
and the model be expanded to a generalized reaction-transport scheme under spatial confine-
ment. With the aid of computer simulations, macroscopic behavior can then be decomposed
into intrinsic reactivity and adsorption/transport processes.
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A. Appendix

A.1. PoreMS: A software tool for generating silica pore
models with user-defined surface functionalization
and pore dimensions

Jupyter notebooks and necessary structure files for pore generation are provided via the Data
Repository of the University of Stuttgart (DaRUS) under

.

A.1.1. Calculating pore properties

The pore diameter is obtained as

d = 2
M

MX

i=1
si (A.1.1)

where si denotes the shortest distance between a surface Si atom i = 1, . . . , M and the central
axis of the pore. The pore surface roughness is calculated as standard deviation of these dis-
tances,

Rs =

vuut 1
M

MX

i=1

∞∞∞∞si °
d
2

∞∞∞∞
2

. (A.1.2)

The interior pore volume is calculated as

Vp = º

4
d 2 · l (A.1.3)

where l denotes the length of the pore. The interior surface area is obtained from

As,int =º ·d · l (A.1.4)

while the exterior surface is calculated as

As,ext = x · y ° º

4
d 2 (A.1.5)

where x and y denote the dimensions of the silica block in the respective directions.
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A.1.2. Generating a catalytic pore using PoreMS version 0.2.0

This notebook illustrates how to create the described catalytic cylindric pore and functionalise
the surface according to PoreMS version 0.2.0 which can be installed via

Alternatively, the development version can be installed directly from GitHub. Import the
PoreMS package using

Surface Molecules

Before generating the pore system, we will first create the molecules that are going to be at-
tached on the interior and exterior pore surfaces.

The catalytic pore consists of three different types of molecules

• Catalyst - Interior surface
• Dimethoxydimethylsilyl (DMDMS) - Interior surface
• Trimethylsilyl (TMS) - Exterior surface

Structures and topologies are available on the corresponding darus repository of Ziegler et al.
(2019).

To generate the molecules in the PoreMS needed format, the Molecule class will be utilized. In
the following we will present three possible ways to create the molecule objects.

Importing Predefined Molecules

Trimethylsilyl or for short TMS is provided in the PoreMS package as a generic molecule and
can be simply imported

For easy access of the atom data, a representation function has been implemented. Therefore,
molecules can be simply printed



Additionally using the Store module, molecule objects can be converted to structure files

Importing Structure Files

The catalyst molecule can be constructed by using a structural file as an input. Herefore, the
structure file catabm.gro provided in the mentioned repository will be used.

Construct new molecule from scratch

Dimethoxydimethylsilyl or for short DMDMS will be constructed from scratch to present the
functionalities of the Molecule module.

First, we initialize an empty molecule with a file name and short name

Atoms can be added to the molecule using the provided add function where atoms can be
placed in the 3D-space using cartesian or spherical coordinates. We first define A dictionary
containing bond lengths

The starting atom of the molecule will be placed using cartesian coordinates of the origin point

Based on the first atom which has index 0, the other atoms will be placed using spherical coor-
dinates

Finally, Hydrogens will be added



Note that the order in which atoms are added, will be the order in the structure file.

Generate and Functionalise a Pore System

An empty pore is generated by initializing a new object with the desired properties

Since the functionalisation is done iteratively, special placement, and molecules with a lower
concentration on the surface have should be prioritized. The catalyst molecules are placed far
enough apart so they do not interact or influence each other. Therefore, a point symmetrical
placement is chosen, for which a special attachment function is used

,!

The mount atom id entry defines the Si atom which will be placed on the surface, whereas atom
ids in the axis list define the main axis of the molecule which should be oriented perpendicular
to the surface. The remaining two molecules TMS and DMDMS will be attached using the
conventional attachment function

,!

,!

After finishing the surface functionalisation, the pore needs to be finalized, which fills empty
binding sites with silanol groups creating the final structure

In order to show the properties of the generated pore, use the table function. This returns a
dictionary of pandas data frames for pore properties props, allocation alloc and a table with all
pore and allocation properties combined in a single full table.





Note that the molecule name with the added G letter stands for the geminal variant of the
molecule.

At this point the pore generation is completed and what is left is converting the programs data
structure into a readable file-format using the functionalities of the Store module. For this a
store function is provided that creates a structure file in the GROMACS format, a main topology
containing the number of atoms, a topology for the grid (silicon and oxygen) and basic surface
groups (single and geminal silanol and siloxane bridges) and a pickle file of the pore object and
pore system. The object files can be used to extract pore properties during later analysis

For additional construction abilities e.g. choosing a different drilling axis or defining a different
drilling inclination of the pore shape, we suggest using the delivered constructor classes as
templates to construct more complex pore forms.

For further information, more thorough variable descriptions and functionalities like adding
siloxane bridges for adjusting the hydroxylation degree, we refer to the documentation website
of the GitHub repository.



A.1.3. Generating an RPLC pore using PoreMS version 0.2.0

This notebook illustrates how to create the described RPLC pore and functionalise the surface
according to PoreMS version 0.2.0 which can be installed via

Alternatively, the development version can be installed directly from GitHub. Import the
PoreMS package using

Surface Molecules

Before generating the pore system, we will first create the molecules that are going to be at-
tached on the interior and exterior pore surfaces.

The catalytic pore consists of three different types of molecules

• Dimethyloctadecylsilane (C18)
• Trimethylsilyl (TMS)

To generate the molecules in the PoreMS needed format, the Molecule class will be utilized. In
the following we will present two possible ways to create the molecule objects.

Importing Predefined Molecules

Trimethylsilyl or for short TMS is provided in the PoreMS package as a generic molecule and
can be simply imported. Additionally, if for example a unified atom forcefield is to be utilized,
the hydrogen atoms can be removed setting the is_hydro flag to False

For easy access of the atom data, a representation function has been implemented. Therefore,
molecules can be simply printed

Additionally, using the Store module, molecule objects can be converted to structure files

Importing Structure Files



The C18 molecule can be constructed by using a structural file as an input. Herefore, the struc-
ture file c18.gro is also provided in the supporting information

Generate and Functionalise a Pore System

In the following the iterative work process of creating the desired RPLC pore will be illustrated.

An empty pore is generated by initializing a new object with the desired properties and finalized
with the finalize function.

To show the properties of the generated pore, use the table function. This returns a dictionary
of pandas data frames for pore properties props, allocation alloc and a table with all pore and
allocation properties combined in a single full table.



In order to be able to better characterize such pores, it is desirable to have the same hydrox-
ylation degree on the interior and exterior surface. The hydro parameter in the initialization
function defines the wanted hydroxylation degree on the interior (first list entry) and exterior
surface (second list entry). The program will then try to achieve this hydroxylation degree by
adding randomly distributed siloxane bridges on the surface. If the value is left 0, nothing will
be done.



Since the functionalisation is done iteratively molecules should be prioritized based on impor-
tance. In our case, it is important to achieve the concentration of 2.91 µmol

m2 of the C18 chains
on the interior and exterior surface

,!

,!



Note that the molecule name with the added G letter stands for the geminal variant of the
molecule.

Finally TMS is added to the surface so that the bonded phase coverage degree is the same on

both surfaces and equal to 46%
≥
3.60 µmol

m2

¥
of the surface hydroxylation

,!

,!



,!

,!



At this point the pore generation is completed and what is left is converting the programs data
structure into a readable file-format using the functionalities of the Store module. For this a
store function is provided that creates a structure file in the GROMACS format, a main topology
containing the number of atoms, a topology for the grid (silicon and oxygen) and basic surface
groups (single and geminal silanol and siloxane bridges) and a pickle file of the pore object and
pore system. The object files can be used to extract pore properties during later analysis

For additional construction abilities e.g. choosing a different drilling axis or defining a different
drilling inclination of the pore shape, we suggest using the delivered constructor classes as
templates to construct more complex pore forms.

For further information, more thorough variable descriptions and functionalities like special
placement of molecules, we refer to the documentation website of the GitHub repository.



A.2. An atomistic view on the uptake of aromatic
compounds by cyclodextrin immobilized on
mesoporous silica

Configuration files of the equilibrated pore and bulk systems, corresponding topologies and
simulation parameter files are provided via the Data Repository of the University of Stuttgart
(DaRUS) under

.

A.2.1. Binding free energy calculated by rate constants
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Bound
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Figure A.2.1.: Bound and unbound instances over simulation time for (a), (b) benzene and (c),
(d) p-nitrophenol at (a), (c) 298 K and (b), (d) 350 K.
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Table A.2.1.: Binding free enthalpy ¢G (kJmol°1), association kon (dm3 mol°1 s°1) and disso-
ciation koff (s°1) rates at different temporal cut-offs (ps) for p-nitrophenol (pnp)
and benzene (ben) at a temperature of T = 350K. The chosen spatial cut-offs
for differentiating between bound and unbound states was 0.7 nm for both guest
molecules.

Cut-off ¢Gpnp kpnp
on kpnp

off ¢Gben kben
on kben

off

0 -24.22 3.76e+10 9.11e+06 -14.11 7.61e+09 5.97e+07
100 -18.28 1.87e+09 3.50e+06 -14.71 1.50e+09 9.54e+06
200 -18.19 1.80e+09 3.47e+06 -14.49 1.36e+09 9.33e+06
300 -17.97 1.65e+09 3.44e+06 -14.34 1.26e+09 9.16e+06
400 -17.86 1.59e+09 3.43e+06 -14.19 1.19e+09 9.07e+06
500 -17.69 1.49e+09 3.42e+06 -14.08 1.12e+09 8.90e+06
600 -17.47 1.37e+09 3.40e+06 -13.93 1.06e+09 8.81e+06
700 -17.28 1.28e+09 3.39e+06 -13.79 9.92e+08 8.69e+06
800 -17.22 1.26e+09 3.38e+06 -13.68 9.47e+08 8.59e+06
900 -17.16 1.23e+09 3.38e+06 -13.58 9.01e+08 8.46e+06

1000 -17.01 1.16e+09 3.34e+06 -13.46 8.58e+08 8.41e+06
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A.2.2. Biding free enthalpy calculated by double-decoupling

Figure A.2.2.: (a) Chosen restraint lengths, angles, and dihedrals according to Boresch and
Karplus [1] with (b) chosen atoms of the cyclodextrin molecule, where the brack-
ets denote the glucopyranose number, (c) chosen atoms of the p-nitrophenol lig-
and, and (d) chosen atoms of the benzene ligand.

Table A.2.2.: Binding free enthalpy ¢GM
u!b (kJmol°1) calculated by double decoupling for �-

cyclodextrin (bCD) with benzene (BEN) and p-nitrophenol (p-NP) respectively at
two different temperatures T (K). Additionally, free enthalpy contributions along
the thermodynamic cycle (Fig. 2, main text) are shown.

T °¢GM
hyd °¢GM

u!b ¢GM!M0

b!tor °¢GM0
tor

conf1 conf2 conf1 conf2 conf1 conf2

bCD+BEN 298 3.23 13.12 45.41 29.06
350 °0.10 12.15 44.73 32.68

bCD+p-NP 298 35.35 24.09 23.42 87.28 86.58 27.84 27.81
350 31.06 22.61 21.37 84.98 83.74 31.31 31.31

A.2.3. Cyclodextrin Parametrization for the Pore Surface

Parametrization of the cyclodextrin molecule connected to a silica surface as shown in Fig. 3
of the main text was carried out with AmberTools20 [2]. Silicon atoms which are not natively
available in AmberTools, were exchanged with carbon atoms since both have similar bond pa-
rameters, and unsaturated atoms were saturated with hydrogen atoms. Additionally in the case
of the structure used by Huq et al. (L1 linker), the ion bond of oxygen and sodium was replaced
with a hydroxy group. In order to resemble the experimental [3] situation with an ionic linker
balanced by a sodium cation, the hydrogen atom bound to was changed to a dummy
atom and the negative partial charges of , , , of the tail structure and of the cy-
clodextrin were slightly increased in magnitude such that the entire structure beyond the -
atom has a net charge of °1.32 e. Similarly the charges of , , of the second linker [4] and
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Figure A.2.3.: Distributions of the individual dihedral angles H6O-O6-C6-H61 for the native (a)
↵-, (d) �- and (g) �-cyclodextrin. The different colours denote the different glu-
copyranose units. The second column shows the distribution of six dihedral an-
gles H6O-O6-C6-H61 for (b) ↵-, (e) �- and (h) �-cyclodextrin connected with the
L1 linker[3]. The blue line represents the distribution of the C5(tail)-O6-C6-H61
dihedral angle. Analogously the third column shows the distributions for (c) ↵-,
(f)�- and (i)�-cyclodextrin but for the L2 linker[4] with the blue line representing
the distribution of the C4(tail)-O6-C6-H61 dihedral angle.

of the cyclodextrin were altered to compensate for the positive charge of 0.32 e induced by
the silicon atom.
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Table A.2.3.: Bond parameters with bond length b0 (nm) and force constant kb (kJmol°1 nm°1).
Angle parameters with angle µ0 (deg) and force constant kµ (kJmol°1 rad°2). Dihe-
dral parameters with angle ¡s (deg), force constant k¡ (kJmol°1) and multiplicity
M. Column F denotes the corresponding GROMACS function type.

Atom 1 Atom 2 F b0 kb

L1 [3] C5-Tail O6-CD 1 0.13696 315138.88

L2 [4] C4-Tail O6-CD 1 0.13584 327021.44

Atom 1 Atom 2 Atom 3 F µ0 kµ

L1 [3] N2-Tail C5-Tail O6-CD 1 119.72005 608.26992
C5-Tail O6-CD C6-CD 1 117.96005 523.16736
N4-Tail C5-Tail O6-CD 1 119.72005 608.26992

L2 [4] N1-Tail C4-Tail O6-CD 1 109.22005 630.27776
C4-Tail O6-CD C6-CD 1 115.98005 529.52704
O1-Tail C4-Tail O6-CD 1 123.25005 630.27776

Atom 1 Atom 2 Atom 3 Atom 4 F ¡s k¡ M

L1 [3] C4-Tail N2-Tail C5-Tail O6-CD 1 180.00 20.08320 2
N2-Tail C5-Tail O6-CD C6-CD 1 180.00 3.76560 2
C5-Tail O6-CD C6-CD C5-CD 1 0.00 1.60387 3
C6-Tail N4-Tail C5-Tail O6-CD 1 180.00 20.08320 2
N4-Tail C5-Tail O6-CD C6-CD 1 180.00 3.76560 2
C5-Tail O6-CD C6-CD H61-CD 1 0.00 1.60387 3
C5-Tail O6-CD C6-CD H62-CD 1 0.00 1.60387 3

L2 [4] C4-Tail O6-CD C6-CD C5-CD 1 180.00 3.34720 1
C4-Tail O6-CD C6-CD C5-CD 1 0.00 1.60247 3
O1-Tail C4-Tail O6-CD C6-CD 1 180.00 5.85760 1
O1-Tail C4-Tail O6-CD C6-CD 1 180.00 11.2968 2
N1-Tail C4-Tail O6-CD C6-CD 1 180.00 11.2968 2
H7-Tail N1-Tail C4-Tail O6-CD 1 180.00 10.4600 2
C3-Tail N1-Tail C4-Tail O6-CD 1 180.00 10.4600 2
C4-Tail O6-CD C6-CD H61-CD 1 0.00 1.60387 3
C4-Tail O6-CD C6-CD H62-CD 1 0.00 1.60387 3
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A.2.4. Grid Parameters for the Pore Simulation

Table A.2.4.: Lennard-Jones parameter and charges of the grid atoms (Si, OSi) and silanol atoms
(SI, OH, H) as reported by Gulmen and Thompson [5].

Atom æ (nm) ≤ (kJmol°1) q (|e|)

Si 0.2500 0.000 418 4 1.28
OSi 0.2700 1.912 088 0 °0.64
OH 0.3070 0.711 280 0 °0.74
H 0.1295 0.001 530 1 0.42

A.2.5. Adsorption Isotherms

Figure A.2.4.: Excess adsorption isotherms of pore simulations utilizing the L2-variant [4] cy-
clodextrin functionalized surface with varying amounts of benzene in a cylindri-
cal pore (blues) and a slit pore (green) and the L1-variant [3] cyclodextrin with
p-nitrophenol (red). Simulation were run for 1µs at temperatures T = 298K and
T = 350K, and a cyclodextrin surface amount of 5 molecules (dashed lines) and
11 molecules (solid lines) on the surface. The grey lines represent a hypotheti-
cal maximum of 1:1 binding with 5 (dashed line) and 11 (solid line) cyclodextrin
molecules respectively.

105 A-19



A.3. Axial Diffusion in Liquid Saturated Cylindrical Silica
Model Pores

A.3.1. Grid Parameters for the Pore Simulation

Table A.3.1.: Lennard-Jones parameter reported by Coasne et al. [6] and charges of the grid
atoms (Si, OSi) and silanol atoms (SI, OH, H) as reported by Gulmen and Thompson
[5].

Atom æ (nm) ≤ (kJmol°1) q (|e|)

Si 0.4550 0.167 869 3 1.28
OSi 0.3210 0.957 353 5 °0.64
OH 0.3210 0.957 353 5 °0.74
H 0.2750 0.112 189 9 0.42
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A.3.2. Experimental data

The quality of the experimental density data at a temperature of T295 = 295K was evaluated by
comparing neighboring temperatures due to a scarce amount of data for some components.
Figure A.3.1 shows that the experimental data at T295 only have a slight deviation to the curve
connecting the neighboring mean density values at T293 and T298.

(a) (b)

(d)(c)

Figure A.3.1.: Visualization of experimental density data at different temperatures for (a) alco-
hols, (b) aromatics, (c) alkanes, and (d) water and tetrahydrofuran.

A comparison between the self diffusion coefficients determined by Agrawal et al.[7] and the
average value from other references is made. The self diffusion coefficients at a temperature of
T295 were partially interpolated between existing values in order to enable a comparison with
Agrawal et al. [7]. Figure A.3.2 shows experimental the self diffusion coefficients at different
temperatures for the molecules under consideration.
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(a) (b)

(d)(c)

Figure A.3.2.: Visualization of experimental data of Agrawal et al. [7] (triangle) compared with
other references (bullet) [8–22] at different temperatures for (a) alcohols, (b) aro-
matics, (c) alkanes, and (d) water and tetrahydrofuran.

It can be seen that the diffusion coefficients of Agrawal et al.[7] show a large deviation, es-
pecially for aromatics and alkanes. Therefore, the values from Agrawal et al.[7] were only in-
cluded into the averaged value at T295 if for one the deviation to the other experimental values
is reasonable, and if the coefficient does not exceed or fall below the experimental values at the
higher and lower temperatures respectively. This is only the case for the alcohols. In case of the
aromatics and alcohols, the diffusion coefficients from Agrawal et al.[7] are only considered for
pyrrole and cyclopentane due to the lack of other experimental data at the target temperature.
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A.3.3. Bulk Simulation - Diffusion Coefficients

Table A.3.2.: Self diffusion coefficients D (10°9 m2 s°1) at a temperature of T = 295K from MD simula-
tions for different molecule numbers calculated using the Einstein equation (4) (E), and
the Smoluchowski equation (7) (S). Due to dependence of the coefficients to the box size,
the self-diffusion was extrapolated towards an infinite system size for both methods.

Number Molecule DN pT
E DNV T

E DS Molecule DN pT
E DNV T

E DS

1000 methanol 1.68 1.64 1.67 ethanol 0.49 0.49 0.59
5000 1.77 1.79 1.80 0.55 0.54 0.63

10 000 1.78 1.84 1.84 0.56 0.54 0.64
1 1.88 2.01 1.99 0.62 0.59 0.69

1000 1-propanol 0.26 0.23 0.32 1-butanol 0.14 0.14 0.23
5000 0.26 0.26 0.35 0.15 0.15 0.24

10 000 0.26 0.26 0.36 0.15 0.15 0.23
1 0.27 0.29 0.39 0.16 0.16 0.24

1000 benzene 2.03 1.96 1.98 toluene 1.89 2.00 2.00
5000 2.14 2.08 2.09 2.03 2.02 2.00

10 000 2.13 2.10 2.14 2.02 2.06 2.05
1 2.24 2.24 2.27 2.16 2.08 2.06

1000 pyrrole 0.70 0.62 0.63 pyridine 1.10 1.11 1.15
5000 0.70 0.70 0.70 1.17 1.15 1.17

10 000 0.71 0.70 0.70 1.17 1.17 1.18
1 0.71 0.79 0.78 1.24 1.22 1.20

1000 hexane 3.26 3.31 3.29 heptane 2.29 2.36 2.35
5000 3.48 3.52 3.52 2.49 2.50 2.56

10 000 3.46 3.47 3.47 2.52 2.54 2.57
1 3.68 3.67 3.70 2.74 2.68 2.79

1000 cyclopentane 2.71 2.76 2.80 cyclohexane 1.24 1.25 1.26
5000 2.87 2.94 2.95 1.31 1.29 1.30

10 000 2.94 2.95 2.96 1.32 1.37 1.36
1 3.14 3.14 3.13 1.40 1.44 1.42

2000 water 1.98 1.94 1.98 tetrahydro- 1.63 1.60 1.61
4000 (tip4p2005) 2.01 2.03 2.03 furan 1.65 1.64 1.63
8000 2.06 2.05 2.05 (GAFF2) 1.65 1.61 1.65

1 2.21 2.25 2.17 1.69 1.65 1.72
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A.3.4. Bulk Simulation - Somulchowski Approach
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Figure A.3.3.: Visualization of the transition matrix for a lag time of 20 ps of simulations with (a,
d, g, j) 1000 molecules, (b, e, h, k) 5000 molecules and (c, f, i, l) 10000 molecules
for (a, b, c) methanol, (d, e, f) ethanol, (g, h, i) 1-propanol and (j, k, l) 1-butanol.
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Figure A.3.4.: Visualization of the transition matrix for a lag time of 20 ps of simulations with (a,
d, g, j) 1000 molecules, (b, e, h, k) 5000 molecules and (c, f, i, l) 10000 molecules
for (a, b, c) benzene, (d, e, f) toluene, (g, h, i) pyrrole and (j, k, l) pyridine.
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Figure A.3.5.: Visualization of the transition matrix for a lag time of 20 ps of simulations with (a,
d, g, j) 1000 molecules, (b, e, h, k) 5000 molecules and (c, f, i, l) 10000 molecules
for (a, b, c) hexane, (d, e, f) heptane, (g, h, i) cyclopentane and (j, k, l) cyclohexane.
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Figure A.3.6.: Visualization of the transition matrix for a lag time of 20 ps of simulations with (a,
d) 1000 molecules, (b, e) 5000 molecules and (c, f) 10000 molecules for (a, b, c)
water and (d, e, f) tetrahydrofuran.
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Figure A.3.7.: Visualization of the extrapolation of the self-diffusion coefficients for different
system sizes towards an infinite lag time for (a) methanol, (b) ethanol, (c) 1-
propanol and (d) 1-butanol.
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Figure A.3.8.: Visualization of the extrapolation of the self-diffusion coefficients for different
system sizes towards an infinite lag time for (a) benzene, (b) toluene, (c) pyrrole
and (d) pyridine.
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Figure A.3.9.: Visualization of the extrapolation of the self-diffusion coefficients for different
system sizes towards an infinite lag time for (a) hexane, (b) heptane, (c) cyclopen-
tane and (d) cyclohexane.
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Figure A.3.10.: Visualization of the extrapolation of the self-diffusion coefficients for different
system sizes towards an infinite lag time for (a) water and (b) tetrahydrofuran.
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Figure A.3.11.: Visualization of the diffusion profile along the simulation box for different sys-
tem sizes for (a) methanol, (b) ethanol, (c) 1-propanol and (d) 1-butanol.
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Figure A.3.12.: Visualization of the diffusion profile along the simulation box for different sys-
tem sizes for (a) benzene, (b) toluene, (c) pyrrole and (d) pyridine.
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Figure A.3.13.: Visualization of the diffusion profile along the simulation box for different sys-
tem sizes for (a) hexane, (b) heptane, (c) cyclopentane and (d) cyclohexane.
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Figure A.3.14.: Visualization of the diffusion profile along the simulation box for different sys-
tem sizes for (a) water and (b) tetrahydrofuran.
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A.3.5. Bulk Simulations - Elongated system

Due to finite size effects, the diffusion coefficient varies with different dimensions of simula-
tion systems. In addition, Vögele and Hummer showed that by considering a rectangular sys-
tem where one side longer than the other two, the diffusion coefficient in that longer side is
significantly lower [23]. Analogously, the same effect would be visible in a pore system, which
has a similar composition. Therefore, the pore diffusion in the reservoir area, calculated by
the Smoluchowski method in one direction, should be compared to the similar one dimension
coefficient of pure solution with the same system size.

Table A.3.3.: Density Ω (kgm°3) and diffusion coefficient D (10°9 m2 s°1) of NV T simulations
at a temperature of T = 295K, of a cubic system (cubic) and a rectangular system
(rect) calculated by the Einstein method (E) and the Smoluchowski method (S).
The diffusion was calculated as a mean value of all dimensions and extrapolated
towards an infinite system size. The z superscript, denotes the diffusion coefficient
only for the longer side (z-dimension) of the rectangular system.

Molecule Ωcubic Ωrect Dcubic,E Dcubic,S Drect,E Dz
rect,E Dz

rect,S

methanol 787.90 788.24 2.01 1.99 1.94 1.77 1.75
ethanol 792.55 792.50 0.59 0.69 0.58 0.54 0.63
1-propanol 799.33 799.04 0.29 0.39 0.27 0.25 0.36
1-butanol 803.30 803.11 0.16 0.24 0.16 0.15 0.22

benzene 867.58 868.82 2.24 2.27 2.30 2.06 2.02
toluene 851.57 849.56 2.08 2.06 2.09 1.91 1.98
pyrrole 1000.37 999.67 0.79 0.78 0.77 0.70 0.69
pyridine 988.26 987.74 1.22 1.20 1.24 1.17 1.13

hexane 665.99 666.68 3.67 3.70 3.64 3.31 3.28
heptane 691.56 691.81 2.68 2.79 2.68 2.43 2.38
cyclopentane 743.21 743.52 3.14 3.13 3.10 2.83 2.84
cyclohexane 772.35 772.78 1.44 1.42 1.38 1.29 1.24

water 997.83 997.93 2.25 2.17 2.14 2.05 2.03
tetrahydrofuran 887.09 887.89 1.65 1.72 1.78 1.62 1.56

The compound diffusion coefficients (mean value of all dimensions) shown in table A.3.3, is
consisted for the cubic and rectangular system. The slight difference can be accounted to the
small difference in density. The diffusion of the longer side of the rectangular system is much
lower than the mean value, which is consistent with the observation of Vögele and Hummer
[23]. A visual comparison of the effect of elongated boxes can be seen in figure A.3.15.
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Figure A.3.15.: Correlation of diffusion coefficient D (10°9 m2 s°1) calculated in a cubic (cu-
bic) and rectangular (rect) box calculated using the Einstein method for alco-
hols (methanol, ethanol, 1-propanol, 1-butanol) (circle), aromatics (benzene,
toluene, pyrrole, pyridine) (triangle), alkanes (hexane, heptane, cyclopentane
cyclohexane) (square), and water and tetrahydrofuran (plus). (a) Comparison of
the compound diffusion with the one dimensional diffusion, and (b) compari-
son of the compound diffusion of both cubic and rectangular systems.
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A.3.6. Pore Simulation - Density
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Figure A.3.16.: Integration of the radial density profiles over the radius within the pore divided
by the reservoir density of (a) methanol, ethanol, 1-propanol, 1-butanol, (b)
benzene, toluene, pyrrole, pyridine, (c) hexane, heptane, cyclopentane cyclo-
hexane, and (d) water and tetrahydrofuran. The shaded area denotes the con-
figurational space of the silanol oxygen atoms.

A-36 122



Table A.3.4.: Maximal ratio of the integrated pore density ΩPore (kgm°3) and the reservoir den-
sity ΩRes (kgm°3) of the pore simulation from figure A.3.16. The integration cut-off
for reaching the Gibbs dividing interface, i.e. a ratio of zero, is listed under rint

(nm). In addition, the radius of gyration Rgyr (nm) of the different molecules, de-
termined from the bulk simulation is shown.

Molecule
≥
ΩPore
ΩRes

¥max

Sim
rint Rgyr

methanol 1.02 2.255 0.085
ethanol 1.03 2.250 0.120
1-propanol 1.04 2.255 0.152
1-butantol 1.05 2.265 0.186

benzene 1.07 2.265 0.151
toluene 1.08 2.265 0.177
pyrrole 1.05 2.255 0.128
pyridine 1.06 2.265 0.147

hexane 1.10 2.265 0.217
heptane 1.11 2.265 0.244
cyclopentane 1.19 2.265 0.143
cyclohexane 1.23 2.250 0.161

water 1.00 2.100 0.031
tetrahydrofuran 1.18 2.180 0.138
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A.3.7. Pore Simulation - Somulchowski Approach
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Figure A.3.17.: Visualization of the transition matrix for a lag time of 20 ps of pore simulation
simulations with alcohols - (a) methanol, (d) ethanol, (g) 1-propanol, and (j) 1-
butanol - aromatics - (b) benzene, (e) toluene, (h) pyrrole, and (k) pyridine - and
alkanes - (c) hexane, (f) heptane, (i) cyclopentane, and (l) cyclohexane.
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(a) (b)

Figure A.3.18.: Visualization of the transition matrix for a lag time of 20 ps of pore simulation
simulations with (a) water and (b) tetrahydrofuran.
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Figure A.3.19.: Visualization of the extrapolation of the self-diffusion coefficients for different
system sizes towards an infinite lag time for (a, c) alcohols and (b, d) aromatics
within (a, b) the pore section and (c, d) the bulk phase.
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Figure A.3.20.: Visualization of the extrapolation of the self-diffusion coefficients for different
system sizes towards an infinite lag time for (a, c) alkanes and (b, d) water and
tetrahydrofuran within (a, b) the pore section and (c, d) the bulk phase.

A-40 126



0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00
D
if
f.
co
e
ff
.(
1
0

9
m

2
s

1
) methanol

ethanol
1-propanol
1-butanol

0.0

0.5

1.0

1.5

2.0

2.5

D
if
f.
co
e
ff
.(
1
0

9
m

2
s

1
) benzene

toluene
pyrrole
pyridine

0 5 10 15 20 25 30
Distance (nm)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

F
re
e
E
ne
rg
y
(-
)

methanol
ethanol
1-propanol
1-butanol
Reservoir
Evaluated

0 5 10 15 20 25 30
Distance (nm)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

F
re
e
E
ne
rg
y
(-
)

benzene
toluene
pyrrole
pyridine
Reservoir
Evaluated

(a)

(c)

(b)

(d)

Figure A.3.21.: Visualization of the (a, b) diffusion profile and (c, d) free energy profile along the
simulation box for (a, c) alcohols and (b, d) aromatics. Shaded areas mark the
evaluated (red) and reservoir (gray) areas.
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Figure A.3.22.: Visualization of the (a, b) diffusion profile and (c, d) free energy profile along the
simulation box for (a, c) alkanes and (b, d) water and tetrahydrofuran. Shaded
areas mark the evaluated (red) and reservoir (gray) areas.
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A.3.8. Pore Simulation - Diffusion comparison

/ DNVT, R
z, SDPore,Bulk

z, S

Figure A.3.23.: Comparison of the axial diffusion coefficients (D) within the bulk phase of the
pore simulations and the diffusion from the NV T simulations of a rectangular
(R) simulation box of the same dimensions. The axial diffusion was determined
along the z-axis using the Smoluchowski (S) method.
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