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Abstract

Since its early conception, artificial intelligence has strived to build
machines that reason like humans and that approximate, among other
things, our emotional intelligence. To sound as natural as possible,
systems interacting with users must interpret, simulate and stimulate
emotions, mastering an interpersonal competence that people apply in
multiple communication channels. One of them is language. In verbal
exchanges, internal affective states become observable objects that are
amenable to the inquiry of natural language processing. My thesis
develops within this computational framework and studies emotions
expressed in written form.

Textual emotions have spurred much computational research, but
their comprehension is not well-rounded yet. The literature on emotion
recognition and generation mostly focuses on applicative objectives,
with no solid tie to emotion theories. In consequence, works leverage
conflicting premises about the type of data suitable to model, and how
conspicuous its affective profile should be. Further, some approaches
hinge on the connection between emotions and meaning, while others
on their link to linguistic styles. This diversity of views suggests that
much is still left to investigate at a fundamental level, to sharpen
perspective on the expectations we set for machines.

This dissertation raises questions about two major theoretical gaps
that hamper the creation of emotion-aware systems. Currently, the field
lacks a clear understanding of (1) humans’ abilities to detect emotions
from text, and (2) the linguistic level that contributes to the emergence
of emotions. Gaining insight on (1) how people infer emotions and
(2) how these realize in text provides a comparison measure for the
possibilities of the systems, as well as an idea of where they should
model affective information. I address the two problems separately.
Throughout the chapters, I establish trans-disciplinary connections,
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showing that a scientifically more inclusive account of emotions reflects
their grounding in real-life events, and boosts their computational
study.

The first part of the dissertation investigates the recognition per-
formance of humans. I conduct multiple data creation activities that
follow appraisal theories from psychology, which foreground the role
of events in the emergence of emotions beyond language. To adapt this
idea in the textual domain, I analyze judgments about descriptions of
real-life circumstances (i.e., covert expressions with no emotion word
like “I received a promotion today”). Further, I propose an annotation
schema that allows to study both the agreement and the correctness
of the coders. Emotion annotations turn out intelligible thanks to the
underlying event evaluations, and their variability proves influenced
by several extralinguistic factors. This group of studies illustrates that
the subjectivity of emotions is not an obstacle for the creation of good
quality data, but a fact that fosters our understanding of emotion mech-
anisms.

The second part of the thesis focuses on texts generated or anno-
tated by systems. I use computational methods to examine where
emotion phenomena locate in text, specifically to clarify their relation-
ship with style and meaning, separately. First, I conduct a style transfer
experiment based on backtranslation, aimed at investigating if the af-
fective features of texts can be isolated from their meaning, as to give
emotion a role of linguistic style. Second, I conduct a corpus-based anal-
ysis through event semantics. The study formalizes the link between
events and emotions by leveraging frames, which confirm to incorpo-
rate many of the emotion features spelled out by appraisal theories in
psychology. Overall, results support that the emotion phenomenon is
polarized towards meaning, as long as this is considered a linguistic
dimension separate from style, and it accounts for lexical relations and
extralinguistic knowledge.
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Zusammenfassung

Seit ihren Anfdngen ist die kiinstliche Intelligenz bestrebt, Maschinen
zu bauen, die wie Menschen denken und sich unter anderem unserer
emotionalen Intelligenz anndhern. Um so natiirlich wie moglich zu
wirken, miissen Systeme, die mit Nutzern interagieren, Emotionen
interpretieren, simulieren und stimulieren und dabei eine zwischen-
menschliche Kompetenz beherrschen, die Menschen in verschiede-
nen Kommunikationskanélen anwenden. Einer dieser Kandle ist die
Sprache. Im verbalen Austausch werden interne affektive Zustdnde
zu beobachtbaren Objekten, die sich der Untersuchung im Bereich
des Natural Language Processing unterziehen lassen. Meine Disserta-
tion bewegt sich innerhalb dieses computergestiitzten Rahmens und
untersucht Emotionen, die in schriftlicher Form ausgedriickt werden.

Textuelle Emotionen haben die Computerforschung stark befliigelt,
aber ihr Verstdndnis ist noch nicht sehr ausgereift. Die Literatur zur
Erkennung und Erzeugung von Emotionen konzentriert sich meist auf
anwendungsbezogene Ziele, ohne eine solide Verbindung zu Emotion-
stheorien. Infolgedessen gehen die Arbeiten von widerspriichlichen
Pramissen aus, was die Art der zu modellierenden Daten und die
Auffilligkeit ihres affektiven Profils angeht. Dartiber hinaus konzentri-
eren sich einige Ansitze auf die Verbindung zwischen Emotionen und
Bedeutung, wihrend andere ihre Verbindung zu linguistischen Stilen
betonen. Diese Vielfalt der Ansichten bedeutet, dass es noch viel zu
erforschen gibt, um den Blick fiir die Erwartungen zu schérfen, die wir
an Maschinen stellen.

Diese Dissertation wirft Fragen zu zwei grofien theoretischen
Liicken auf, die die Entwicklung emotionsbewusster Systeme behin-
dern. Gegenwirtig fehlt ein klares Verstindnis (1) der menschlichen
Fahigkeit, Emotionen aus Texten zu erkennen, und (2) der linguistis-
chen Ebene, die zur Entstehung von Emotionen beitrdgt. Ein Einblick
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in (1) die Art und Weise, wie Menschen Emotionen erkennen und (2)
wie sich diese in Texten realisieren, bietet einen Vergleichsmafistab fiir
die Moglichkeiten der Systeme sowie eine Vorstellung davon, wo sie
affektive Informationen modellieren sollten. Ich gehe auf diese bei-
den Probleme getrennt ein. In den einzelnen Kapiteln stelle ich trans-
disziplindre Verbindungen her und zeige, dass eine wissenschaftlich
umfassendere Darstellung von Emotionen ihre Verankerung in realen
Ereignissen widerspiegelt und ihre computergestiitzte Untersuchung
fordert.

Im ersten Teil der Dissertation wird die Fahigkeit von Menschen
untersucht, Emotionen zu erkennen. Dafiir erstelle ich mehrere
Datensatze. Die Datensets basieren dabei auf appraisal Theorien aus
der Psychologie, deren Fokus es ist die Rolle von Ereignissen bei
der Entstehung von Emotionen jenseits der Sprache in den Vorder-
grund zu stellen. Um diese Idee auf den textuellen Bereich zu
iibertragen, analysiere ich Beurteilungen von Beschreibungen realer
Lebensumstiande (d. h. verdeckte Ausdriicke ohne Emotionsworte wie
“Ich wurde heute befordert”). AuSerdem schlage ich ein Annotationss-
chema vor, mit dem sowohl die Ubereinstimmung als auch die Korrek-
theit der Annotator:innen untersucht werden konnen. Die Emotion-
sannotationen werden dank der zugrunde liegenden Evalutation der
Ereignisse verstandlich und ihre Variabilitdt wird durch verschiedene
auflersprachliche Faktoren beeinflusst. Diese Gruppe von Studien ver-
anschaulicht, dass die Subjektivitdt von Emotionen kein Hindernis fiir
die Erstellung von Daten guter Qualitét ist, sondern ein Aspekt, der
unser Verstdndnis der Emotionsmechanismen fordert.

Der zweite Teil der Arbeit konzentriert sich auf Texte, die von Sys-
temen generiert oder annotiert werden. Ich setze computergestiitzte
Methoden ein, um zu untersuchen, wo Emotionsphdnomene im Text
verortet sind, insbesondere um ihre Beziehung zu Stil und Bedeutung
getrennt zu kldren. Zunichst experimentiere ich mit Methoden des
Style Transfer und Riickiibersetzungen. Hier untersuche ich, ob die
affektiven Merkmale von Texten von ihrer Bedeutung isoliert werden
konnen, so dass Emotionen eine Rolle im sprachlichen Stil spielen.
Zweitens fiihre ich eine korpusbasierte Analyse mittels Ereignisseman-
tik durch. Die Studie verbindet Ereignissen und Emotionen durch
den Einsatz von Frames. Hierbei zeige ich, dass Frames viele der
Emotionsmerkmale enthalten, die in den appraisal Theorien der Psy-
chologie beschrieben werden. Insgesamt belegen die Ergebnisse, dass
das Phianomen der Emotionen eng mit der Bedeutung verbunden ist,
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sofern diese als eine vom Stil getrennte sprachliche Dimension betra-
chtet wird und lexikalische Beziehungen und aufiersprachliches Wissen
berticksichtigt werden.






XXV

Acknowledgements

If this manuscript has come to light, it is thanks the support of my
supervisors, Roman Klinger and Sebastian Pad6. They guided me
through research with the finest taste for detail and an eye on my
broader path. Having them as mentors is an opportunity that I have
never taken for granted.

I am also grateful to Malvina Nissim, for reviewing this thesis and
asking thrilling questions during my defense; Sabine Schulte im Walde,
for her wise pieces of advice; and Kai Sassenberg, whose ideas have
significantly enriched my interdisciplinary studies.

A great deal of my work owes to the input of Ada Lorenzo, for she
has shaped how I think about emotions, and to the direct or indirect
contribution of each member of IMS. I thank all the students who have
crossed my PhD path, those I have collaborated with, Martin Rettig for
his technical assistance, as well as Diego Frassinelli, Laura Oberldnder
and Agnieszka Faleriska, who have taught me that research is much
more joyful when it is done with friends.

Lastly, I wish to express immense appreciation to Gabriella Lapesa,
who has sided me with constant and graceful care.






Chapter 1

Introduction

Ways of thinking (Minsky, 2006), gut reactions (Prinz, 2004), judgments
of values (Nussbaum, 2004): these are few of the ways in which emo-
tions, pervasive and yet not fully understood “things” that humans
feel, have been referred to across research fields. Today, competing
perspectives on emotions come from diverse disciplines, such as psy-
chology, which attempt to explain the involvement of the brain and
body in the subjective core of our experiences. Emotions are large
networks of processes putting the external and internal worlds into
contact, affections that fill in matters of facts with meaning, that we
communicate to others, and whose expression can change how others
in turn will think or behave (Buechner et al., 2015; Zhao et al., 2020;
Van Kleef et al., 2011).

This link with communication emerges in various modalities. Emo-
tion episodes can be given away by one’s bodily gestures and facial
expressions, but they become public all the same in the sphere of lan-
guage (Fussell, 2002). We can describe the passing of an exam as a
joyful academic turning point, and the fight with a friend in terms of
an infuriating event. Ultimately, understanding what people feel from
the words that they choose is key to successful interactions, as it serves
to grasp the mental states of our interlocutors and, often, the very gist
of their utterances (Scheff, 1973).

If words reflect our experience of the world, any semantic account of
language has a good reason to investigate the emotions that accompany
such experiences. Indeed, around twenty years ago, verbal emotions
evolved into an area of inquiry for Natural Language Processing (NLP),
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a subfield of artificial intelligence. Computational emotion analysis has
aimed at creating machines that “recognize, express, model, communi-
cate, and respond to emotional information” (Picard, 2000), like other
areas focused on affective computing, and has done so using linguistic
data.

The computational study of emotions in language has progressed
enormously since then (e.g., Felbo et al., 2017; Ghosh et al., 2017; Ma-
jumder et al., 2020), but its goal to devise a fully-fledged emotion
machine that understands and produces texts with an affective signa-
ture remains only partially fulfilled. Many fundamental questions are
still open for investigation. For instance, how do emotions transpire
through language? Do they characterize any type of text? It is intuitive
to think that words possess some sort of emotionality that reveals how
facts affect us, but this seemingly commonsense knowledge deserves
serious consideration. What is at stake is not only a theoretical answer,
but a critical re-thinking of the data and approaches settled in the field
(e.g., Are news headlines an appropriate source to model emotions?).

Therefore, this thesis tackles the theoretical basis in the study of
linguistic affect. It pushes forward a discussion regarding some best
practices to exploit human knowledge of emotions in text, highlighting
important points to devise emotion-oriented computational models.
More precisely, it covers three macro topics: how people recognize
emotions in text, what plays a role in such a task and, finally, where
emotions come to emerge in language. All of them intersect my under-
lying attempt to bring computational linguistics closer to psychology.

1 Psychological vs. NLP Perspectives on
Emotions

Emotions stand out in the landscape of affect. For one thing, they
are many. Joy, sadness, fear, and their relative gradable versions like
serenity—ecstasy, pensiveness—grief, apprehension—terror, represent
only a small part of virtually everyones’ emotional repertoire, while a
phenomenon like sentiment boils down to a handful of categories (e.g.,
neutral, negative, positive). Further, every emotion has a relational
nature. We are happy, sad, scared, of the stimulus that causes us to
feel so, about it or because of it. Lastly, and perhaps most importantly, it
is difficult to pinpoint what emotions are. For this reason, the search
for the emotion elementary particles has spurred an extremely diverse
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literature, from early mechanistic views in philosophy (Descartes, 1989)
to contemporary approaches in neuroscience (Panksepp, 2004).

Psychology has nonetheless found a few points of consensus. One
is the idea that emotions can be studied systematically (cf. Dixon, 2012,
p- 338). The other is the observation that they are recognizable through
at least some “diagnostic features” (Scarantino, 2016). These features
are constant to all emotion episodes, always liable to be broken down
into:

¢ the presence of a triggering event;

e an evaluation of the event that individuals conduct based on
their goals, values, memories, morals and preferences;

¢ several concomitant changes which can be visible (e.g., crying)
or not (e.g., the heartbeat goes faster).

Emotions thus derive from the assessment of the qualities of a stimulus,
which prompt a corresponding qualitative state in their experiencer.

Investigating the interpretation and production of these states in
text is the goal of the NLP subfields of computational emotion analysis
and computational emotion generation. The first casts the task of
automatic emotion recognition (Zhang et al., 2020a; Alvarez-Gonzalez
et al., 2021; Guibon et al., 2021), the other is concerned with automatic
affective writing (Huang et al., 2018; Goswamy et al., 2020). Most efforts
have gone in the analysis direction (taken also in this dissertation). It
consists in modeling the import of a text that (supposedly) corresponds
to what humans feel outside the domain of language.

Emotion recognition, also called “emotion detection”, assigns texts
to categorical emotion labels (Mohammad, 2012; Klinger et al., 2018,
i.a.) or to dimensional features (Preotiuc-Pietro et al., 2016; Buechel
and Hahn, 20174, i.a.). Works exploit theoretical insights about which
emotions should be considered (e.g., anger, sadness, fear) and how to
describe them (e.g., with discrete labels). In this light, the emotion expe-
riences that scientists focus on are the connective tissues between NLP
and psychology, but the two fields differ more than they share similari-
ties. Theoretical research looks for first principles to explain emotions
within and between people; computational treatments of language re-
frain from providing a precise characterization of emotions, bypassing
the difficulty to frame a clear-cut object of study. That appears, for
instance, in the annotation activities that assign labels to textual data,
as a fundamental step to learn models, as well as standalone research
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on emotions. These labels correspond to the impressions of humans
about the emotions inferable from text. To gather them, researchers
rely on the knowledge that laypeople have from their own experiences,
and do not put into question how well it applies to language or to the
particular textual domain of interest.

Certainly, it is not trivial to find a transparent definition amidst the
patchwork of theoretical proposals, but taking a relaxed approach to-
wards the “thing” being investigated muddles the picture as to whether
it is the same across studies and textual varieties (e.g., How to compare
the affective reaction elicited by a tweet to that of a poem?). Besides,
psychology can lend more than labels to classify and affective dimen-
sions to rate — it suffices to think of the dynamics that take place under
the blanket of any emotion, with all contributing components and diag-
nostic features. An idea that has found little space in the computational
agenda is the relationship between emotions and the evaluation of
events. The ability to evaluate an environment allows humans to figure
out its properties (if it is threatening, harmless, requires an action, etc.),
which in turn determine if and how they react emotionally. To overlook
evaluations is to dismiss a primary emotion resource, and above all, an
account of emotions for what they are: grounded phenomena.

Summing up, there is a discrepancy between the study of emotions
in vs. out of language, with computational linguistics preferring a
pragmatic approach that remains on the surface of what has to be
found in a text, and psychology expanding on what lies underneath its
embodied occurrence.

2 Challenges for Computational Emotion
Analysis in Text

Despite the simplifying assumptions they make about emotions,
recognition-based approaches have not fully solved their task. At
least three groups of challenges can be identified in the field, evidence
that emotions still motivate the study of their linguistic realization,
alongside the psychological inquiry of their embodied emergence.

Automatic Emotion Recognition Challenges. Automatic NLP sys-
tems should sense emotions like humans do, but this goal is severely
demanding. One reason is that emotions can be conveyed covertly,
without being directly named, via texts that contain no mental state



2 Challenges for Computational Emotion Analysis in Text 5

nor evaluative attitude at all. The sentence “I was grinning from ear
to ear” is illustrative of how joy can turn into an implicit expression,
which can be conceptually separated from explicit expressions (e.g.,
“I'm happy” ) containing words that signify an emotion or a personal
involvement in some states of affairs. Emotion analysis assumes that
affective meanings can be inferred from both types of texts. That is
feasible for humans: people understand emotions from their interlocu-
tors even when none is mentioned. However, such interpretations are
drawn via pragmatic inference (Grice, 1975), presupposing a bundle of
extralinguistic knowledge that systems do not necessarily possess.

The transition from explicit to implicit expressions is abrupt, be-
cause of the need to integrate knowledge with appropriate data for the
systems. Strategies used by humans to infer emotions from implicitly
emotional texts could inform modeling approaches. Hence, the first
step towards that goal is to understand how well humans perform the
task, and on which texts it can be performed.

Annotation Challenges. Much data in the field is extracted from
already-available sources, either online platforms (Wood et al., 2018;
Liew, 2014) or established textual corpora (Mohammad, 2011; Esuli
et al., 2008). Having been produced for other purposes, the data often
comes unlabeled for emotion classification. The texts stand in need of
an association with the one or many emotions that they “contain”, but
for a researcher to gain contact with the texts’ writers and ask about the
correct emotion interpretation of their production is time-consuming,
or simply unfeasible.

As a solution, annotation efforts are accomplished with the help of
readers (e.g. Edmonds and Sedoc, 2021; Li et al., 2016a; Quan and Ren,
2009). These can return an extremely varied and inconsistent picture of
the emotions present in the data, because emotions are based on per-
sonal evaluations contingent on the needs, personal values, desires and
other criteria of importance for each, separate individual (the absence
of an emotion definition discussed above intensifies the diversity of the
collected judgments). Low agreement among annotators is commonly
treated as an inherent flaw of judgments about emotion meanings.
In this respect, they differ from judgments on semantic phenomena
that leave less space for idiosyncratic and world-driven intuitions, like
named entity recognition (Balasuriya et al., 2009, i.a.,) or anaphora
resolution (Goecke et al., 2008, i.a.,).

This represents a concrete problem. For a corpus to become
machine-learning useful, the annotations are typically aggregated into
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one or many labels (Bobicev and Sokolova, 2017; étajner, 2021), and
disagreements render the job difficult. Especially if no ground truth
is provided by the writers, researchers must face a methodological
decision to reconcile the crowd’s understanding, and to adjudicate the
labels that represent it the most. Therefore, a second challenge for com-
putational emotion analysis is to clarify how to deal with the difficulty
to obtain acceptable agreement scores.

Challenges to the Understanding of Linguistic Realizations. By
loosely referring to textual emotions as “emotion meanings” above,
I have taken a precise stance that is worthy of debate. The composi-
tion of the terms “emotion” and “meaning” suggests that the former
is part of a language’s semantics. This viewpoint is made explicit by
dictionary-based approaches to emotion analysis. They advocate that
certain words are endowed with a prototypical affective connotation,
which would permit an immediate comprehension of, e.g., “die” as
loaded with sadness, “win” with joy, “ghost” with fear, and so on.
However, that emotions are part of meanings is an assumption.

There is also another potential equivalence to uphold in addition or
in alternative to the emotion—-meaning one. Emotions can be treated
as the style of utterances, as suggested by the intuitive possibility to
find texts that are semantically similar but different in their emotional
import.

Relief: “The fire that burned the wood was extinguished before it hit
the houses.”

Anger/Sadness: “The houses are safe, but the forest is devastated.”

The sentence (arguably) laden with relief is paraphrased into one
with a more negative emotional connotation. This shows that the core
information of texts can be repurposed into a new emotion.

The automatic generation of paraphrases that display an emotion
different from the input has started to take hold in NLP, resonating
with recent works of style transfer (Jin et al., 2022). The idea is that style
is independent of the utterances’ gist, and can therefore be modified at
will to re-style meaning into multiple affective facades.

Emotion analysis has capitalized on the semantics- or style-centered
viewpoint but has never tested either one. As a result, it is unclear if
emotions are a dimension of meaning or of other sides of our verbal
productions; this translates into a practical confusion in respect to the
linguistic level at which they can be investigated. Is emotion style
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transfer doable? Does that overshadow computational approaches that
study emotion meanings?

3 Thesis Contribution

Overall, a lack of clarity dominates different steps in the workflow of
research in emotion analysis, starting from the compilation of the data
of interest, specifically regarding what to collect and how to annotate
it, and its automatic processing, with the issue of how such data can
legitimately be used. The field is need of a more robust understanding
of the object it investigates in text. My thesis addresses this problem.

3.1 Research Questions

My contributions develop around three research questions at varying
degrees of abstractness in a linguistic perspective. I ask:

RQ1: How well do humans recognize emotions from implicit ex-
pressions? I observe the extent to which readers infer the correct
emotions, by focusing on factual statements (more precisely on
event descriptions) in the role of well-defined implicit expres-
sions. The link between emotions and events is documented
outside the verbal domain. Knowing that, I investigate their link
in text. The goal is to understand if implicit expressions are suit-
able data to investigate the emotion recognition ability of humans,
and consequently to learn automatic models.

RQ2: How do in-text and beyond-text factors affect human emotion
recognition? Which is to say: how to make the most out of the
subjectivity of emotion judgments? To deal with the diversity of
emotion inferences from text, I study aspects that pertain either
to language or to its users. The aim of this step is the adoption
of additional information besides emotion judgments, such as
people’s demographics and current emotion states, as useful
means to explain disagreements.

RQ3: Where are emotions? Understanding the linguistic level at
which emotions realize can give fruitful insight into the informa-
tion relevant to grasp emotions in text. Therefore, this question
contributes to the theoretical knowledge about how emotions,
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which are prominently cognitive phenomena, turn into linguistic
phenomena; from a more applicative standpoint, it determines
whether modeling emotions in terms of style or of word meanings
are feasible computational tasks.

3.2 Approach and Answers

The thesis positions itself within NLP but looks for points of conver-
gence with psychology and general linguistics, and exploits tools from
the three of them. From NLP, I utilize data analysis strategies and
computational methods that classify and generate text; I also make
use of crowdsourcing and in-lab practices for data labeling, conducted
both by humans and with automatic annotators to process emotions
at different levels of granularity (i.e., as a rich set of categories and
as emotionality — whether a text has an emotion, irrespective of what
that is). From psychology, I tap on some theoretical models which
delineate the mechanisms underlying emotions beyond language, and
I adapt them to the linguistic domain. Further, I touch upon linguistics
interests, specifically regarding the (apparently) dichotomous notions
of style and meaning.

Approach to answer RQ1. The discussion starts from the premise
that emotions are emotions of embodied agents affected by events. To
formalize this idea, I sketch a communication framework that builds
on top of the involvement of two actors in the transmission of emotion
signals (one who produces the message, and another interpreting it). I
further bridge it with a class of psychological models that characterize
emotions around events, which allow analyzing the behind-the-scene
of an emotion judgment (i.e., event evaluations). In practical terms, I
use this framework to collect the largest corpus of event descriptions
annotated with emotions, a number of personal factors (e.g., personality
traits, familiarity with the texts’ topics), and event evaluations, from the
perspective of the text writers and readers. Moreover, I compile the first
multilingual corpus of event descriptions associated with emotions, as
provided both by first-hand experiencers and by external readers.

I find that readers recognize emotions imperfectly. That is ex-
pectable, given the subjectivity of the task. However, I show that
it is possible to at least assess the quality of judgments about implicit
expressions with an experimental design based on the chosen commu-
nication framework. I further highlight that event evaluations boost
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a researcher’s understanding of the collected emotion annotations,
because they can stand as a justification of emotion judgments.

Approach to answer RQ2. Also the answer to the second research
question leverages humans’ annotations. I address the subjectivity
of emotions to investigate the annotation quality of readers. I illus-
trate that more annotation layers than emotion- and event evaluation-
centered ones give insight into the judges’ performance. Such layers
regard personal and textual factors based on psychological theories
and findings.

Some disagreements turn out to be non-random. In fact, they relate
to the considered factors, calling for better measures of inter-annotator
agreement and for the inclusion of multidimensional annotations (e.g.,
the demographics of the coders, their own emotion state) that fit the
complex nature of verbal emotions.

Approach to answer RQ3. I describe two separate experiments ded-
icated to different levels of linguistic realization: style and meaning.
First, I verify if the claim that emotions are a linguistic style stands
up to the test of style transfer, namely