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Abstract: Datamation is designed to animate an analysis pipeline step by step, serving as an intuitive
and efficient method for interpreting data analysis outcomes and facilitating easy sharing with others.
However, the creation of a datamation is a difficult task that demands expertise in diverse skills.
To simplify this task, we introduce Datamator, a language-oriented authoring tool developed to
support datamation generation. In this system, we develop a data query analyzer that enables users to
generate an initial datamation effortlessly by inputting a data question in natural language. Then, the
datamation is displayed in an interactive editor that affords users the ability to both edit the analysis
progression and delve into the specifics of each step undertaken. Notably, the Datamator incorporates
a novel calibration network that is able to optimize the outputs of the query decomposition network
using a small amount of user feedback. To demonstrate the effectiveness of Datamator, we conduct a
series of evaluations including performance validation, a controlled user study, and expert interviews.

Keywords: natural language interface; data visualization; authoring tool

1. Introduction

A datamation [1] is designed to interpret the results from an analysis task by animating
the detailed analysis pipeline step by step. Although it has been demonstrated to be an
intuitive and effective method, creating a datamation is not easy. It is necessary to define a
coherent and purposeful sequence of steps that align with the overall analysis objectives,
followed by translating the sequence into an intuitive animation. Consequently, one needs
to acquire multiple skills, including data analysis, visualization, and animation design,
which will be challenging for users who do not have rich experience in data animation.

In recent decades, in the field of data visualization, techniques for creating insightful
animations have been extensively studied [2–5] and a number of authoring tools [6–9]
have also been developed to help users create smooth transitions between charts. These
techniques and tools greatly lower the technical barriers to designing meaningful ani-
mated transitions in data visualization. However, none of them are able to help generate
datamations based on analysis intentions or tasks.

Designing such a datamation authoring tool is not simple and a number of challenges
exist. First, it is usually difficult to clearly and precisely describe an analysis task. In
most cases, users can only communicate what they would like to find from the data in
natural language. Second, automatically selecting a series of data operations to resolve
a user’s analysis task, even a simple one, is hard because the right solution should not
only provide the correct analysis result but also ensure that each step is meaningful and
coherent to avoid confusing the audience. Third, generating an intuitive datamation of the
analysis pipeline is difficult. Even though the intermediate analysis results may be shown
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in different forms of visualization, the datamation should be able to smoothly connect them
without increasing cognitive load.

To address the above issues, in this paper, we introduce Datamator, an authoring
tool developed for creating datamations. It incorporates a query analyzer to decompose a
user’s data question into a sequence of analysis steps. The query analyzer demonstrates
proficiency in processing queries that correspond to eight distinct categories of analytical
operations or tasks (enumerated in Table 1), either in isolation or in tandem. Subsequently,
the generated analysis sequence guides the construction of a datamation, as the exam-
ple shows in Figure 1. The editor in Datamator showcases a preview of the generated
datamation and affords users the ability to edit the generated analysis progression. The
system also incorporates a deep knowledge editing network to help improve the model’s
performance based on a very small amount of user feedback. Specifically, users can cali-
brate the decomposition results in the datamation editor and feed their modifications back
into the decomposition network to improve it, with the improvement in the system being
demonstrable even when only a single instance of user feedback is provided.

Table 1. The QDMR operations used to construct data analysis pipeline.

Operation Description

select(table/column) Select table/column from the underlying dataset
project(attribute) Retrieve the attribute values from the records
aggregate(method) Compute the max/min/sum/count/avg value

comparative(condition) Filter out the records satisfying condition
sort(attribute, asc/desc) Sort the records by attribute in asc/desc order

superlative(attribute, max/min)
Find an instance whose attribute has the

maximum/minimum value
discard(records1, records2) Find instances in records1 but not in records2

intersection(records1, records2) Find instances belonging to records1 and records2

Figure 1. A datamation generated by Datamator that visualizes the analysis pipeline regarding the
data question “how many startup companies are in the game industry?”.

To the best of our knowledge, Datamator is the first authoring tool that has been
developed to support datamation design and generation. Compared with existing tools for
data animation creation, such as d3.js [5] and DataParticles [9], Datamator enables users
to generate a datamation effortlessly by inputting a data question in natural language.
Moreover, Datamator also affords users the ability to manipulate and refine the outcomes
according to their specific preferences.

We evaluate Datamator via quantitative experiments on the performance of the query
analyzer, a controlled user study to assess the effectiveness of the generated animations,
and interviews with two expert users to verify the usability of the system.

The contributions of the paper are as follows:
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• System. We introduce an authoring tool that has been developed to support data-
mation design and generation. With this system, a user can easily generate an initial
datamation by simply specifying a data query in natural language and then edit-
ing to refine it via rich interactions. The demo of the system can be found in the
Supplementary Materials.

• Data Query Decomposition with Calibration. We introduce a data query analyzer
that automatically converts a data query into a sequence of data analysis steps for
generating a datamation. The model integrates a knowledge calibration network to
support an efficient feedback mechanism.

• Evaluation. We demonstrate the utility of Datamator via interviews with expert
users and also show the performance of the data query analyzer via a quantitative
evaluation. A controlled user study is also performed to verify the effectiveness of the
generated datamations.

2. Related Work

Our discussion of related work covers the following most relevant areas: animation
in data visualization, animation generation, and natural language interfaces (NLIs) for
data visualization.

2.1. Animation in Data Visualization

Animation is the transformation of visual representations over time [10]. In the field of
data visualization, animations are often used for illustrating changes in data [10], showing
the transitions between visualization views [11], highlighting relationships [6,12], and
catching attention [10]. It has also been used for supporting data analysis. Animation is a
common technique to display the change in data mappings during data processing [10,11].
Communicating affects is viewed as a core spirit of animation design [13], and has been
introduced to the design of user interfaces, motion textures, and animated gifs to create
affective systems or graphics [14–18].

Some studies focus on using animation for highlighting [19] or adding informa-
tion shown in static plots to boost reading comprehension. Hypothetical outcome plots
(HOPs) [20], for example, augment static visualizations (e.g., error bars) with animated
frames of random extracts from the underlying sampling distribution to convey uncertainty.
Pu et al. [1] presents the concept of datamation, aiming to assist users in comprehending
intricate data analysis outcomes by animating the comprehensive analysis pipeline incre-
mentally. This approach incorporates specific details obtained from the data analysis stage,
enabling individuals to gain valuable insights and comprehend particular analysis results.

Following the idea of datamation [1], we have developed Datamator, an intelligent au-
thoring tool that supports datamation design and generation. We use unit
visualization [21] driven by a set of low-level data actions to illustrate datamations. The
visualization uses captions to illustrate the semantics of each action and show the effects of
the action via animated transitions of units.

2.2. Animation Generation

Creating animated visualization can be difficult and time-consuming. A range of
tools have been introduced to help users create animated transitions. Comprehensive
libraries, such as D3.js [5] and VTK [22], allow flexible creation and great expressiveness
but require significant effort. Users need to write program code to calculate and assign
values for low-level components, impairing the ease of use. High-level grammar can
help balance the trade-off between flexibility and ease of use. Examples of this are Gemini
and Gemini2 [3,23], which suggest and execute animated transitions between two Vega-Lite
charts. While these grammar systems avoid imperative programming, it is still challenging
for ordinary users with little programming background to operate them.

To provide a programming-free environment, existing approaches choose to either
automatically generate animations using algorithms [4,24] or provide graphical interfaces
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for authoring [7,8,25]. For instance, AutoClips [4] takes a sequence of data facts (e.g., value,
difference, proportion) as input and automatically generates a data video by selecting
appropriate clips from an animation library. Data Animator [8] and CAST [7] allow users
to create animations using a GUI. Users can create keyframes by importing Data Illustrator
projects or selecting graphic components, and then design animations with timing parame-
ters and data mappings between adjacent keyframes. While the aforementioned tools have
eased the authoring process, creating a datamation is still not easy. Users have to prepare
the keyframes or the data facts that are used to synthesize animations.

Unit visualization [21,26] facilitates smooth transitions between different visualization
views. It presents data items as units and transforms them into various visual forms via
animated transitions. Recent studies have utilized it for creating animated transitions [7]
and data stories [27]. However, direct authoring of datamations, which requires careful
consideration of the analysis pipeline and data flows, is not supported in these studies.
Datamator leverages the flexibility of the unit visualization design to animate an analysis
pipeline. It uses a set of low-level actions that precisely control the existence, appearance,
and layout of the units to help with the datamation authoring.

2.3. NLIs for Data Visualization

Over the past decade, various NLIs for data visualization have been explored within
the research community [28–37] and industry [38,39]. While NLIs provide flexibility in
posing data-related questions, inherent characteristics of natural language such as ambigu-
ity and under-specification make precisely understanding user intentions a challenging
task. To overcome this obstacle, NLIs are designed to either guide users to provide a more
concrete nature language query [31,35,40] or untangle ambiguities in the query [30,36,41]
to capture user intent.

One approach to parsing natural language uses predefined grammar. Flowsense [40]
and Eviza [31] depend on predefined grammar to capture query patterns. Articulate [41]
allows people to generate visualizations by deriving mappings between tasks and data
attributes in user queries, and the translation of imprecise user specification is based
on a natural language parser enriched with machine learning algorithms that can make
reasoned decisions. ncNet [42] builds a Transformer model to translate natural language
queries to visualization specifications.

DataParticles [9] is designed to author data stories with animated unit visualizations.
In contrast to our system, DataParticles necessitates manual specification of each block
of the data story rather than automatically organizing the entire one. Another recent
approach that shares similarities with ours is Urania [43], an NLI for exploratory data
analysis that interprets the analysis process. Different from Urania, Datamator, to the best
of our knowledge, is the first of its kind, providing an authoring tool designed to facilitate
datamation design and generation. Our system enables users to effortlessly generate an
initial datamation by specifying a data query in natural language and refining it through
interactive editing. The model integrates a knowledge calibration network to enable the
model output to be continuously updated based on user feedback.

3. System Overview

Within this section, we begin by outlining the prerequisites for the Datamator system’s
design, subsequently providing an overview of its architecture. Lastly, we provide a concise
overview of the definition of QDMR (Question Decomposition Meaning Representation) op-
erations.

3.1. Design Requirements

The Datamator system was purposefully crafted to facilitate datamation authoring.
Design requirements were derived from a review of the existing literature and consultations
with domain experts. Below, we describe the critical requirements that motivated the design
adopted in our work.
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R1 Facilitating generation driven by natural language. The explosion of large language
models has led to the integration of natural language prompts in diverse application
scenarios. This enables users to engage with the system in a more intuitive and
effective manner [44]. Therefore, our system should allow users to input queries about
the data in natural language to facilitate datamation authoring.

R2 Generating datamations that are easy to understand. The system should be able to
generate coherent and comprehensible datamations, effectively demonstrating the
transitions between any two consecutive steps in the analysis pipeline, thereby facili-
tating ease of comprehension and understanding

R3 Learning from users’ feedback. The performance of language models is not always
consistent. Therefore, to ensure the quality of the generated data, the system should
allow users to refine the generated results. More importantly, the system should
enable online learning that continuously improves the performance of the model
based on users’ feedback.

3.2. Architecture

The Datamator system was designed to address the aforementioned requirements.
Figure 2 illustrates the architecture of the system with its three main modules: (a) the
Preprocessing Module, (b) the Data Query Analyzer, and (c) the Datamation Editor.

Figure 2. Three modules of Datamator: (a) preprocessing, (b) data query analyzer consists of a
decomposition network (b1) to translate the input query into an operation sequence and a calibration
network (b2) to support a feedback mechanism, (c) datamation editor.

In this system, when a user uploads a tabular dataset X and inputs a natural language
data query q (R1), the Preprocessing Module (Figure 2a) parses X and q into a word sequence
qx to facilitate subsequent calculations.

Then, the Data Query Analyzer translates the qx into a sequence of operations, where
each operation indicates a simple calculation on the input data or the outputs of the
previous operation(s). Ideally, executing these operations in order will provide the desired
results regarding the data query (R2).

Lastly, each operation will drive Narrative Chart [45] to generate a datamation. This
datamation will be presented in the Datamation Editor, allowing users to interactively
remove, reorder, or add new operators to refine or correct the generated results. Real-time
updates to the datamation will occur during the editing process. Users’ modifications
will be recorded and fed back into the Data Query Analyzer (R3), where a pretrained deep
knowledge editing network (Figure 2(b2)) will utilize the modified sequence S′p to compute
a set of parameters for fine-tuning the decomposition network.
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3.3. QDMR

In our study, we utilize a set of operations known as QDMR operations, as introduced
in [46], to create pipelines for data analysis aimed at resolving analysis tasks. According
to the definition given by Wolfson et al. [46], each of these operations is responsible for
querying the source data or analyzing the outputs of previous operations. We select eight
types of QDMR operations employed to represent the data-related questions in Spider [47],
and use them to drive the datamation generation. For a description of each operation,
including its formalization and detailed explanation, please refer to Table 1.

4. Data Query Analyzer

The Data Query Analyzer was designed to resolve an input natural language data query
in the context of a given dataset and decompose it into a sequence of data operations in the
form of QDMR [46]. Moreover, it has the ability to learn online, enabling the model output
to be continuously updated based on user feedback. Specifically, as shown in Figure 3,
the design of the Data Query Analyzer consists of two parts: the decomposition network and
the calibration network. When the decomposition network wrongly resolves a data query qx
into a problematic operation sequence sd (Figure 3a), the user can modify sd to provide
a calibrated sequence sc. The calibration network takes (qx, sc) as the input and produces
a parameter calibration ∆θ for the decomposition network (Figure 3b). By adding ∆θ to
the decomposition network’s parameter θ, it will be able to generate correct results given
qx or questions similar to qx (Figure 3c) without affecting the decomposition results of
other questions (Figure 3d). Next, we will introduce the technical details of the proposed
decomposition network and the feedback mechanism.

Figure 3. Data query decomposition with online knowledge calibration.

4.1. Decomposition Network (D)

We adopted and fine-tuned the pretrained language model T5 [48], which was de-
veloped based on the Transformer architecture [49] to translate the input data query (and
the corresponding data scheme) into a sequence of QDMR operations. T5 is used due to
its many advantages shown in a wide range of translation-related tasks, such as natural
language translation [50], text2sql [51], and text summarization [52].

In general, D takes a preprocessed data query qx as input, generating a sequence
of operations:

[op1, op2, . . . , opn]← D (qx) (1)

where opn indicates the n-th operator. To encourage the output of D to be as identical as
possible to the target analysis pipeline in our training corpus, the model was trained by
using cross-entropy loss between the generated sequence and ground truth.
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4.1.1. Training Corpus

We adopted the dataset introduced in [53] to train our decomposition network. It was
generated by manually annotating the Spider dataset [47] based on the QDMR operations.
In particular, it contains 7423 natural language data queries about a number of databases
introduced in Spider. Each query corresponds to a sequence of manually annotated QDMR
operations together with attributes such as the table and column names.

4.1.2. Implementation

Our decomposition network was implemented based on PyTorch (V1.12.1) [54] and
fine-tuned via 20 epochs with the gradient accumulation step as 16. The batch size was set
to 8. The Adam [55] optimizer was used and the learning rate was set to 2× 10−4 . The
overall training procedure took around 2 h on an Ubuntu server with a V100 GPU (Nvidia
Corporation, Santa Clara, CA, USA).

4.2. Calibration Network (C)

Although effective, the language model cannot guarantee accurate decomposition
results, sometimes producing disordered or incomplete pipelines. User feedback can help
address these issues, but accumulating enough feedback data for retraining or fine-tuning
the deep learning model can be time-consuming, hindering quick responses. To solve this
problem, we introduce an online post hoc knowledge calibration mechanism, as shown in
Figure 3, that uses feedback to modify the original decomposition network’s parameters (θ)
with a calibration (∆θ) to produce desired results as suggested in user feedback.

A deep knowledge calibration network (Figure 4a), denoted as C, was designed to
implement the above idea. It is a collection of auxiliary multilayer perceptrons (MLPs). We
chose to use MLP in building the network due to its many advantages, such as excellent
fault tolerance and strong adaptive and self-learning features. Each MLP is responsible for
calibrating the parameters of a corresponding layer in the decomposition network toward
the direction of making the model output the desired operation sequence sc given by the
users’ feedback regarding the data query qx. We implemented the MLP with a single hidden
layer and adopted skip connection [56] to improve the performance and convergence of the
MLP (Figure 4b). The input of each MLP is the loss gradient ∇θi L(qx, sc) (Figure 4c) of the
decomposition network in the i-th layer calculated when fine-tuning the decomposition
network based on a user’s feedback s under the parameter setting of θi. The outputs of the
MLP are the parameters ∆θi that calibrate θi to make the decomposition network achieve a
result that matches sc. In particular, the loss gradient in the i-th layer is calculated based
on the chain rule during a back-propagation process when fine-tuning the decomposition
network based on sc. As the feedback sc is processed token by token, the gradient is thus
computed token by token as well. We can compute an averaged gradient that could be
used as the input to the aforementioned MLP:

∇θi L(qx, sc) =
1
n

n

∑
j=1
∇θi L(qx, j) =

1
n

n

∑
j=1

u(i+1)jvij (2)

where n is the total number of tokens in sc, and u(i+1)j and vij, respectively, indicate the
loss gradient in the last (i + 1)-th layer and the hidden vector in the current layer i-th
corresponding to the j-th token in sc. Equation (2) is derived based on the chain rule of
the back-propagation process. Details can be found in the book by Goodfellow et al. [57]
(Section 6.5).

However, the above gradient is a high-dimensional vector. Therefore, it requires even
more parameters to directly train a network that maps such a gradient to a parameter
calibration. There could be millions of parameters to tune when calibrating a large de-
composition model like T5, making it very difficult to converge. To address this issue, we
leverage the gradient decomposition strategy [58] to reduce the number of parameters used
in the calibration network. The idea is to directly map each gradient corresponding to a
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token j in sc into a parameter calibration ∆θij independently via an MLP, and then use the
average as the overall calibration ∆θi:

∆θi =
1
n

n

∑
j=1

∆θij =
1
n

n

∑
j=1

ũ(i+1)jṽij (3)

where ũ(i+1)j and ṽij are the output of an MLP that are derived based on u(i+1)j and vij
as follows:

zij = concat(norm(u(i+1)j), norm(vij)) (4)

hij = FC1(zij), z̃ij = FC2(hij) (5)

ũ(i+1)j, ṽij = split(z̃ij) (6)

where Equation (5) indicates the computation of the two consecutive blocks in MLP as
shown in Figure 4(b1,b2). In particular, the first block takes a vector zij that concats the
normalized u(i+1)j and vij (Equation (4)) as the input and gradually transforms them into
the final output. Here, we use ReLU as the activation function. The second block takes the
previous output hij to perform a similar computation as shown in Figure 4(b2). The final
result z̃ij is split into the desired ũ(i+1)j and ṽij (Equation (6)).

Figure 4. The calibration network (a) takes the gradient (c) from the decomposition network as input
to predict parameter calibration ∆θ. It is a collection of auxiliary MLPs (b) with two consecutive
blocks (b1,b2).

Finally, we update the parameter θi in the i-th layer of the decomposition network to
θ′i as follows:

θ′i = θi + ∆θi (7)

4.2.1. Loss Function

The above calibration network is trained using one feedback (qx, sc) a time. The
training samples consist of various data queries qx, their original decomposition results
sd from the decomposition network, and the desired results sc are given by users. In each
round of training, the following loss function is minimized:

L = αLr + Lp (8)
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where Lr is the cross-entropy loss designed to make sure that the calibration is efficient. It
estimates the similarity between the decomposition result after calibration and the desired
results sc:

Lr = −
n

∑
i=1

log p(θ′)(ti | t1, . . . , ti−1, qx) (9)

where p(θ′)(·) estimates the probability of the model output token ti aligned with the
desired result sc, after calibrating the decomposition network based on θ′.

In Equation (8), Lp is the Kullback–Leibler divergence, which is used to ensure that
there is minimal impact on the data queries qother, which do not need to be adjusted. It
estimates the similarity of the output distributions of decomposition network D over qother
before and after calibration:

Lp = KL(D(qother|θ),D(qother|θ′)) (10)

Intuitively, minimizing Lr ensures that the feedback will be accepted by the decompo-
sition network and minimizing Lp will prevent our calibration from affecting the decompo-
sition results beyond the feedback.

4.2.2. Training Corpus

We prepared a corpus with 12 k data samples to train the calibration network. Each
sample is a triplet that consists of a data query qx, the corresponding problematic decom-
position result sd, and a correction sc, denoted as (qx, sd, sc). To collect these data samples,
we deliberately trained a decomposition model with low accuracy based on T5 [48] by only
using a small subset of training samples randomly selected from the aforementioned corpus.
We tested the entire datasets on the model and selected the incorrect outputs sd together
with the corresponding data query qx and ground truth sc for our calibration dataset. We
iteratively performed the above training and testing process by using a different subset of
samples to train the model every time. As a result, a total of 12,227 unique training samples
were collected, which covered two types of decomposition errors: missing operations
(3340 samples) and disordered sequences (4693 samples).

4.2.3. Implementation

The calibration network was also implemented in PyTorch. We chose Adam [55] as
the optimizer and set the learning rate as 1× 10−4. The overall training procedure took
around 16 h on an Ubuntu server with one NVIDIA V100 GPU.

5. Damation Generation

In this section, we first briefly describe Narrative Chart [45] and then explain how we
use it to generate datamations.

5.1. Narrative Chart

Narrative Chart [45] is an open-source visualization library specialized for authoring
charts that facilitate data storytelling. It utilizes an action-driven grammar that empowers
users to precisely define the layout and characteristics of a chart using a sequence of actions.
These actions serve as the building blocks for users to exert fine-grained control over
the chart’s design, ensuring the desired representation is achieved. In the framework of
Narrative Chart, three distinct types of low-level actions are supported, which are used to
manipulate data, visual encoding, and annotations associated with the chart.

Data actions encompass a range of operations similar to SQL actions, such as select,
filter, and aggregate. They are responsible for processing the data, manipulating them
according to the specified criteria.

Visualization actions, in contrast, are responsible for manipulating the visual aspects
of the data representation. Users can add, modify, and delete the encoding channels that
determine how the data are visually represented in charts. The available visual channels
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differ depending on the type of chart being used. For instance, in line charts, control can
be exerted over the X-axis, Y-axis, and color. In scatterplots, control is extended to the
X-axis, Y-axis, color, and the size of the data points. In this work, we follow the design of
Pu et al. [1], which uses unit visualization to create datamations. Yet, our method can be
readily extended to other forms of visualization, requiring only minor adjustments.

Lastly, annotation actions are employed to manipulate annotations associated with the
charts. In Narrative Charts, there are 13 distinct types of annotations that can be utilized.
For instance, one can alter the filling color to “Fill” a focal unit, or make the non-focal
units invisible by “Desaturating” them. These actions allow users to enhance the visual
representation and communicate additional information through annotations in the chart.

In our work, we used Narrative Chart to generate datamations, motivated by three key
aspects. First, the utilization of Narrative Charts affords us the capacity to exercise precise
control over the multitude of visual elements encompassing the chart. This grants us a
wide range of freedom in the process of crafting a datamation, empowering us to exercise
detailed control over its creation. Secondly, the design of an action-driven framework
matches well with datamation, enabling a systematic and progressive manipulation of
visual charts that facilitates the interpretation of analysis outcomes. Lastly, Narrative
Chart possesses the capability to depict the execution process of action sequences through
animation, thus intrinsically constituting a datamation.

5.2. Action Presets

In light of the aforementioned low-level actions, we generated a datamation by con-
verting each data analysis pipeline into a series of actions. Specifically, we devised a set of
low-level actions for each QDMR operation, with the objective of elucidating the meaning
of the operation. The selection of actions was guided by two fundamental principles. Firstly,
the presentations of operations should provide a comprehensive and explicit depiction
of the data manipulation process, ensuring that the way data are altered is adequately
conveyed. Secondly, the actions associated with each operation were carefully designed
to be succinct and to minimize any potential interference with unrelated elements. This
approach aims to mitigate the likelihood of conflicts arising within the sequence of actions.
After several rounds of design and in-group discussion, we ultimately determined a set of
valid actions for each operation, which are detailed in Table 2.

Table 2. Actions in Narrative Chart used to visualize QDMR operations.

Operations Data Visual Annotation

select select – –

project – x, y-axis –color, size
aggregate aggregate – tooltip

comparative filter – fill, desaturating
sort sort – regression

superlative filter – fill, tooltip
discard filter – desaturating

intersection filter – fill, desaturating

In terms of organization and transition, we devised a structured sequence that ensures
coherence and clarity throughout the data manipulation process. Specifically, for the low-
level actions of a QDMR operation, our approach involves initially executing data actions
to update the displayed data items within the view. By performing data actions first, we
ensure that the data reflect the desired

Subsequently, we proceeded to systematically adjust the encoding methods and in-
corporate annotations. This was achieved through the utilization of visualization and
annotation actions in subsequent stages. These actions were carefully chosen and imple-
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mented to enhance the understanding and interpretation of the data, providing additional
context and insights to the viewers.

By organizing the actions in this manner, we established a logical progression from
updating the data items to refining their encoding and incorporating annotations. In
Narrative Chart, this sequential arrangement allows for a smooth transition between the
different stages of the data analysis pipeline, ensuring a coherent and comprehensive
representation of the data manipulation process.

5.3. Generation

Finally, we transformed operations in a data analysis pipeline into the aforementioned
actions, resulting in an action sequence that will be fed into Narrative Chart to render a
datamation. To facilitate the communication of the meaning of each QDMR operation,
we added a caption for each operation, utilizing a predefined template that takes into
account the corresponding low-level actions. The caption provides a description of the
data modifications and visual mappings involved in the operation. It is prominently
displayed atop each view and undergoes progressive updates throughout the animation
process. For example, the project operation can be described as “use size/color/x-axis to
present/encode [attribute]” and the comparative operation is described as “Find records
whose [condition]”.

6. User Interface and Interactions

The datamation editor was designed to translate the QDMR operation sequence into
a datamation and help users refine it, and eventually acquire a datamation with correct
analysis results and coherent animations. In particular, when a user uploads a spreadsheet
into the system, the raw data are displayed in the data panel (Figure 5a), which allows
users to easily access the data during the authoring process. The user can preview the
data and communicate an analysis task of interest by typing a data query into the input
box (Figure 5b).

ab

c

d

e

Figure 5. The user interface of the datamation editor. The data are displayed in (a) and users can
input their data queries into the input box (b). Datamations are displayed in (c) while operation
sequences are arranged in section (e). The configuration panel (d) allows users to edit the operations
and datamations.

By resolving the query input, the underlying system will generate an operation se-
quence to create an initial datamation. The datamation is displayed in the center of the
interface (Figure 5c) with playback buttons at the bottom to control the datamation. Mean-
while, the key-frames of datamation, which correspond to QDMR operations, are arranged
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and visualized (Figure 5e) to illustrate the intermediate analysis result of each operation.
Users can drag to rearrange their orders when necessary. Once modified, the order of
the operations shown in the configuration panel (Figure 5d) will be updated accordingly.
Through the configuration panel, users can edit each of the QDMR operations or add new
operations in the analysis pipeline. In particular, users can modify an operation’s parameter
and the corresponding actions used to update the unit visualization to fully control the
design of the datamation. Finally, by clicking the update button, users’ modifications can
be fed back into the calibration network to update the decomposition model.

7. Evaluation

We first estimated the decomposition and calibration network via quantitative exper-
iments and verified the effectiveness of the generated datamation via a controlled user
study. Finally, expert interviews were performed to verify the usability of our system.

7.1. Quantitative Evaluation

We evaluated the performance of the decomposition network based on the corpus
introduced in Section 4.1. In particular, we computed the rate of exact match between the
decomposition results and ground truth, and calculated the averaged SARI scores [59] of
the decomposition results. The SARI score is commonly used in text simplification tasks;
it evaluates the goodness of words that are added, deleted, and kept in the simplified
sentences. Two baseline models introduced in [46] were used for comparison. Specifically,
we employed two different baselines for our study. The first baseline, denoted as B1,
utilized a sequence-to-sequence neural network featuring a five-layer LSTM encoder and
cross-attention. The second baseline, referred to as B2, employed a distinct sequence-to-
sequence model that integrated a copy mechanism [60] in order to handle queries that were
previously unseen. We trained these models based on the entire corpus and tested their
performance via a validation set containing 30% of data that were randomly selected from
the corpus, with the data queries being replaced by similar but different questions. The
evaluation results are summarized in Table 3.

Table 3. Our model (D) outperforms the two baseline models (B1 and B2).

Models Exact Match SARI

B1 25.64% 0.759
B2 38.39% 0.812
D 82.23% 0.876

We measured the effectiveness of the calibration network using the success rate and
the retain rate. Here, the success rate was defined as the percentage of the incorrect decom-
position results Sd that could be successfully amended by the calibration network via the
feedback Sc among all the incorrect results. The retain rate was defined as the percentage of
correct decomposition results that remain correct after updating the model’s parameters
via calibrations. We performed the experiment based on the above decomposition network
D and calculated the success rate and the retain rate based on the dataset introduced in
Section 4.2. In particular, we used 80% of the data to train the calibration network and used
the remaining 20% for validation. As a result, the success rate was 76.61% and the retain
rate was 91.79%.

7.2. User Study

To verify that the datamations generated by Datamator can effectively convey insights,
we reperformed the experiment (Study-I) described in [1]. In particular, 40 lab students (18
males and 22 females, mean age 25.1, SD 1.77) from a design college with a background in
visual communication design were invited to take part in our study. They were divided
into two groups (i.e., G1, G2), where each group had 20 members. A between-subject study
was performed, in which two groups of people were asked to answer the same question
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by exploring the data via datamations generated by Datamator and the static charts (the
last frames of the datamations), respectively. The study sessions lasted about an hour and
participants were compensated with USD 15.

Procedure and Tasks During the study, the participants were asked to resolve a para-
dox as shown in Figure 6: it seems people with a higher education level (Ph.D.) have
a lower average income (Figure 6c), but when we take the work fields into consider-
ation, we obtain the opposite result, i.e., people with a higher education level have
a higher income in both industry and academia (Figure 6d). The truth is that peo-
ple with a lower education level tended to work in industry, where a higher salary is
usually paid, and these people outnumbered the people with a higher education level
by a large margin. We visualized the two opposite sides of the paradox in a pair of
datamations generated by Datamator as illustrated in Figure 6a,b. We showed these
datamations to the participants in G1 and showed the last frames as static charts to
the participants in G2. These participants were asked to read these visual represen-
tations carefully and then select the truth of the paradox from eight potential choices
(seven were distractors) provided by us (refer to [1] for details about the choices). Our
hypothesis was that G1 tends to have higher accuracy than G2.

Figure 6. In the user study, the participants were asked to resolve a paradox shown in this figure:
case (a) people with a higher education level have lower average income (c); case (b), however, when
we take the work field into consideration, people with higher education have higher average income
(d), therefore the contrary is true.

Results As a result, only 40% of participants in G2 correctly found out the truth of
the paradox, while 75% of participants in G1 did so. A chi-squared test showed that G1
performed significantly better (χ2(1, N = 40) = 5.01, p < 0.05, one-tailed) than G2 in the
experiment. The gap between G1 and G2 was 35%, which was a sizeable difference with
Cohen’s h-value equal to 0.68.

Discussion This outcome serves to provide empirical validation for our hypothesis.
Specifically, the participants enrolled in Group G1 exhibited a notable trend towards achiev-
ing enhanced levels of accuracy when compared to their counterparts within Group G2.
Building upon the implications of this finding, we conducted a validation of the efficacy
of the datamation generated by Datamator in successfully imparting insightful informa-
tion. Furthermore, these findings confirm the effectiveness of the visualization actions we
designed for a variety of analytical operations.
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7.3. Interview with Experts

Two expert users were interviewed separately. The first expert (E1) was a researcher
in data visualization who had published over 10 papers in IEEE Transactions on Visualization
and Computer Graphics (TVCG). The second expert worked for an IT consulting company,
and their job was to analyze customer data using tools like PowerBI and Tableau. During the
interview, the experts were asked to create datamations using Datamator based on datasets
selected from the Spider corpus. They tried a number of data queries and the corresponding
datamations were created. Their operations, generation results, and comments were
recorded in detail. Each interview lasted for about 1.5 h.

Interview Feedback Due to page limitations, we restrict our report to summarizing
only some major feedback:

Data query decomposition. All the experts felt that starting a datamation generation
process by inputting a natural language query was a “good idea that greatly reduces the
technique barriers”. E1 mentioned that to“resolve a natural language question into data
operations is useful for users with little data analysis background”. E2 said that “although
[the system] cannot always provide a comprehensive [decomposition] result, it is always a
good start by pointing out the potential directions to solve problem”.

The authoring tool. All experts were able to successfully generate datamations based
on our system. They were quite excited when seeing an analysis pipeline shown in an
animation. “This is my first time to see such kind of tool”, said E2 and he continued
“this feature is very nice, I can hardly generate this kind of animations using the tools
that I have ever used”. E1 believed that “showing the analysis via an animation is very
intuitive” and “it is a good strategy for interpreting an analysis result”. At the same time,
both E1 and E2 praised the interactive authoring functionalities supported in our system
and even constructively suggested a number of new features such as “recommend proper
operations for users to choose when creating an analysis pipeline (E2)” and “provide more
visualization styles (E1)”. In addition, E1 believed that our feedback mechanism is useful as
“it could help the underlying model to reduce errors in the next time”. E2 also mentioned
that “[with the help of feedback] I can make the result better and better”. Two datamations
authored by experts are shown in Figure 7.

Figure 7. Datamations authored by our expert users based on a dataset consisting of 389 cars.

Discussion The feedback from experts indicates that they found our datamation
compelling for conveying analysis pipelines. The interactive authoring features were
well received, with experts suggesting enhancements like guided operations and varied
visualization styles. The feedback mechanism was acknowledged as valuable for the
iterative improvement of results. Overall, the experts’ responses affirm the system’s
effectiveness in intuitive datamation authoring, underscoring its potential for practice.
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8. Conclusions, Limitations, and Future Work

In this paper, we presented Datamator, developed for creating datamations. The
quantitative evaluation shows that the decomposition network can understand the users’
questions and resolve them in a sequence of steps. Furthermore, the calibration network can
precisely fine-tune the parameter of the decomposition network’s parameters to produce
desired results as suggested in user feedback. Through our user study, we validated the
data generated by Datamator and eventually showed that they can effectively convey
insights. This validation was underscored by the outcomes of expert interviews, which
consistently appraised Datamator’s proficiency in generating datamations that elucidate
intricate data analysis procedures. The tool’s editing functionality also proved to be adept
in rectifying machine-generated results, as evidenced by the study’s outcomes.

Still, based on the interview feedback and observations from the study, there are a
number of limitations of our work that are worth studying in the future.

A limitation of the decomposition model stems from the fact that both the decomposi-
tion and calibration networks rely on pretrained models. Consequently, these networks
exhibit restricted capabilities when confronted with difficult queries and queries that are
very different from the training data. This constraint arises due to the finite scope of the
training data used to pretrain the networks. One potential solution to address this limitation
is to encompass transfer learning or continual fine-tuning on diverse datasets. A robust
adaptation mechanism could enable the networks to gradually incorporate knowledge
from new data instances, thereby enhancing their adaptability to unseen scenarios.

Another limitation pertains to the current calibration network’s inability to holistically
enhance the performance of the decomposition network. This limitation is rooted in the
limited interplay between the two networks, preventing synergistic refinements that could
optimize the decomposition process based on both input data and user feedback. The
design of the calibration network is intended to be a temporary solution used to optimize
the performance of the model during the accumulation of new training samples. To
improve the overall performance, the development of a dynamic knowledge accumulation
mechanism is proposed. Such a mechanism would systematically gather new samples from
user feedback and iteratively adapt the decomposition network, culminating in a more
refined and effective model.

The last limitation centers around the scalability of the visualization design, specifically
when dealing with multidimensional data [61], time-series data [62], and large amounts
of data. To surmount this limitation, interactive visualizations that allow users to zoom,
filter, and interact could be included. This way, users could focus on specific parts of the
dataset without overwhelming the visualization with excessive data points. It would also
be possible to interactively modify the attributes of the data being visualized.

Supplementary Materials: The following supporting information can be downloaded at: www.mdpi.
com/xxx/s1; Video S1: The video abstract of our work and the system demo.
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