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Abstract

Magnetism is an integral part of our everyday lives. Whether in the form of
permanent and electromagnets in electromotors and generators, or simply
as fridge magnets. In particular, the magnetism of thin films has become
increasingly important for modern technology in the last decades. Closely
related is the research field of spintronics, which explores the interaction
of electron spin and electron charge and how they can be used to process
and represent information.

Spintronic devices are typically built from thin film samples consisting
of magnetic, non-magnetic, and insulating layers. Such devices utilize a
variety of effects, all of which depend critically on the structural and mag-
netic properties of the thin layers, as well as electronic transport phenom-
ena at the interfaces. Therefore, precise knowledge of the element-specific,
depth dependent structural and magnetic properties, with special focus on
the interfaces, is indispensable for the design of spintronic devices and the
improvement of their functionality.

Information on interfacial electronic states at the Fermi energy and how
they are influenced by an applied electric field is essential for a better un-
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2 Abstract

derstanding of electronic transport properties at interfaces. However, ex-
tracting this information, especially in the case of buried layers, is not triv-
ial. An experimental method capable of obtaining such information would
be of interest not only for spintronic devices, but also for conventional
electronic devices such as metal-oxide-semiconductor field-effect transis-
tors (MOS-FETs), capacitors, or solid-state electrolyte lithium batteries,
and for recently emerging topics such as 2D materials and topological in-
sulators.

In this thesis, layered structures that are similar to those widely used in
spintronic devices, consisting of layers of SiO2, magnetic transition metals
(TMs), Cr, and Au are studied.

In the first part of the thesis, the resonant (magneto-)optical x-ray
parameters of the used materials are retrieved from x-ray absorption spec-
troscopy (XAS) and x-ray magnetic circular dichroism (XMCD) measure-
ments. Here, the TM L-edges and the O K-edge are of interest for this
study. The knowledge of the resonant optical parameters is a prerequisite
for the analysis of the reflectometry data in the second and third part of
this thesis.

The second part of the thesis is dedicated to the study of structural and
magnetic properties of Si/SiO2/TM/Cr/Au layer stacks, with the TMs of
interest being Fe, Co, and Ni. X-ray reflectometry (XRR) and x-ray res-
onant magnetic reflectometry (XRMR) measurements are utilized in or-
der to retrieve high resolution depth dependent structural and magnetic
properties. The influence of small structural variations on the magnetic
properties of the whole TM layer as well as on the magnetic properties at
the interfaces are investigated. Complementary superconducting quantum
interference device (SQUID) measurements allow quantification of the ob-
served magnetization reduction of the thin TM layers. Different effects
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leading to the magnetization reduction, namely a reduced effective Curie
temperature and intermixing at the interfaces, are disentangled.

In the third and central part, the new measurement technique of vol-
tage x-ray reflectometry (VXRR) is presented, which was developed in
the context of this work. For voltage x-ray reflectometry (VXRR) mea-
surements, an electric field is applied to a sample containing an insulating
layer, and voltage-induced variations of the reflected x-ray intensity are
measured. These intensity variations originate from tiny changes in the x-
ray optical properties induced by electrons (de)populating interfacial states
at the Fermi energy at the interface to the insulating layer. The changes
of x-ray optical properties are directly related to changes in the electronic
structure. Thus, with VXRR it becomes possible to measure electric-field-
induced changes to interfacial electronic structures in an element-specific
manner.

The experimental details of this new measurement technique are pre-
sented and a scheme for the analysis of VXRR data is outlined. First
successful VXRR measurements on a Si/SiO2/Ni/Cr/Au layer stack are
shown. The electric-field-induced changes to the x-ray optical properties
at the Ni L3-edge and the O K-edge are retrieved. The results show that
the average oxidation state of interfacial Ni atoms is changed by the ap-
plied voltage and that the interfacial states at the Fermi energy for Ni have
no measurable spin polarization with the current noise level of the experi-
ment. Furthermore, only about 40 % of the electrons that are moved to the
SiO2/Ni interface (de)populate Ni states. A strong electric-field-induced
effect on the interfacial electronic structure of O atoms at the Si/SiO2 and
the SiO2/Ni interface could be measured.

The results presented in this thesis can provide better understanding of
interfacial effects in spintronic devices and might help to design future de-
vices with improved functionality. The newly developed method of VXRR
yields the possibility to gain insight in the interfacial electronic structure
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of buried layers and has a great potential for many different systems in
solid-state research.



Zusammenfassung

Magnetismus ist ein fester Bestandteil unseres alltäglichen Lebens, sei es
in Form von Elektro- und Permanentmagneten in Elektromotoren und Ge-
neratoren oder auch nur als einfacher Kühlschrankmagnet. In den letzten
Jahrzehnten hat außerdem der Magnetismus dünner Schichten für moder-
ne technologische Anwendungen stetig an Bedeutung gewonnen. Damit
eng verbunden ist das Forschungsgebiet der Spintronik, welches die Wech-
selwirkung zwischen Spin und Ladung des Elektrons untersucht und wie
Informationen durch sie dargestellt und verarbeitet werden können.

Spintronische Bauelemente bestehen in der Regel aus einer Reihe ver-
schiedener magnetischer, nichtmagnetischer und isolierender Dünnschich-
ten. Für die Funktionalität solcher Bauelemente spielen eine Vielzahl phy-
sikalischer Effekte eine Rolle, die oft entscheidend von den strukturellen
und magnetischen Eigenschaften der dünnen Schichten sowie von elektro-
nischen Transportphänomenen an den Grenzflächen abhängen. Für das
Design und die Weiterentwicklung spintronischer Bauelemente ist daher
eine genaue Kenntnis der elementspezifischen, tiefenabhängigen struktu-
rellen und magnetischen Eigenschaften unter besonderer Berücksichtigung
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6 Zusammenfassung

der Grenzflächen unerlässlich.

Die elektrischen Transporteigenschaften an Grenzflächen hängen da-
bei entscheidend von den elektronischen Grenzflächenzuständen an der
Fermi-Kante und deren mögliche Beeinflussung durch äußere elektrische
Felder ab. Die Untersuchung dieser Grenzflächenzustände und deren Be-
einflussung ist dabei keineswegs trivial, besonders wenn die zu untersu-
chenden Grenzflächen von anderen Schichten verdeckt sind. Eine experi-
mentelle Methode, die in der Lage ist, solche Informationen zu liefern,
wäre nicht nur für spintronische Bauelemente von Interesse, sondern auch
für konventionelle elektronische Bauelemente wie Metall-Oxid-Halbleiter-
Feldeffekttransistoren, Kondensatoren oder Lithiumbatterien mit Festkör-
perelektrolyten sowie für aktuell interessante Themen in der Grundlagen-
forschung wie 2D-Materialien und topologische Isolatoren.

In dieser Arbeit werden Dünnschichtsysteme untersucht, die eine große
Ähnlichkeit mit vielen spintronischen Bauelementen aufweisen. Die unter-
suchten Proben bestehen aus dünnen SiO2, magnetischen Übergangsme-
tall, Cr und Au-Schichten.

Im ersten Teil der Arbeit werden die resonanten (magneto)optischen
Röntgeneigenschaften der verwendeten Materialien durch Röntgenabsorp-
tionsspektroskopie (engl. x-ray absorption spectroscopy (XAS)) und durch
Messungen des zirkularen magnetischen Röntgendichroismus (engl. x-ray
magnetic circular dichroism (XMCD)) ermittelt. Dabei sind insbesondere
die optischen Eigenschaften an den Übergangsmetall L-Kanten und an
der O K-Kante für diese Arbeit von Interesse. Die Kenntnis der genauen
resonanten optischen Eigenschaften ist eine Voraussetzung für die Analyse
der Reflektometriedaten im zweiten und dritten Teil dieser Arbeit.

Der zweite Teil der Arbeit ist der Untersuchung der strukturellen und
magnetischen Eigenschaften von Si/SiO2/Übergangsmetall/Cr/Au-Schicht-
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systemen gewidmet, wobei die Übergangsmetalle Fe, Co und Ni von In-
teresse sind. Konventionelle Röntgenreflektometrie (engl. x-ray reflecto-
metry (XRR)) und resonante, magnetische Röntgenreflektometrie (engl.
x-ray resonant magnetic reflectometry (XRMR)) werden verwendet, um
hochauflösende tiefenabhängige strukturelle und magnetische Eigenschaf-
ten zu bestimmen. Der Einfluss kleiner struktureller Variationen auf die
magnetischen Eigenschaften der gesamten Übergangsmetall-Schicht sowie
auf die magnetischen Eigenschaften an den Grenzflächen wird untersucht.
Ergänzende Messungen mit einem SQUID-Magnetometer ermöglichen die
Quantifizierung der beobachteten Magnetisierungsverringerung der dün-
nen Übergangsmetall-Schichten. Es werden verschiedene Effekte, die zur
Magnetisierungsverringerung führen, nämlich eine verringerte effektive Cu-
rie-Temperatur und die Vermischung von Elementen an den Grenzflächen,
diskutiert.

Im dritten Teil, dem Kernstück der Arbeit, wird die neue Messme-
thode Spannungs-Röntgenreflektometrie (engl. voltage x-ray reflectome-
try (VXRR)) vorgestellt, die im Rahmen dieser Arbeit entwickelt wurde.
Bei VXRR-Messungen wird ein elektrisches Feld an eine Probe mit einer
isolierenden Schicht angelegt und die spannungsinduzierten Intensitäts-
änderungen der reflektierten Röntgenstrahlung werden gemessen. Diese
Intensitätsänderungen entstehen durch kleinste Änderungen der röntgen-
optischen Eigenschaften, welche durch Elektronen verursacht werden, die
an der Grenzfläche zur isolierenden Schicht Grenzflächenzustände an der
Fermi-Energie be- und entvölkern. Die Änderung der röntgenoptischen Ei-
genschaften steht in direktem Zusammenhang mit Änderungen der elek-
tronischen Struktur. Mit Hilfe von VXRR-Messungen ist es daher möglich,
spannungsinduzierte Änderungen der elektronischen Struktur an Grenzflä-
chen zu messen.

Die experimentellen Details dieser neuen Messtechnik werden vorge-
stellt und ein Schema für die Analyse von VXRR-Daten wird umrissen.
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Erste erfolgreiche VXRR-Messungen an einem Si/SiO2/Ni/Cr/Au-Schicht-
system werden gezeigt. Die durch das elektrische Feld induzierten Ände-
rungen der röntgenoptischen Eigenschaften an der Ni L3-Kante und der O
K-Kante werden ermittelt. Die Ergebnisse zeigen, dass die durchschnittli-
che Oxidationszahl der Ni-Atome an der Grenzfläche durch die angelegte
Spannung verändert wird und dass die Grenzflächenzustände für Ni-Atome
an der Fermi-Energie bei gegebenem Rauschniveau aktuell nicht messbar
spinpolarisiert sind. Außerdem besetzten nur etwa 40 % der Elektronen, die
zur SiO2/Ni-Grenzfläche bewegt werden, Ni-Zustände. Zusätzlich konnte
ein starker, durch das elektrische Feld induzierter Effekt auf die elektroni-
sche Struktur der O-Atome an der Si/SiO2 und der SiO2/Ni-Grenzfläche
gemessen werden.

Die Ergebnisse dieser Arbeit können dazu beitragen, Grenzflächenef-
fekte in spintronischen Bauelementen besser zu verstehen und zukünftig
Bauelemente mit verbesserter Funktionalität zu entwickeln. Die neu ent-
wickelte VXRR-Methode bietet die Möglichkeit, Einblicke in die elektroni-
sche Struktur an Grenzflächen von verdeckten Schichten zu gewinnen und
hat ein großes Potenzial für viele verschiedene Systeme in der Festkörper-
forschung.



Introductions

9





Chapter 1
General Introduction

Magnetism is an integral part of our everyday lives. Whether in the form
of permanent and electromagnets in electromotors of all kinds and sizes, in
bearings, in generators or even just as fridge magnets. In the last decades,
the magnetism of thin films has received a lot of attention. Since the dis-
covery of the giant magnetoresistance (GMR) in 1988 by Peter Grünberg [1]

and Albert Fert [2], magnetic thin film systems have become an essential
part of modern technology, especially in information technology. Without
the GMR and also the tunnel magnetoresistance (TMR) [3,4] effect, mod-
ern magnetic field sensors and hard disk drives would not exist in their
present form. The discovery of the GMR effect, for which Grünberg and
Fert received the Nobel Prize in 2007, opened the research field that is
known today as spintronics [5–11].

In spintronics, it is no longer only the charge of the electron that is used
to represent and process information, but also the spin and the associated
magnetic moment of the electron. Nowadays, there are a variety of effects
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12 Chapter 1. General Introduction

that are utilized to measure and manipulate the magnetization of thin
layers in spintronic devices, in addition to the GMR and TMR effect.
One important example is the spin Hall effect (SHE), where an electric
current through a heavy metal generates a spin polarization at its interface
which can be used to manipulate magnetic layers by utilizing the related
spin-orbit torque (SOT) [12,13]. Another important effect is the voltage
control of magnetic anisotropy (VCMA), where the magnetic anisotropy
can be altered by an applied electric field, which can be used to assist
magnetization switching of thin layers [14,15]. Also worth mentioning is
the effect of spin-transfer torque (STT), where a spin polarized current is
used to exert a torque to a magnetic layer and thereby exciting oscillations
or switching the magnetization direction [16]. There are many spintronic
devices based on these effects already in use in current technology, but they
are also still the subject of ongoing fundamental research [11]. Examples
for such spintronic devices are: magnetic field sensors [17], read heads of
hard disk drives [18], spin-torque oscillators [18,19], devices for neuromorphic
computing [20,21], racetrack memories [22,23] or magnetoresistive random-
access memory (MRAM) [24,25]. The MRAM is a non-volatile memory
in which data is stored by the relative magnetization orientation of two
magnetic layers in so called magnetic tunnel junctions (MTJs). MRAMs
seek to combine the advantages of conventional volatile random-access
memorys (RAMs), namely their speed, with the ability to store information
in a non-volatile manner, similar to Flash or magnetic memories [26].

For all the effects that are utilized in spintronic devices, electronic
transport phenomena through and at interfaces and the interfacial elec-
tronic structures play a crucial role. Such devices typically consist of
multiple thin magnetic, non-magnetic, and insulating layers, and their
functionality depends critically on their microscopic structural and mag-
netic properties, especially those at the interfaces. Characteristic physical
values such as the magnetoresistance, the spin Hall angle or the spin dif-
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fusion lengths, which are important for the functionality, are extremely
sensitive to structural properties and show large variations throughout lit-
erature [27–32]. Thus, it is important to exactly know and control element-
specific, depth dependent structural and magnetic properties of such thin
layered systems in order to design highly functional spintronic devices.
However, experimental techniques that yield depth dependent structural
and magnetic information on buried layers and their interfaces are rare.
Transmission electron microscopy (TEM) and neutron reflectometry are
two experimental techniques that can yield this kind of information, but
TEM measurements require sophisticated sample preparation techniques,
and neutron reflectometry does not have a high element specificity and
measurement times are long.

Another experimental technique to obtain this kind of information is
x-ray resonant magnetic reflectometry (XRMR). It combines x-ray reflec-
tometry (XRR) with x-ray magnetic circular dichroism (XMCD) and al-
lows to obtain element-specific depth dependent structural and magnetic
properties with high depth resolution and with an extremely high interface
sensitivity. One of first experiments where XRMR was used to study struc-
tural and magnetic interfacial profiles was performed by Geissler et al. at
Pt/Co bilayers [33]. Since then, many studies have been performed utilizing
XRMR, revealing detailed information about interfacial magnetic struc-
tures and their correlation with the interfacial structure in a multitude of
different systems [34–39]. XRMR is also capable of retrieving interfacial elec-
tronic properties such as the valence state of Fe atoms at the Fe3O4/ZnO
interface [40], or retrieving spatially resolved electronic structures and depth
dependent orbital polarization profiles of superlattices [41–44].

Electronic transport phenomena and electronic structures at interfaces
play a central role not only in spintronics, but also in conventional elec-
tronic devices such as capacitors [45,46], MOS-FETs [47–49], or solid-state
electrolyte lithium batteries [50–52]. Recently, much attention has also been
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paid to topological insulators [53,54] and 2D materials [55], where interfacial
electronic transport phenomena determine their properties. In all these
applications, the interfacial electronic structure and especially the elec-
tronic states at the Fermi energy are of interest, since these states are the
ones involved in electronic transport phenomena and are (de)populated
when an electric field is applied. However, there is no straightforward way
to study the states at the Fermi energy at buried interfaces and how they
change under applied voltages.

The first part of this thesis deals with the measurement of resonant
(magneto) optical x-ray parameter by means of x-ray absorption spec-
troscopy (XAS) and XMCD. The exact knowledge of them is necessary for
the second and third part of this thesis.

In the second part of this thesis, layered structures that are similar
to those that are widely used in spintronic devices, consisting of SiO2,
magnetic TMs, Cr, and Au layers are studied by means of XRMR and
SQUID-magnetometry. Element-specific, high resolution depth dependent
chemical and magnetic profiles are obtained for these samples. The mag-
netic properties of the thin TM layers and their sensitivity to structural
parameters will be studied, with particular emphasis on the interfacial
properties. For the analysis of the XRMR data, the exact resonant x-ray
(magneto-)optical properties are necessary, which were retrieved in the
first part.

The third part of this thesis is dedicated to the development of a
new measurement method called voltage x-ray reflectometry (VXRR). In
VXRR, a voltage is applied to a layered sample that includes an insulating
layer and the electric-field-induced variations of the reflected x-ray inten-
sity are measured. This intensity variations originate from tiny changes in
the x-ray optical properties, which are directly related to changes in the
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interfacial electronic structure, since electrons that are moved by the elec-
tric field (de)populate interfacial states at the Fermi energy. Thus, with
VXRR it is now possible to study interfacial states at the Fermi energy
and electric-field-induced changes to them at buried interfaces.

First successful VXRR measurements will be presented, measured on a
sample consisting of SiO2, Ni, Cr, and Au layers, and a scheme to analyze
VXRR data is introduced on the basis of this data.





Chapter 2
Introduction to Related Physical Concepts

2.1 Stoner model of ferromagnetism

The ferromagnetism of the magnetic 3d transition metals can be explained
by the Stoner model for band ferromagnetism [56–58], which successfully de-
scribes their non integer values of the magnetic moments. A band structure
arises when many atoms form a periodic structure (i.e. a crystal). Because
the electron wave functions overlap with each other the discrete atomic
states are smeared out into continuous bands due to the Pauli principle.
The resulting band structure shows the allowed energy states for a given
electron wave vector k, and the density of states (DOS) can be obtained
from the band structure by summing over all possible k values within the
Brillouin zone [56].

In Fig. 2.1, the density of states D(E) of the 3d electrons is for sim-
plicity approximated by a semicircle. The DOS is separated into states

17



18 Chapter 2. Related Physical Concepts

Figure 2.1: Schematic illustration of the 3d density of states (DOS) and
how the majority and minority bands are shifted by the exchange splitting
in band ferromagnetism. The figure is taken from [56] .

with spin up and spin down, and the two halves of the DOS are shifted
with respect to each other by the exchange splitting energy ∆. The ex-
change splitting can be described by a simplified molecular field and has its
quantum mechanical origin in the exchange interaction [56,59,60]. All states
up to the Fermi energy EF are filled and the spin states that have the
larger population are called majority states and the ones with the lower
population minority states. The magnetic moment can be calculated by
the difference in number of electrons in the majority states and minority
states, which are obtained by integrating the respective part of the DOS
from E = −∞ to E = EF.

The Stoner criterion [56,61]

UD(EF) ≥ 1 (2.1)
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with the Stoner parameter U , that is calculated from the exchange and
Coulomb interaction for a given material, and the DOS at the Fermi en-
ergy D(EF), is used to determine whether a material shows a spontaneous
magnetization.

The Curie temperature TC is the temperature above which the ferro-
magnetic order of a ferromagnetic material disappears. Within the frame
of the Stoner model TC can be determined via [56]

U

∫ ∞

0
D(E)

∣∣∣∣∂f(TC)
∂E

∣∣∣∣ = 1, (2.2)

with the Fermi function f(T ) given by:

f(T ) = 1
e(E−µ)/kBT + 1 . (2.3)

However, this formalism fails to describe the temperature dependence and
Curie temperature in real systems appropriately (as it overestimates TC by
an order of magnitude), thus the temperature dependence of magnetization
is usually described by the mean-field Weiss-Heisenberg model. In this
model the Curie temperature TC can be calculated via [56]

TC = 2⟨s⟩2J0

3kb
, (2.4)

with the expectation value of the atomic spin moment ⟨s⟩, the Boltzmann
constant kb, and the exchange constant J0 given by the sum over all neigh-
bors

J0 =
∑

j

Jij (2.5)

and the exchange constant per pair of neighboring atoms Jij .
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Curie Temperature at Interfaces and in Thin Layers

By taking a closer look at equation 2.5 it becomes clear that J0 has to
be significantly smaller for atoms sitting at a surface or interface, since
about half the neighboring atoms are missing. This directly affects the
Curie temperature in the same way, as TC is proportional to J0. Thus,
it is expected that the TC is reduced at interfaces and surfaces, which di-
rectly results in a reduced saturation magnetization at room temperature.
However, interfaces and surfaces in real systems will be a lot more complex
since interface roughness and the surrounding chemistry has to be taken
into account.

A nice example of an experimental study about reduced magnetization
was done by Mauri et al. on the ferromagnetic glass FeNiB0.5

[62]. They
found a reduced exchange interaction at the surface that also depends crit-
ically on the chemistry of the surface which results in a reduced surface
magnetization.

In systems of thin magnetic layers, with layer thicknesses of only a few
nanometers (only several stacked monolayers), such interfacial effects can
become dominant, resulting in reduced Curie temperatures and saturation
magnetization of such layers. There has been a variety of extensive studies
on the magnetic properties of thin layers and the dependence on thickness
and interface chemistry [63–66].

2.2 Magnetic Anisotropy

Magnetic anisotropy is the energy that is related to the rotation of the mag-
netization direction from an easy to a hard direction. The easy and hard
direction of a sample can have its origin in different types of anisotropy,
e.g. shape anisotropy, magnetocrystaline anisotropy (MCA), or anisotropy
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induced by mechanical strain or stress. Anisotropies lead to favored mag-
netization axis (i.e. hard and easy axis) along which it is easier to mag-
netize a sample. Since the magnetization of a sample never has a unique
favored direction, but rather a favored axis the anisotropy energy Eani has
to stay the same when the magnetization direction is switched. Eani can
be expanded by the following equation [56]:

Eani = K1 sin2 γ + K2 sin4 γ + K3 sin6 γ + ... (2.6)

with the anisotropy constants Ki, and the angle γ between the magnetiza-
tion and a characteristic axis that fits the geometry of the sample (for thin
films the surface normal is usually chosen as axis). Different anisotropy
contributions within a given sample just add up.

In the following the origin of the anisotropies that are most important
in thin layered samples, namely shape anisotropy and the MCA, will be
shortly summarized.

Shape Anisotropy

The stray field, generated by the magnetization of a sample, tends to
demagnetize the sample. Outside of a sample the stray field is given by
H⃗S = B⃗/µ0 and inside the sample it is often called the demagnetizing field
Hd and is given by [56]

H⃗D = 1
µ0

(B⃗ − M⃗), (2.7)

with the vacuum magnetic permeability µ0, the magnetization M⃗ , and the
magnetic induction B⃗. The energy ED stored in this field can be calculated
via the following integral over the sample volume [56]

ED =
∫

V

H⃗DM⃗dV. (2.8)
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For a sample with an arbitrary shape, this term leads to favorable and
unfavorable directions of the magnetization (i.e the shape anisotropy). For
arbitrary shaped samples, there is no analytical solution for this, however
there are solutions for example for ellipsoidal samples [67] or thin films [56]

and also approximations for rectangular rods and cylinders [68]. For thin
layers the stray field energy is minimized for an in-plane magnetization
and the energy difference between out-of-plane and in-plane

Magnetocrystalline Anisotropy

The magnetocrystaline anisotropy (MCA) arises from the spin-orbit in-
teraction, that couples the spin magnetic moment to the orbital magnetic
moment, which tries to minimize its energy by its orientation with re-
spect to the crystal lattice. In a intuitive picture one can imagine that
the electronic wave functions and the corresponding orbital moment lock
into preferred directions within the crystal in order to reduce the interac-
tion with electrons of neighboring atoms. Since the spin-orbit interaction
couples the spin and orbital moments this leads to the coupling of the
isotropic spin moments to the lattice, resulting in favorable and unfavor-
able (or easy and hard) axis for the magnetization direction. Depending
on the symmetry of the lattice there can be a single easy axis, multiple
easy axis, or easy planes within the crystal. However, this simplified pic-
ture only gives an intuitive approach to MCA, for an actual description,
one would need to calculate the spin-orbit energy along different crystallo-
graphic directions by taking into account the geometry of the lattice and
the resulting crystal fields. The energy difference of the spin-orbit energy
∆ESO between the magnetization being aligned with the hard axis and
easy axis is the MCA [56]:

∆ESO = ⟨HSO⟩hard − ⟨HSO⟩easy = ζ[⟨L⃗ · S⃗⟩hard − ⟨L⃗ · S⃗⟩easy] > 0, (2.9)
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with the spin-orbit coupling constant ζ. Bruno developed a model in 1989
where he directly relates the anisotropy of the spin orbit energy with the
anisotropy of the projected orbital magnetic moment, suggesting that the
orbital moment along the easy axis measy

O is larger than the one along the
hard axis mhard

O
[56,69]:

∆ESO = ζ[⟨L⃗ · S⃗⟩hard − ⟨L⃗ · S⃗⟩easy] = ζ

4µB
(measy

O − mhard
O ) > 0. (2.10)

This relation has been experimentally observed, for example via angle
dependent XMCD measurements by Weller et al. on a Co wedge that
was sandwiched between Au [70], or by Goering et al. on epitaxial CrO2

films [71]. It is obvious that the MCA at a surface has to be substantially
different than that in bulk, since the symmetry of the lattice is broken
at a surface. This can lead to a perpendicular magnetic anisotropy at
the surface, which can even overcome the shape anisotropy and result in
a preferred magnetization direction perpendicular to the surface in ultra
thin films [72,73].
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Chapter 3
Magnetic and Non-Magnetic Resonant X-Ray
Optical Parameter

3.1 Introduction

In XRR and XRMR experiments x-rays are reflected at layered systems
and the intensity is measured. The x-ray optical properties of the different
layers determine how much intensity is reflected and transmitted at each
interface. In order to simulate XRR and XRMR measurement data those
optical properties need to be known. For photon energies far away from
resonant edges (like the TMs L-edges or O K-edge) they are tabulated for
example in [74] or [75]. However, the exact optical properties in resonant
conditions are not tabulated, but can be measured via e.g. XAS.

XAS measurements yield information about unpopulated electronic
states of an atom and the photon energy of the used x-rays determines
the specific element to which the measurement is sensitive [76]. Thus, with

27



28 Chapter 3. X-Ray Optical Parameter

XAS the local geometry and the chemical environment of atoms within a
sample can be studied. Electron energy loss spectroscopy (EELS) exper-
iments contain the almost the same information as XAS spectra but are
measured with electrons in TEM experiments [77,78].

Since XAS probes unpopulated states, the white line intensity (see
for example Fig. 3.3) of TM L-edges is proportional to the number of 3d
holes [56,79]. Another information that can be retrieved from XAS mea-
surements is the oxidation state of a metal ion within an oxide, since the
energy position of the resonant edges in metals tend to shift towards higher
energies with increasing oxidation state [80]. This has been shown in mul-
tiple studies for example for Mn oxides [81–84], for Fe oxides [82–84], for V
oxides [83], for Cr oxides [84] and for Ni oxides [85–87]. XAS measurements
at the O K-edge of metal oxides often show a complex spectrum with mul-
tiple distinct peaks. The O K-edge spectra vary dramatically for different
metals as well as for different oxidation states of the same metal [83,87–89].
Nevertheless, it is often possible to attribute different peaks directly to
specific unpopulated states of the oxide [89]. By using circular instead of
linear polarized x-ray, XMCD measurements are possible, which yield in-
formation about the magnetic properties of an atom, and the spin and
orbital magnetic moments can be disentangled quantitatively and element-
specifically [90–94].

In this chapter, XAS and XMCD measurements at the L2,3-edge of
Cr, Fe, Co, and Ni and at the K-edge of O are shown and the x-ray op-
tical properties are retrieved from those measurements. A schematic of
the sample design for those measurements is shown in Fig. 3.1. Those
elements are chosen for the measurements because they will build up the
layers of the samples for the XRR, XRMR, and VXRR measurements in
the chapters 4 and 5. Thus, the exact x-ray optical properties at the cor-
responding resonant edges for those elements need to be known in order
to simulate measured reflection data later. The resonant x-ray optical
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Figure 3.1: Schematic of the sample design for XAS and XMCD mea-
surements throughout this chapter. The Al layer on top is for oxidization
protection.

properties should always be measured during the same beamtime as the
corresponding reflectometry measurements, and no literature data can be
used, since the energy resolution and energy offset of the beamline during
the beamtime need to be know. Before the experimental results are pre-
sented, the basic principles of XAS and XMCD are briefly explained, how
the x-ray optical properties can be retrieved from the measurements, and
the measurement procedure itself is outlined.
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3.2 Experimental Methods

This section gives an overview of the methods and corresponding theory
that are necessary to obtain magnetic and non-magnetic resonant x-ray
optical properties. The experimental techniques of XAS and XMCD are
described and a brief introduction to the underlying theory is given. The
connection between these measurement techniques and x-ray optical prop-
erties is explained. The introductions in this section follow the explana-
tions given by Stöhr et al. in [56].

3.2.1 X-Ray Absorption Spectroscopy

Measuring the effect of the interaction of x-rays with condensed matter
can yields information about chemical and structural properties of a sam-
ple. In XAS experiments, x-rays are shot onto a sample where they are
absorbed and cause excitation or ejection of core electrons and the inten-
sity reduction (i.e. absorption) of x-rays is measured. The used x-rays
can be loosely divided into soft (from 250 eV to about 1 – 3 keV) and hard
x-rays (about 3 – 20 keV) [95,96]. The energy range interesting for this work
is in the soft x-ray regime, as the studied TM L-edges and the O K-edge
are between 543 eV and 870 eV [97]. Figure 3.2 shows an exemplary XAS
measurement showing three distinct absorption edges. An absorption edge
is a sharp rise in absorption and it occurs at energies were photons before
the edge do not have enough energy to excite electrons from a particular
core level, while above the edge the photons have enough energy for that
excitation. The absorption edges are named corresponding to the principal
quantum number of the state the excited electron initially populates. For
an electron initially in a state of principal quantum number n = 1 the edge
is called a K-edge, for n = 2 a L-edge, for n = 3 a M-edge, and so forth.
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Figure 3.2: An exemplary overview XAS measurement between 430 eV
and 940 eV of a sample that contains O, Mn, and La.

Each element has its absorption edges at characteristic energies that are
tabulated for example in [97], thus XAS measurements are element sensi-
tive. From the edges visible in Fig. 3.2 one can conclude that the studied
sample contains O, Mn, and La.

In order to describe XAS on a quantum mechanical basis, one has to
calculate the transition probability per unit time Tif between a initial state
|i⟩ and a final state |f⟩. The transition probability Tif is calculated by
Fermi’s golden rule [56]

Tif = 2π

ℏ
|⟨f | Hint |i⟩|2δ(ϵi − ϵf )ρ(ϵf ), (3.1)

with interaction Hamiltonian Hint, the energy of the initial and final state
ϵi and ϵf , respectively, the density of final states per unit energy ρ(ϵf ),
and the Dirac delta function δ.

For 3d TMs, the integrated intensity of the L-edge is directly propor-
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tional to the number of unpopulated 3d states, i.e. the number of 3d
holes nh

[56,79]. L-edge spectra for the TMs Fe, Co, Ni, and Cu are shown
in Fig. 3.3(a). The intensity of the resonant edge decreases drastically
when going from Fe to Cu because the filling of the 3d states along this
series. By integrating over the unpopulated part of the density 3d states
ρ3d(E) (see Fig. 3.3(b)) one can obtain the theoretical number of 3d holes
nh =

∫ ∞
EF

ρ3d(E)dE. In Fig. 3.3(c) the intensity of the resonance edges of
Fe, Co, Ni, and Cu is plotted against the theoretical number of 3d holes
and shows a linear relationship.

There are several experimental methods available to measure XAS
data. In transmission experiments the initial x-ray intensity is compared to
the intensity after the x-rays pass through a thin sample (see Fig. 3.4(a)).
Another way is to measure the total number of electrons that are ejected
from a sample by the incoming x-rays, this measurement technique is called
total electron yield (TEY) and is depicted in Fig. 3.4(b). The total elec-
tron yield (TEY) measurement mode is used for the XAS measurements
in this chapter. A third possible technique to measure XAS is to detect
the number of fluorescence photons that are emitted after electron from an
outer shell drops into a core hole. This measurement technique is called
total fluorescence yield (TFY).

More details about XAS can be found in [56,76,98,99].
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Figure 3.3: (a) L-edge XAS measurements for the TMs Fe, Co, Ni, and
Cu. The inset depicts how the intensity of the spectra is obtained from the
area. (b) The theoretical number of 3d holes can be derived by integrating
over the 3d density of states above the Fermi energy. (c) Linear relationship
between theoretical obtained number of 3d holes and the L-edge intensity.
The figure is taken from [56].
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Figure 3.4: (a) Typical geometry for XAS experiments in transmission
mode. A core electron is excited by the x-ray that pass through the sample,
thus the x-ray intensity after passing through the sample is reduced. The
ratio between transmitted and initial intensity for a 10 nm thick Co layer
is plotted on the right. (b) Illustration of the principles of measuring XAS
in TEY mode. An x-ray photon excites a core electron, the corresponding
hole is filled by an outer electron and an Auger electron is emitted. On
its way to the surface, a low energy cascade is induced by the primary
Auger electron. The number of emitted electrons is proportional to the
absorption probability. The TEY signal is measured with an ammeter,
that measures the current that flows back to the sample from ground. On
the right is a typical XAS measurement in TEY mode, measured at a Co
sample. This figure is taken from [56].
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3.2.2 X-Ray Magnetic Circular Dichroism

The intensity of 3d TM L-edge spectra is proportional to the number of
3d holes, as described above. If the absorption process would additionally
be spin dependent the number of spin-up and spin-down 3d holes could
be measured, which would be proportional to the magnetic moment of a
sample. With circular polarized x-rays it is indeed possible to measure
spin dependent x-ray absorption and the effect is called x-ray magnetic
circular dichroism (XMCD).

One of the first experimental realizations to measure the XMCD effect
was done by Schütz et al. in 1987 at the Fe K-edge [90]. Since then the
XMCD effect has become an integral part of magnetic research. With
XMCD measurements, the uncompensated magnetic moments of a mag-
netic compound can be element specifically determined. Furthermore, the
so called Sum Rules allow to separately determine the atomic orbital and
spin magnetic moment from the intensities of a XMCD spectrum [56,93,94].
In this thesis, the XMCD effect is mainly used to change the optical prop-
erties of buried magnetic layers which allows to determine magnetic depth
profiles from XRMR measurements (see chapter 4). Which is why only a
short introduction to the principles of the XMCD effect is given here, for
further details see [56,100,101].

Circular polarized photons carry an angular momentum LPh which has
an opposing sign for opposing helicities (i.e. right and left hand circular
polarized photons) and points either parallel or antiparallel to the direction
of propagation (i.e. the wave vector k). The XMCD effect can now be
described in a two-step model. In the first step a circular polarized photon
is absorbed and excites an electron. Since the angular momentum has
to be conserved it is transferred to the electron, resulting in excitation
of spin polarized electrons. In the second step the unoccupied 3d spin-
up and spin-down states, which are shifted with respect to each other



36 Chapter 3. X-Ray Optical Parameter

Figure 3.5: Schematic illustration of the XMCD effect, exemplarily
shown for absorption at the Fe L-edge. On the left, the density of states
for spin up and spin down (shifted with respect to each other by exchange
splitting) in Fe is shown and the excitation of 2p core electrons by circu-
lar polarized x-rays is depicted. On the right, the corresponding absorp-
tion spectrum for parallel (blue), antiparallel (orange) and perpendicular
(black) alignment of photon helicity and sample magnetization is shown.
The figure is taken from [56].

in energy by exchange splitting, act as detector for the spin polarized
excited electrons. This process is schematically illustrated in the left of
Fig. 3.5. Measuring now the x-ray absorption with parallel and antiparallel
orientation of photon helicity and sample magnetization results in different
intensities. The XMCD intensity ∆I is defined as:

∆I = I↑↓ − I↑↑ ∝ µ↑↓ − µ↑↑, (3.2)

with the XAS intensities I↑↑ and I↑↓ and the x-ray absorption coefficients
µ↑↑ and µ↑↓ for parallel and antiparallel alignment, respectively. An exam-
ple for XAS intensities with parallel and antiparallel orientation is shown
on the right of Fig. 3.5 at the L-edge of an Fe sample. As described
above, the absorption of x-rays depends on the angular momentum LPh

of the photons and the unequal population of 3d states with spin-up and
spin-down (which defines the magnetic moment m) in a sample. Thus the
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XMCD intensity is proportional to the dot product of LPh and m:

∆I ∝ LPh · m. (3.3)

The maximum XMCD effect is obtained for a collinear orientation of LPh

and m. In order to measure I↑↑ and I↑↓ either the photon helicity or the
direction of the magnetization has to be switched.

3.2.3 X-Ray Optical Properties

In order to describe the propagation of x-rays through a material, the
complex index of refraction n(ω) is used [56]:

n(ω) = 1 − δ(ω) + iβ(ω), (3.4)

where the real and imaginary components δ(ω) and β(ω) describe the fre-
quency ω dependent refraction and absorption of a material, respectively.
The index of refraction n(ω) describes the optical properties of a material
as a whole, i.e. in a macroscopic manner. The material can be build up of
any kind of mixture of elements, n(ω) describes the average optical proper-
ties. In order to describe and understand the processes in x-ray scattering
on an atomic level, a more suitable description of the optical properties is
based on the complex atomic scattering factor [56]:

F (Q, ω) = F 0(Q) + F ′(ω) − iF ′′(ω), (3.5)

where Q is the momentum transfer in the scattering process and F 0(Q)
the atomic form factor. In the soft x-ray regime F 0(Q) ≈ Z with the total
number of electrons in an atom Z, thus equation 3.5 changes to:

F (ω) = Z + F ′(ω) − iF ′′(ω) = f1(ω) − if2(ω), (3.6)



38 Chapter 3. X-Ray Optical Parameter

with the Henke-Gullikson atomic factors f1(ω) = Z + F ′(ω) and f2 =
F ′′(ω), which are tabulated and can be readily used for frequencies far
away from resonances [74,75]. The atomic scattering F (ω) and the index of
refraction n(ω) are related via:

1 − n(ω) = r0λ2

2π

∑
j

ρjFj(ω), (3.7)

with the classical electron radius r0, the wavelength λ of the incident x-
rays, and the number density ρj of the atomic species j. The sum

∑
j runs

over all atomic species that are present in the material. For a hypothetical
material that consists only of one atomic species, equation 3.7 can be
simplified and one obtains the following relations between δ(ω) and f1(ω)
and between β(ω) and f2(ω):

δ(ω) = ρar0λ2

2π
f1(ω) (3.8)

β(ω) = ρar0λ2

2π
f2(ω), (3.9)

with the density ρa of the atomic species.

For frequencies close to a resonance the tabulated values for f1(ω) and
f2(ω) can not be used since there the interaction of x-rays with matter is
dominated by excitations of core electrons to unpopulated valence states.
Thus, the fine structure of the resonance reflects the local environment
of the interacting atom. Because of that the atomic factors close to a
resonance needs to be determined experimentally. The so called optical
theorem links the photon energy dependent (E = ℏω) x-ray absorption
cross section σabs(E), that can be measured with XAS measurements, to
the imaginary part of the scattering factor f2(E) via [35,56,102]

σabs(E) = 2hcr0

E
f2(E). (3.10)
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Here h is the Planck constant and c the speed of light. The optical theorem
is only valid for long wavelengths compared to typical atom sizes which
is the case in the soft x-ray regime. Thus, it is possible to obtain f2(E)
from soft x-ray XAS measurements. The procedure how to obtain f2(E)
from experimental data is explained in section 3.3. The Kramers-Kronig
relation can now be used to obtain f1(E), after f2(E) is determined from
experimental data. The equation for f1(E) is given by [56]:

f1(E) = Z + 2
π

PV

∫ ∞

0

ϵf2(E)
E2 − ϵ2 dϵ. (3.11)

where PV denotes the Cauchy principle value.

The optical theorem also extends to the magnetic component of the
x-ray optical properties, thus ∆fmag

2 can be determined from XMCD mea-
surements the same way as f2 from XAS measurements. And ∆fmag

2 can
be derived from ∆fmag

2 via Kramers-Kronig relation (see equation 3.11
with Z = 0) [56].

For more information about x-ray optical properties and their theoret-
ical derivation see for example [56].

3.2.4 XAS Measurements with ERNSt

The XAS measurements are performed in TEY mode with Stuttgart Novel
Reflectometer Experiment (ERNSt) [103] (the experimental setup is shown
in Figs. 4.4 and 4.5). In order to optimize the current signal and to reduce
the impact of electrons based on stray light, a bias voltage of −40 V is
applied to the sample holder and a magnetic field of 117 mT at an angle
of 30◦ with respect to the sample surface is applied. The angle of the
magnetic field and the offset voltage send the electrons that are emitted
from the sample on a spiral path away from the sample. The incoming
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x-ray intensity I0, that is needed to normalize the measured TEY signal,
is measured via a gold mesh [103]. The integration time for a single data
point is set to 1500 ms. For magnetic samples the energy is scanned over
the respective resonance edge and the TEY signal is measured for both,
parallel and antiparallel, alignment of sample magnetization and photon
helicity. A Keithley 6517B Electrometer is used to measure the TEY signal.
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3.3 XAS and XMCD Measurements –
Retrieving Resonant X-Ray Optical Pa-
rameter

3.3.1 Procedure for Retrieving Optical Parameter

The procedure that is needed to retrieve x-ray optical parameters from
XAS measurements is shown in Fig. 3.6 and is also explained in [35].
The first step is to normalize the raw TEY data with the simultaneously
measured incoming x-ray intensity I0. If the two spectra measured with
parallel and antiparallel configuration of sample magnetization and photon
helicity do not lie on top of each other in the region before and after the
edge, one of the spectra should be multiplied with an appropriate factor
that brings them on top of each other [104]. Next, a straight line is fitted
to the linear region before the edge. That straight line is then subtracted
from the normalized XAS data and the data is divided by the edge jump
hexp, which is the difference between the line and the data after the edge.
This results in so called edge normalized data, which has a value of 0 before
the edge and a value of 1 after the edge. The next step is, to fit a straight
line to the pre-edge region of the tabulated f2 values [74,75] and determine
the edge jump of the tabulated data hlit at the same energy as hexp was
determined. The edge normalized measurement data are then multiplied
with hlit and the fitted straight line from the tabulated data is added to
them. This already results in the imaginary part of the atomic scattering
factor for parallel and antiparallel configuration of sample magnetization
and photon helicity f↑↑

2 and f↑↓
2 . In order to obtain the non magnetic

(polarization averaged) atomic scattering factor f2, the average of f↑↑
2 and



42 Chapter 3. X-Ray Optical Parameter

Normalize data 
with I0-signal.

Substract linear fit and
divide by edge jump hexp.

Substract
parallel and
antiparallel
data and
divide by 2 to
receive Δf2

mag.

Muliply edge norm. XAS
data with hlit and add linear fit.

Get linear fit
and edge
jump hlit from
tabulated data.

Receive f2 by averaging parallel
and antiparallel. Then KKR.

Calculate KKR on Δf2
mag

to receive Δf1
mag. 

Figure 3.6: Procedure to retrieve x-ray optical parameters from XAS
measurements exemplarily shown on basis of data measured at the Fe L-
edge.
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f↑↓
2 has to be calculated:

f2 = f↑↑
2 + f↑↓

2
2 . (3.12)

And the real part of the x-ray optical properties f1 is obtained by applying
Kramers-Kronig relation (see equation. 3.11) to f2.

The imaginary part of the magnetic component of the x-ray optical
properties ∆fmag

2 is retrieved by

∆fmag
2 = f↑↓

2 − f↑↑
2

2 · cos 30◦ , (3.13)

where the cos 30◦ is needed because the sample is tilted by 30◦ with re-
spect to the incoming x-ray beam and the applied magnetic field, but the
magnetization of it stays in plane because of the high shape anisotropy of
thin films. The real part ∆fmag

1 is again calculated by applying Kramers-
Kronig relation to ∆fmag

2 (see equation 3.11).
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3.3.2 Measurement Results for Optical Parameter

The measurement results for the resonant x-ray optical parameters of Fe,
Co, Ni and Cr at the L3-edge and for O at the K-edge obtained by the
above procedure are presented below.

Iron

Figure 3.7 shows the x-ray optical properties f1, f2, ∆fmag
1 and ∆fmag

2 of
Fe at the L-edge. The data was measured on a sample that was designed as
shown in Fig. 3.1 with a 10 nm thick Fe layer and a 2 nm thick Al capping
to protect the Fe from oxidation. The optical properties follow the course
of a typical metallic Fe L2 and L3-edge spectrum (compare for example
spectra shown in [92,105,106]). The maximum of f2 and ∆fmag

2 is at a
photon energy of 706.2 eV.
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Figure 3.7: (a) f1 and f2, the real and imaginary component of the
atomic scattering factor of Fe at the L2 and L3-edge. (b) ∆fmag

1 and
∆fmag

2 , the real and imaginary component of the magnetic part of the
atomic scattering factor of Fe at the L2 and L3-edge.
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Cobalt

Figure 3.8 shows the x-ray optical properties f1, f2, ∆fmag
1 and ∆fmag

2 of
Co at the L-edge. The data was measured on a sample that was designed
as shown in Fig. 3.1 with a 10 nm thick Co layer and a 2 nm thick Al
capping to protect the Co from oxidation. The optical properties follow
the course of a typical metallic Co L2 and L3-edge spectrum (compare for
example spectra shown in [92,107]). The maximum of f2 and ∆fmag

2 is at
a photon energy of 777 eV.
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Figure 3.8: (a) f1 and f2, the real and imaginary component of the
atomic scattering factor of Co at the L2 and L3-edge. (b) ∆fmag

1 and
∆fmag

2 , the real and imaginary component of the magnetic part of the
atomic scattering factor of Co at the L2 and L3-edge.

Nickel

Figure 3.9 shows the x-ray optical properties f1, f2, ∆fmag
1 and ∆fmag

2 of
Ni at the L-edge. The data was measured on a sample that was designed as
shown in Fig. 3.1 with a 10 nm thick Ni layer and a 2 nm thick Al capping
to protect the Ni from oxidation. The optical properties follow the course
of a typical metallic Ni L2 and L3-edge spectrum (compare for example



46 Chapter 3. X-Ray Optical Parameter

820 840 860 880 900
Energy (eV)

-20

0

20

40

f 1
,f 2

 (
e- /a

to
m

)

f1
f2

(a)

840 850 860 870 880
Energy (eV)

-4

-2

0

2

"
f m

ag
1

,"
f m

ag
2

 (
e- /a

to
m

)

"f mag
1

"f mag
2

(b)

Figure 3.9: (a) f1 and f2, the real and imaginary component of the
atomic scattering factor of Ni at the L2 and L3-edge. (b) ∆fmag

1 and
∆fmag

2 , the real and imaginary component of the magnetic part of the
atomic scattering factor of Ni at the L2 and L3-edge.

spectra shown in [91,108]). The maximum of f2 and ∆fmag
2 is at a photon

energy of 850.6 eV and 850.3 eV, respectively.

Chromium

Figure 3.10 shows the x-ray optical properties f1 and f2 of Cr at the L-
edge. The data was measured on a sample that was designed as shown
in Fig. 3.1 with a 10 nm thick Cr layer and a 2 nm thick Al capping to
protect the Cr from oxidation. The optical properties follow the course
of a typical metallic Cr L2 and L3-edge spectrum (compare for example
spectra shown in [109,110]). The maximum of f2 is at a photon energy of
575.4 eV.
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Figure 3.10: f1 and f2, the real and imaginary component of the atomic
scattering factor of Cr at the L2 and L3-edge.

Oxygen

Figure 3.11 shows the x-ray optical properties f1 and f2 of Cr at the L-edge.
The data was measured on a blank substrate, that consists of Si capped
with a 50 nm layer of thermally oxidized SiO2. The optical properties
follow a similar course than O K-edge spectra measured at SiO2 samples
in the literature (compare for example with [48,111]).
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Figure 3.11: f1 and f2, the real and imaginary component of the atomic
scattering factor of O at the O K-edge.
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3.4 Summary

In this chapter the x-ray optical properties f1 and f2 of Cr, Fe, Co, and
Ni at the L-edge and of O at the K-edge were retrieved from XAS mea-
surements. For Fe, Co, and Ni also the magnetic component of the x-ray
optical properties ∆fmag

1 and ∆fmag
2 were obtained from XMCD measure-

ments. Comparing the measured spectra to spectra from literature showed
that they are in good quantitative agreement. The x-ray optical proper-
ties of those elements are needed for the following chapters, where XRR,
XRMR, VXRR measurements are performed on layered samples, build up
of those elements. To obtain physically meaningful results from reflec-
tometry measurements, the data must be compared with simulations. For
those simulations the exact x-ray optical properties must be known.
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Chapter 4

Reduced Thin Layer Magnetizations

In this chapter different interfacial effects of reduced thin layer magnetiza-
tion in multilayered systems are analyzed. Chemical and magnetic depth
profiles are retrieved by means of XRR and XRMR. Together with mag-
netometry measurements the origin of reduced thin layer magnetization is
studied in detail.

The introduction of the chapter explains the interest of current re-
search in thin film magnetism and its importance for modern technology.
The experimental methods and aspects of data processing used to obtain
the presented results are then introduced. XRR and XRMR measurements
with the resulting chemical and magnetic depth profiles are shown and ad-
ditional magnetometry measurements are presented. At the end of the
chapter the results are discussed and conclusions are drawn.

51
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4.1 Introduction

Multilayer systems with thin magnetic films ranging from a few atomic
layers to several nanometers are ubiquitous in the field of magnetism and
spintronics. For example magnetic sensors and hard disk read heads are
build up of a multilayered thin film stacks and exploit the GMR or TMR
effect. New data storage concepts like MRAMs are build up of multiple
thin layers including MTJs [17,25,112,113]. Thin magnetic layers also ap-
pear in magnonics [114–116], are used for spin Hall nano-oscillators [21,117],
or build up systems with perpendicular magnetic anisotropy (PMA) and
VCMA [113,118,119]. In order to optimize and fine tune the functionality
of such systems, exact knowledge of structural and magnetic properties
is necessary. Layer thicknesses, chemical and magnetic depth profiles,
interfacial properties such as roughness, intermixing at interfaces, and in-
terfacial magnetism are parameters which strongly influence the function-
ality. Characteristic physical values as magnetoresistance and spin diffu-
sion lengths are extremely sensitive to these parameters and show large
variations throughout literature [27–31]. In devices which utilize STT or
SOT the boundary between ferromagnetic and non-ferromagnetic layer is
of particular interest [120–122]. For theoretical approaches and simulations,
structural and magnetic properties are basic inputs. However, the actual
depth dependent element distributions and magnetization profiles are usu-
ally unknown and not easily accessible, which makes it harder to perform
meaningful simulations of real systems.

Experimental techniques providing detailed information about buried
layers are rare. TEM is a common imaging technique yielding depth depen-
dent information with high resolution. TEM is often used in combination
with element-specific methods such as energy-dispersive x-ray spectroscopy
(EDX) and EELS. A drawback with TEM measurements is, that a lamella
of about 10 – 100 nm thickness has to be cut out of the layer stack and
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Figure 4.1: Schematic of the sample design for XRR and XRMR mea-
surements throughout this chapter.

the information is restricted to several 10 nm and therefore rather local.
Also, obtaining depth dependent magnetic information is not easily pos-
sible with TEM. In contrast to this, element-specific chemical and mag-
netic depth profiles averaged over larger areas of several µm2 to mm2 can
be obtained with high depth resolution with XRR in combinations with
XRMR [33–37]. Additionally, a multilayered sample can be measured with-
out elaborate preparation as long as its lateral dimension is in the range of
mm to cm. XRMR measurements have proven to be extremely beneficial
in many different experimental studies, e.g. retrieving spatially resolved
electronic structures and depth dependent orbital polarization profiles of
superlattices [41–44], studying pinned magnetic moments in exchange bias
systems [38,123], or for the investigation of the magnetic proximity effect in
Pt [33,39,124–127]. The technique is still under constant progress, e.g. XRMR
has been advanced recently to study depth dependent magnetization dy-
namics [128,129].

The depth dependent chemical and magnetic depth profiles of sput-
tered 2 nm thick TM layers in contact with 50 nm of insulating SiO2 on
one side and 1 nm Cr on the other side are systematically studied in this
chapter. Figure 4.1 shows the design of the samples. The investigated
magnetic TMs are namely iron, cobalt, and nickel. By means of XRR and
XRMR the exact chemical and magnetic depth profiles are deduced and
the magnetic properties at the interfaces are studied in particular. The
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influence of small structural changes such as roughness and thickness varia-
tions induced by the sputtering process on the magnetic properties between
otherwise identical samples is revealed. In combination with SQUID mea-
surements, the magnetization reduction of the ferromagnetic TM layers is
measured quantitatively and the origin of this reduction is investigated.
Whether this is caused by a reduced saturation magnetization due to a
lower Curie temperature in thin films, actual magnetic dead layers, re-
duced magnetization due to intermixing of elements at the interface, or a
mixture of all three.
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4.2 Experimental Methods

4.2.1 X-Ray Reflectometry

X-ray reflectometry (XRR) is a technique that allows to determine chemi-
cal depth profiles of layered samples and is especially sensitive to interfaces.
X-rays are transmitted and reflected at each interface of a layered sam-
ple, and the partial beams interfere with each other, leading to a complex
interference pattern. By simulating these patterns with appropriate soft-
ware (e.g. ReMagX [35,36,130]) detailed structural parameter of the studied
sample can be retrieved. The introduction to XRR in this section follows
the explanations given by Macke et al. in [35].

Figure 4.2 exemplary shows the scattering geometry for XRR experi-
ments. The scattering plane is defined by the incoming and reflected wave
vectors k⃗0 and k⃗′. The momentum transfer in z-direction qz is given by
the absolute value of the difference between k⃗′ and k⃗0:

qz = |k⃗′ − k⃗0| = 2|k⃗0| cos α = 4π

λ
cos α = 2E

ℏc
sin Θ, (4.1)

with the photon energy E , the reduced Planck constant ℏ, the speed
of light c, and the angle of incident Θ. For constructive interference,
the optical path difference has to be equal to a multiple integer of the
wavelength λ:

∆s = P (AD) − P (ABC) · n1 = 2d ·
√

n2
1 − cos2 Θ = mλ. (4.2)

Since n1 ≈ 1 for x-rays this simplifies to

∆s = 2d · sin Θ = 2d · cos α = mλ, (4.3)
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Figure 4.2: Schematic illustration of the scattering plane of a thin film
sample with two layers, with index of refraction n1 and n2. The thickness of
layer 1 is given by d. The momentum transfer q⃗z is given by the difference
of the wave vectors of reflected and incoming light k⃗′ and k⃗0. The angle of
incidence is given by Θ. Note that the shown refraction depicts the case
of visible light entering glass. For x-rays the refraction would be almost
not visible and in the opposite direction (i.e. β > α) because the index of
refraction is usually slightly less but very close to 1. The figure is taken
from [35].

which is known as the Bragg condition. By replacing cos α in equation 4.3
with cos α = qzλ/(4π) from equation 4.1 the Laue equation is obtained:

qz = 2π

d
m. (4.4)

For simple single film samples the qz positions of constructive interference
can be predicted. Or the other way round, from the periodicity in the
interference pattern the layer thickness can be calculated (see for example
Fig. 4 in [35]).

Since x-rays are partially transmitted and reflected at each interface
of a multilayered sample the intensity of interfering beams is not always
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the same. With the Fresnel equations the ratio of transmitted to reflected
light at an interface can be calculated. This has to be done separately for
light where the electric field vector is parallel (π) and perpendicular (σ)
to the scattering plane [35,131]:

tσ = Et

Ei
= 2n1 cos α

n1 cos α + n2 cos β
(4.5)

rσ = Er

Ei
= n1 cos α − n2 cos β

n1 cos α + n2 cos β
(4.6)

tπ = Et

Ei
= 2n1 cos α

n2 cos α + n1 cos β
(4.7)

rπ = Er

Ei
= n2 cos α − n1 cos β

n2 cos α + n1 cos β
. (4.8)

The complex index of refraction in this equations is described by equa-
tion 3.4 for x-rays. The resulting numbers for tσ, rσ, tπ, and rπ are
complex.

However, calculating the reflected intensity at a given qz only based
on the interference and the Fresnel coefficients does usually not result in
good agreement with experimental data. There are several reasons for
that. As depicted in Fig. 4.2, beams can be reflected multiple times back
and forth within one layer resulting in complex interference of many beams.
Furthermore, real samples have rough interfaces. Instead of an immediate
change from one index of refraction to another one at an interface it usually
changes more or less gradually, which strongly reduces the Fresnel coeffi-
cients. In addition, the absorption at resonant edges (e.g TM L-edges or O
K-edge), which are of interest for this study, can be very high. Thus, the
attenuation of light within a layer becomes considerably high. Therefore,
the knowledge of the exact resonant optical x-ray properties is necessary,
which can be retrieved from XAS measurements (see chapter 3). But all
of these issues can be described quantitatively using physical models. For
example, interface roughnesses can be determined or the reflection from
selected interfaces can be strongly enhanced by tuning the photon energy
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Figure 4.3: Schematic representation of multiple beam reflection in a
multilayered sample. The definition of the four partial waves that have to
be considered at each interface can be seen at the top. This figure is taken
from [35].

to the respective edge which makes the experiment especially sensitive to
that interface.

The issue of multiple beam reflection can be dealt with by solving a
recursive formalism that was introduced by Parratt in 1954 [132]. The basic
idea of this formalism is depicted in Fig. 4.3. At each interface i and for
every light polarization, four partial waves have to be taken into account,
namely two waves traveling towards the interface from above and below
(E⃗T

i and E⃗R
i+1) and two waves going away from the interface towards the

top and bottom of the sample (E⃗R
i and E⃗T

i+1). The complex amplitudes
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of these partial waves have to fulfill the following continuity conditions:

ER
i eikiz = r · ET

i e−ikiz + (1 − r) · ER
i+1eiki+1z, (4.9)

ET
i+1e−iki+1z = −r · ER

i+1eiki+1z + (1 + r) · ET
i e−ikiz, (4.10)

where i is the index of the layer, r is the reflectivity of one light beam
at an interface as defined by the Fresnel equations, ki are the normal
component of the wave vector within the respective layer, and z is depth
of the respective interface. The ratio of the amplitudes of all partial waves
that are transmitted and reflected at an interface is now defined by

Ri = ER
i

ET
i

. (4.11)

With this the above equation can be rewritten to:

Ri = ri + Ri+1e2iki+1di+1

1 + riRi+1e2iki+1di+1
, (4.12)

where di is the thicknesses of the respective layer. This equation can be
solved recursively, starting at the lowest interface N under the assumption
that no light is injected from the substrate that is assumed to be infinitely
thick (i.e. RN = rN ). Following this way, the complex ratio Ri of incoming
and reflected wave can be calculated step by step for each interface. This
has to be done separately for π and σ polarized light. The total reflected
intensity, that will be measured in the experiment, is then given by:

IR

I0
= |R0|. (4.13)

This method provides a fast way to calculate the reflected x-ray intensity
at multilayered systems.

So far the interfaces are treated without any roughness property. But
real systems will have rough interfaces, which strongly reduces the reflec-
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tivity. Macke et al. show an example of how much an interface roughness
of 1 nm in a sample with a 20 nm thick Fe layer changes the reflected in-
tensity (see Fig. 7 of [35]). The intensity for the rough interface drops
a lot faster with increasing qz and the interference pattern changes. This
example shows that it is indispensable to properly describe the interface
roughness in the model, otherwise it is not possible to provide a reason-
able model for given experimental data. The roughness can be described
by an error function shaped optical profile which results in an exponential
damping of the Fresnel coefficients [35,133]

rrough
i,i+1 = ri,i+1 · e−kz,i·kz,i+1·σ2

(4.14)

where σ describes the roughness as the root mean square of the vertical
interface roughness. Another way to treat the roughness of interfaces is the
so called multi-slicing method, where the chemical profile is approximated
by slicing the interface artificially into multiple layers with varying density
but no roughness between those layers. This methods gives more flexibility
and the optical profile is not restricted to the shape of an error function.

In the Parratt formalism, the polarization of the light is fixed when the
light propagates through a sample. However, in real systems there can be
transitions between polarizations. This can be handled by the so called
matrix formalism, that was introduced 1990 by Mansuripur [134] and Zak
et al. [135]. In the matrix formalism both the propagation of light between
interfaces and the reflection and transmission at interfaces is described
by 4 × 4 matrices. To solve this problem, iterative matrix products and
solutions to the corresponding systems of linear equations are used. This
replaces the recursive algorithm, that was introduced by Parratt. For more
details about the matrix formalism see [35,134–141].
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X-Ray Resonant Magnetic Reflectometry

Modeling XRR experimental data with either of the formalism described
above allows to retrieve chemical depth profiles of a multilayered sample
with high accuracy. As described in section 3.2.2 and 3.2.3, the x-ray op-
tical properties for magnetic atoms and circular polarized light depend on
the orientation of photon helicity and sample magnetization with respect
to each other. This can be exploited in XRMR measurements, where XRR
data with both orientations are measured and the magnetic depth profile
of a sample is retrieved by modeling these measurements.

The atomic scattering factor of a magnetic atom, that relates incident
and scattered x-rays with polarization e⃗i and e⃗f , respectively, with each
other, is described by [35,142]

f(q, ω, e⃗f , e⃗i) = −(e⃗*
f · e⃗i) · [f1(ω) + if2(ω)]

+i(e⃗*
f × e⃗i) · b⃗ · [∆fmag

1 (ω) + i∆fmag
2 (ω)]., (4.15)

with the Henke-Gullikson atomic factors f1(ω) and f2(ω) and the magnetic
components of the scattering factor ∆fmag

1 (ω) and ∆fmag
2 (ω) as described

in section 3.2.3. The vector b⃗ defines the direction of the magnetic moment
of the atom and takes the following form in spherical coordinates:

b⃗ =

sin ΘM sin φM

sin ΘM cos φM

cosΘM

 . (4.16)

With the geometry introduced in Fig. 4.2 the vectors for σ and π polarized
light can be described by

e⃗σ =

1
0
0

 , e⃗π =

 0
sin Θ
cos Θ

 , (4.17)
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and left and right circular polarized light by a combination of these two:

e⃗l = 1√
2

· (e⃗σ + ie⃗π), e⃗r = 1√
2

· (e⃗σ − ie⃗π). (4.18)

With these polarization definitions, equation 4.15 can be rewritten in terms
of the possible combinations of incident and scattered light polarization
(e⃗i → e⃗f ) [35]:

σ → σ : (4.19)

f = [f1 + if2]

π → π : (4.20)

f = [f1 + if2]

l → l : (4.21)

f = [f1 + if2] − i[∆fmag
1 + i∆fmag

2 ] · [sin Θ cos ΘM − cos Θ sin ΘM sin φM]

r → r : (4.22)

f = [f1 + if2] + i[∆fmag
1 + i∆fmag

2 ] · [sin Θ cos ΘM − cos Θ sin ΘM sin φM]

σ → π : (4.23)

f = −[∆fmag
1 + i∆fmag

2 ] · [cos Θ cos ΘM + cos Θ sin ΘM sin φM]

l → r : (4.24)

f = 0

Measurements with different polarizations for e⃗i and e⃗f are usually not
accessible in experiments, since they would require a polarization filter.
The highest magnetic contrast is achieved for measurements l → l and
r → r and taking their difference, which is done in XRMR measurements.
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The same contrast is achieved when switching the magnetization direction
instead of the circular polarization.

4.2.2 ERNSt – The Experimental Reflectometry Setup

The magnetic reflectometer setup ERNSt (Stuttgart Novel Reflectometer
Experiment) is used for the XRR and XRMR measurements in this chap-
ter, for the XAS and XMCD measurements in chapter 3, and for the
VXRR measurements in chapter 5. The measurements with ERNSt were
performed at the UE56-2 PGM-2 beamline at the BESSY II synchrotron
in Berlin, Germany. A brief introduction to the relevant features of the
experimental setup is given in this section while a detailed summary can
be found in [103].

ERNSt is an experimental setup which is dedicated to XAS, XMCD,
XRR, and XRMR measurements in the soft x-ray regime. Figure 4.4 shows
a 3D model of the setup. Since it is designed for operation with soft x-rays
it is build as an ultra-high vacuum (UHV) chamber with a possible base
pressure down to 2 ·10−10 mbar. Figure 4.5 shows a schematic of the setup
in the main and I0 chamber. The incoming x-ray intensity reference I0

can be monitored via a SiN membrane, an Al foil, or (as in the case of
the present experiments) a gold mesh. ERNSt has detectors to simulta-
neously measure TEY, total fluorescence yield (TFY), fluorescence yield
background (FYB), and the specular reflected x-rays. The magnet system
is build up of two water cooled field coils with 1300 windings each, which
are located outside of the UHV chamber. The field is guided by an iron
yoke into the chamber and depending on the yoke gap a field of 639 mT
(for 10 mm gap) or 261 mT (for 30 mm gap) can be achieved. The magnet
can be rotated from −10◦ to 100◦ and the detector for specular reflec-
tion from −30◦ to 140◦ with respect to the incoming x-rays. The rotary
feed-through allows for a 360◦ rotation of the sample. The magazine in
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the sample storage can carry up to six samples and the loadlock enables a
fast and easy way to exchange samples without venting the whole system.
The software to control ERNSt and all possible measurements modes is
written in LabVIEW. The measurement modes include point by point Θ,
2Θ, Θ − 2Θ, energy, magnetic field, and constant qz scans, as well as fast
scanning modes where Θ or the energy can be swept continuously.

sample storage

I0 chamber

x-ray entry direction

rotary feed-through
with Θ stepper motor

main chamber

experiment
z-lifts

loadlock

sample z-lift

pump chamber

Figure 4.4: 3D model of the magnetic reflectometer experiment ERNSt.
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Figure 4.5: Schematic of the experimental setup in the main and I0
chamber of ERNSt. The figure is taken from [103].

4.2.3 XRR and XRMR Measurement Procedure

Figure 4.6a shows a typical constant qz scan, where the momentum trans-
fer qz is kept constant by adjusting the angle Θ as the energy is scanned.
Thus, the path difference between layers stays constant for all energies.
To obtain a data point, the reflected x-ray intensity IDet and the x-ray
intensity reference I0 are measured for a given integration time (usually
between 0.5 s and 10 s), which is chosen appropriately, and then averaged.
Figures 4.6b and 4.6c show the raw data which result in the measure-
ment point marked with the red cross in Fig. 4.6a. After each data point,
the angle Θ, the photon energy, or both are changed (depending on the
measurement mode) to move on to the next data point. Before the data
acquisition for the next data point begins, there is a delay time (usually
between 0.1 s and 3 s), which can be seen in Figs. 4.6b and 4.6c since the
averaging for the data point only starts after a 3 s delay.

There is also the option for fast Θ − 2Θ and fast photon energy scans.
In this mode Θ or the photon energy are swept continuously with fixed
speeds (typically 0.1 – 0.4 °/s and 0.1 – 1 eV/s, respectively) and the inte-
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Figure 4.6: (a) Normalized reflected x-ray intensity of a typical constant
qz scan. (b) and (c) display the measured IDet and I0, respectively, within
the 13 s measurement interval for the data point marked with a red cross
in (a). The average for IDet and I0 over the 10 s integration interval is
shown in red.

gration time is set to small values around 0.2 s. This allows for much faster
scans compared to point by point scans, but the signal to noise ratio of
the data suffers slightly.

4.2.4 Processing XRR and XRMR Data

In order to obtain physically meaningful results such as structural param-
eters and magnetic depth profiles from x-ray reflectometry measurements,
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simulations are required. For this purpose the software package ReMagX
is used [35,36,130]. Structural parameters of a sample, such as layer thick-
nesses and interface roughnesses, and the x-ray optical parameters are the
input parameters in ReMagX and are used to calculate the reflected x-ray
intensity. The results of this calculation are then compared with mea-
sured reflectivity curves and the input parameters are adjusted until the
calculation and measurements match.

Preparing Raw Data for ReMagX

Before explaining in detail the procedure of fitting data with ReMagX
and how to retrieve chemical and magnetic depth profiles, the process of
preparing raw data for ReMagX has to be explained. First the measured
data of all detectors (TEY, TFY, FYB, and the detector for specular re-
flection) have to be normalized with the simultaneously measured x-ray
intensity reference I0. Since reflectivity measurements are usually plotted
as a function of momentum transfer qz instead of Θ, qz has to be calculated
via equation 4.1. When plotted as function of qz instead of Θ, measure-
ments at different energies are easier to compare because the interference
conditions remain similar for equal qz values, which is not the case when
plotted as function of Θ.

When multiple measurements were done with the same measurement
parameters and are supposed to be averaged they need to be interpolated
to a common x-axis. The same has to be done for reflectivity measure-
ments with parallel and antiparallel orientation of sample magnetization
and photon helicity in order to calculate the magnetic asymmetry Amag:

Amag = I↑↑ − I↑↓

I↑↑ + I↑↓
, (4.25)
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with the respective reflected x-ray intensities I↑↑ and I↑↓.
Once the measured data has been properly prepared, it can be imported

into ReMagX . For XRR measurements only the qz and normalized reflected
intensity I data needs be imported, whereas for XRMR measurements qz,
normalized reflected intensities I↑↑ and I↑↓, and the magnetic asymmetry
Amag has to be imported. For constant qz measurements, an array of the
photon energies at which the measurements were done is also required. The
last step is to set parameters like photon polarization, photon energy (for
measurements with constant energy), angular resolution, and an intensity
scaling factor in ReMagX for the corresponding measurement data (see
the right panel in Fig. 4.7).

Retrieving Chemical Depth Profiles with ReMagX

In order to retrieve chemical depth profiles, a model of the studied sample
is created in ReMagX . The theoretically reflected x-ray intensity of this
model is calculated and compared with measured data at the real sample.
Figure 4.7 shows a screenshot of ReMagX at the beginning of the simu-
lation process for a sample with a Si substrate and SiO2, Fe, Cr, and Au
layers of nominal thicknesses 50 nm, 2 nm, 1 nm, 10 nm, respectively. The
individual layers are defined in the top left panel with their x-ray optical
properties δ and β, and the interface roughness σ. For energies far away
from resonance edges, the real and imaginary components δ and β of the
complex refractive index n = 1 − δ + iβ can be taken from x-ray optical
property databases such as [74] or [75]. There are two different modes in
ReMagX for the description of the layers, the compound mode and the el-
ement mode. In the compound mode, the top left panel consists of a table
of different compound materials, where a compound can consist of a single
element or of a group of elements that have a homogeneous density distri-
bution within the layer. The x-ray optical constants of a compound are
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Figure 4.7: Screenshot of the ReMagX software. The individual layers
for the current simulation are defined in the top left panel. The current
experimental and simulated curves are displayed in the bottom left panel.
The right panel shows all imported data sets and the corresponding set-
tings.

achieved by a linear combination of the element-specific scattering factors
of the constituents. In the element mode, there are separate layer profiles
for each element with the molar density as parameter and instead of the
x-ray optical constants δ and β the atomic scattering factors f1 and f2

are used. The advantage of the element mode is that the layer profile for
each element can be freely chosen and, for example, if an element has dif-
ferent valences (with different on-resonant scattering factors), a separate
layer can be introduced for each valence with the corresponding scattering
factors. In the right panel of Fig. 4.7 all imported measurement sets and
the corresponding settings are displayed. The bottom panel shows the
measured reflectivity curve in green and the simulated curve in red. For
the calculation of the curves the Parratt [132,143,144] and the matrix [135–137]

formalism are available.
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As a first step, the layer thicknesses and roughnesses should be ad-
justed manually in compound mode until the measured and calculated
reflected intensities roughly match. Next, reflectivity measurements at
different energies can be fitted simultaneously. Which layer thicknesses
and roughnesses should be included in the fit and appropriate limits can
be set individually. For the fitting process three different algorithms are
available: downhill simplex algorithm [145] (with and without simulated
annealing), Levenberg & Marquardt algorithm [146,147], and an evolution
(genetic) algorithm [148–150]. For more complex models of a sample, such
as layers of elements with different valences, the next step is to switch to
element mode. Here, the structural parameters that should be used as
free parameters in the fit can be selected again and the available fitting
algorithms can be used to fit measured reflectivity curves. Once a mu-
tual parameter set (layer thicknesses and roughnesses) is found where the
calculated and measured reflectivity curves sufficiently match they can be
read out of the layer input table. Those parameters represent the real
structure of the studied sample and can be used to plot depth dependent
elemental distributions, so called chemical depth profiles.

Retrieving Magnetic Depth Profiles with ReMagX

To obtain information about the depth dependent magnetization of mag-
netic layers, magnetic asymmetries A must be measured. For this, reflec-
tivity curves at the corresponding resonant magnetic absorption edge are
measured with parallel and antiparallel orientation of the sample magne-
tization and x-ray photon helicity. The magnetic asymmetry Amag is then
calculated according to Eq. 4.25. For the simulation of the asymmetry the
resonant x-ray optical parameters are needed. They are not tabulated, like
the off resonant optical parameters, but need to be retrieved from XAS
and XMCD measurements, as described in chapter 3.
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For fitting the magnetic asymmetry, the structural parameters of the
chemical depth profile are kept constant. An artificial layer is introduced
for the fit which only carries the magnetic scattering factors ∆fmag

1 and
∆fmag

2 , retrieved from XMCD measurements, while the corresponding
chemical layer carries the resonant scattering factors f1 and f2. Posi-
tion, thickness, roughness, and density of the artificial magnetic layer are
then the free parameters for fitting the magnetic asymmetry. The den-
sity is proportional to the magnetization of the magnetic layer and can
also take negative values for layers with antiparallel magnetic orientation.
While fitting the parameters need to be kept within physically reason-
able boundaries (e.g. position must be within chemical layer and density
should not exceed the density of the chemical layer) for the results to
be meaningful. For higher accuracy of the results, magnetic asymmetries
at various energies around an resonant edge can be measured and fitted
simultaneously.

4.2.5 Magnetometry

The magnetic field and temperature dependent magnetic moment measure-
ments in this chapter were performed with a state of the art superconduct-
ing quantum interference device (SQUID) by Quantum design. Namely,
the Quantum Design MPMS 3 SQUID VSM (see Fig. 4.8a) was used,
which has a temperature range of 1.8 – 1000 K, a sensitivity of ≤10−8 emu
in optimal conditions, and a magnetic field of ±7 T can be applied [151]. The
SQUID at hand is an RF-SQUID, which has a single Josephson junction
in a superconducting loop. The magnetic flux through a superconducting
loop can only be integer multiples of the magnetic flux quantum Φ0. In
an RF-SQUID, the superconducting loop is inductively coupled to a tank
circuit which is driven with Irf . The amplitude of the RF-voltage, which is
read out with the connected preamplifier, is periodic in the applied flux ΦA
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with period Φ0. For further details on the functional principles of SQUIDs
literature such as [152,153] is recommended.

(a)

~~

J
R C

I0
L

Irf

LT CT RT

(b)

Figure 4.8: (a) Image of the Quantum Design MPMS 3 SQUID VSM
(taken from [151]) and (b) a schematic of the circuit diagram of an RF-
SQUID with the superconducting loop on the left and the tank circuit with
preamplifier on the right (reproduced from [152]).

4.2.6 Transmission Electron Microscopy

Transmission electron microscopy (TEM) is an imaging technique, which
can be used to obtain local information on buried layers with high depth
resolution. In transmission electron microscopy, a beam of electrons passes
through a sample and is detected to produce an image. In order for the
electrons to be able to pass through the sample it has to be thinner than ≈
100 nm. For thin film systems a lamella has to be cut out of the layer stack
with a FIB and thinned down to the required thickness [154]. In Fig. 4.9
the process of preparing such a lamella is shown. A JEOL ARM200F
microscope was used to measure such a lamella of a sample studied in this
chapter, thus imaging the profile of the layer stack. Additional techniques
such as EDX and EELS can provide element-specific information. More
details about TEM can be found in [155].
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Figure 4.9: Four different stages of preparing a lamella of a multilay-
ered sample with focused ion beam (FIB) for cross sectional TEM mea-
surements are shown. (a) Milling a triangular trench to expose the cross
section of the layered sample. (b) A so called J-cut is made to separate
the bottom and sides of the lamella from the sample. (c) Lift out of the
lamella with a micromanipulator. After the lift out, the lamella is attached
to a TEM grid. (d) Lamella on the TEM grid, with two thinned windows
that are electron transparent.

4.2.7 Sample Preparation

For the samples, a p-type (boron) doped Si (100) wafer with a resistivity of
0.001 – 0.05 Ω cm and a dry thermally oxidized SiO2 layer with a nominal
thickness of (50 ± 30) nm was used as substrate. The wafer was ordered
from https://www.microchemicals.com/de/. The wafer was cut into
pieces of 5 × 5 mm2. By drawing over the boarder of the substrate with a
permanent marker, deposition of material in the marked area is prevented.
This technique is called marker pen lithography and is used to obtain

https://www.microchemicals.com/de/
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2 mm

Figure 4.10: Light microscope image of a reflectometry sample. The bare
SiO2 surface is visible at the edge of the substrate, while the Au surface is
visible in the center.

sharp layer edges with no electrical short between the layers [156]. Layers
of magnetic TMs, Cr, and Au are grown on top of the wafer by ion beam
sputtering, a schematic of the sample design is shown in Fig. 4.1. As
magnetic TMs layers Fe, Co, and Ni, respectively, are chosen. The nominal
thicknesses of the layers are 10 nm for the Au layer, 1 nm for the Cr layer,
and for the magnetic TM layers samples with 2 nm and 10 nm thick layers
are sputtered. After sputtering, the permanent marker, and with it the
material deposited onto it, is removed with acetone in a ultrasonic bath.
The deposited material stays on the substrate in areas where no permanent
marker was. In Fig. 4.10 an image of a finished sample is shown, at the
border the SiO2 surface and in the middle of the substrate the Au surface
can be seen.
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4.3 XRR and XRMR Measurements –
Chemical and Magnetic Depth Profiles

The chemical and magnetic depth profiles and the magnetic properties of
six different samples are studied in this chapter. One sample with a 2 nm
Fe layer, two different samples with a 2 nm Co layer (labeled 2 nm Co(I)
and 2 nm Co(II)), one sample with a 10 nm Co layer, and two different
samples with a 2 nm Ni layer (labeled 2 nm Ni(I) and 2 nm Ni(II)). The
exact chemical and magnetic depth profiles of the samples are retrieved
from XRR and XRMR measurements. Figure 4.11 shows the sample de-
sign and the measurement geometry together with the direction of the
applied magnetic field. All reflection measurements in this chapter are
done at room temperature and for the XRMR measurements an in-plane
magnetic field of 117 mT was applied. Off-resonant Θ − 2Θ measurements

Figure 4.11: Schematic of the sample design and measurement geometry
for XRR and XRMR measurements. The incident and reflected x-rays
are shown in blue with the wave vectors k⃗i and k⃗r, respectively. The
momentum transfer q⃗z is defined as the difference between k⃗r and k⃗i. The
magnetic field H⃗ is applied parallel to the plane of incidence and the sample
surface.
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are performed with linearly π-polarized x-rays at various x-ray photon en-
ergies between 500 eV and 890 eV at each sample in order to extract the
exact chemical depth profile. For one sample, all off-resonant measure-
ments are simulated simultaneously with ReMagX using the same set of
structural parameters. This provides much more redundancy compared to
single photon XRR measurements, which means that the accuracy of the
results obtained is increased [35,36].

In order to obtain magnetic depth profiles of the magnetic TM layers,
measurements with circular polarized x-rays and the photon helicity paral-
lel and antiparallel to the sample magnetization (at Θ = 0◦) are performed
at the respective TM L3-edge. The resulting magnetic asymmetry Amag

(see Eq. 4.25) is then fitted again with ReMagX to obtain the magnetic
depth profile. The exact procedure of the fitting process with ReMagX is
described in section 4.2.4. Temperature dependent SQUID measurements
are performed to obtain detailed information about the saturation mag-
netizations. Furthermore, a cross sectional TEM image is taken from the
2 nm Fe sample.

4.3.1 Iron Sample

XRR measurements and the corresponding ReMagX fits for the sample
with a 2 nm Fe layer are shown in Fig. 4.12. Reflectivity curves were
measured at 9 different off-resonant photon energies between 500 eV and
890 eV. The ReMagX fits were calculated simultaneously with a mutual
set of structural parameters, which consists of the thickness and roughness
at the top and bottom interface for each individual layer. The accuracy
of the results is increased by fitting the samples structure on the basis
of reflectivity measurements at various photon energies. By tuning the
photon energy over an elements characteristic absorption edge, the x-ray
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Figure 4.12: X-ray reflectivity measurements between 500 eV and 890 eV
and the corresponding ReMagX fits for the 2 nm Fe sample. For a better
readability of the figure, measurements at different energies are plotted
with a vertical offset.

absorption of the respective layer will increase and less x-rays reach the
layers underneath. Thus, less reflected intensity from layers and interfaces
below reaches the detector. This way the sensitivity for specific layers
and interfaces can be enhanced by the choice of photon energy. Also the
statistics is increased in a straightforward way by fitting multiple energies
at the same time [35,36].

The measured x-ray reflectivity curves in Fig. 4.12 show the typical
behavior of soft x-ray reflectometry data. The intensity decreases expo-
nentially (see equation 4.14) with increasing momentum transfer qz, and
characteristic intensity variations arising from multiple reflection at the
samples interfaces are visible. The intensity variations with the shortest
periodicity, which are most pronounced at 531 eV, reflect the total thick-
ness of the layer stack. Since the total thickness is dominated by the SiO2

layer the exact thickness of it can be very well determined by fitting those
short periodic intensity variations. The fits show that the SiO2 layer has
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Figure 4.13: Chemical and magnetic depth profile of the 2 nm Fe sample.
The magnetic depth profile of the Fe layer is shown with the dashed green
line.

a thickness of 59.1 nm and by changing this thickness only by ±0.5 nm
the fit for the short periodic intensity variations is completely off. The
other intensity variations can not be attributed to one particular layer
but arise from a complex interference of x-rays reflected multiple times at
the interfaces of the sample. However, the structural parameters of the
sample, namely the thickness and the roughness at the top and bottom
interfaces of each layer, can still be obtained from the fits and are listed
in table 4.1. The corresponding plot of the chemical depth profile can be
seen in Fig. 4.13.

In order to retrieve the magnetic depth profile, reflectivity measure-
ments with circular polarized x-rays are performed 2.2 eV before the maxi-
mum of the Fe L3-edge (at 704 eV) and at the maximum (at 706.2 eV). At
both energies, measurements with parallel and antiparallel orientation of
photon helicity and sample magnetization are executed and the magnetic
asymmetries are calculated with equation. 4.25. Figure 4.14 shows the
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Figure 4.14: Magnetic asymmetries measured at the 2 nm Fe sample with
photon energies (a) 2.2 eV before the maximum and (b) at the maximum
of the Fe L3-edge. The corresponding ReMagX fits are plotted in black.

magnetic asymmetries and the corresponding ReMagX fits. The magnetic
and non-magnetic x-ray optical parameters used for the fits were retrieved
from XAS and XMCD measurements at a quasi bulk reference sample with
a 10 nm Fe layer, as described in chapter 3, and can be seen in Fig. 3.7.
As can be seen, the real components of the x-ray optical properties f1 and
fmag

1 dominate for the measurement before the L3-edge, while the complex
component f2 and fmag

2 dominate at the maximum of the L3-edge. Again,
one set of parameters for the magnetic depth profile is used to fit both
magnetic asymmetries simultaneously, which enhances the accuracy of the
results compared to only fitting at one energy. The resulting magnetic
depth profile is indicated with the dashed green line in Fig. 4.13. The
overall molar density of the magnetic layer is slightly lower than the one
of the chemical Fe layer. Since the molar density of the magnetic layer is
proportional to its magnetization (as described in section 4.2.4), the lower
density indicates that the saturation magnetic moment per Fe atom is
slightly reduced when compared to the room temperature saturation mag-
netization of the quasi bulk 10 nm reference sample. In addition, there is
a thin layer with an even greater reduction in magnetization at the Fe/Cr
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interface. At the SiO2/Fe interface, no such magnetization reduction is
visible.

Figure 4.15 shows a dark field TEM image of the cross section of the
2 nm Fe sample. At the top the protective Pt layer is visible, that was
added while preparing the TEM lamella. The Fe and Cr layer cannot be
distinguished here because they have a similar scattering cross sections.
The Au and Fe+Cr layer thickness from the image can be determined to
roughly (9.2 ± 0.5) nm and (3.2 ± 0.5) nm, respectively, which is in good
agreement with the values retrieved from the ReMagX fits.

Fe + Cr

SiO2

Au

Protective Pt layer

50 nm

Figure 4.15: Annular dark field TEM image of the cross section of the
2 nm Fe sample.

Table 4.1: Structural parameters of the 2 nm Fe sample determined from
XRR measurements. The up and down arrows denote the roughness at
the top and bottom interface of the respective layer.

Layer Thickness (nm) Roughness (nm)
Au 8.7 ↑ 0.42 ↓ 0.47
Cr 1.2 ↑ 0.43 ↓ 0.49
Fe 1.6 ↑ 0.57 ↓ 0.43
SiO2 59.1 ↑ 0.38 ↓ 0.10
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4.3.2 Cobalt Samples

The same set of measurements which were performed in the previous sec-
tion at the 2 nm Fe sample are now performed on samples where Fe was
substituted by Co. However, in this case two different samples with a
2 nm Co layer, henceforth referred to as 2 nm Co(I) and 2 nm Co(II), and
one sample with a 10 nm Co layer are studied. A schematic of the layer
stack is shown in Fig. 4.11. The two samples with the 2 nm Co layer were
not sputtered all at once but rather consecutively. The nominal sputter-
ing conditions and layer thickness settings, however, were the same for
both samples. Nevertheless, tiny structural variations will inevitable oc-
cur between the two samples introduced by the sputtering process itself
or differences in the substrate and its surface. This way the effect of tiny
structural variations on the magnetic depth profile can be studied.

In order to determine the chemical depth profile XRR measurements at
room temperature and at multiple x-ray photon energies between 500 eV
and 890 eV are performed for all three samples. In Figs. 4.16, 4.17, and
4.18 the corresponding x-ray reflection curves and ReMagX fits are shown
for 2 nm Co(I), 2 nm Co(II), and 10 nm Co, respectively. Again, the thick-
ness of the SiO2 layer can be fitted with high accuracy on the basis of
the short periodic reflected intensity variations that are most pronounced
around 530 eV. The resulting structural parameters are listed in table 4.2
and the layer profiles are plotted in 4.19, 4.20, and 4.21. Small struc-
tural variations between 2 nm Co(I) and 2 nm Co(II) can be seen from the
results. Especially the Au and Cr layers are thinner and the roughness be-
tween Co/Cr and Cr/Au is more pronounced for sample 2 nm Co(I). The
magnetic depth profiles which are shown with dashed orange lines in the
layer profile plots were obtain by fitting the magnetic asymmetries shown
in Figs. 4.22, 4.23, and 4.24. The magnetic and non-magnetic x-ray opti-
cal properties at the Co L3-edge necessary for the fits are retrieved from
XAS and XMCD at a quasi bulk reference sample with a 10 nm Co layer
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Figure 4.16: X-ray reflectivity measurements between 500 eV and 890 eV
and the corresponding ReMagX fits for the 2 nm Co(I) sample. For a
better readability of the figure, measurements at different energies are
plotted with a vertical offset.

and are shown in Figs. 3.8. The magnetic depth profile of both 2 nm sam-
ples show an overall reduced magnetic moment per Co atom and similar
to the 2 nm Fe sample there is again a thin layer at the Co/Cr interface
where the magnetization is even more reduced. The magnetic layer of the
2 nm Co(I) sample has a slightly lower density and the Co/Cr interface is
slightly rougher compared to sample 2 nm Co(II). This results in a overall
smaller amplitude of the magnetic asymmetry for the 2 nm Co(I) sample.
However, the general shape of the magnetic asymmetries is about the same
for both samples (see Figs. 4.22 and 4.23). The different magnetic prop-
erties between the two samples may originate from the higher interface
roughnesses between cobalt, chromium and gold for 2 nm Co(I).

In contrast to the 2 nm Co samples the 10 nm Co sample does not
show an overall magnetization reduction but it does show a thin layer of
reduced magnetization at the Co/Cr interface. This result suggests that
the overall reduced magnetization of the 2 nm Co layers arises from the
smaller layer thickness and that a 10 nm Co layer is already thick enough
to have bulk like magnetic properties.
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Figure 4.17: X-ray reflectivity measurements between 500 eV and 890 eV
and the corresponding ReMagX fits for the 2 nm Co(II) sample. For a
better readability of the figure, measurements at different energies are
plotted with a vertical offset.
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Figure 4.18: X-ray reflectivity measurements between 500 eV and 890 eV
and the corresponding ReMagX fits for the 10 nm Co sample. For a better
readability of the figure, measurements at different energies are plotted
with a vertical offset.
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Figure 4.19: Chemical and magnetic depth profile of the 2 nm Co(I)
sample. The magnetic depth profile of the Co layer is shown with the
dashed orange line.
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Figure 4.20: Chemical and magnetic depth profile of the 2 nm Co(II)
sample. The magnetic depth profile of the Co layer is shown with the
dashed orange line.
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Figure 4.21: Chemical and magnetic depth profile of the 10 nm Co sam-
ple. The magnetic depth profile of the Co layer is shown with the dashed
orange line.
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Figure 4.22: Magnetic asymmetries measured at the 2 nm Co(I) sample
with photon energies (a) 2 eV before the maximum and (b) at the maximum
of the Co L3-edge. The corresponding ReMagX fits are plotted in black.
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Figure 4.23: Magnetic asymmetries measured at the 2 nm Co(II) sample
with photon energies (a) 2 eV before the maximum and (b) at the maximum
of the Co L3-edge. The corresponding ReMagX fits are plotted in black.
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Figure 4.24: Magnetic asymmetries measured at the 10 nm Co sample
with photon energies (a) 2 eV before the maximum and (b) at the maximum
of the Co L3-edge. The corresponding ReMagX fits are plotted in black.

Table 4.2: Structural parameters of the 2 nm Co(I), 2 nm Co(II) and
10 nm Co samples determined from XRR measurements. The up and down
arrows denote the roughness at the top and bottom interface of each layer.

Layer Thickness (nm) Roughness (nm)
2 nm Co(I): Au 7.9 ↑ 0.22 ↓ 0.62

Cr 0.8 ↑ 0.59 ↓ 0.73
Co 2.2 ↑ 0.67 ↓ 0.27
SiO2 58.8 ↑ 0.30 ↓ 0.10

2 nm Co(II): Au 8.7 ↑ 0.35 ↓ 0.29
Cr 1.4 ↑ 0.18 ↓ 0.44
Co 2.1 ↑ 0.69 ↓ 0.48
SiO2 59.0 ↑ 0.51 ↓ 0.10

10 nm Co: Au 8.7 ↑ 0.31 ↓ 0.41
Cr 1.2 ↑ 0.35 ↓ 0.48
Co 10.2 ↑ 0.50 ↓ 0.30
SiO2 59.0 ↑ 0.29 ↓ 0.10
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4.3.3 Nickel Samples

The same measurement procedure as previously for the samples with Fe
and Co as magnetic TM layer is performed for two samples with a 2 nm Ni
layer. In order to distinguish between the two samples they are referred to
as 2 nm Ni(I) and 2 nm Ni(II). A schematic of the layer stack is shown in
Fig. 4.11. The two samples were sputtered consecutively under the same
nominal conditions and with the same set points for the layer thicknesses.
However, there will be tiny structural differences between the two samples
induced by the sputtering process and variations of the substrate surface.
Similar to the previous study on Co layers, this yields again the oppor-
tunity to study the effect of tiny structural variations on the magnetic
properties of thin Ni layers sandwiched between SiO2 and Cr.

The measured x-ray reflectivity curves and corresponding ReMagX for
the two samples are plotted in Figs. 4.25 and 4.26, respectively. The struc-
tural parameters which were retrieved from those fits are listed in table 4.3
and the layer profiles are shown in Figs. 4.27 and 4.28. The structural pa-
rameters of the two samples samples are almost identical, with only small
differences in interface roughness, and the Au, Cr and Ni layers are each
0.3 nm thinner in the Ni(I) sample. The magnetic depth profiles, which
are shown with the dashed blue lines in Figs. 4.27 and 4.28, were retrieved
from fits of the magnetic asymmetries shown in Figs. 4.29 and 4.30. For
both samples, magnetic asymmetries were measured 2 eV before and at
the maximum of the Ni L3-edge and the fitting with ReMagX was done
simultaneously at both energies for each sample. The magnetic depth pro-
file reveals that the magnetization of the whole Ni layer in both samples is
reduced compared to the magnetization of the quasi bulk reference sample
with a 10 nm thick Ni layer. The reduction in magnetization is more pro-
nounced for the 2 nm Ni(I) sample, which has the Ni layer that is 0.3 nm
thinner. Comparing the magnetic asymmetries of the two samples shows
that the general shape is the same, but the amplitude of the magnetic
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Figure 4.25: X-ray reflectivity measurements between 530 eV and 890 eV
and the corresponding ReMagX fits for the 2 nm Ni(I) sample. For a better
readability of the figure, measurements at different energies are plotted
with a vertical offset.

asymmetry is smaller for 2 nm Ni(I). The region of further reduced mag-
netization which was found in the Fe and Co samples at the Fe/Cr and
Co/Cr interface also exists for both Ni samples. Also the magnetization
at the SiO2/Ni interface is slightly reduced.
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Figure 4.26: X-ray reflectivity measurements between 531 eV and 890 eV
and the corresponding ReMagX fits for the 2 nm Ni(II) sample. For a
better readability of the figure, measurements at different energies are
plotted with a vertical offset.

Table 4.3: Structural parameters of the 2 nm Ni(I) and 2 nm Ni(II) sam-
ples determined from XRR measurements. The up and down arrows de-
note the roughness at the top and bottom interface of each layer.

Layer Thickness (nm) Roughness (nm)
Ni(I): Au 8.3 ↑ 0.27 ↓ 0.43

Cr 1.1 ↑ 0.41 ↓ 0.54
Ni 1.9 ↑ 0.56 ↓ 0.24
SiO2 58.8 ↑ 0.10 ↓ 0.10

Ni(II): Au 8.6 ↑ 0.35 ↓ 0.34
Cr 1.4 ↑ 0.23 ↓ 0.54
Ni 2.2 ↑ 0.71 ↓ 0.34
SiO2 59.3 ↑ 0.36 ↓ 0.10



4.3. XRR and XRMR Measurements 91

SiO2 layer
Top
Surface

-20 -15 -10 -5 0
z (nm)

0

0.05

0.1

0.15

M
ol

ar
 d

en
sit

y 
(m

ol
/c

m
3 )

Si
O
Ni

Ni mag.
Cr
Au

2 nm Ni(I)

Figure 4.27: Chemical and magnetic depth profile of the 2 nm Ni(I)
sample. The magnetic depth profile of the Ni layer is shown with the
dashed blue line.
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Figure 4.28: Chemical and magnetic depth profile of the 2 nm Ni(II)
sample. The magnetic depth profile of the Ni layer is shown with the
dashed blue line.
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Figure 4.29: Magnetic asymmetries measured at the 2 nm Ni(I) sample
with photon energies (a) 2 eV before the maximum and (b) at the maximum
of the Ni L3-edge. The corresponding ReMagX fits are plotted in black.
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Figure 4.30: Magnetic asymmetries measured at the 2 nm Ni(II) sample
with photon energies (a) 2 eV before the maximum and (b) at the maximum
of the Ni L3-edge. The corresponding ReMagX fits are plotted in black.
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4.4 Magnetometry Measurements –
Quantification of Reduced Thin Layer
Magnetizations

Temperature and field dependent SQUID measurements were performed
at the exact same samples which were previously studied with XRR and
XRMR and additionally at samples with a 10 nm thick TM layer instead
of 2 nm. This allows the previously obtained magnetic depth profiles to be
correlated with total magnetization measurements, thus quantifying the
observed magnetization reductions. Temperature dependent magnetiza-
tion measurements at samples with Fe, Co, and Ni as TM layer are shown
in Fig 4.31. In the inset of Fig. 4.31a a full hysteresis loop at room temper-
ature of the 2 nm Fe is plotted, which reveals that 117 mT is well enough
to saturate the film.

By comparing the temperature dependent measurements of the thicker
and thinner TM layers for Fe, Co, and Ni it becomes apparent that the
magnetization decreases faster with temperature for the thinner samples.
This behavior indicates that the 2 nm films have a lower effective Curie
Temperature, thus the magnetization at room temperature is lower com-
pared to thicker films or even bulk samples. A reduction of magnetization
and Curie temperature for thin layers is not unexpected [63,64], since the
magnetic ion coordination and related effective molecular exchange fields
are reduced. It is not feasible to determine the actual Curie temperature
of the samples by measuring the temperature dependent magnetization
curves up to higher temperatures, as this would change the chemical struc-
ture and irreversibly alter the properties of the samples during the heating
process.

From the chemical depth profiles, which were determined in section 4.3,
and the known area of the samples, the exact number of TM atoms in
the layers can be determined. Together with the temperature dependent
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Figure 4.31: Temperature dependent magnetization measurements at
samples with 10 nm and 2 nm thick (a) Fe, (b) Co, and (c) Ni layers.
For all measurements an in-plane field of 117 mT was applied to saturate
the samples. Each measurement is normalized to its measured magnetic
moment at 10 K. The inset in (a) shows a full hysteresis loop at 300 K for
the sample with a 2 nm Fe layer.
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SQUID measurements this gives the opportunity to calculate the mag-
netic moment per TM atom at each temperature and compare the results
to literature bulk values [91,92]. The measured saturation magnetization
in µB/atom at 10 K and 300 K for each 2 nm sample is listed in table 4.4
together with the literature values. The last column of the table shows
how much the saturation magnetization of each sample is reduced at room
temperature when compared to literature bulk values. A comparison of
the two Co samples shows that the magnetization of 2 nm Co(I) is more
reduced than that of 2 nm Co(II). The same is true for the two Ni samples,
where the magnetization of 2 nm Ni(I) is more reduced than that of 2 nm
Ni(II). This confirms the results obtained from the magnetic depth profiles
in sections 4.3.2 and 4.3.3, where the 2 nm Co(I) and 2 nm Ni(I) samples
also showed a greater magnetization reduction.

The saturation magnetization values at 10 K for each sample still show
a slight reduction on magnetization when compared with the literature
bulk values. This originates most likely from the lower magnetic ion co-
ordination and atomic intermixing at the interfaces. The magnetic depth
profiles for each sample from section 4.3.1, 4.3.2 and 4.3.3 showed a region
of strongly reduced magnetization at the TM/Cr interface.
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Table 4.4: Measured saturation magnetic moment at 10 K and 300 K
for 2 nm Fe, Co, and Ni films along with literature values according to
[91,92], which are based on room temperature XMCD measurements. To-
gether with the amount of magnetization reduction at 300 K retrieved from
SQUID measurements when compared to the literature values.

µB/atom

Sample 10 K 300 K lit. value mag. reduct.

2 nm Fe 2.03 1.89 2.066 9 %
2 nm Co(I) 1.34 1.26 1.703 26 %
2 nm Co(II) 1.60 1.55 1.703 9 %
2 nm Ni(I) 0.36 0.19 0.570 67 %
2 nm Ni(II) 0.50 0.35 0.570 39 %
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4.5 Discussion

In the previous sections, XRR, XRMR, and SQUID measurements were
carried out on thin film systems. The samples consist of ferromagnetic
TM layers with a nominal thickness of 2 nm, capped by Cr and Au layers
with nominal thicknesses of 1 nm and 10 nm, respectively. They are sput-
tered onto a Si substrate with a thermally grown SiO2 layer with a nominal
thickness of 50 nm. The ferromagnetic TM layers were namely Fe, Co, and
Ni. High resolution depth resolved elemental distribution profiles were re-
trieved from XRR measurements by fitting them with ReMagX . Those
chemical depth profiles allow to determine the exact layer thicknesses
and quantify the interface roughnesses. The extracted interface rough-
nesses consist of components related to local intermixing and long ranging
roughnesses [157,158]. For the SiO2 layers thicknesses of 58.8 – 59.3 nm were
found, for the Cr layers 0.8 – 1.4 nm, and for the Au layers 7.9 – 8.7 nm. For
the ferromagnetic TM layers a deviation of up to 0.4 nm from the nom-
inal thickness was found, which is more than one lattice constant. The
roughnesses at the various interfaces in the samples range from 0.10 nm to
0.73 nm, especially at the TM/Cr interfaces the roughnesses are relatively
large with 0.44 – 0.73 nm. There are a multitude of studies on layered sam-
ples including ferromagnetic TM/Cr interfaces, which show similar rough-
nesses [159–162], but the final roughness in layered systems always depends
on many parameters such as the used materials, the layer structure, the
depositing method, and the roughness of the substrate. Especially, the
Fe/Cr interface and its roughness received a lot of attention [163–165], since
it was used for the discovery of the GMR effect [1,2].

The chemical and magnetic depth profiles shown in Figs. 4.13, 4.19,
4.20, 4.21, 4.27, and 4.28 reveal that the magnetization of the ferromag-
netic TM layers at the SiO2/TM interface is not reduced by the contact
to the SiO2 layer. The slight reduction at the SiO2/Ni interface simply
follows the total magnetic moment reduction due to the reduced effec-
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tive Curie temperature, as indicated by the almost identical shape of the
magnetic and chemical profiles. This is the first systematic study of inter-
facial magnetizations at buried SiO2/TM interfaces. On the other hand, at
the ferromagnetic TM/Cr interface, the magnetization of all investigated
samples is significantly reduced and even vanishes completely in regions
where TM and Cr seem to be strongly mixed. From the chemical depth
profiles, the effective depth dependent TM/Cr alloy composition for each
sample can be easily extracted. Dividing the magnetic and chemical depth
profiles of the ferromagnetic TM layers gives the depth dependent normal-
ized magnetic moment per TM atom, as it has been done previously in
other XRMR studies [33]. Combining the two, results in the plots shown
in Fig. 4.32, where the normalized magnetic moments per TM atoms are
plotted as a function of TM concentration in the interfacial TM/Cr region.
However, as mentioned above, the chemical depth profiles, obtained from
XRR measurements do not allow to distinguish between local intermixing
and roughness effects. The following is an attempt to distinguish between
the two by comparing the observed magnetic moments for each TM/Cr
ratio in the interface region with literature values of magnetic moments
for bulk material of the respective alloys [166–168], also shown in Fig. 4.32.

In general the magnetic moment decreases with increasing Cr concen-
tration in the interfacial region for all investigated samples as well as for
the bulk alloy literature values. The magnetic moment in the 2 nm Fe sam-
ple is rather constant over a wide range of Cr concentration, similar to the
literature values for FeCr alloys, and only starts to decrease significantly
when the Fe concentration drops below 40 %. Band structure calculations
for Fe/Cr interfaces performed by Uzdin et al. show that the saturation
magnetic moment of interfacial Fe atoms is almost not reduced [169], which
is consistent with the above observation. For the two 2 nm Co samples, the
magnetic moment remains almost constant until the Co concentration in
the interfacial region becomes less than 50 % for the Co(I) and 60 % for the
Co(II) sample, respectively. The magnetic moment decreases continuously
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Figure 4.32: Normalized magnetic moment per TM atom in the TM/Cr
interface region, where the two elements intermix, as a function of TM
concentration for (a) the Fe sample, (b) the Co samples, and (c) the Ni
samples. The plotted literature values for FeCr, CoCr, and NiCr bulk
alloys are reproduced from [166–168].
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for lower Co concentrations. Previous measurement results by Henry et
al. at the Co/Cr interface also show a reduction of interfacial Co magneti-
zation [170]. The magnetic moment in the two 2 nm Ni samples, Ni(I) and
Ni(II), immediately starts to decrease when Cr is present in the interface
region and decreases continuously with increasing Cr concentration. Band
structure calculations for the Ni/Cr interface performed by Niklasson et
al. show a strong decrease of the Ni magnetic moment when it is in contact
with Cr [171]. The magnetic moment in the intermixing region vanishes for
all investigated samples when the TM concentration decreases below 10 –
20 %. This region, where the magnetization vanishes, is not sufficient to
explain the magnetization reduction, shown in table 4.4, that are obtained
from SQUID measurements. The majority of the magnetization reduction
originates most likely from the reduced effective Curie temperature, which
is also visible in the magnetic depth profiles with the reduced density of
the magnetic layer.

The comparison of the literature magnetic moments per TM atom in
CoCr and NiCr bulk alloys with the magnetic moments of Co and Ni at
the studied interfaces in Figs. 4.32b and 4.32c show a large differences.
The magnetic moments of the bulk alloys decrease immediately when small
amounts of Cr are present and drop to almost zero at Cr concentration
of ≈ 25 % in CoCr and of ≈ 10 % in NiCr, while the magnetic moment
stays constant over a wide range of Cr concentration for bulk FeCr. This
indicates that the magnetic moments of Ni and Co are a lot more sen-
sitive to the presence of Cr than the magnetic moment of Fe. Since the
magnetic atoms in the studied samples obviously have a different coordi-
nation because of their thin layered structure compared to bulk samples
it is not surprising that the studied samples do not behave like the bulk
alloys. However, the strong difference between experimental and literature
data in Fig. 4.32 might also indicate that ferromagnetic TM and Cr atoms
are actually not that much intermixed as suggested by the chemical depth
profiles. Since the lateral resolution of XRR is limited by the used x-ray
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spot size, which in this study was approximately 900 µm, roughnesses on
different length scales can not be distinguished [158]. Thus, the roughness
retrieved from ReMagX simulations can be related to local intermixing
on atomic length scales and long ranging roughness over up to several
µm. The TEM image in Fig. 4.15 does show a longer ranging roughness
that carries through all layers, which also indicates that the local interface
might be sharper than the chemical depth profiles suggest at a first glance.

The detailed analysis of the chemical and magnetic depth profiles ob-
tained from XRMR measurements, together with the complementary TEM
measurement reveals that the roughness at the TM/Cr interface in the in-
vestigated samples is dominated by structural roughness instead of local
intermixing. There is only a narrow region where the ferromagnetic TM
atoms become non magnetic at the interface. Thus, the effect of the re-
duced magnetization of the ferromagnetic TM layers has to be dominated
by the reduced effective Curie temperature.
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4.6 Summary

In this chapter, the structural and magnetic properties of 2 nm thick mag-
netic TM layers that are sandwiched between SiO2 and Cr were studied
by means of XRR, XRMR, and SQUID magnetometry. Actual layer thick-
nesses and interface roughnesses were determined with high accuracy from
reflectometry measurements and compared with results from TEM mea-
surements. The magnetic depth profiles of the TM layers were obtained
by fitting the measured XRMR data.

The results demonstrate that the thicknesses of the ion beam sput-
tered layers deviate significantly from the nominal thicknesses. For the
magnetic TM layers, which are supposed to have a thickness of 2 nm, the
difference is up to 0.4 nm (20 % of the nominal thickness). If this is not
taken into account, when determining absolute saturation magnetizations
from SQUID measurements it could introduce errors of the same magni-
tude. Large interface roughnesses are found, particularly at the TM/Cr
interface, where it is up to 30 % of the layer thickness. The roughness at
the TM/Cr interface is about twice that of the SiO2/TM interface.

In general, the magnetic depth profiles of the TM layers follow the
chemical depth profiles in all samples, but the magnetization of the whole
layer is reduced. The amount of magnetization reduction was found to be
extremely sensitive to tiny structural variations. With SQUID measure-
ments the magnetization reduction was quantified to be up to 67 % when
compared to bulk values from literature. Temperature dependent SQUID
measurements showed that this magnetization reduction is mainly due to
a reduced effective Curie temperature of the 2 nm magnetic TM layers.

The magnetic depth profiles show a marginal reduction in magneti-
zation at the SiO2/TM interface. However, at the TM/Cr interface the
magnetization reduction is more significant. A detailed analysis of the
chemical and magnetic depth profiles showed that the magnetic moment
per TM atom decreases in the interfacial region, where TM and Cr are in
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contact. With decreasing TM concentration in the interfacial region the
magnetic moment per TM atom decreases, until it vanishes when the TM
concentrations decreases below 10 – 20 %. However, this region, where the
TM layers become non magnetic, plays a marginal role in the magneti-
zation reduction of the whole layer. A comparison of the magnetization
dependence in bulk alloys on the TM/Cr ratio (from literature) with the
magnetization dependence in the interfacial region on the TM/Cr ratio
(determined from XRMR measurements) reveals that a large part of the
observed interfacial roughness is based on structural contributions, with
only a narrow intermixing region.

The insight into thin film magnetic systems gained in this chapter by
means of XRR, XRMR, and SQUID measurements is essential for a funda-
mental understanding of the magnetic properties in such thin film systems
and in particular of the interfacial magnetism. This knowledge could help
to design new spintronic devices and improve the functionality of existing
ones. The accurate knowledge of the chemical and magnetic depth pro-
files is also necessary in order to properly analyze the VXRR data in the
following chapter.





Experimental Part III

105





Chapter 5
Voltage X-Ray Reflectometry: A Method to
Study Electric-Field-Induced Changes in
Interfacial Electronic Structures

The experimental realization of voltage x-ray reflectometry (VXRR) mea-
surements as well as the development of a scheme to simulate VXRR
data with ReMagX was the central goal of this thesis. The method of
VXRR and first experimental results have been recently published [172].
Details about the experimental realization, processing and interpretation
of VXRR data, and the very first experimental results are shown in this
chapter. This measurement method allows for the first time to retrieve
element-specific information about voltage related changes in the interfa-
cial electronic structure at buried oxide/metal interfaces.

At the beginning of the chapter, an introduction to electric-field-induced
effects in thin magnetic layers is given. Then, the modifications to the
hardware and software of ERNSt that were necessary to enable interface

107
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sensitive, element-specific VXRR measurements are described. The pre-
liminary electrical characterization of the phase and amplitude responses
of the experimental setup, which was needed before first actual measure-
ments were possible, are shown. A detailed step by step explanation is
given of how a final measurement point is retrieved from raw data and
how measurement data are simulated with ReMagX. The measurement re-
sults for Ni [172] and O atoms at the interface are presented and discussed
together with the ReMagX simulation results.

5.1 Introduction

Electric-field-induced effects at buried interfaces in multilayered systems
play an important role for modern technology. In devices such as spintronic
tunnel junctions, MOS-FETs, capacitors, solid-state electrolyte lithium
batteries, and in general all kind multilayered systems including an insu-
lating layer, electric-field-induced effects at interfaces play an important
role. One prominent example for such an effect is the voltage control of
magnetic anisotropy (VCMA), which is interesting to study from both a
technological and a fundamental research point of view, since it is well es-
tablished in various technological applications but a thorough understand-
ing of the microscopic origin from the electronic structure is still missing.
First experimental reports of the electric field control of ferromagnetism
date back to the early 2000s [173–175] and the first observation of VCMA in
3d transition ferromagnetic layers was reported in 2007 [176]. Utilizing the
VCMA effect in spintronic devices offers the possibility for magnetization
switching with a much higher energy efficiency compared to switching with
magnetic fields or via STT. This way the power consumption of such de-
vices can be reduced drastically, which has been shown in several studies,
and first designs to include this effect in technological devices have been
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Figure 5.1: Schematic of the sample design for VXRR measurements
throughout this chapter. The orientation of a positive (negative) voltage
is shown in red (blue). For a positive voltage holes accumulate at the
TM/SiO2 and electrons at the SiO2/Si interface.

proposed [25,112,113,177]. As mentioned before, a complete description of the
origin of the effect is still missing and especially experimental evidence for
theoretical models is lacking. A first theoretical approach to explain the
underlying physics of the VCMA effect was proposed by Bruno in 1989 [69].
Since then, numerous theoretical studies have been conducted to further
improve our understanding of this phenomenon [178–182]. Direct experi-
mental evidence for the proposed models, however, still remains elusive.
The main reason for this is the scarcity of experimental techniques that
can yield information about buried interfaces.

First attempts to directly measure electric-field-induced changes to the
XAS and XMCD signal of iron at the L2 and L3-edges were carried out
by Miwa et al. in 2015 [105]. Since no voltage-induced change to the spec-
trum was measurable they estimated the effect to be less than 1.2 %. Af-
ter modifications to their experimental set-up, they successfully measured
voltage-induced changes to the amplitude of the XMCD signal in Ni, Co
and Fe thin films at the L2 and L3-edges of those materials [106–108]. For
Pt/Fe multilayers they were able to measure a spectrum of the electric-
field-induced changes at the Pt L-edge [183]. But full spectra of the electric-
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field-induced changes for 3d transition metals are still missing.

XRR and XRMR measurements are sensitive to exactly the informa-
tion needed to study interfacial voltage effects. Precise chemical and mag-
netic depth profiles of layered samples can be retrieved, including exact
layer thicknesses, interface roughnesses and magnetic properties of buried
layers (see chapter 4). In order to advance XRR to VXRR, an electric
field is applied across a layered sample with a TM layer in contact with
SiO2 as an insulating layer. The same samples as in the previous chapter
will be studied in this chapter. The exact knowledge of the chemical and
magnetic depth profile of these samples, determined in the previous chap-
ter, is a prerequisite for the analysis of VXRR data. The sample design
and the orientation of the applied electric field is shown in Fig. 5.1. Elec-
trons are pushed (pulled) to (from) the TM/SiO2 interface and populate
(depopulate) states of atoms at the interface. This changes the x-ray op-
tical properties slightly, and hence the measured reflected x-ray intensity
changes. The change in reflected x-ray intensity is the voltage-induced
signal that will be measured in this chapter, and retrieving the electric-
field-induced change in x-ray optical properties ∆fV

1 and ∆fV
2 from these

measurements is the main purpose of VXRR. ∆fV
1 and ∆fV

2 are directly
related to the change in electronic structure of the atoms affected by the
electric field. A schematic and, for better visibility, exaggerated represen-
tation of the voltage-induced changes of the atomic scattering factor f2 is
shown in Fig. 5.2. The voltage x-ray optical properties ∆fV

1 and ∆fV
2 are

the voltage dependent analogues of the magnetic components of the x-ray
optical properties ∆fmag

1 and ∆fmag
2 .

The white line intensity of transition metal L-edges is proportional to
the number of 3d holes [56,79] and hence this intensity will change slightly
when the occupation of 3d states at the interface is changed by means of
an electrical field. This changes the resonant x-ray optical properties and
therefore the (de)population of interfacial states determines the strength
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Figure 5.2: A schematic of the electric-field-induced changes to the
atomic scattering factor f2 together with the corresponding difference
∆f2,V .

of the measured signal. A rough estimate of the expected signal strength
for TMs can be made by calculating the electric-field-induced change of 3d
holes and divide this by the number of TM atoms present at the interface.
For a sample with Ni as TM layer, an insulating layer SiO2 of d = 50 nm
thickness with an ϵr of 3.9 [184], and an applied voltage of U = ±12 V,
the maximum change of 3d holes per area at the interface ∆nh can be
calculated via the number of moved electrons per area Ne− . The number
of moved electrons per area Ne− can be calculated via:

Ne− = D

e
= ϵ0ϵr

e
E, (5.1)

with the electric displacement field D, the elementary charge e, the vacuum
and relative permittivity ϵ0 and ϵr, respectively, and the electric field E

that is given by [185]:
E = U

d
, (5.2)
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since the sample resembles a plate capacitor. With this, the maximum
change of 3d holes per area at the interface ∆nh when changing the voltage
from −U to +U can be calculated:

∆nh = 2Ne− = 2Uϵrϵ0

ed
= 1.03 · 1017 1

m2 , (5.3)

The face-centered cubic unit cell of Ni has a lattice constant of a0 =
352.4 pm [186], where two Ni atoms are within an area of a2

0. This results
in a Ni area density at the interface of

ρNi = 2
a2

0
= 1.61 · 1019 Ni

m2 . (5.4)

A rough estimate of the expected magnitude of the voltage-induced mea-
surement signal is then the ratio of ∆nh and ρNi, which represents the
electric-field-induced change of 3d holes per interfacial Ni atom:

∆nh,Ni = ∆nh

ρNi
= 0.0064 1

Ni . (5.5)

So the signal is expected to be in the low ‰ region, which makes it nec-
essary to implement a lock-in based measurement setup for the voltage-
induced signal. This experimental setup is explained in section 5.2.1.
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5.2 Experimental Methods

5.2.1 Modifications to ERNSt for Voltage-Induced
Measurements

A lock-in setup to measure the electric-field-induced intensity changes of
reflected x-rays had to be implemented in ERNSt as the signal is expected
to be in the low ‰ range, as described above. An alternating voltage
is applied to the samples in the reflectometer which moves electrons away
from (towards) the TM/SiO2 interface, respectively, which results in slight
changes of the x-ray optical properties and consequently changes of the re-
flected x-ray intensity. These changes oscillate with the same frequency as
the applied electrical field. Thus the amplitude and phase response of the
whole experimental setup needs to be known before the actual experiments
are carried out at the synchrotron.

A Keithley 6517B Electrometer is used to measure the photocurrent
of the reflectometry detector (a Hamamatsu GaAsP photodiode (G1116
type)). Since the electrometer is not built to measure AC, but rather DC
signals, the amplitude and phase response in the different sensitivity ranges
(200 µA, 200 nA, and 200 pA) has to be determined. For this, the alter-
nating voltage of the reference signal of the SR 830 Lock-In Amplifier is
scaled down with a voltage divider and with an appropriate resistance, an
alternating current within the respective range (200 µA, 200 nA, or 200 pA)
is fed to the electrometer. The PREAMP OUT signal of the electrome-
ter is then fed to the lock-in to measure the amplitude and phase of the
signal, which is shown in Fig. 5.3. The three ranges show different cut-off
frequencies, namely 0.07 Hz, 80 Hz, and 700 Hz for the pA, nA, and µA-
range, respectively. The amplitude and phase response shown in Fig. 5.3
is only the response of the Keithley 6517B Electrometer, however, in the
real experiment, the measured current comes from a photodiode and has



114 Chapter 5. Voltage X-Ray Reflectometry

10-2 100 102 104

Frequency (Hz)

10-2

100

A
m

pl
itu

de
 (

a.
u.

)

pA-Range
nA-Range
µA-Range

(a)

10-2 100 102 104

Frequency (Hz)

-180

-90

0

Ph
as

e 
(°

)

pA-Range
nA-Range
µA-Range

(b)

Figure 5.3: Amplitude (a) and phase (b) response of the Keithley 6517B
Electrometer when an AC signal is measured with the 200 µA, 200 nA, and
200 pA-range, respectively.

a DC offset from the total reflected x-ray intensity. A DC driven light-
emitting diode (LED) with its intensity modulated by a small AC signal is
used in order to simulate a realistic measurement signal in the laboratory
without actually using x-rays. The visible light emitted by the LED illumi-
nates the reflectometry detector while the AC frequency is tuned from 1 Hz
to 2000 Hz. The intensity of the LED is controlled by the DC voltage and
tuned in a way that the photocurrent has a suitable value for the different
measurement ranges of the electrometer. Figure 5.4a and 5.4b show the
amplitude and phase response of the full experimental setup (photodiode
and electrometer serially connected), as it is used at the synchrotron. The
measurements show the typical response of a damped harmonic oscillator
for all three measurement ranges, due to an internal electric resonance.
The resonance is most pronounced in the nA-range, where the amplitude
has a maximum at 59 Hz with a phase of −70◦. Typical photocurrents
measured with ERNSt on the samples in this thesis lie between 10 nA and
10 pA. Thus, the µA-range of the electrometer is not suitable. The pA-
range on the other hand has a cut-off frequency around 2 Hz, which is too
low for optimal lock-in performance. Hence, the lock-in frequency of choice
for the experiments at the synchrotron is 59 Hz, and the electrometer range
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Figure 5.4: Amplitude (a) and phase (b) response of the experimental
setup when an AC signal is measured with the 200 µA, 200 nA, and 200 pA-
range, respectively. In (c) and (d) a zoom-in on the resonance for the
200 nA-range is shown, together with the response of the electric circuit
used to couple the AC into the LED. The electric circuit used to drive the
LED does not provide an additional amplitude or phase variation.

is fixed to 200 nA. In Fig. 5.4c and 5.4d a zoom-in of the amplitude and
phase response between 1 Hz and 200 Hz of the experimental setup in the
nA-range is shown, together with the amplitude and phase response of the
voltage in the electric circuit used to drive the LED. The response of the
LED-AC coupling is examined to make sure that there is no additional
amplitude or phase variation coming from this part of the electrical setup.
At the maximum of the resonance (59 Hz), the amplitude of the signal is
increased by a factor of 1.76. Any measured VXRR signal, measured at
this frequency has and will be corrected by this factor. In appendix A, it
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is shown that the amplitude of a real VXRR measurement signal indeed
follows the same frequency dependence as measured here.

In the 200 nA-range the PREAMP OUT output of the electrometer
provides 1 V per 1 nA. Since the SR 830 Lock-In Amplifier tolerates only
50 V at the input, a 1 µF capacitor is put at the input, which, together
with the 10 MΩ input impedance of the amplifier, acts as a high-pass fil-
ter with a cutoff frequency of 0.016 Hz. This way, the DC component of
the signal which results from the reflected x-ray intensity can be blocked
from the lock-in. The maximum output voltage of the lock-in is 5 Vrms.
In order to apply higher voltages than that in the experiment, a HP 6826
A Bipolar Power Supply/Amplifier was used. The default SR 830 Lock-
In Amplifier settings for electric field dependent reflectivity measurements
are the following:

• 1 µF capacitor at the lock-in signal input.

• Reference frequency of 59 Hz and a predefined phase of −70◦.

• A time constant of 300 ms.

• The sensitivity is set to 100 mV and the reserve to normal.

• The signal input is set to float and AC coupled.

• No line filter is used.

The amplitude of the noise measured with the lock-in with the described
settings and the LED as a light source is around 0.04 – 0.05 pArms.

The experimental control software of ERNSt is written in LabVIEW.
In the context of this thesis, the control software was complemented by
scripts that control the lock-in amplifier and read out measured data au-
tomatically.



5.2. Experimental Methods 117

Measurement Procedure for Voltage-Induced Measure-
ments

In order to measure the voltage asymmetry AV, an alternating electric
field has to be applied to a sample. Figure 5.5a shows the bottom of the
sample manipulator of ERNSt with an omicron sample holder (without
sample) and the copper contact which is used to guide the electric field
to the sample [187]. The copper contact is electrically isolated from the
sample manipulator. An image of a sample prepared for VXRR measure-
ments on an omicron sample holder is shown in Fig. 5.5b. When sliding
the sample holder into the sample manipulator, the copper clad laminate
(CCL) wedge will close the contact with the copper contact. The copper
wire connects the top of the sample to the applied electric field, while
the bottom of the sample is connected to ground via the omicron sample
holder and the sample manipulator.

The averaged reflected x-ray intensity I is measured in the same way as
for regular XRR and XRMR measurements, with the detector for specular
reflection. However, the intensity variations that are induced by the elec-
tric field are measured with the lock-in. The resulting voltage asymmetry
ratio AV is calculated via [172]

AV = IV + − IV −

IV + + IV −
= Ilock-in

2I
, (5.6)

where IV +, and IV − are the reflected x-ray intensities with positive and
negative applied voltage, respectively. The difference of these two inten-
sities is the measured lock-in signal Ilock-in, and their sum is the same as
two times the averaged measured reflected intensity I.

There are two different measurement modes for VXRR. The constant
energy mode, where the energy is kept fix and the angle Θ, and therefor
qz, is swept, and the constant qz mode, where qz is kept constant and
energy and angle are swept synchronously in order to maintain a constant
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Figure 5.5: (a) Bottom of the sample manipulator of ERNSt with the
copper contact for VXRR measurements and an omicron sample holder
without sample. (b) Omicron sample holder with a sample for VXRR
measurements mounted. The single-sided CCL wedge together with the
copper wire serve to contact the top of the sample with the copper contact
of the sample manipulator and hence to the voltage source [187]. The con-
ductive silver contacts the bottom of the sample with the omicron sample
holder and hence with ground.

qz. For each data point of a voltage asymmetry measurement, the incom-
ing x-ray intensity I0, the reflected intensity IDet, and the lock-in signal is
measured over a time period of 10 s and then averaged, with 3 s delay time
between neighboring data points. Figures 5.6a and 5.6b show the reflected
intensity IDet and the voltage signal, respectively, of a typical constant qz

measurement. In Figs. 5.6c and 5.6d, the raw data of the x-ray intensity
reference I0 and the voltage signal are shown, which give rise to the data
points marked with the red cross. The down spike in I0 arises from an un-
avoidable injection of electrons in the electron storage ring BESSY II. This
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Figure 5.6: (a) and (b) show the reflected x-ray intensity and voltage
signal, respectively, of a typical constant qz scan. (c) and (d) display the
measured I0 and lock-in raw data, respectively, within the 10 s integration
interval for the data point marked with a red cross in (a) and (b). In (c)
the uncorrected and corrected raw data with the corresponding average
values are shown.

short drop of incoming x-ray intensity disturbs the lock-in measurement,
which can be seen in Fig. 5.6d. In the normal top-up mode, these injections
occur approximately every 90 s, thus roughly every 7th data point will be
affected by this event. In order to correct for this effect, a software-based
noise filter is implemented. The filter calculates the standard deviation of
the lock-in raw data within the 10 s integration interval. In a next step,
all data points whithin the integration interval that are more than 1.3
times the standard deviation away from the uncorrected average will be
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ignored for averaging. In Fig. 5.6d, the corrected and uncorrected lock-in
raw data and averages are shown. In order to further reduce the noise,
each measurement is then repeated up to 14 times, depending on the signal
strength, the desired accuracy of the measurement, and also the available
measurement time.

The routines for the different VXRR measurement modes were written
in LabVIEW and integrated to the ERNSt control software.

5.2.2 Processing Voltage X-Ray Reflectometry Data

The fitting of voltage asymmetries follows a similar scheme as fitting mag-
netic asymmetries, which is described in section 4.2.4. After the regular
fitting procedure, an artificial layer is introduced, which represents the
interfacial region that is affected by the applied electric field. This layer
will be referred to as the voltage layer from now on. Since the technique
of VXRR studies the effect of populating and depopulating of interfacial
states with charges that are moved to the interface by an electric field, the
voltage layer has to be located at interfaces where an electrical insulator is
at one side of the interface. However, the exact location, width and density
of this layer are potentially free parameters for the voltage asymmetry fit.
Physically meaningful boundaries for those parameters are automatically
given by the interface roughness and chemical depth profiles retrieved from
XRR measurements.

The important difference between fitting a voltage asymmetry and a
magnetic asymmetry is that voltage x-ray optical parameters are unknown
and cannot be measured in advance (unlike the magnetic x-ray optical pa-
rameters, which can be determined with XMCD measurements). Quite
the opposite, in fact one of the main goals of VXRR measurements is
to retrieve those voltage x-ray optical parameters. Thus, they are free
parameters for the fit. In order to fit voltage asymmetries measured in
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constant energy mode, where the energy is kept fix and the angle Θ, and
therefor qz, is swept, ∆fV

1 and ∆fV
2 can be fitted completely freely and

independently of each other. This is not the case when fitting voltage
asymmetries measured in constant qz mode, where qz is kept constant and
the energy is swept, since ∆fV

1 and ∆fV
2 are not constant, but energy

dependent. Thus, they need to be fitted as a function of energy. Further-
more, ∆fV

1 and ∆fV
2 are not independent of each other but are related

via Kramers-Kronig relations. Therefore, Lorentzian functions are used to
model ∆fV

1 and ∆fV
2 . In the following analytical form, ∆fV

1 and ∆fV
2 are

always Kramers-Kronig related, which has the advantage that ∆fV
1 does

not have to be calculated from ∆fV
2 via the Kramers-Kronig relation or

vice versa [188]:

∆fV
1 (E) = αE2(E2 − E2

0)
(E2

0 − E2)2 + β2E2 (5.7)

∆fV
2 (E) = αβE3

(E2
0 − E2)2 + β2E2 . (5.8)

Here, E0 is the energy position, α the amplitude, and β the width of
the Lorentzian functions. Those three are also the free fit parameters in
order to fit voltage asymmetries measured in constant qz mode. Values of
∆fV

1 and ∆fV
2 , which were retrieved from constant energy fits, can be used

as a guide, since the energy dependent voltage optical parameters should
include those points. Usually a superposition of up to four Lorentzian
curves is used to model the voltage x-ray optical parameter ∆fV

1 and
∆fV

2 .

5.2.3 Sample Preparation

The samples studied in this chapter are the same samples which were
studied in chapter 4. Thus, a description of the sample preparation can
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be found in section 4.2.7. The marker pen lithography [156] described there
was used in order to prevent an electrical connection between the sputtered
layers and the Si substrate, since for VXRR measurements the voltage
needs to drop at the capacitor consisting of the Si/SiO2/TM stack (see
Fig. 5.1). In preparation of VXRR measurements with ERNSt, a copper
clad laminate (CCL) wedge is glued to a omicron sample holder. Since
the CCL is one-sided, there is no electrical contact between the top of
the wedge and the sample holder. Then a sample is glued to the sample
holder (see Fig. 5.5b) with conductive silver paint. The conductive silver
ensures a good electrical contact between the omicron sample holder and
the Si substrate. Using a copper wire and conductive silver paint, the CCL
wedge and the top Au layer of the sample are then electrically contacted.
When sliding the sample holder into the sample manipulator of ERNSt,
the CCL wedge will contact with the copper contact (see Fig. 5.5), which
in turn is connected to the AC voltage source.

5.3 Sample Pre-Characterization

The exact structure, i.e. layer thicknesses, interface roughnesses, and mag-
netic depth profiles are required in order to analyze and simulate VXRR
measurements with ReMagX . Again, due to the fact that the same samples
are used throughout chapter 4 and 5, the corresponding structural details
can be found in section 4.3.

5.3.1 Breakdown Voltages

A sufficient breakdown voltage of the SiO2 layer is crucial for the success
of VXRR experiments, since the measured signal will be higher when the
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(a) (b)

Figure 5.7: (a) Si substrate with SiO2 coating with conductive silver
droplets as contacts in order to determine the breakdown voltage of the
SiO2 layer at various positions. (b) Sample holder which was designed to
contact the studied samples and measure their resistive properties.

applied electric field is higher. As a first test, the break down voltage of
the blank wafer with the (50 ± 30) nm thermally oxidized SiO2 layer was
tested. In order to do that, conductive silver paint droplets were put onto
the surface as a contact (see Fig. 5.7a). They were then contacted with
needles from a probe station setup, and a DC voltage was applied to the
sample, where breakdown voltages between 37 V and 62 V were found. The
large distribution of breakdown voltages can be attributed to the uncer-
tainty in SiO2 thickness as well as the difficulties in contacting the sample
with the needles.

In a next step, gold contacts were sputtered on top of the SiO2 inter-
face, the samples glued to an omicron sample and contacted in the same
way as for VXRR measurements (see section 5.2.3). A sample holder, sim-
ilar to the one used in ERNSt (see Fig. 5.5a), was designed and can be seen
in Fig. 5.7b. A DC voltage was then applied to the gold contacts. When
applying only 1 mV, some of the samples showed initially a relatively low
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resistance of ∼ 1 kΩ. However, after applying a short 10 V pulse without a
current limit the resistance usually increased to ∼ 1 MΩ, seemingly burn-
ing through weak spots. Those gold contact samples showed breakdown
voltages between 15 V and 27 V.

First VXRR measurements showed that for the present sample design,
voltages of at least 10 – 12 Vrms are needed for a reasonable signal strength.
The previous breakdown voltage measurements showed that the distri-
bution among different samples is rather high and some samples might
already break down at voltages too low for reasonable VXRR measure-
ments. Thus, in preparation for beamtime, each sample was produced at
least 4 times to make sure that at least one sample does not break down
below 10 Vrms. The resistance to an applied voltage of those samples was
tested under the same conditions as the final VXRR measurement, i.e. an
AC voltage with 59 Hz. Each sample was tested whether it could with-
stand a voltage of and 10 Vrms. When more than one sample of a set
survived, higher voltages (up to 15 Vrms) were tested. This procedure en-
sured that only samples capable of withstanding voltages high enough to
provide VXRR signals of reasonable strength were taken to beamtime.

5.3.2 Capacitance and Relative Permittivity

Having a look at the sample design in Fig. 5.1, it becomes obvious that
it resembles a parallel-plate capacitor with the sputtered metallic layers
and silicon substrate as top and bottom plate, respectively, separated by
the insulating SiO2 layer which acts as dielectric. The capacitance C of a
plate capacitor is given by [185]:

C = ϵ0ϵr
A

d
, (5.9)
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with the area A, the thickness of the insulating layer d, and the vacuum and
relative permittivity ϵ0 and ϵr, respectively. The area A of the sample can
be retrieved from images, and the thickness d of the insulating layer was
retrieved from XRR measurements in chapter 4. The relative permittivity
ϵr can be determined after measuring the capacitance C, which was done
in three different ways:

• Direct measurement of the capacitance with an Amprobe AM 530
EUR multimeter.

• AC current measurement through sample at different frequencies and
calculating the capacitance from the impedance.

• Building an oscillating circuit with a known inductance and the sam-
ple as capacitance. By fitting the measured frequency response and
comparing it to the model of a simple LRC circuit, the capacitance
can be retrieved.

The corresponding results for the 2 nm Ni(II) sample are listed in table 5.1.
Including the samples that were studied in chapter 4, an averaged value
of ϵr = 3.88 is determined, which is in good agreement with literature
values of ϵr that lie between 3.7 and 3.9 [184,189]. With the thickness of
the SiO2 layer, the applied AC voltage Urms, and the relative permittivity
ϵr, the electric field Erms and the electric displacement field Drms can be
calculated via:

Erms = Urms

d
(5.10)

Drms = ϵ0ϵrErms = ϵ0ϵrUrms

d
. (5.11)
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The electric displacement field Drms is a measure for the charge accumu-
lating at the SiO2 interface under the applied electric field Erms. Dividing
it by the elementary charge e gives the number of electrons per area accu-
mulating at the interface.

Table 5.1: Measured capacitance (with three different methods) of the
2 nm Ni(II) sample and the resulting relative permittivity ϵr.

capacitance in nF measured via

Sample multimeter impedance oscillating
circuit

resulting
ϵr

2 nm Ni(II) 5.19 5.16 5.29 3.96±0.06
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5.4 VXRR Measurements –
Interfacial Electric-Field-Induced Effects

The experimental realization of VXRR measurements as well as the devel-
opment of a scheme to simulate VXRR data with ReMagX was the central
goal of this thesis. In this section, the very first experimental VXRR data,
the corresponding analysis and the interpretation of the data is presented.
Figure 5.8 shows a schematic of the measurement geometry. VXRR mea-
surements at the Ni L3-edge on a sample with Ni as a magnetic TM layer
are presented [172], as well as measurements at the O K-edge on samples
with different elements at the SiO2 interface.

Figure 5.8: Schematic of the sample design and measurement geometry
for VXRR measurements. The incident and reflected x-rays are shown
in blue with the wave vectors k⃗i and k⃗r, respectively. The momentum
transfer q⃗z is defined as the difference between k⃗r and k⃗i. A magnetic field
H⃗ is applied parallel to the plane of incidence and the sample surface.
The electric field is applied perpendicular to the layer stack with the Au
layer and the Si substrate acting as contacts. Charges accumulate at the
Si/SiO2 and SiO2/TM interfaces.
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5.4.1 Voltage Effect for Interfacial Nickel Atoms

The structural parameters as well as the chemical and magnetic depth
profiles of the 2 nm Ni(II) sample, which is studied in this section, were
determined in chapter 4 and can be found in table 4.3 and Fig. 4.28, re-
spectively. For all measurements, an AC voltage of Urms = 12 V is applied
to the sample and with the 59.3 nm thick SiO2 layer, using equation 5.10,
this corresponds to an electric field of Erms = 0.2 V

nm . Using the averaged
relative permittivity ϵr = 3.88 from section 5.3.2, the displacement field
Drms is calculated using equation 5.11 to be Drms = 0.007 C

m2 , which rep-
resents (when divided by the elementary charge e) the number of electrons
per area moved by the electric field Ne− = 4.34 · 1016 e−

m2 (or alternatively
in units of mol

cm2 : Ne− = 7.21 · 10−12 mol
cm2 ).

Constant Energy qz-Scans

Figures 5.9 and 5.10 show constant energy qz-scans of the electric-field-
induced variations of reflected x-ray intensity measured at 849.8 eV (which
is at the onset of the Ni L3-edge) and 850.5 eV (which is at the maximum
of the Ni L3-edge), respectively (see Fig. 3.9a). The shown data measured
at 849.8 eV and 850.5 eV are obtained by averaging over 8 and 2 repeated
measurements, respectively. The voltage asymmetry ratio AV, shown in
the right column of the figures, is calculated via equation 5.6. The left col-
umn shows the measured lock-in signal Ilock-in, which is the difference in
measured photo current when the electric field is switched from positive to
negative. The top and bottom row of the figures show measurements with
antiparallel and parallel orientation of sample magnetization and photon
helicity, respectively. The voltage asymmetry ratio AV is, as expected, in
the low ‰ range and does not exceed 0.5 ‰ within the measured range (see
Figs. 5.10b, 5.10d, 5.9b and 5.9d). The actual measured reflected photo
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current difference Ilock-in between positive and negative applied voltage is
lower than 0.5 pA for low qz values and decreases quickly with increasing
qz (see Figs. 5.10a, 5.10c, 5.9a and 5.9c). Similar to magnetic asymmetries
Amag (see chapter 4) the voltage asymmetry ratio AV increases with in-
creasing qz because the reflected intensity I decreases faster with qz than
Ilock-in. The voltage asymmetry ratios measured at the onset of the Ni
L3-edge have a higher amplitude than the voltage asymmetry ratios mea-
sured at the maximum of the Ni L3-edge. The black lines in Figs. 5.9 and
5.10 show the ReMagX simulation results, which are in good agreement
with the measurements. The details of these simulations will be explained
later.
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Figure 5.9: VXRR constant energy qz-scans at 850.5 eV, which is at the
maximum of the Ni L3-edge. (a) and (c) show the difference in reflected
photo current Ilock-in between positive and negative applied voltage for
antiparallel and parallel configuration of sample magnetization and photon
helicity, respectively. (b) and (d) show the voltage asymmetry ratio AV
for antiparallel and parallel configuration, respectively. The corresponding
ReMagX fits are shown as black lines. The dashed lines indicate the qz

values at which constant qz scans were performed (shown below).
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Figure 5.10: VXRR constant energy qz-scans at 849.8 eV, which is at
the onset of the Ni L3-edge. (a) and (c) show the difference in reflected
photo current Ilock-in between positive and negative applied voltage for
antiparallel and parallel configuration of sample magnetization and photon
helicity, respectively. (b) and (d) show the voltage asymmetry ratio AV
for antiparallel and parallel configuration, respectively. The corresponding
ReMagX fits are shown as black lines. The dashed lines indicate the qz

values at which constant qz scans were performed (shown below).



132 Chapter 5. Voltage X-Ray Reflectometry

Constant qz Energy-Scans

Constant qz energy-scans are necessary in order to study the energy de-
pendence of the voltage-induced changes to the x-ray optical properties.
Figures 5.11, 5.12, and 5.13 show measurements at qz = 0.106 Å−1 (aver-
age of 14 repeated measurements), qz = 0.086 Å−1 (average of 4 repeated
measurements), and qz = 0.102 Å−1 (average of 2 repeated measurements),
respectively. The qz values 0.106 Å−1 and 0.102 Å−1 were chosen since
the measured reflected x-ray intensity difference has a maximum there for
the measurements at 850.5 eV and 849.8 eV, respectively (see Fig. 5.9 and
Fig. 5.10). The measurement at qz = 0.086 Å−1 was performed since the
voltage signal has the opposite sign here. In all three figures, the left col-
umn shows the measured lock-in signal Ilock-in and the right column the
voltage asymmetry AV and in Figs. 5.11 and 5.12, the top and bottom
row show measurements with antiparallel and parallel orientation of sam-
ple magnetization and photon helicity, respectively. At qz = 0.102 Å−1,
only measurements with antiparallel orientation were performed. The con-
stant qz energy-scans at the three different qz values all show a sharp edge
between 849.0 eV and 849.8 eV, where the voltage asymmetry ratio raises
to about 0.04 – 0.06 ‰. Above 849.8 eV, the voltage signal decreases again
and returns to zero at 854 eV. The maximum of the voltage asymmetry
ratio is at 849.8 eV for measurements at all three qz values, which is at the
onset of the Ni L3-edge. The measurement in Fig. 5.13 at qz = 0.102 Å−1

scans over the whole Ni L-edge energy range. At the L3-edge, a clear
voltage signal is visible, at the L2-edge, no clear signal that is above the
background signal is detectable.
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Figure 5.11: VXRR constant qz energy-scans at qz = 0.106 Å−1. (a) and
(c) show the difference in reflected photo current Ilock-in between positive
and negative applied voltage for antiparallel and parallel configuration of
sample magnetization and photon helicity, respectively. (b) and (d) show
the voltage asymmetry ratio AV for antiparallel and parallel configuration,
respectively. The corresponding ReMagX fits are shown as black lines. The
dashed lines indicate the photon energy values at which constant energy
qz-scans were performed (shown above).
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Figure 5.12: VXRR constant qz energy-scans at qz = 0.086 Å−1. (a) and
(c) show the difference in reflected photo current Ilock-in between positive
and negative applied voltage for antiparallel and parallel configuration of
sample magnetization and photon helicity, respectively. (b) and (d) show
the voltage asymmetry ratio AV for antiparallel and parallel configuration,
respectively. The corresponding ReMagX fits are shown as black lines. The
dashed lines indicate the photon energy values at which constant energy
qz-scans were performed (shown above).
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Figure 5.13: VXRR constant qz energy-scans at qz = 0.102 Å−1. (a)
shows the difference in reflected photo current Ilock-in between positive
and negative applied voltage for antiparallel configuration of sample mag-
netization and photon helicity. (b) shows the corresponding voltage asym-
metry ratio AV. The corresponding ReMagX fits are shown as black lines.

Fitting of VXRR Measurements

Extracting physically meaningful results from those measurements is not
straightforward, and sophisticated simulations with ReMagX are required.
The exact chemical and magnetic depth profile of the sample was retrieved
from the XRR and XRMR measurements presented in chapter 4. Those
profiles are kept unchanged during the simulations of VXRR data. As
described in section 5.2.2, an artificial layer at the SiO2/Ni interface is in-
troduced which carries the voltage optical properties ∆fV

1 and ∆fV
2 . This

layer reflects the position where the charges which are moved by the applied
electric field populate interfacial states. The black lines in Figs. 5.9, 5.10,
5.11, 5.12, and 5.13 show the ReMagX fits, which are in almost perfect
agreement with the experimental data. The position of the voltage layer
strongly affects the periodicity of the fits for measurements in constant
energy mode (Figs. 5.10 and 5.9). Thus, the position can be determined
with an accuracy of ±0.3 nm (details on how this accuracy is determined
are explained later). In Fig. 5.14, the chemical and magnetic depth pro-
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Figure 5.14: Elemental and magnetic depth profile of the 2 nm Ni(II)
sample (see chapter 4 for details on how they are retrieved). The voltage
layer, which indicates the Ni atoms that are affected by the applied electric
field, is shown in red. The density of the voltage layer in the plot is
multiplied by 100 since it would not be visible otherwise. The voltage
layer has a density of 9.03 · 10−5 mol

cm3 and a thickness of 0.8 nm.

file of the sample is shown together with the voltage layer in red. The
position of the voltage layer suggests that only the Ni atoms which have
the smallest distance to the Si substrate are affected by the applied elec-
tric field. This is reasonable since the electric field is highest for those Ni
atoms, especially at peak positions where the distance between Ni atoms
and the Si substrate is even smaller. The product of voltage layer width
and its density represents the number of Ni atoms per area NNi which
are affected by the electric field. It was set to a value of 7.21 · 10−12 mol

cm2 ,
which is derived by division of the applied electric displacement field Drms

by the Avogadro constant NA and the elementary charge e. This way, NNi

is directly connected to the applied voltage and takes the same value as
the number of moved electrons per area Ne− , thus assuming that as many
Ni atoms are affected by the voltage as there are moved electrons (i.e.
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Figure 5.15: (a) Real (f1) and (b) imaginary (f2) part of the atomic
scattering factor at the Ni L3-edge. The optical properties for parallel and
antiparallel orientation of sample magnetization and photon helicity are
shown in green and blue, respectively. The voltage x-ray optical properties
∆fV

1 and ∆fV
2 are shown in red.

one electron per affected Ni atom is moved). However, the choice of NNi

does not change the main results of the analysis, as will be shown later.
For a constant product of voltage layer width and its density, changing
the roughness, width or density of the voltage layer does not affect the fit
quality, except when the roughness exceeds physically meaningful values
(e.g. becoming much larger than the roughness in the chemical profile).

As described in section 5.2.2, when fitting constant energy VXRR
data, the position of the voltage layer, its width and density, and the volt-
age optical x-ray properties ∆fV

1 and ∆fV
2 at the corresponding energy

are free parameters for the fit. However, for constant qz-energy scans the
energy dependence of the voltage optical x-ray properties is needed, and
∆fV

1 and ∆fV
2 need to be related via Kramers-Kronig relation. Thus,

∆fV
1 and ∆fV

2 are modeled via a superposition of Lorentzians of the form
shown in equations 5.7 and 5.8. The position, width and amplitude of the
Lorentzians, together with the position, width and density of the voltage
layer, are the free fitting parameters. Those parameters are varied until the
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Table 5.2: Amplitude α, width β, and energy postion E0 of the three
Lorentzians used to model the voltage x-ray optical parameters ∆fV

1 and
∆fV

2 at the Ni L3-edge.

α (e−/atom) β (eV) E0 (eV)
0.2244 2.06775 849.109
-0.2543 2.26278 849.194
0.0176 5.2014 853.329

ReMagX fits reproduce all the performed measurements (constant energy
and constant qz-scans) as well as possible. For all fits shown in Figs. 5.9,
5.10, 5.11, 5.12, and 5.13, the same voltage optical x-ray properties ∆fV

1

and ∆fV
2 were used. They are shown in Fig. 5.15 together with the atomic

scattering factors for parallel and antiparallel orientation of sample mag-
netization and photon helicity, respectively. The parameters used for the
three Lorentzians which are superimposed to model the voltage x-ray opti-
cal properties are listed in table 5.2. The shown voltage optical properties
in Fig 5.15 are the electric-field-induced equivalent to the magneto optical
properties that are retrieved from XMCD measurements (shown for Ni in
Fig. 3.9a). The difference is that the voltage optical properties arise from
a difference in absorption between positive and negative applied voltage,
while the magneto optical properties arise from a difference in absorption
between parallel and antiparallel orientation of magnetization and photon
helicity.

Voltage-Induced Oxidation State Changes of Interfacial
Ni Atoms

The imaginary component of the voltage x-ray optical properties ∆fV
2 is

shown in Fig. 5.15b. It has its maximum negative value at an energy of
849.9 eV, which is at the onset of the Ni L3-edge. The negative value of
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Figure 5.16: Reproduced absorption coefficient of NiO (blue) and Ni
(green) at the L3-edge from Figure 8 in [85]. The difference between the
NiO and the Ni spectrum is shown in red.

∆fV
2 at the onset of the Ni L3-edge means that a positive voltage basi-

cally shifts the edge to slightly higher energies. In the present experimental
setup, a positive voltage accumulates holes at the SiO2/Ni interface, which
means that the interfacial Ni atoms have, on average, a slightly higher oxi-
dation state for a positive applied voltage. When comparing the absorption
spectra at the L3-edge of Ni atoms with different oxidation states [85–87], it
becomes apparent that the edge shifts to higher energies for higher oxida-
tion states. Thus, the present result, indicating that interfacial Ni atoms
slightly change their oxidation state in an electric field, and that therefore
the L3-edge shifts to slightly higher energies for a positive applied voltage,
seems reasonable. In Fig. 5.16, the difference between a NiO and Ni ab-
sorption spectrum is shown (the spectra are reproduced from [85]), which
shows in general a roughly comparable shape as ∆fV

2 in Fig. 5.15b. Both
have a negative sign at the onset of the L3-edge and a positive sign after
the edge. This further supports the finding of a varying oxidation state of
interfacial Ni atoms induced by an applied voltage.



140 Chapter 5. Voltage X-Ray Reflectometry

Interfacial Spin Polarization of Ni Atoms

All VXRR measurements at the Ni sample were performed with both paral-
lel and antiparallel orientation of sample magnetization and photon helicity
(except the constant qz energy-scan at 0.102 Å−1 in Fig. 5.13, which was
only measured for antiparallel orientation). Comparing the corresponding
parallel and antiparallel measurements, no significant difference could be
observed. Also, the same ∆fV

1 and ∆fV
2 were used for fitting the par-

allel and antiparallel measurements, different voltage optical parameters
were not necessary to obtain good fit results. This suggests that there is
either no magnetic component in the voltage x-ray optical properties or
the component is too small, and the effect on the measurements is below
noise level. This in turn suggests that the interfacial Ni states at the Fermi
energy at a SiO2/Ni interface have a rather low spin polarization, which is
consistent with new results obtained by voltage dependent magneto-optical
Kerr effect (VMOKE) measurements on similar samples [190].

Quantitative Analysis of the VXRR Signal

For 3d TMs, the intensity I(f2) of their non-magnetic optical properties
at the L3-edge is proportional to the number of 3d holes nh

[56,79] (see also
section 3.2.1). Since the voltage x-ray optical properties represents how
much the non-magnetic optical properties are changed by an electric field,
the intensity of the voltage optical property I(∆fV

2 ) is proportional to the
electric-field-induced change in the number of 3d holes ∆nh. Taking the
ratio I(∆fV

2 )/I(f2) and multiplying it by the number of 3d holes per Ni
atom (for Ni nh = 1.66 in bulk [191]) then represents the measured electric-
field-induced change in the number of 3d holes per Ni atom ∆nh:

∆nh = nh · I(∆fV
2 )

I(f2) . (5.12)
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Values for I(f2) and I(∆fV
2 ) can be estimated by either integrating over

the respective spectra or by taking their maximum values. This results in
∆nh = 0.39 and 0.42 when integrating over the spectra or taking their max-
imum, respectively. The average of the two values is ∆nh = 0.405 ± 0.015,
which represents the average change of 3d holes in the Ni atoms that are
affected by the voltage in the simulation.

From the number of moved electrons Ne− and the number of electric
field affected Ni atoms NNi in the simulation, the maximum possible change
in number of 3d holes per Ni atom ∆nmax

h can be calculated. As described
above, Ne− = 7.21 · 10−12 mol

cm2 is calculated from the electric displacement
field Drms, and NNi is assumed to be the same value for the present sim-
ulations. The ratio of Ne− to NNi then represents the maximum possible
change in number of 3d holes per Ni atom:

∆nmax
h = Ne−

NNi
= 1. (5.13)

However, the experimental results showed that ∆nh = 0.405±0.015, which
suggests that only about 40 % of the moved electrons (de)populate Ni
states and consequential 60 % of the electrons (de)populate oxygen and
silicon states.

Independence of the results on the chosen voltage layer
area density

One might assume that the choice of NNi = Ne− = 7.21 · 10−12 mol
cm2 for the

simulations has a great impact on the results and their implications. How-
ever, the result that only about 40 % of the moved electrons (de)populate
Ni states is independent of NNi, as will be shown in this section.

As described above, the measured change of Ni 3d holes ∆nh is calcu-
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lated via:
∆nh = nh · I(∆fV

2 )
I(f2) . (5.14)

The simulations with ReMagX showed that I(∆fV
2 ) is proportional to the

inverse of the number of interfacial Ni atoms NNi that are affected by the
electric field, which is given by the product of width and density of the
voltage layer. I(∆fV

2 ) does also scale linearly with the applied electric
field Drms(see next section):

I(∆fV
2 ) = k · Drms

NNi
, (5.15)

with the proportionality constant k. With equation 5.14 and 5.15 ∆nh

can be calculated via:

∆nh = nh · k · Drms

I(f2) · NNi
. (5.16)

On the other hand, the maximum possible change of Ni 3d holes ∆nmax
h

would be achieved when all moved electrons Ne− would populated states
of electric field affected Ni atoms NNi and is calculated via their ratio (as
described above):

∆nmax
h = Ne−

NNi
= Drms

e · NA · NNi
, (5.17)

where the number of moved electrons Ne− can be determined from the ap-
plied displacement field Drms, the elementary charge e, and the Avogadro
constant NA via:

Ne− = Drms

eNA
. (5.18)

In order to calculate how many of the moved electrons actually (de)populate
Ni states, the ratio of ∆nh to ∆nmax

h has to be calculated. From equa-
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tions 5.16 and 5.17 follows:

∆nh

∆nmax
h

= nh · k · Drms

I(f2) · NNi
· e · NA · NNi

Drms
= e · NA · nh · k

I(f2) (5.19)

Since NNi and Drms cancel out in the above equation, the fraction of
moved electrons which (de)populate Ni atoms is independent of the choice
of NNi in the simulations and independent of the applied electric field. By
choosing NNi = Ne− , the intensity of the voltage optical x-ray properties
I(∆fV

2 ) is normalized to the applied voltage and the results for I(∆fV
2 )

for different elements at the interface or for different samples become com-
parable.

Another physically reasonable choice for NNi would be to set it to the
area density of a Ni monolayer, thus assuming that exactly one Ni mono-
layer at the SiO2/Ni interface is affected by the voltage (see [172]). As
shown above, this does not change the result that only about 40 % of the
moved electrons (de)populate Ni states. However, the average change of Ni
3d holes of the voltage affected Ni atoms does change when changing NNi

(see equation 5.15). The difference between the two choices of NNi is that
for NNi = Ne− it is assumed that each moved electron can (de)populate ex-
actly one Ni atom while the other interfacial Ni atoms remain unaffected,
while for the assumption that NNi represents a Ni monolayer the voltage
effect is averaged over all interfacial Ni atoms. Thus, I(∆fV

1 ) and I(∆fV
2 )

are normalized to the applied field for NNi = Ne− , or normalized to the
interface when NNi represents a Ni monolayer.

Voltage dependent measurements

To prove the linearity of the VXRR effect, voltage dependent measure-
ments have been performed. Figure 5.17 shows the value of the voltage
asymmetry ratio AV measured at a photon energy of 849.8 eV and a qz-
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Figure 5.17: Amplitude of the voltage asymmetry ratio as a function
of applied voltage Vrms, measured at the Ni sample at a photon energy
of 849.8 eV and at a qz value of 0.106 Å−1. The simulated values were
achieved by scaling down the voltage x-ray optical properties linearly, cor-
responding to the applied voltage.

value of 0.106 Å−1 as a function of applied voltage. The measurements
are done between 1 Vrms and 12 Vrms in 1 Vrms steps. The corresponding
ReMagX fit was achieved by linearly scaling down the voltage x-ray opti-
cal properties ∆fV

1 and ∆fV
2 . For an applied voltage of 1 Vrms, ∆fV

1 and
∆fV

2 , which are shown in Fig. 5.15, are scaled by a factor of 1
12 and for a

voltage of 12 Vrms the scaling factor is 1. The voltage signal shows a linear
dependence on the applied voltage.

Error estimation of voltage layer position

The quality of all shown ReMagX fits is quantified by the sum of squared
errors χ2 [192]:

χ2 =
∑

i

(AVi,exp. − AVi,sim.)2, (5.20)
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Figure 5.18: Normalized χ2-error for the fit shown in Fig. 5.10c as a
function of relative voltage layer position.

with the measured and simulated voltage asymmetry ratios AVi,exp. and
AVi,sim. , respectively. The smaller the value of χ2, the better the quality
of the fit. In order to determine the accuracy of the voltage layer position,
the voltage layer is shifted relative to the position shown in Fig. 5.14
and χ2 is calculated. Figure 5.18 shows the χ2 value normalized to its
minimum as a function of relative voltage layer position. The voltage layer
is shifted from a relative position of −0.4 nm to 0.4 nm in 0.1 nm steps. The
quality of the respective fits, quantified by χ2, decrease drastically when
the voltage layer is shifted from its original position. The sum of squared
errors χ2 is already tripled for a shift of ±0.3 nm, thus the accuracy of
the position of the voltage layer is conservatively assumed to be ±0.3 nm.
Figure 5.18 shows the evolution of χ2 as a function of relative voltage
position exemplarily for the fit shown in Fig. 5.10c. For the fits to the
other shown measurements χ2 behaves similarly under variation of the
voltage layer position. The final position, as shown in Fig 5.14, has been
derived by taking all measurements into account.
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5.4.2 Voltage Effect for Interfacial Oxygen Atoms

The VXRR measurements at the Ni L3-edge in the previous sections
showed that only about 40 % of the electrons which are moved to the
SiO2/Ni interface by the electric field populate Ni states. Thus, the other
60 % of the electrons have to populate O and/or Si states at the SiO2/Ni
interface. Electrons are also moved by the electric field to and from the
Si/SiO2 interface of the sample, where they potentially (de)populate O
and/or Si states. Therefore, VXRR measurements with an applied volt-
age of 12 Vrms at the O K-edge are performed and the corresponding data
together with ReMagX fit results are presented in this section.

VXRR Measurements at O K-Edge on Ni sample

In Figs. 5.19 and 5.20, constant energy qz-scans of the electric-field-induced
variations of reflected x-ray intensity for various photon energies around
the O K-edge are shown. The VXRR signal at the O K-edge was found
to be significantly stronger than the signal at the Ni L3-edge. Thus, single
measurements already provide a decent signal-to-noise ratio and it is not
necessary to average over several measurements as was the case for mea-
surements at the Ni L3-edge. The voltage asymmetry ratio AV, shown in
the right column of the figures, is calculated via equation 5.6. The left
column shows the measured lock-in signal Ilock-in, which is the difference
in measured photo current when the electric field is switched from positive
to negative. Measurements were performed at photon energies of 531 eV,
534 eV, 534.7 eV, 535.4 eV, and 537.8 eV. The overall VXRR signal for all
energies at the O K-edge is higher than the signal that was measured at
the Ni L3-edge. Here, the voltage asymmetry AV shows maximum val-
ues of almost 2 ‰ (for Ni it was less than 0.5 ‰), and the lock-in signal
Ilock-in shows values of almost 2 pA (for Ni it was lower than 0.5 pA). The
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measured voltage asymmetry shows a superposition of a short and long pe-
riodic signal with a periodicity of ∆qz = 0.0086 Å−1 and ∆qz = 0.05 Å−1,
respectively. From the periodicities, a first intuitive and rough estimate of
the O based voltage layer positions p can be made via [35](see also equa-
tion 4.4)

p = 2π

∆qz
. (5.21)

For the short and long periodic signal, this results in a voltage position
of approximately 73 nm and 12.6 nm from the sample surface. Comparing
these values with the structural parameters of the sample in table 4.3, it
can be seen that the two voltage layers producing the measured signal
are located at the Si/SiO2 and at the SiO2/Ni interfaces. This is physi-
cally reasonable since the SiO2 layer is electrically insulating, thus charges
will accumulate at those interfaces. Those charges (de)populate electronic
states of atoms at the interfaces and thereby change the local x-ray optical
properties, which is the origin of the measured signal. For the constant
energy qz-scan at 537.8 eV in Fig. 5.20c, the long periodic contribution in
the VXRR signal, which arises at the SiO2/Ni interface, dominates. This
is due to the high absorption of the O atoms in the SiO2 layer at 537.8 eV
(see Fig. 3.11), which reduces the reflected intensity from the Si/SiO2 in-
terface. On the other hand, in the measurement at 531 eV (see Fig. 5.19a)
the short periodic signal, which arises at the Si/SiO2 interface, dominates.
Thus, fitting all the qz-scans in Figs. 5.19 and 5.20 simultaneously, will
result in detailed information about the electric-field-induced changes in
electronic structure at both interfaces.

As described in sections 5.2.2 and 5.4.1, in order to fit the individual
measurements shown in Figs. 5.19 and 5.20, the position of the voltage
layer and the voltage x-ray optical parameters ∆fV

1 and ∆fV
2 at the re-

spective photon energy are free fitting parameters. In Fig. 5.21, the chem-
ical and magnetic layer profile, together with the voltage layers of the O
atoms that are affected by the electric field are shown. Similar to the
approach for measurements at the Ni L3-edge, the densities and widths
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Figure 5.19: VXRR constant energy qz-scans at various photon energies
around the O K-edge measured at the 2 nm Ni(II) sample. The left column
shows the difference in reflected photo current Ilock-in between positive and
negative applied voltage and the right column shows the voltage asymme-
try ratio AV. The corresponding ReMagX fits are shown as black lines.
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Figure 5.20: VXRR constant energy qz-scans at various photon energies
around the O K-edge measured at the 2 nm Ni(II) sample. The left column
shows the difference in reflected photo current Ilock-in between positive and
negative applied voltage and the right column shows the voltage asymme-
try ratio AV. The corresponding ReMagX fits are shown as black lines.
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Figure 5.21: Elemental and magnetic depth profile of the 2 nm Ni(II)
sample (see chapter 4 for details on how they are retrieved). The voltage
layers, which indicates the O atoms that are affected by the applied electric
field, are shown in red. The densities of the voltage layers in the plot are
multiplied by 100 since it would not be visible otherwise. The upper
voltage layer has a density of 9.03 · 10−5 mol

cm3 and a thickness of 0.8 nm,
and the lower one a density of 1.44 · 10−4 mol

cm3 and a thickness of 0.5 nm.

of the voltage layers are chosen in a way that their product (which repre-
sents the number of O atoms per area NO that are affected by the applied
field) takes the same value as the number of moved electrons per area
Ne− = 7.21 · 10−12 mol

cm2 . This way, the results for ∆fV
1 and ∆fV

2 will be
automatically normalized to the applied voltage and results from different
samples where different voltages were applied can be directly compared.

In Fig. 5.22, an energy-scan measured at a constant qz value of 0.127 Å−1

is shown. Again, on the left is the measured lock-in signal Ilock-in and on
the right the voltage asymmetry ratio AV. Several distinct peaks are visi-
ble in the measurement. In order to fit the shown energy-scan, the energy
dependence of the voltage optical x-ray properties ∆fV

1 and ∆fV
2 is needed,

and they need to be related via the Kramers-Kronig relation. Similar to
the fits at the Ni L3-edge, ∆fV

1 and ∆fV
2 are modeled via a superposition
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Figure 5.22: VXRR constant qz energy-scan at qz = 0.127 Å−1 over the O
K-edge measured on the 2 nm Ni(II) sample. (a) The difference in reflected
photo current Ilock-in between positive and negative applied voltage and
(b) the voltage asymmetry ratio AV. The corresponding ReMagX fits are
shown as black lines.

of Lorentzians of the form shown in equations 5.7 and 5.8. The parame-
ters of the Lorentzians are then varied until the fits for energy-scan as well
as the qz-scans are in good agreement with the measurements. The sign
of the voltage optical properties for the lower and upper voltage layer at
the Si/SiO2 and SiO2/Ni interface, respectively, has to be opposite since
the charges accumulating at the two interfaces have opposite signs. Thus,
for a positive voltage, states at the upper interface are depopulated while
states at the lower interface are populated. The results for ∆fV

1 and ∆fV
2

at the O K-edge for the Si/SiO2 and the SiO2/Ni interface are shown in
Figs. 5.23 and 5.24, respectively.

Voltage Optical Parameters at O K-Edge

For the fits shown in Figs. 5.19, 5.20, and 5.22, a superposition of 4
Lorentzians is used to model the voltage x-ray optical properties ∆fV

1
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Figure 5.23: (a) Real (∆fV
1 ) and (b) imaginary (∆fV

2 ) part of the voltage
x-ray optical properties at the O K-edge, for the lower voltage layer, which
is located at the Si/SiO2 interface.

and ∆fV
2 . They are shown in Fig. 5.23 and 5.24 for the lower and upper

interface, respectively. The corresponding parameters for the Lorentzians
are listed in table 5.3. As expected, the voltage x-ray optical properties
have opposite signs for the lower and upper voltage layer, since for a given
voltage sign, opposing charges accumulate at the Si/SiO2 and SiO2/Ni
interfaces. For both interfaces similar spectral features are found, with
different spectral weight. The small differences between them presumably
originate from the fact that O atoms at the two different interfaces have
different neighboring atoms. At the lower interface, only Si atoms are in
the vicinity of O atoms, while at the upper interface also Ni atoms are
present. Because of that, the electronic structure of the O atoms at the
two different interface potentially differs slightly from each other.

It is noticeable that the amplitude of the voltage x-ray optical proper-
ties is a lot lower for the upper interface. This suggests that more of the
moved electrons have to (de)populate O state at the lower interface than
at the upper interface. By integrating over the absolute value of the two
spectra in Figs. 5.23b and 5.24b and taking their ratio, the ratio between
the number of electrons (de)populating O states at the respective interface
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Figure 5.24: (a) Real (∆fV
1 ) and (b) imaginary (∆fV

2 ) part of the voltage
x-ray optical properties at the O K-edge, for the upper voltage layer located
at the SiO2/Ni interface.

can be estimated. The ratio of the two integrals is 0.3, which means that
at the upper interface only about a third of the O states are (de)populated,
compared to the lower interface.

In Fig. 5.25, different O K-edge XAS spectra are shown and compared
to ∆fV

2 from the SiO2/Ni interface. The O K-edge spectrum measured
with ERNSt at a blank SiO2 surface is shown, as well as from literature
reproduced O K-edge spectra measured at SiO2 glass, at bulk SiO2 and
at a Si/SiO2 interface, and at a NiO sample. Since the literature spec-
tra originate from different sources, slight deviations of the photon energy
calibration might be possible. The main features of ∆fV

2 coincide with fea-
tures of the shown O K-edge spectra (e.g. the O K pre-edge peak around
531 eV, the rising edge around 535 eV and on top of the O K-edge around
538 eV). However, the exact interfacial x-ray optical properties of O atoms
in the studied sample are unknown and can vary strongly from any known
bulk oxide optical properties. For example, the two spectra in Fig. 5.25(b)
show the O K-edge of bulk SiO2 (dark blue line) and at the Si/SiO2 inter-
face (dashed dark blue line), revealing that the interfacial oxygen spectrum
varies strongly from the bulk spectrum. The edge of the interfacial spec-



154 Chapter 5. Voltage X-Ray Reflectometry

Table 5.3: Amplitude α, width β, and energy postion E0 of the four
Lorentzians used to model the voltage x-ray optical parameters ∆fV

1 and
∆fV

2 at the O K-edge for the upper and lower voltage layer.

α (e−/atom) β (eV) E0 (eV)
upper

interface
-0.01 2.5 531

0.0412 1.75 534.5
-0.01 0.7 535.3
-0.02 1.8 537.9

lower interface 0.04 2.5 531.5
-0.08 1.75 534.6
0.04 0.9 535.7
0.06 1.8 538.6

trum is shifted by about 4 eV to lower energies and the resonance is a lot
less prominent. Since ∆fV

2 represents the voltage-induced changes to the
interfacial x-ray optical properties, but the exact interfacial x-ray optical
properties are not known, it is difficult to attribute the features of ∆fV

2

to the (de)population of actual O states. However, the peak at 531 eV of
∆fV

2 coincides with the pre-peak in NiO and the rising edge of interfacial
SiO2, and the main peak of ∆fV

2 coincides with the onset of SiO2 edge.
This suggests that the electronic states that correspond to the respective
features in the shown XAS spectra are (de)populated when a voltage is
applied.
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Figure 5.25: Comparsion between O K-edge spectra at different samples
and with different measurement techniques. (a) SiO2 O K-edge spectra
measured with ERNSt in TEY mode, (b) SiO2 bulk (solid) and Si/SiO2
interface (dashed) O K-edge spectra measured with EELS (reproduced
from [48]), (c) SiO2 glass O K-edge measured with XANES (reproduced
from Fig. 24(b) in [111]), (d) NiO O K-edge measured with EELS (repro-
duced from Fig. 34 in [89]), and (e) ∆fV

2 at the SiO2/Ni interface. The
vertical dashed lines indicate the position of the 4 Lorentzians used to
model ∆fV

2 .



156 Chapter 5. Voltage X-Ray Reflectometry

VXRR Measurements at O K-Edge on different sam-
ples

VXRR measurements at the O K-edge were also performed on the 2 nm Fe
and on the 2 nm Co(II) sample (which were already studied in chapter 4),
on a sample with Cr(2 nm)/Au(10 nm), and on a sample with only 10 nm
Au on top of the Si/SiO2(50 nm) substrate. The corresponding VXRR
measurements, fits and layer profiles are shown in appendix B. Since the
Si/SiO2 interface is the same for all samples, the same voltage x-ray opti-
cal properties as shown in Fig. 5.23 need to be used for the lower voltage
layer in each sample. However, the voltage x-ray optical properties for
the upper voltage layer can differ slightly between the samples, since the
chemical composition of the upper interface is different in each sample and
thus the electronic structure of the O atoms might be different. Using the
same voltage optical properties for the lower voltage layer in each sample
and slightly varying them at the upper voltage layer results indeed in good
fits (as can be seen in appendix B). That the same voltage optical proper-
ties for the lower interface result in goods fits for all samples supports the
robustness of the model.

Figure 5.26 shows the results for ∆fV
2 at the upper interface for the

different studied samples, the corresponding plots for ∆fV
1 can be seen in

the appendix B. The peak around 530 eV for the sample with Fe and Ni on
top of the SiO2, might be related to the typical TM 3d/O 2p hybridized
pre-edge states that are (de)populated by the applied voltage. XAS peaks
corresponding to TM 3d/O 2p hybridized states usually appear a few eV
before the main O K-edge (see for example Fig. 5.25(d) or [89]). Sur-
prisingly, this peak does not appear for the samples with Cr and Co on
top of the SiO2. Any further detailed interpretation of the voltage x-ray
optical properties at the O K-edge needs detailed theoretical calculations,
including interface phenomena.
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Figure 5.26: Comparison of ∆fV
2 at the O K-edge for the upper interface

of different samples. The shown spectra belong to the samples with an
upper interface consisting of (a) SiO2/Cr, (b) SiO2/Fe, (c) SiO2/Co, (d)
SiO2/Ni, (e) SiO2/Au.
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5.5 Summary

The new experimental technique of voltage x-ray reflectometry (VXRR)
was introduced in this chapter. The upgrade (software and hardware) of
ERNSt that was necessary to realize this method is described. A scheme
for the treatment of VXRR data with ReMagX was developed, which
enables the simulation of voltage asymmetries similar to magnetic asym-
metries that are measured with XRMR. For the simulations, an artificial
voltage layer is introduced that represents the interfacial atoms that are
affected by the applied voltage. This voltage layer carries the voltage x-ray
optical properties ∆fV

1 and ∆fV
2 , which are directly related to the change

in electronic structure. The position of this voltage layer for interfacial Ni
atoms could be determined with an accuracy of ±0.3 nm.

The energy dependence of ∆fV
1 and ∆fV

2 at the L3-edge for Ni atoms at
a SiO2/Ni interface were retrieved. The analysis of the shape and energy
position (and comparing it to Ni L-edge XAS spectra) revealed that on
average the interfacial Ni atoms slightly change their oxidation state when
an electric field is applied. A positive voltage that accumulates holes at
the interface leads on average to a higher oxidation state of the interfacial
Ni atoms.

Voltage asymmetries measured at the Ni L3-edge measured with left
and right circular polarized x-rays did not show a significant difference,
which led to the conclusion that there is (almost) no magnetic component
in the voltage x-ray optical properties for Ni at a SiO2/Ni interface. This
result suggests that the interfacial Ni states at the Fermi energy have no
or a rather low spin polarization.

A quantitative analysis of the Ni voltage spectra revealed that only
about 40 % of the electrons that are moved to (from) the interface by the
applied voltage populated (depopulate) Ni states. Thus, the other 60 %
of the electrons have to (de)populate states of the other elements at the
interface, which in this case are Si and O.
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VXRR measurements as function of applied voltage showed a linear
response of the sample.

Voltage asymmetry measurements performed at the O K-edge showed a
strong signal consisting of two contributions, originating from the Si/SiO2

and the SiO2/Ni interface, respectively. The corresponding voltage x-ray
properties ∆fV

1 and ∆fV
2 at the O K-edge have opposite signs for the two

interfaces since for a given voltage opposing charges accumulate at those
interfaces. However, the general shape of ∆fV

1 and ∆fV
2 for both inter-

faces are quite similar. The small differences between them presumably
originate from the different chemical surrounding of the O atoms which
results in a different electronic structure. The amplitude of the voltage x-
ray optical properties is a lot higher for the Si/SiO2 interface, suggesting
that more of the moved electrons (de)populate O states at this interface.
The comparison of ∆fV

2 with different O K-edge XAS spectra helped to
identify how the electronic structure of interfacial O atoms changes by an
applied voltage.

VXRR measurements at samples where the Ni layer at the SiO2/Ni in-
terface was exchanged by different elements (namely Au, Cr, Fe, and Co),
revealed similar results for ∆fV

1 and ∆fV
2 at the O K-edge as the ones

obtained for the SiO2/Ni interface. The small differences that are visible
between the spectra obtained from the different samples originate from the
different chemical composition at the interfaces, which results in a slight
variation of the electronic structure of interfacial O atoms. However, the
voltage optical properties for the Si/SiO2 interface are the same for every
sample, which highlights the robustness of the model.

The new experimental method of VXRR has extensive potential for
the research of electric-field-induced interfacial effects. For example, by
retrieving the voltage x-ray optical parameters of a magnetic TM at the
L3 and L2-edge with left and right circular polarized light, one could pos-
sibly do a similar analysis as the XMCD sum rule analysis. This way, the
spin polarization of interfacial states at the Fermi energy could be retrieved
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and analyzed in terms of spin and orbital moments. The obtained knowl-
edge could be helpful in the design of future spintronic devices. VXRR is
also interesting for devices like MOS-FETs and capacitors since they are
inherently built up of interfaces consisting of electrically conducting and
non-conducting materials, and electric fields are applied at these interfaces.
The knowledge how electrons that move to or from the interface change
the electronic structure of interfacial atoms could yield new insights into
these systems and help to improve their functionality.
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Chapter 6
Summary

In this thesis, current questions regarding depth dependent structural,
magnetic, and interfacial properties of magnetic thin film systems were
studied. The investigated layered samples, namely sputtered layer stacks
of SiO2/TM/Cr/Au on Si substrates, are similar to systems widely used
in typical spintronic devices.

In the first part of the thesis, the resonant (magneto-)optical x-ray
parameter of the used materials are retrieved from x-ray absorption spec-
troscopy (XAS) and x-ray magnetic circular dichroism (XMCD) measure-
ments. Here, the TM L-edges and the O K-edge are of interest for studied
samples. The exact knowledge of the resonant optical parameters is a pre-
requisite for the analysis of the reflectometry data in the second and third
part of this thesis.

The second part of the thesis is dedicated to the study of structural and
magnetic properties of Si/SiO2/TM/Cr/Au layer stacks, with the TMs of
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interest being Fe, Co, and Ni. XRR and XRMR measurements are utilized
in order to retrieve high resolution depth dependent chemical and magnetic
properties. The magnetic depth profiles revealed that the magnetization
of the nominal 2 nm thick TM layers is reduced at room temperature when
compared to quasi bulk 10 nm layers. The magnetization reduction was
enhanced at the TM/Cr interface, while the magnetization profile at the
SiO2/TM interface closely followed the chemical depth profile. The over-
all magnetization reduction showed to be very sensitive to small struc-
tural variations that are easily induced by the sputtering process during
the sample preparation. The magnetization reduction was quantified by
complementary temperature dependent SQUID measurements. A detailed
analysis of the measured data revealed different effects leading to the mag-
netization reduction of the thin layers, namely a reduced effective Curie
temperature and intermixing at the interfaces (especially the TM/Cr inter-
face) which results in regions were the magnetization is strongly reduced.
The major magnetization reduction effect has its origin in the reduced
effective Curie temperature.

In the third and central part of this thesis, the new measurement
technique of voltage x-ray reflectometry (VXRR) is presented. VXRR
measurements offer the possibility to study element selective electric-field-
induced changes in interfacial electronic structures at buried layers. The
measurement signal of VXRR experiments are intensity variations of re-
flected x-rays that are caused by small changes of the x-ray optical pa-
rameters at the interface due to electrons (de)populating states at the
Fermi energy. The change of x-ray optical properties is directly related to
changes in the interfacial electronic structure. Thus, by determining those
voltage-induced x-ray optical property changes with VXRR measurement,
it becomes possible to measure electric-field-induced changes to interfacial
electronic structures.

The first ever VXRR measurements are shown, measured on a sample
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with Ni as the TM layer. The electric-field-induced changes to the x-ray
optical properties at the Ni L3-edge and the O K-edge are retrieved. The
results at the Ni L3-edge show that the average oxidation state of inter-
facial Ni atoms is changed by the applied voltage. Measurements with
circular polarized x-rays showed that the interfacial Ni states at the Fermi
energy have no measurable spin polarization with the current noise level
of the experiment. The quantitative analysis of the obtained voltage x-ray
optical properties revealed that only about 40 % of the electrons that are
moved to the SiO2/Ni interface (de)populate Ni states.

A strong electric-field-induced effect in the interfacial electronic struc-
ture of O atoms at the Si/SiO2 and the SiO2/Ni interface could be mea-
sured as well. Furthermore, the retrieved voltage x-ray optical properties
at the O K-edge for the Si/SiO2 interface could be applied to measure-
ments of different samples containing such an interface, demonstrating the
universality of the result.





Chapter 7
Outlook

The results obtained from XRMR measurements in this thesis are impor-
tant to better understand interfacial effects in spintronic devices and might
constitute a step towards future devices with improved functionality. So-
phisticated interface engineering for such devices could be supported by the
detailed knowledge about depth dependent structural and magnetic prop-
erties obtained from XRMR measurements. There are plenty of layered
systems that are interesting for future XRR and XRMR measurements.
For example systematic studies on the CoFeB/MgO interface, which is
quite common in spintronic devices. Another possible avenue includes the
study of artificial antiferromagnets, where the exact magnetic depth profile
of the antiferromagnetically coupled layers could be studied.

The newly developed method of VXRR opens up a completely new way
of obtaining information about interfacial electronic structures at buried
layers. Following the first studies with VXRR, realized in this thesis, it
would be interesting to extend the measurements to other magnetic TMs
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such as Fe or Co or multi component magnets as CoFeB. For samples that
show spin polarized interfacial states at the Fermi energy, VXRR mea-
surements with circular polarized light at the L3 and L2-edges might even
allow to separate orbital and spin magnetic moments for those states. This
could help to better understand interfacial magnetic effects like PMA and
VCMA.

Another interesting path for VXRR would also be to realize measure-
ments where the applied voltage does not oscillate around 0, but rather
between 0 and a positive voltage or between 0 and a negative voltage, since
the electric-field-induced effect may not be symmetrical. Since adding or
removing a charge does not result in the same change in oxidation state,
the related changes in the electronic structure are possibly different.

However, VXRR measurements should not be limited to systems that
are similar to spintronic devices. There are a variety of systems where
VXRR measurements could provide valuable insights into electric-field-
induced interfacial effects, for example systems such as MOS-FETs, capac-
itors, solid-state electrolyte lithium batteries, 2D materials or topological
insulators. By further developing VXRR, it may also be possible to study
buried interfaces of heavy metals, where the SHE leads to high interfacial
spin polarizations when an electric current passes through. Thus, the ex-
perimental method of voltage x-ray reflectometry offers a high potential
for new insights into many different systems in solid-state research.
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Appendix A
Frequency dependence of the VXRR Signal
Strength

All VXRR measurements shown in this thesis were measured with an AC
voltage frequency of 59 Hz. The amplitude response of the experimental
setup, shown in Fig.5.4c, showed that there is a amplification of the mea-
sured signal of 1.76 at 59 Hz. In order to verify that this amplification
actually carries through to the measured VXRR signal, frequency depen-
dent measurements were performed. In Fig. A.1, the normalized frequency
dependent VXRR amplitude is shown. It was measured on the 2 nm Ni(II)
sample with a photon energy of 534 eV and at a qz-value of 0.125 Å−1. The
solid line shows the amplitude response of the experimental setup, as al-
ready shown in Fig. 5.4c. The measurements of the VXRR amplitude
were done for lock-in frequencies of 10.76 Hz, 40 Hz, 59 Hz, 70 Hz, and
84 Hz, with the corresponding predefined phase at the lock-in, which is
shown in Fig. 5.4d. The measured amplitudes are normalized to the val-
ues measured at 84 Hz, since for this frequency the amplitude response of
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Figure A.1: Frequency dependent VXRR amplitude measured at the Ni
sample at a photon energy of 534 eV and a qz of 0.125 Å−1 normalized to
the value measured at 84 Hz (blue diamonds). The solid line shows the
amplitude response of the experimental setup as shown in Fig. 5.4c.

the experimental setup has a value of 1. The frequency dependent VXRR
amplitudes show good agreement with the amplitude response of the ex-
perimental setup.



Appendix B
Additional VXRR Data and Fits at the O
K-edge for different samples

VXRR measurement results at the O K-edge, the corresponding ReMagX
fits, the layer profiles including the voltage layers, and the voltage x-ray
optical properties for samples which all have an Si/SiO2 lower interface
but different upper interfaces, namely SiO2/Au, SiO2/Cr, SiO2/Fe and
SiO2/Co, are shown below.
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Figure B.1: Elemental depth profile of the sample with only an Au
layer on top of the substrate. The voltage layers, which indicates the O
atoms that are affected by the applied electric field, are shown in red. The
densities of the voltage layers in the plot are multiplied by 100 since it
would not be visible otherwise. The upper voltage layer has a density of
9.14 · 10−5 mol

cm3 and a thickness of 0.8 nm and the lower one a density of
1.46 · 10−4 mol

cm3 and a thickness of 0.5 nm.
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Figure B.2: VXRR constant energy qz-scans at various photon energies
around the O K-edge measured at the sample with only an Au layer on
top of the substrate. The left column shows the difference in reflected
photo current Ilock-in between positive and negative applied voltage and the
right column shows the voltage asymmetry ratio AV. The corresponding
ReMagX fits are shown as black lines.
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Figure B.3: VXRR constant qz energy-scan at qz = 0.096 Å−1 over the
O K-edge measured at the sample with only an Au layer on top of the
substrate. The left column shows the difference in reflected photo current
Ilock-in between positive and negative applied voltage and the right column
shows the voltage asymmetry ratio AV. The corresponding ReMagX fits
are shown as black lines.

510 520 530 540 550 560
Energy (eV)

-30

-20

-10

0

10

"
f V 1

 (
e- /a

to
m

)

"f V1

(a)

520 530 540 550
Energy (eV)

-20

-10

0

10

20

"
f V 2

 (
e- /a

to
m

)

"f V2

(b)

Figure B.4: (a) Real (∆fV
1 ) and (b) imaginary (∆fV

2 ) part of the voltage
x-ray optical properties at the O K-edge, for the upper voltage layer located
at the SiO2/Au interface.
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Chromium Sample
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Figure B.5: Elemental depth profile of the sample with a 2 nm Cr and a
10 nm Au layer on top of the substrate. The voltage layers, which indicates
the O atoms that are affected by the applied electric field, are shown in
red. The densities of the voltage layers in the plot are multiplied by 100
since it would not be visible otherwise. The upper voltage layer has a
density of 8.97 · 10−5 mol

cm3 and a thickness of 0.8 nm and the lower one a
density of 1.44 · 10−4 mol

cm3 and a thickness of 0.5 nm.
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Figure B.6: VXRR constant energy qz-scans at 534 eV measured at the
sample with a 2 nm Cr and a 10 nm Au layer on top of the substrate. On the
left the difference in reflected photo current Ilock-in between positive and
negative applied voltage is shown and on the right the voltage asymmetry
ratio AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.7: VXRR constant qz energy-scan at qz = 0.114 Å−1 over the
O K-edge measured at the sample with a 2 nm Cr and a 10 nm Au layer
on top of the substrate. The left column shows the difference in reflected
photo current Ilock-in between positive and negative applied voltage and the
right column shows the voltage asymmetry ratio AV. The corresponding
ReMagX fits are shown as black lines.
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Figure B.8: (a) Real (∆fV
1 ) and (b) imaginary (∆fV

2 ) part of the voltage
x-ray optical properties at the O K-edge, for the upper voltage layer located
at the SiO2/Cr interface.
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Iron Sample
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Figure B.9: Elemental and magnetic depth profile of the 2 nm Fe sample
(see chapter 4 for details on how they are retrieved). The voltage layers,
which indicates the O atoms that are affected by the applied electric field,
are shown in red. The densities of the voltage layers in the plot are mul-
tiplied by 100 since it would not be visible otherwise. The upper voltage
layer has a density of 1.28 · 10−4 mol

cm3 and a thickness of 0.8 nm and the
lower one a density of 2.05 · 10−4 mol

cm3 and a thickness of 0.5 nm.
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Figure B.10: VXRR constant energy qz-scans at various photon energies
around the O K-edge measured at the 2 nm Fe sample. The left column
shows the difference in reflected photo current Ilock-in between positive and
negative applied voltage and the right column shows the voltage asymme-
try ratio AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.11: VXRR constant energy qz-scans at various photon energies
around the O K-edge measured at the 2 nm Fe sample. The left column
shows the difference in reflected photo current Ilock-in between positive and
negative applied voltage and the right column shows the voltage asymme-
try ratio AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.12: VXRR constant energy qz-scans at various photon energies
around the O K-edge measured at the 2 nm Fe sample. The left column
shows the difference in reflected photo current Ilock-in between positive and
negative applied voltage and the right column shows the voltage asymme-
try ratio AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.13: VXRR constant qz energy-scan at qz = 0.100 Å−1 over the
O K-edge measured at the 2 nm Fe(II) sample. The left column shows the
difference in reflected photo current Ilock-in between positive and negative
applied voltage and the right column shows the voltage asymmetry ratio
AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.14: VXRR constant qz energy-scan at qz = 0.127 Å−1 over the
O K-edge measured at the 2 nm Ni(II) sample. The left column shows the
difference in reflected photo current Ilock-in between positive and negative
applied voltage and the right column shows the voltage asymmetry ratio
AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.15: (a) Real (∆fV
1 ) and (b) imaginary (∆fV

2 ) part of the volt-
age x-ray optical properties at the O K-edge, for the upper voltage layer
located at the SiO2/Fe interface.
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Cobalt Sample
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Figure B.16: Elemental and magnetic depth profile of the 2 nm Co(II)
sample (see chapter 4 for details on how they are retrieved). The voltage
layers, which indicates the O atoms that are affected by the applied electric
field, are shown in red. The densities of the voltage layers in the plot are
multiplied by 100 since it would not be visible otherwise. The upper
voltage layer has a density of 9.08 · 10−5 mol

cm3 and a thickness of 0.8 nm and
the lower one a density of 1.45 · 10−4 mol

cm3 and a thickness of 0.5 nm.
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Figure B.17: VXRR constant energy qz-scans at various photon ener-
gies around the O K-edge measured at the 2 nm Co(II) sample. The left
column shows the difference in reflected photo current Ilock-in between pos-
itive and negative applied voltage and the right column shows the voltage
asymmetry ratio AV. The corresponding ReMagX fits are shown as black
lines.
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Figure B.18: VXRR constant energy qz-scans at various photon ener-
gies around the O K-edge measured at the 2 nm Co(II) sample. The left
column shows the difference in reflected photo current Ilock-in between pos-
itive and negative applied voltage and the right column shows the voltage
asymmetry ratio AV. The corresponding ReMagX fits are shown as black
lines.
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Figure B.19: VXRR constant qz energy-scan at qz = 0.104 Å−1 over the
O K-edge measured at the 2 nm Co(II) sample. The left column shows the
difference in reflected photo current Ilock-in between positive and negative
applied voltage and the right column shows the voltage asymmetry ratio
AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.20: VXRR constant qz energy-scan at qz = 0.125 Å−1 over the
O K-edge measured at the 2 nm Co(II) sample. The left column shows the
difference in reflected photo current Ilock-in between positive and negative
applied voltage and the right column shows the voltage asymmetry ratio
AV. The corresponding ReMagX fits are shown as black lines.
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Figure B.21: (a) Real (∆fV
1 ) and (b) imaginary (∆fV

2 ) part of the volt-
age x-ray optical properties at the O K-edge, for the upper voltage layer
located at the SiO2/Co interface.
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