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Molecular One- and Two-Qubit Systems with Very Long
Coherence Times

Dennis Schäfter, Jonathan Wischnat, Lorenzo Tesi, J. Alejandro De Sousa, Edmund Little,
Jake McGuire, Marta Mas-Torrent, Concepció Rovira, Jaume Veciana, Floriana Tuna,
Núria Crivillers, and Joris van Slageren*

General-purpose quantum computation and quantum simulation require
multi-qubit architectures with precisely defined, robust interqubit
interactions, coupled with local addressability. This is an unsolved challenge,
primarily due to scalability issues. These issues often derive from poor control
over interqubit interactions. Molecular systems are promising materials for
the realization of large-scale quantum architectures, due to their high degree
of positionability and the possibility to precisely tailor interqubit interactions.
The simplest quantum architecture is the two-qubit system, with which
quantum gate operations can be implemented. To be viable, a two-qubit
system must possess long coherence times, the interqubit interaction must
be well defined and the two qubits must also be addressable individually
within the same quantum manipulation sequence. Here results are presented
on the investigation of the spin dynamics of chlorinated triphenylmethyl
organic radicals, in particular the perchlorotriphenylmethyl (PTM) radical, a
mono-functionalized PTM, and a biradical PTM dimer. Extraordinarily long
ensemble coherence times up to 148 μs are found at all temperatures below
100 K. Two-qubit and, importantly, individual qubit addressability in the
biradical system are demonstrated. These results underline the potential of
molecular materials for the development of quantum architectures.

1. Introduction

Quantum technologies appear to be on the threshold of cross-
ing from the laboratory to real application: Space-based quantum
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key distribution now allows quantum com-
munication between ground stations that
are a thousand kilometers apart,[1] quan-
tum processors now feature hundreds of
qubits,[2] and quantum sensors have been
used to record the action potential of sin-
gle neurons in a living organism,[3] Yet,
in spite of this impressive progress, many
non-trivial hurdles remain to be overcome.
For example, superconducting transmon
quantum bits (qubits) are close to practi-
cal application, but operate at millikelvin
temperatures, and their macroscopic size
and individual shielded wiring require-
ment fundamentally limit their scalabil-
ity. The rightly much celebrated nitrogen-
vacancy (NV−) centers in diamond pos-
sess much less impressive coherence prop-
erties when located close (<10 nm) to
the diamond surface,[4] and multi-qubit
arrays with deterministic inter-qubit cou-
plings have not been prepared thus far.[5]

Molecules could solve some of such
limitations since they possess properties
that make them potentially very interest-
ing for quantum applications: i) Their

physicochemical properties are extensively tunable by chemi-
cal synthetic means,[6] ii) they are highly monodisperse with
sizes at the nanoscale or even lower, iii) their production is scal-
able, iv) they possess intrinsically non-harmonic energy spectra
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allowing preparation of multiple-state coherences,[7] and v) they
can be arranged in highly ordered 2D and 3D arrays,[8,9] al-
lowing the exploitation of the dipolar interaction to implement
more-qubit operations. The quintessential figure of merit for
any qubit implementation in quantum computing is the ratio
of coherence time (the time available to complete a quantum
algorithm) to the single gate operation time.[10] For microwave-
manipulated spin qubits, the 90 degree pulse time, that is, the
microwave irradiation time required to generate a coherent su-
perposition state with equal contributions of the |0> and |1>
levels, is typically used as a measure for the single gate oper-
ation time. Furthermore, the sensitivity of quantum sensing of
magnetic fields is ultimately limited by the quantum coherence
time of the qubits.[4] In experiments on ensembles of qubits,
a lower bound estimate of the quantum coherence time, typi-
cally denoted phase memory time is obtained (usually by Hahn
echo measurements, see below). Molecular qubits (MQBs) have
reached ensemble phase memory times up to the millisecond
range at double digit Kelvin temperatures,[11] making them com-
petitive with other spin qubits in this respect (Table 1).[12] One
drawback of MQBs is that single entity readout of these species is
a little explored subject, in spite of the fact that single entity elec-
trical readout of MQBs has been achieved,[13] and optical single-
entity readout appears to be around the corner.[14,15]

Exploiting the atomic-scale placement position of MQBs, a
number of potential two- and more qubit systems have been
developed. In one approach, systems are used that possess in-
terqubit interactions that are stronger than experimental single-
qubit rotation rates (nutation or Rabi rotation rates). Two-
qubit levels are then encoded in coupled states of the dimer,
and microwave induced transitions in the coupled system can
be mapped onto typical quantum gate operations, such as
CNOT.[16,17] More operational flexibility is afforded when the
inter-qubit interaction is small compared to the single qubit rota-
tion time corresponding to typical 90 degree pulse times of 10 ns,
because this allows for single-qubit rotations in addition to two-
qubit operations. Thus, the full CNOT gate operation actually

corresponds to the transformation UCNOT =
√

i Z1Z̄2X2UJ(
1
2
J)Y2,

where X, Y, Z are single qubit rotations, 1 and 2 are control and
target qubits, respectively, and UJ is the time evolution operator
corresponding to the inter-qubit interaction J, that is, the two-
qubit part of the gate operation.[18] For two-qubit systems with
pure magnetic-dipolar inter-qubit interactions, this weak inter-
action requirement translates to minimal inter-qubit distances
of 1.6–1.8 nm. These distances must be well defined and fixed
to avoid distributions in and modulation of the inter-qubit inter-
action. It is noteworthy that the latter point is easily attained in
MQBs by the flexibility of molecular synthesis allowing the con-
trol of the relative arrangement of qubits modifying their inter-
qubit interactions through the bridge linking the qubits. A num-
ber of systems with two or more weakly coupled spin centers
have thus been proposed as two- and more-qubit implementa-
tions (Table 1).[19,20] Interestingly, systems that fulfill the above
criteria have also been studied extensively as model systems for
distance determinations in structural biology.[21–23] In the latter
type of studies, the phase memory times that are so critical for
quantum applications are unfortunately typically not reported.

Most investigations into MQBs have focused on simple
mononuclear metal complexes, since it was quickly realized that

Figure 1. Chemical structures of the three studied compounds PTM,
mPTM, and bPTM.

these possess much longer coherence times than the exchange-
coupled clusters studied initially.[12] The second realization was
that the nuclear spins of the hydrogen atoms of the ligands were
the main cause for decoherence in MQBs and that removal of
such hydrogen atoms improved coherence times.[11,24] In fact,
hydrogen-less N@C60 displays very long coherence times, and
has been studied in detail at the single-qubit level.[7,25] How-
ever, the preparation of pure material is exceedingly tedious,[26]

functionalization is challenging, and indeed potential two-qubit
systems based on bis-N@C60-compounds have not been synthe-
sized in significant quantities, as far as we are aware.[27] Persis-
tent neutral organic radicals such as substituted triarylmethyl or
2,2,6,6-tetramethylpiperidinyloxyl (TEMPO), on the other hand,
have been extensively investigated for their use in site-directed
spin labeling, which allows determining distances in biological
systems in physiologically relevant conditions or even in intact
cells.[28] Such organic radicals have been much less investigated
in the context of quantum applications, even though phase mem-
ory times of up to 13 μs have been reported (Table 1). Similar
hydrogen removal strategies (by deuteriation) as for transition
metal complexes have been pursued especially in the case of
TEMPO and tris(tetrathioaryl)methyl (TthAM) radicals. Because
of their weak spin-orbit coupling, organic radicals tend to feature
much smaller anisotropies, leading to narrower electron param-
agnetic resonance (EPR) spectra in randomly oriented samples
such as powder or frozen solutions. Consequently, in bulk mea-
surements, a much larger fraction of the ensemble is addressed
for a given excitation bandwidth in the case of fully organic MQBs
than for metal complex based MQBs. The fact that the spectral
widths are narrower for organic radicals than for metal com-
plexes might be thought a drawback for two- and more qubit sys-
tems, because quantum gate operations require individual spec-
tral addressability of the different qubits. However, if the exci-
tation frequencies of the qubits differ too much, they can easily
exceed source and resonator bandwidths, precluding quantum
gate operations. In fact, narrow lines can be a distinct advantage
to ensure individual addressability of qubits in more-qubit sys-
tems beyond two-qubit ones.

Here we focus on chlorinated triphenylmethyl organic radi-
cals (Figure 1) that feature EPR spectra with very narrow lines,
as potential molecular one- and two-qubit systems. We show that
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Table 1. Experimentally determined ensemble low-temperature phase memory times (TM) for selected monomeric and dimeric molecular qubits (MQBs).
For the monomers, organic MQBs have been highlighted in bold font, while for the dimeric ones, those examples for which a coherent measurement
addressing the inter-qubit interaction has been performed, have been highlighted in the same manner.

Monomeric MQBs

MQB1a) MQB2a) Bridgeb) TM [μs] Ref.

[V(dbddto)3]2− – – 675 [11]

Graphenoid – – 290 [30]

N@C60 – – 230 [31]

PTM – – 148 This work

mPTM – – 114 This work

[Cu(mnt)2]2− – – 68 [24]

CuPc – – 41 [32]

[CpTi(cot)] – – 34 [33]

[Cu(dbm)2] – – 25 [34]

[AuIII(adt2
3−)] – – 21 [35]

TEMPO-SAM – – 13.5 [36]

PTM – – 13 [29]

Blatter – – 7.8 [37]

Triplet C60 – – 6.2 [38]

NitSAc – – 5.41 [39]

TthAM – – 5.1 [40]

dpph – – 3.9 [41]

TEMPO – – 3.2 [42]

CTPO – – 2.79 [39]

BDPA – – 2.3 [43]

Dimeric MQBs

PTM PTM lr/c 67 This work

CuPor TiCp lr/c 20.77, 8.20 [14]

TthAM triplet C60 sf/nc 2.2, 6.2 [38]

CuZnHPDK CuZnHPDK lr/c 6.03 [44]

VO(TrPP) VO(TrPP) sr/c 5.8 [45]

VO(fTrPP) VO(fTrPP) sr/c 5.5 [46]

CuNiHPDK CuNiHPDK lr/c 3.59 [44]

MnDOTA MnDOTA lr/nc 5.9 [47]

TthAM TEMPO sf/nc 3.8 [48]

TthAM TthAM lr/c 3.3 [49]

Cr7Ni Cr7Ni lr/nc 3.239 [20]

Y@C82 Y@C82 lr/nc 2 [50]

GdPyMTA GdPyMTA lr/c 1.4 [51]

TEMPO Mn-tpy lr/c 1.0 [52]

VOCat VOCat sr/nc 1 [53]

Cu Cu7Ni lr/nc 1, 0.6 [54]

VO-ON VO-ON sr/c 0.26 [55]
a)

Abbreviations of spin containing units of MQBs: dbddto: 2,5-dithioxobenzo[1,2-d:3,4-d’]bis[1,3]dithio-lene-7.8-dithiolate; mnt: maleonitriledithiolate, (Z)-1,2-dicyanoethene-
1,2-bis(thiolate); Pc: phthalocyaninate anion; cot: 1,3,5,7-cyclooctatetraene; dbm: dibenzoylmethane anion, 1,3-diphenylpropane-1,3-dionate; adt: bis(p-anisyl)-1,2-
ethenedithiolate; Nit: nitronyl nitroxide radical; TthAM: tri(tetrathioaryl)methyl radical; dpph: 2,2-diphenyl-1-picrylhydrazyl radical; TEMPO: (2,2,6,6-Tetramethylpiperidin-
1-yl)oxyl; CTPO: 3-carbamoyl-2,2,5,5-tetramethyl-1-pyrrolidinyloxy radical; BDPA: 1,3-bisdiphenylene-2-phenylallyl; PTM: perchlorotriphenylmethyl radical; TTP: 5,10,15,20-
tetratolylporphyrin; TrPP: 5,10,15-triphenylporphyrin; fTrPP: fused-bis-5,10,15-triphenylporphyrin;

b)
Structural and electronic characteristics of bridges of dimeric MQBs: l,

long; s, short; r, rigid; f, flexible, c, conjugated; nc, non-conjugated.
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Table 2. ESE-derived g-values and comparison with pulsed/CW EPR measurements from literature. G-Tensor values are reported as 103(g1,2,3 − 2),
103Δg = 103(g3 − g1).

Radicals g1 − 2 g2 − 2 g3 − 2 103Δg Ref.

PTM 2.3(2) 2.6(2) 5.6(2) 3.3(3) This work

mPTM 1.8(2) 2.5(2) 5.4(2) 3.6(3) This work

bPTM 2.4(2) 2.7(2) 4.6(2) 2.2(3) This work

PTM-CO2
− 1.3 1.6 4.2 2.9 [59]

PTM-CO2
− 1.5 1.5 4.0 2.5 [60]

PTM-CO2
− 0.9 0.9 4.0 3.1 [61]

PTM-CO2Na 1.76 2.36 4.1 2.34 [62]

PTM-CO2Na 0.02 0.74 3.38 3.36 [63]

PTM-CO2Na 0.05 0.05 2.71 2.66 [56]

PTM-CO2H 1.32 1.68 4.29 2.97 [62]

PTM-CO2Et 1.25 1.56 4.58 3.33 [62]

FTa) 2.33 3.01 3.39 1.06 [62]
a)

Finland Trityl, which is a TthAM-type radical.[64]

replacement of all hydrogens by chlorine atoms, yielding the per-
chlorotriphenylmethyl (PTM) radical, increases the phase mem-
ory time (TM) to an unprecedented value of 148 μs in CS2, im-
proving the previous published results (see Table 1) obtained
in frozen toluene-d8.[29] Furthermore we show that the substi-
tution of one of its chlorine atoms of the para position of a
phenyl ring with a 𝜋-conjugated substituent containing H atoms,
namely vinylenephenylene-yne, only results in a slight decrease
of TM down to 114 μs of the resulting radical, named here as
the mono-functionalized PTM (mPTM) (Figure 1). Furthermore,
we carry out pulsed dipolar spectroscopic measurements that
can be thought of as the core of a true quantum gate operation
such as CNOT, on a weakly coupled biradical, hereafter named
bPTM (Figure 1). bPTM features a long, rigid, and 𝜋-conjugated
oligoyne bridge stabilized by the PTM moieties acting as end-
capping units, and still possesses a remarkably long phase mem-
ory time of 67 μs. The measurements demonstrate the suitability
of this biradical as a two-qubit system for quantum gate opera-
tions.

2. Results and Discussion

Figure 1 displays the chemical structure of the three compounds
investigated in this study. First of all, we investigate the well-
known perchlorotriphenylmethyl radical (PTM). Second, we fo-
cus on evaluating the impact on the spin dynamics in radi-
cal mPTM produced by the replacement of a chlorine atom at
the para position by a 𝜋-conjugated, hydrogen-containing sub-
stituent and, finally, we study the spin dynamics of the biradical
(bPTM). The bPTM biradical could be considered a potential two-
qubit system, as we assess in this work.

2.1. Pulsed EPR: Electron-Spin-Echo Detected Spectra

As a first step toward assessing the suitability of the three ti-
tle compounds for quantum technological purposes, we have
recorded electron-spin-echo-detected (ESE) Q-band (35.000 GHz)

spectra of the compounds in frozen, nuclear-spin-free CS2 solu-
tion at 7 K (Figure 2). The fact that a clear Hahn echo is observed
already indicates measurable coherence times for the three inves-
tigated radical systems revealing that they are potential MQBs.
g-Values very close to the free electron value of ge = 2.00232 are
found for the three studied radicals, which agrees very well with
values reported in literature for other substituted derivatives of

Figure 2. Q-Band electron-spin-echo-(ESE) detected spectrum of 200 μm
solutions of PTM, mPTM, and bTM in CS2 at 7 K.
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the PTM radical (Table 2 and Table S1, Supporting Information).
The spectra reveal a small but significant g-value anisotropy (de-
fined as the difference between maximum and minimum val-
ues of the g-tensor components, Table 2), which varies a little
along the series, but this is hardly significant. The smallest g-
value anisotropy is found for bPTM and indeed this value is the
smallest one reported for substituted PTM radicals that we are
aware of. The g-value anisotropy of these PTM radicals is larger
than that found for TthAM-type trityl radicals (Table 2 and Table
S1, Supporting Information), which was attributed to the rela-
tively large spin–orbit coupling of the chlorine substituents.[56]

Chlorine has a nuclear spin of I = 3/2, and experimental and cal-
culated values of chlorine hyperfine coupling constants in PTM-
type radicals amount to several MHz.[56–58] Potentially, hyperfine
interaction between the electron spin and the large number of
chlorine nuclear spins could influence the quantum coherence
properties of the PTM radicals. However, no hyperfine coupling
between the electron spin and the chlorine nuclear spin is re-
solved in the spectra. This is because first, the spin density is
largely located on the central carbon atom, and hyperfine cou-
plings are therefore weak. Second, because of the fast relaxation
of quadrupolar chlorine nuclei, any interaction with the electron
spin is averaged to zero.[57] To assess whether some of the line
broadening is due to unresolved chlorine hyperfine splitting and
if at the lowest temperature, the dynamics of the latter might slow
down to the point where it may influence the electron spin coher-
ence, we investigated the temperature dependence of the ESE
spectra. To this end, we investigated solid state samples rather
than frozen solutions to extend the accessible temperature range
beyond the melting point of the solvent. First, we investigated
a sample of PTM in poly(bisphenol-A sulfone, PSF) (Figure S1,
Supporting Information), where the room temperature spectrum
could be fitted considering anisotropic inhomogeneous broad-
ening, modeled as g-strain. This results in x- and z-linewidths
(FWHM) of ≈3 MHz and a y-linewidth that is twice as much
(6.2 MHz). Upon lowering the temperature, the x-linewidth re-
mains essentially constant, the z-linewidth increases slightly, but
the y-linewidth increases strongly and reaches 16.6 MHz at 7 K
(Figure S2, Supporting Information). To elucidate if this feature
is particular to this sample, we have also studied mPTM doped
at the 0.1% level into its diamagnetic synthetic precursor triph-
enylmethane derivative (𝜶H-mPTM, Figure S3, Supporting In-
formation). Indeed, also in this case, a clear difference between
the room temperature and low-temperature spectra is seen. We
hypothesize that this difference may be due to hyperfine coupling
to the chlorine nuclei: At high temperatures, the chlorine nuclear
spin dynamics is too fast to influence the EPR spectra, while at
low temperatures it leads to (unresolved) hyperfine splitting. Un-
fortunately, the Hilbert space dimension of one electron spin cou-
pling to up to 15 chlorine nuclear spins (2 × 109) precludes sim-
ulating the entire system by means of existing EPR simulation
tools.

2.2. Pulsed EPR: Spin Dynamics

By varying the interpulse delay time in the Hahn echo sequence,
the phase memory time can be determined. In dilute conditions,
the decoherence mechanism typically involves nuclear-spin flip-

flop processes leading to spectral diffusion.[34] Due to the strong
nuclear magnetic moment of protons, it is especially advanta-
geous to remove hydrogen atoms as much as possible from the
sample. In the case of the three studied radical compounds, this
has to a large extent already been achieved by their perchlorina-
tion. For the same reason, we use the largely nuclear-spin free
CS2 solvent to prepare frozen solution samples. The Hahn echo
decay as function of interpulse delay time measured on a frozen
solution sample of PTM in CS2 (Figure S4, Supporting Infor-
mation) can be fitted by means of a biexponential decay func-
tion I (2𝜏) = Af exp(− 2𝜏f

TMf
) + A1 exp(− 2𝜏s

TMs
), that is, the sum of fast

(f) and slow (s) decoherence processes. Such biexponential de-
cays have been observed before for frozen solutions of copper(II)
diketonates, where the relative contributions of fast and slow re-
laxation processes depend on the exact glassing conditions.[34]

In fact, CS2 is a rather poor solvent for low-temperature stud-
ies, since it does not form good solvent glasses.[31] Here we
follow literature, and attribute the slower process to TM and
the faster process to spectral diffusion due to locally enhanced
concentration.[65] Astoundingly, the phase memory time for the
PTM radical in CS2 at 7 K thus extracted is TM = 123(47) μs. This
phase memory time is much larger than that of any other triaryl-
methyl radicals, including the intensely studied TthAM-type rad-
icals such as OX63 and Finland Trityl radicals, which have phase
memory times of not more than ≈5 μs in low-temperature frozen
solutions. Phase memory times are also longer than for chlori-
nated trityl radicals in solvents with nuclear spins, which feature
phase memory times of up to 13.3 μs (Table 1). We attribute this
long coherence time to the virtual removal of proton and deu-
terium nuclear spins from both the compound and the matrix,
a strategy that has proven very fruitful in transition metal com-
plexes studies.[11,24] In fact, this coherence time propels PTM to
fourth place in the ranking of phase memory times of molecular
systems after [V(dbddto)3]2− (TM = 675 μs), graphenoids (TM =
290 μs), and N@C60 (TM = 230 μs), all in CS2 (Table 1). Upon
heating the sample, the phase memory time remains constant
within experimental error up to 50 K (the maximum is TM =
148(39) at 50 K), and only decreases slightly beyond that tempera-
ture (Figure 3 and Table S2, Supporting Information). Apparently
therefore, if there is any change in the chlorine spin dynamics, it
does not adversely influence the phase memory time.

To be able to incorporate PTM radical derivatives into quan-
tum technological devices, or to prepare multi-qubit systems,
the PTM unit must be functionalized, as in mPTM (Figure 1).
In literature, this functionalization has been used to great ef-
fect to immobilize PTM species on metallic and oxide sur-
faces, including further functionalization yielding multistate
electrochemical switches.[66] The terminal alkyne as well as the
vinylenephenyleneyne bridge of the mPTM radical feature some
hydrogen atoms, and the question is then how this influences the
phase memory time. Hahn echo measurements (Figure S5, Sup-
porting Information) reveal only very slightly lower phase mem-
ory times for mPTM than for PTM itself (Figure 3 and Table
S3, Supporting Information), with the maximum value of TM =
114(14) at 30 K. This finding has enormous implications for the
use of MQBs in quantum technologies and establishes mPTM
as a versatile building block for such technologies since it can
be grafted on Au or Si surfaces to provide ordered arrays for
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Figure 3. Spin dynamics times extracted from fits of the echo decay curves
recorded on CS2 frozen solution (filled symbols) or solid state (open sym-
bols) samples of PTM (circles), mPTM (squares), and dPTM (stars). T1
(black symbols) times were obtained from monoexponential fits, solution
TM times from biexponential fits with the slow component in red and the
fast component in blue. For the solid state samples of PTM in PSF polymer
and mPTM in 𝛼H-mPTM, TM times were determined by monoexponential
fits.

future quantum technologies. To go a step further, we have inves-
tigated the phase memory time and its temperature dependence
(Figure S6, Supporting Information) of the bPTM species, which
is a potential two-qubit system. We find that the phase memory
times for bPTM (Figure 3 and Table S4, Supporting Information)
are again only a little lower, with a maximum value of TM = 67(9)
at 15 K, which is very encouraging for the potential future applica-
tion of PTM-based MQBs in quantum technologies. In this case,
a Hahn echo signal was observed up to 150 K, that is, close to the
melting point of CS2 (160 K). Here we also note that the coher-
ence time might be further improved by removing 13C nuclear
spins from the matrix.[67]

To extend the temperature range of the measurements and
circumvent the limitation posed by a solvent melting, we have
incorporated the studied radicals into solid matrices. Thus, we
have performed Hahn-echo measurements (Figure S7, Support-
ing Information) on a 0.1% dispersion of PTM radical in PSF,
revealing monoexponential echo decays with time constants that
are much shorter than those obtained for the CS2 frozen sol-
vents (Figure 3 and Table S5, Supporting Information), in accor-
dance with the large concentration of proton spins in the poly-
mer sample. Similar effects have been observed in literature.[33]

At room temperature, a phase memory time of 0.78(8) μs was
found. PTM radicals are prepared by oxidative deprotonation of
the corresponding triarylmethane that can serve as diamagnetic
host materials for the radical species. Hence, we have prepared a
sample of diamagnetic 𝜶H-mPTM doped with 0.1% dispersion
of mPTM and determined phase memory times at different tem-
peratures (Figure 3; Figure S8 and Table S6, Supporting Infor-
mation). Again, these values are much lower than those found in
the proton-free CS2 matrix. Nevertheless, even at room temper-
ature, the phase memory time for mPTM in 𝜶H-mPTM is still
0.898(4) μs (Table S7, Supporting Information).

Spin–lattice relaxation, that is, the process of energy exchange
between the spin system and its surroundings and character-
ized by the time constant T1. The T1 time is the fundamental
upper limit for TM (TM,max = 2 T1). To determine T1, we have
carried out inversion recovery experiments on all samples. For
the frozen CS2 solution samples at the lowest temperatures em-
ployed, T1 is of the order of 1 s, indicating that TM is not limited
by T1 for these samples. Upon increasing the temperature, T1
rapidly decreases (Figure 3 and Tables S2–S4, Supporting Infor-
mation). The plot of log(T1) versus log(T) is pronouncedly lin-
ear, and the minimal model to fit the temperature dependence
of T1 therefore consists of a single Raman-like term T1

−1 = CTn

with n = 2.76. Similar values of the phenomenological Raman-
like exponent have been often found for T1 relaxation of S =
½ systems in frozen solution.[68,69] Theoretically, the Raman ex-
ponent for S = ½ (Kramers) systems in a perfect lattice should
be n = 9 at temperatures much lower than the Debye temper-
ature TD of the medium.[70,71] In practice, such an exponent is
never found for glassy materials such as frozen solutions. The
Raman exponent is predicted to be n = 2, that is, reasonably
close to what we found, for temperatures much higher than the
Debye temperature.[71] However, the Debye temperature for CS2
was reported to be ≈160 K,[72] and therefore for most of the data
points T < TD. In case a phonon bottleneck is operative, that is,
the excitation energy released by the spin system cannot spread
rapidly enough throughout the lattice and hence to the surround-
ings, an exponent of n = 2 is expected.[71,73] However, in view of
the dilute nature of the samples, occurrence of a phonon bottle-
neck is unlikely. A large number of models exist that aim to take
into account the contribution of local modes to the spin–lattice
relaxation.[74] Such local modes can be molecular vibrations, but
also phonons that are localized on a defect in the crystal lattice
and do not propagate through the lattice. Local mode models typi-
cally predict an exponential temperature dependence of the spin–
lattice relaxation rate at lowest temperature.[74,75] At intermedi-
ate temperatures, for resonance mode frequencies much higher
than the Debye frequency, a T3 temperature dependence has been
proposed.[74,76] Finally, at high temperatures the T2 temperature
dependence is found again.[74] Using the real phonon spectrum
rather than a fictitious Debye phonon distribution has been re-
ported to yield somewhat but not dramatically better agreement
between experiment and simulation.[77] From the foregoing, the
local mode-assisted relaxation scenario in the intermediate tem-
perature regime would appear most reasonable. However, simu-
lations based on such a model, that is, considering the formula
T−1

1 ∝ exp(Δloc∕T)∕(exp(Δloc∕T) − 1)2 do not yield an acceptable
fit of the experimental data (Figure S9, Supporting Information).
Clearly, the situation is more complicated and perhaps several lo-
cal modes in the solvent and in the molecule must be taken into
account. This is in contrast with literature reports on T1 relax-
ation in other polychlorinated triphenylmethyl radicals, where a
combination of high-value exponent Raman-like relaxation and
local mode relaxation was used.[59,78] The strong similarity be-
tween the three PTM radical compounds studied suggests that
molecular local mode vibrations outside of the triarylmethane
core, that is, those that involve the vinylenephenylenediyne
bridge do not play a significant role in spin–lattice relax-
ation. To further investigate this issue, we carried out quan-
tum chemical DFT calculations on both monoradicals. Structure
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optimizations gave stable equilibrium structures (Figures S10
and S11, Supporting Information and Tables S8 and S9, Support-
ing Information). Calculations of the vibrational spectra (Tables
S10 and S11 and Figures S12 and S13, Supporting Information)
reveal a number of low-frequency vibrational modes of compa-
rable energies corroborating the hypothesis that similar local
modes govern the relaxation of these two radicals.

Finally, we measured T1 relaxation times for PTM in PSF and
mPTM in 𝜶H-mPTM. Intriguingly, the T1 temperature depen-
dence for mPTM in 𝜶H-mPTM displays two rather distinct, but
both linear temperature-dependencies below and above ≈100 K.
In the latter range, the slope on a log–log plot is very similar to
that found for the CS2 solution samples, suggesting that here it
is mainly a PTM local mode that causes spin–lattice relaxation,
rather than a local matrix vibration. The slope below 100 K is
much lower and the T1 relaxation rate follows a Raman-like tem-
perature dependence according to T1

−1 = CTn with n = 1.56,
which could indicate a contribution from the direct process (for
which n = 1 is expected), where the presumedly lower speed of
sound in the softer medium increases the prefactor to render the
direct process contribution significant.[71]

2.3. Pulsed EPR: Dipolar Spectroscopy

We now turn to the measurements to assess the viability of
bPTM biradical as two-qubit system. For such purposes, it is,
first of all, important that the coupling strength, expressed as
a rate is much lower than the manipulation time of the sin-
gle qubit, also expressed as a rate (nutation rate). For a typ-
ical minimal 𝜋/2 pulse length of 10 ns, the nutation rate is
𝜔 = 25 × 2𝜋 MHz. Second, the coupling between qubits should
be well-defined and time-independent. For magnetic-dipolar cou-
pling between the qubits, this means that the distance between
the qubits must be well defined and the bridge between the
qubits rigid. The dipolar coupling strength between two unpaired
electrons with distance r amounts to 52.16 r−3 MHz, assum-
ing the interspin axis is perpendicular to the external field. A
number of EPR pulse sequences, collectively known as pulsed
dipolar spectroscopy, exist to investigate dipolar coupling in well-
separated spin centers. A convenient pulsed EPR experiment
to assess the weak coupling between two spin centers is the
RIDME pulse sequence, which stands for relaxation-induced
dipolar modulation enhancement. However, this pulse sequence
relies on spontaneous T1 relaxation of one of the spin cen-
ters and measures its influence on the dynamics of the other
spin center. This sequence works best for dissimilar spin cen-
ters, where one relaxes much faster than the other,[79] and it
has been reported to perform poorly for trityl radicals.[80] For
narrow-linewidth spin centers such as trityl radicals, single fre-
quency pulse methods are highly suitable to determine dipolar
couplings between spin centers, because these methods work
best if the resonance frequency difference between the two spin
centers is less than the excitation bandwidth.[23] In these se-
quences, both spin centers are excited at the same time. One such
method is the four-pulse single-frequency technique for refocus-
ing dipolar couplings (SIFTER).[81] This single quantum coher-
ence pulse sequence is ( 𝜋

2
)
x
− 𝜏1 − (𝜋)x − 𝜏1 − ( 𝜋

2
)
y
− 𝜏2 − (𝜋)x −

𝜏2 − echo, where the two 𝜋

2
-pulses along different axes in the ro-

Figure 4. 4-pulse DEER (blue), SIFTER (magenta), and DQC
(green) experiments performed on a 200 μm solution of bPTM in
toluene:dichloromethane (1:1) performed at 34.035 GHz, 1215.4 mT
(DEER)/1216.6 mT (SIFTER, DQC), and 50 K. (top) Background corrected
time traces (solid lines) and simulations thereof (dotted lines) obtained
using DeerAnalysis, (middle) Fourier transforms of the time traces,
(bottom) distance distribution functions.

tating coordinate frame generate a solid echo (i.e., independent of
relative orientation of the two dipolar-coupled spins) for 𝜏1 = 𝜏2,
and the 𝜋-pulses refocus any g, A, and B-inhomogeneities. Conse-
quently, variation of the 𝜏1 and 𝜏2 pulse delays for constant 𝜏1 + 𝜏2
gives an echo modulation that depends only on the dipolar inter-
action and not on decoherence. Figure 4 shows the background
corrected SIFTER measurement results for a sample of 200 μm
bPTM in toluene:dichloromethane 1:1 at 50 K. The experiments
display a clear signal modulation, due to the dipolar coupling be-
tween the two spin centers. The continuing oscillation to longer
times is attributed to contributions from unwanted coherence
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pathways. Fourier transformation of the time trace results in a
clear Pake pattern, where the increased intensity around zero 𝜈dip
suggests that some of the background has been falsely attributed
to the intramolecular dipolar contribution. Nevertheless, distance
distribution functions obtained from the time traces by means of
a Tikhonov regularization fit display a clear, narrow peak centered
around an inter-radical distance of 2.4 nm. Interestingly, the dis-
tance between the central carbon atoms of the PTM radical units
is found to be significantly longer (2.76 nm) by means of simple
force-field optimization of the structure (Figure S14, Supporting
Information). This observation indicates that the effective cou-
pling between the two radical centers is stronger than expected on
the point dipole approximation and consequently the unpaired
electrons are somewhat delocalized toward the bridge. In trityl
radicals, the spin density is strongly localized on the methyl car-
bon, and the point dipole is therefore a good approximation to
the magnetic moment. However, the bridge between the two spin
centers is a conjugated 𝜋-system, meaning that spin exchange
through the spin polarization may play a small but significant
role in the effective spin-spin coupling. For short distances, that
is, when the resonance frequency difference between two spins
is smaller than the dipolar coupling, it has been shown that the
pseudo-secular part of the dipolar coupling must be taken into
account.[82] From the Fourier transformation of the time trace, a
dipolar coupling of ≈4 MHz is extracted. An upper estimate of
resonance frequency differences in the PTM biradical is given by
the linewidth, namely, ≈2.1 mT which corresponds to 16 MHz.
Hence the relevance of the pseudo-secular term in the dipolar
coupling cannot be excluded here.

The description of the SIFTER experiment has assumed ideal
hard pulses, that is, unity probability to affect all spins ad-
dressed by a pulse. This is typically not a bad approximation
for narrow-line spectra such as those of trityl radicals. Nev-
ertheless, imperfect pulses can lead to additional, unwanted
signals, as we have seen. Such artefacts can be partially re-
moved by appropriate phase cycling or pulse shaping.[83] A
pulse sequence that specifically filters out such unwanted sig-
nals is double-quantum coherence (DQC), ( 𝜋

2
)
x
− 𝜏1 − (𝜋) − 𝜏1 −

( 𝜋
2

)
x
− T − (𝜋) − T − ( 𝜋

2
)
x
− 𝜏2 − (𝜋) − 𝜏2 − echo.[84] Here the sec-

ond 𝜋/2 pulse converts first into second order coherence (double
quantum coherence), which is subsequently refocused and con-
verted back to first order antiphase coherence and to in-phase
(i.e., detectable) coherence by the last 𝜋 pulse. The application
of an appropriate phase cycling cycle then allows separating the
double quantum coherence pathway from other, undesired path-
ways. In the DQC measurement, T is constant, as is the sum of 𝜏1
+ 𝜏2. Figure 4 displays the time traces for the DQC measurement
on a frozen solution of bPTM. Here the echo modulation depth
is clearly bigger and no spurious oscillations are observed. In the
frequency domain, this corresponds to a cleaner Pake pattern and
in the distance distribution function to a better defined peak with-
out a tail toward longer distances. The sharp peak in the middle
of the Pake pattern is attributed to imperfect background correc-
tion. The interspin distance obtained from this measurement is
identical to that obtained from the SIFTER measurement.

The comparable results of SIFTER and DQC measurements
underline the robustness of the result. However, for true quan-
tum gate operations, the two qubits of a two-qubit system must
be individually addressable. To assess this, single frequency tech-

niques such as SIFTER and DQC that rely on broadband ex-
citation to work are not suitable. The method of choice for in-
dividual addressing of several spin centers whilst being sensi-
tive to spin-spin coupling is double electron-electron resonance
(DEER).[85] This method employs microwave pulses of two differ-
ent frequencies tuned to one or the other of the two spin centers.
Importantly, because during a multipulse sequence that seeks to
implement a quantum gate operation the external field cannot
be changed, the two different frequencies must fall within the
bandwidth of the resonator employed for the measurement.[7]

For resonator Q-factors of the order of 102, this results in max-
imum frequency differences of hundreds of MHz (at Q-band) or
maximum relative g-value differences of the order of 1%. This is
rather small compared to differences in typical g-values for dif-
ferent transition metal ions, or even their g-value anisotropies,
and hence an argument in favor of using stable organic radi-
cals. Trityl radicals feature very narrow-line spectra even for or-
ganic radicals. Hence, we have carried out DEER measurements
on bPTM to assess individual addressability of the two spin
centers (symbolically denoted A and B) in this molecule. The
four pulse DEER sequence ( 𝜋

2
)
A
− 𝜏1 − (𝜋)A − (𝜏1 + t) − (𝜋)B −

(𝜏2 − t) − (𝜋)A − 𝜏2 − echo is based on a constant-time refocused
echo that avoids overlap between pulses.[86] A DEER time-trace
(Figure 4) was obtained for bPTM, where the modulation depth of
the time trace is clearly lower than what was observed for SIFTER
and DQC, due to the selective nature of the pulses, leading to
a small number of spin packets being addressed. Nevertheless,
a clear oscillation is present in the time trace, which gives rise
to a typical Pake pattern after phase and background corrections
followed by Fourier transformation. In the distance distribution
function, once more a clear peak is observed at 2.4 nm, corrobo-
rating the other pulsed dipolar spectroscopic results. From these
data, we can extract the nominal two-qubit gate time as the time
of the first minimum in the dipolar time trace as 140 ns, which
is between the 𝜋

2
-pulse time of 40 ns (single-qubit manipulation

time) and the coherence time of TM = 62 μs at 50 K (Table S4,
Supporting Information), as required for two qubit systems (see
above).

3. Conclusions and Perspectives

We have determined spin dynamics times for two mono- and
one biradical perchlorinated triphenylmethyl radical derivatives
in frozen solutions of nuclear-spin-free solvents and, we found
them to be among the highest reported for paramagnetic
molecules underlining their potential as molecular qubits. Fur-
thermore, we have demonstrated and quantified the intramolec-
ular spin-spin coupling in the biradical by microwave pulse se-
quences that ensure individual addressability of the two spin
centers within the resonator bandwidth. Strikingly, this demon-
strates their potential as two qubit systems. The single qubit
figure of merit for these systems is of the order of 104 (for a co-
herence time of 100 μs and a manipulation time of 10 ns), even
without dynamical decoupling techniques, which is competitive
with state-of-the-art qubit platforms. We believe that the impact
and importance of these results is the following:

1) Implementation of quantum algorithms: The ensemble co-
herence times of molecular one- and two-qubit systems are
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now of the order of 100 μs, which is sufficient to imple-
ment two-qubit gate operations at temperatures of the order
of 100 K. Inclusion of dynamical decoupling can enhance co-
herence times by an order of magnitude.[10]

2) Molecular engineering: PTM-type radicals can be functional-
ized, allowing the preparation of larger more-qubit systems,
deposition of these species on surfaces for device integration,
or functionalization with receptor units for quantum sensing
of analytes.[66]

3) Toward single quantum entity microwave readout: One of
the main advantages of defect-center-based qubits, such as
NV−-centers in diamond is that they can be read out on a
single-entity level at high temperatures. In molecular qubits,
this has only been achieved (by electrical addressing) at mil-
likelvin temperatures.[13] NV−-centers only possess their fa-
vorable properties if they are located deep within (>10 nm)
the diamond matrix, which is disadvantageous for quantum
sensing of analytes. Developing trityl-NV hybrid systems may
allow synergetic profiting from the advantages of both mate-
rials.

4) Toward single quantum entity optical readout: perchlorinated
trityl radicals show photoluminescence by either the replace-
ment of one of the chlorinated aryl groups for a 4-pyridyl
group,[87] or by a proper isolation of these radicals in rigid
matrices or on surfaces.[88] This may be a first step toward
organic-radical based MQBs suitable for optical readout. The
challenge here is to develop photostable, luminescent triplet-
ground state biradicals.

4. Experimental Section
Materials: Carbon disulfide (CS2), toluene and dichloromethane sol-

vents as well as PSF polymer were obtained commercially. All solvents for
EPR measurements were dried according to appropriate procedures.

Synthesis: PTM,[89] mPTM,[90] and bPTM[91] were synthesized and
characterized as previously reported. Doped samples of mPTM in 𝛼H-
mPTM were obtained by solution mixing followed by drop casting. Un-
fortunately, the lack of crystallinity prevents recording meaningful pow-
der X-ray diffractograms for further characterization of doped and pristine
samples (Figure S15, Supporting Information).

Pulsed Electron Paramagnetic Resonance: Pulsed electron paramag-
netic resonance spectra were recorded on a home-built pulsed Q-band
spectrometer, equipped with a TE011 cylindrical resonator and operat-
ing at 35.000 GHz.[92] Samples were dissolved into CS2 solvent, freeze
quenched and inserted into the precooled cavity. Phase memory times
TM were determined by using the Hahn echo sequence ( 𝜋

2
) − 𝜏 − (𝜋) −

𝜏 − echo, and spin–lattice relaxation times T1 were determined by the in-
version recovery sequence (𝜋) − T − ( 𝜋

2
) − 𝜏 − (𝜋) − 𝜏 − echo. The Hahn

echo sequence was also used for recording echo-detected field-swept EPR
spectra. Spectra were simulated using the EasySpin toolbox.[93] Relaxation
data were analyzed by means of scripts written in Python 3.8 in the Spyder
IDE 5.0.

Pulsed Dipolar EPR: Pulsed Dipolar EPR measurements were car-
ried out on a Bruker Elexsys E580 FT spectrometer, equipped with a
3 mm Dual Mode Resonator (T2), an AWG pulse shaping unit, and a
cryogenic cryogen-free cryostat enabling operations at low temperatures.
Samples were dissolved into a 1:1 anhydrous mixture of toluene and
dichloromethane, and freeze quenched and inserted into the precooled
resonator. All m.w. pulses were optimized and amplified via a pulsed trav-
elling wave tube amplifier. Data were processed and analyzed by means of
the DeerAnalysis 2021b toolbox.[94,95]

Calculations: All calculations in this work were performed with the
electronic structure program ORCA.[96] Geometry optimizations were car-

ried out by DFT using the B3LYP functional in a vacuum.[97–100] A seg-
mented all-electron relativistically contracted basis set of triple-𝜁 -quality
(def2-TZVPP) was used for all atoms,[101] with Weigends general coulom-
bic auxiliary basis set (def2/J) to expedite the calculations.[102] A disper-
sion correction was applied using Becke–Johnson damping.[103] The self-
consistent field calculations were tightly converged (1 × 10−8 Eh in energy,
1 × 10−7 Eh in the density change, and 1 × 10−7 in the maximum element
of the DIIS[104,105] error vector). The geometry search for all complexes
was carried out in redundant internal coordinates without imposing ge-
ometry constraints. Geometry optimized structure plots were constructed
using the program Avogadro2.[106]

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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