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Abstract

Technologies equipped with artificial intelligence (AI) influence our everyday lives in

a variety of ways. Due to their contribution to greenhouse gas emissions, their high

use of energy, but also their impact on fairness issues, these technologies are increas-

ingly discussed in the “sustainable AI” discourse. However, current “sustainable AI”
approaches remain anthropocentric. In this article, we argue from the perspective of

applied ethics that such anthropocentric outlook falls short. We present a sentientist

approach, arguing that the normative foundation of sustainability and sustainable

development—that is, theories of intra- and intergenerational justice—should include

sentient animals. Consequently, theories of sustainable AI must also be non-anthro-

pocentric. Moreover, we investigate consequences of our approach for applying AI

technologies in a sustainable way.
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1 | INTRODUCTION

Technologies equipped with artificial intelligence (AI) influence our

everyday lives (at least in industrialized countries) in a variety of ways.

Due to their omnipresence, a constant reflection of these technolo-

gies' ethical challenges is central. For good reason, the field of AI

ethics has become a very large area of applied ethics, which is growing

steadily. Furthermore, the necessity of a transformation toward more

sustainable societies is also intensively discussed, within philosophy

as well as in a variety of policy papers and reports. In short, sustain-

able development (SD)1 discusses the fairest possible distribution of

existing resources between people living today, while leaving suffi-

cient resources for future generations as fairly as possible. The urgent

need for this discussion is due to circumstances that also influence

our everyday lives (all over the world). It is widely recognized that

societies that build upon a materialist notion of economic growth,

must be considered unsustainable due to their massive use of

resources, and that unsustainable societies come along with negative

consequences on a larger scale. Such negative consequences of

unsustainable societies and lifestyles represent some of the major

challenges of our time, such as biodiversity loss, global warming, or

the increased likelihood of pandemic and epidemic outbreaks.

Because of their significant relevance, AI technologies as well as

(opportunities for) SD are intensively discussed in academia, politics,

and the media. More recently, the two fields have been brought

together under the term “sustainable AI” or “green AI” (cf. Section 2).

On the one hand, AI systems can accelerate the transformation to SD

if used appropriately. On the other hand, AI technologies can be

accompanied by high energy and resource consumption

(cf. Dauvergne, 2020; Dhar 2020; van Wynsberghe, 2021; addressing

1For the purpose of this paper, we use the terms Sustainable Development and sustainability

synonymously, while being aware that they come with slightly different connotations. We

prefer the term Sustainable Development (SD), since it indicates terminologically the

processual nature of transformations towards SD / sustainability.
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“ecological sustainability,”) as well as by reproducing social

inequalities and increasing unemployment and labor displacement due

to higher degrees of automation in manufacturing as well as service

industries (cf. Barocas & Selbst, 2016; Dauvergne, 2020; Frey &

Osborne, 2013; addressing “social sustainability,” including the eco-

nomic realm). This potential of AI systems about SD is highlighted by

van Wynsberghe (2021), when differentiating between “AI for sus-

tainability” and “the sustainability of AI”.
What is common for these discussions—about AI, SD as well as

sustainable AI—is that they are predominantly morally anthropocentric

in nature, that is, only take human interests into account and hold this

to be morally sufficient. AI ethics is concerned about how the technol-

ogies can and should be designed, developed, and used for benefiting

humans while not violating crucial human interests, for example,

reproducing sexist, racist, or classist biases (Barocas & Selbst, 2016),

diminishing privacy (Stahl & Wright, 2018) or replacing esteemed

human interactions (Brand et al., 2023). SD is often referred to as

being about how to meet the needs of all human beings living today

“without compromising future generations [of humans] to meet their

own needs” (WCED, 1987, chapter 2). Accordingly, sustainable AI is

mostly discussed within an anthropocentric framework, according to

which technology is to be developed and used in such a way that it

balances the interests of humans living today with those of humans

living in the future. In doing so, a careful treatment of nonhuman indi-

viduals and ecosystems is considered and addressed, but for the sole

reason that they should benefit today's living humans and be pre-

served for humanity's future generations. While this is a highly impor-

tant endeavor, in this article we want to argue that such an

anthropocentric perspective on AI, SD, and sustainable AI falls short.

Nonhuman animals are also to be considered morally for their own

sake (cf. Section 4) and accordingly, their interests should be consid-

ered in these debates.2 Since, we have discussed elsewhere the need

to include animals in AI ethics (Bossert & Hagendorff, 2021) as well as

SD ethics (Bossert, 2022), in this article we focus on the debate about

sustainable AI. Next to a rather small number of investigations on sus-

tainable AI that are at least open for going beyond anthropocentric

perspectives (Bolte et al., 2022; Owe & Baum, 2022; van

Wynsberghe, 2021), we are not aware of any further non-

anthropocentric contributions to the sustainable AI debate. While

being valuable contributions to an otherwise anthropocentric dis-

course, these investigations do not go into detail about ethical argu-

ments for why animals need to be included in the debate on

sustainability and SD—including sustainable AI. We present such argu-

ments in this article.

We hold this to be a contribution to the debate on sustainable AI

from the field of applied ethics. A central task of (normative) ethics is

to evaluate actions in order to distinguish what is morally right and

wrong, thereby giving arguments for how to treat other individuals in

a morally sound way. Applied ethics is discussing this regarding partic-

ular fields of application as we do here for AI technologies and other

animals under the “umbrella” of SD. Therefore, we think this contribu-

tion goes beyond the practical philosophical discussion on AI technol-

ogies, and contributes to a broader spectrum of disciplines that

engage with AI, SD, and/or non-anthropocentric perspectives.

To do so, in the following, we will give a brief overview of our

understanding of AI, the aspects of AI ethics important to our argu-

ment, as well as a brief overview of the current debate on sustainable

AI (Section 2). We will then make an argument why an anthropocen-

tric perspective on SD and sustainable AI falls short when ignoring the

human treatment of animals (Section 3) since this treatment manifests

itself in an industry that needs to be perceived as a highly unsustain-

able industry. Afterwards, we will present the normative foundation

which underpins that SD—and sustainable AI accordingly—should be

framed in a non-anthropocentric way (Section 4). What such exten-

sion would mean for this debate, we discuss in Section 5, before the

final section summarizes our arguments and considers research desid-

erata arising from them (Section 6). The upshot is that using AI tech-

nologies for, for instance, further automation and improvement of

animal agriculture is nothing that can be promoted in the name of SD.

2 | THE ANTHROPOCENTRIC TAILORING
OF AI ETHICS AND SUSTAINABLE AI

When referring to AI technologies, we mean different techniques in

machine learning, ranging from model architectures like transformers

to classical deep learning methods (CNNs, RNNs, and GANs), decision

tree learning, support vector machines, clustering methods, regression

analysis, and so forth. These approaches to machine learning are pri-

marily used in computer vision, natural language processing, robotics,

or recommendation systems for means of classification, continuous

estimations, ranking, clustering, anomaly detection, or data genera-

tion. Normative discussions surrounding these technologies comprise

alignment or AI safety research as well as approaches that are based

on traditional discourses in the field of applied ethics. The former aims

at using technical means to align AI systems, primarily large language

models, with human interests. Such alignment research is solely based

on an iterated amplification of human, not nonhuman interests. Of

course, nonhumans cannot interact with AI systems the same way as

humans can. However, since AI systems affect human as well as ani-

mal lives in many ways, the idea that AI systems have to be aligned

solely with human but not animal interests, is problematic from an ani-

mal ethics perspective but also regarding non-anthropocentric con-

cepts of sustainability (cf. Section 3).

Next to alignment research, AI ethics has established itself as a

branch in applied ethics research (for an overview of its guidelines

cf. Hagendorff, 2020). Over the last few years, the field honed on a

specific set of moral principles that are specific to AI research and

development. According to most guidelines, these principles comprise

fairness, transparency, non-maleficence, accountability, privacy,

autonomy, well-being, as well as sustainability (Jobin et al., 2019).

2Regarding the usage of the term “(nonhuman) animal,” we want to refer to our statement in

[removed for anonimization]: “quote removed for anonimization” Furthermore, animals that

possess interests are sentient animals (cf. Section 4). Again, for the sake of readability, we

speak of animals instead of sentient animals. Keep in mind that in this paper, we are dealing

with sentient animals, not all animals.
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Whereas some of these principles may exclusively pertain to humans,

others solicit the inclusion of animals, except for transparency,

accountability, and privacy. This can be argued for not just theoreti-

cally. Research on AI systems that are applied specifically to animals

(Bossert & Hagendorff, 2021), as well as empirical investigations of

speciesist bias in foundational language and vision models

(Hagendorff et al., 2022; Takeshita et al., 2022) reveal the many disad-

vantages and harms that AI systems can afflict on animals. However,

although a handful of papers demanding otherwise (Bendel, 2018;

Owe & Baum, 2021; Singer & Tse, 2022; Ziesche, 2021), AI ethics has

a purely anthropocentric tailoring where nonhumans are not part of

normative considerations, despite the overlaps between concepts like

fairness, well-being, sustainability, and so forth, with issues in animal

ethics.

Sustainable AI is currently intensively discussed. Numerous aca-

demic contributions address, for example, economic (Vaio

et al., 2020), operationalization-oriented (Rohde et al., 2021), and

SDG (Sustainable Development Goals)-related aspects (Gill &

Germann, 2022; Sætra, 2021a, 2021b; Truby, 2020; Vinuesa

et al., 2020) of how AI systems can be designed, developed, and

applied in more sustainable ways. This discussion is necessary because

of the negative environmental impacts AI systems can come along

with (due to high greenhouse gas emissions and energy use,

cf. Coeckelbergh, 2021; van Wynsberghe, 2021) as well as their

potential to reproduce social injustice due to fairness biases or a focus

on the needs of people in the Global North (Zou & Schiebinger, 2018).

Explicit ethical contributions, addressing the normativity of sustain-

able AI, have been elaborated by van Wynsberghe and colleagues

(Bolte et al., 2022; Coeckelbergh, 2021; Owe & Baum, 2022; van

Wynsberghe, 2021). Thereby, the approaches of Bolte, van Wyns-

berghe, and their colleague are open to non-anthropocentric perspec-

tives, but do not address how these might be conceived and with

what consequences for AI ethics they would be accompanied. Owe

and Baum (2022) illustrate the urgency of a non-anthropocentric view

on sustainable AI and show that, on the one hand, the field of sustain-

ability still comes (too) short in AI ethics and, on the other hand,

where it is thematized, nonhuman individuals do not play a role. How-

ever, Owe and Baum do not offer an argument why animals need to

be included in the debate on sustainability and SD—including sustain-

able AI—as we do in the following.

3 | SD AND SUSTAINABLE AI CANNOT
IGNORE ANIMAL-RELATED ISSUES

Pressing current socio-environmental crises like climate change or bio-

diversity loss are related in one way or another to the prevalent

human treatment of animals. For example, emissions from global ani-

mal agriculture are driving climate change, deforestation for grazing

and animal food crops contributes to biodiversity loss, and keeping

many animals in (too) confined spaces can lead to outbreaks of zoo-

notic infectious diseases, which in turn can reach epidemic or pan-

demic dimension (UNEP, 2020). This is equally true of human contact

with wild animals when they are traded. The negative consequences

of global animal agriculture have been identified by numerous scien-

tists as including extremely high land consumption, deforestation,

degradation of arable land, consumption of very large quantities of

freshwater, increased ocean acidification and pollution of water, air,

and soil by manure, hormones, antibiotics, and other “by-products” of
animal farming (Boscardin, 2017; Kemmerer, 2015; Steinfeld

et al., 2006; Twine, 2010; Weis, 2013). The latter are accompanied by

impacts on the global nitrogen and phosphorus cycles, contributing to

the fact that these cycles represent one of the two so-called planetary

boundaries that humanity has already crossed.

For these reasons, global animal agriculture is not sustainable.

The negative environmental impact of this industry harms many peo-

ple, today and in the near future. Further, it comes along with nega-

tive social consequences as well (Hodson & Costello, 2012), leading,

for example, to a higher degree of domestic violence among slaugh-

terhouse workers (Pachirat, 2013). Therefore, even from a purely

anthropocentric perspective, animal agriculture needs to be discussed

within SD. However, current debates on SD do not discuss this as a

major field of practice that needs to be reduced. If at all, then pro-

posals are discussed on how to advance the “sustainable intensifica-

tion” of animal agriculture (Dubeux et al., 2017), sticking to the

perspective that animal agriculture is needed also in a framework of

SD. A reason for this blind spot in the SD debate may be the so-called

agricultural exceptionalism, according to which agriculture is politically

and market-economically treated differently than other industries

(Blattner, 2020; Eisen, 2020).

This is relevant to AI issues in that AI technologies are being

used to “perfect” this unsustainable industry (cf. Carpio et al., 2017;

Menaker, 2020; Neethirajan, 2021). Like other AI applications, this

use should be accompanied by ethical reflection. On the one hand,

questions of animal welfare are significant. Increased animal welfare

is often referred to as justification for applying the technology

(cf. Carpio et al., 2017; Neethirajan, 2021). On the other hand, it is

also necessary to ask whether this industry should continue to be

desired at all or whether a reduction is not rather ethically prefera-

ble. If the latter, AI ethics should as well address the question of

whether or not the application of AI systems should take place in a

negatively valued industry. This is closely linked to the debate

around sustainable AI. If one understands sustainable AI as referring

to the concrete ecological (and socio-ecological) impacts of the spe-

cific technology (“the sustainability of AI” according to van

Wynsberghe, 2021), it may be evaluated detached from the field of

application. However, if one considers the application area of the AI

system (“AI for sustainability” according to van Wynsberghe, 2021),

the usage in an unsustainable area leads to the conclusion that this

is not a sustainable use of AI technology. To be sure, one goal often

emphasized for applying AI in animal agriculture is to make this field

more sustainable. However, in our view, evidence is strong that the

solution in terms of a transformation toward SD should be to

reduce the scale of animal agriculture (cf. Blattner, 2020; Steinfeld

et al., 2006; Twine, 2021), rather than trying to intensify it using

new technologies (cf. Section 5).
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This conclusion can be reached with a perspective focusing on

human interests only, since the animal industry entails strongly nega-

tive consequences for humans—today and in the future. We consider

this argumentation important. But going beyond that, we want to

argue that animal interests should also be considered directly in the

debates on SD and sustainable AI and that the normative basis of SD

allows or—depending on the perspective—requires this.

4 | “NOT FOR HUMANS ONLY” :
A NON-ANTHROPOCENTRIC NORMATIVE
FOUNDATION OF SD

Most animal ethicists agree that the interests of animals should be

taken into consideration when evaluating actions (asking if a particular

action is ethically speaking right or wrong), as is one major task of nor-

mative ethics.3 The argument builds upon the assumption that sen-

tience is the prerequisite for having interests and that individuals who

have interests have—at least—an interest in being free from pain and

feeling positive emotions. Thereby, interests are seen as strong inter-

ests (related to one's own well-being), that is, that something is not

only in the interest of someone or something (weak interests), but that

someone has this interest themself. When evaluating actions, all

affected interests by all individuals who have interests (in a strong

sense), need to be considered. Since sentient animals have interests

(Bekoff & Pierce, 2009; Bradshaw, 2009), they need to be taken into

consideration as well.4

From this, one can conclude that the interests of animals need to

be taken into consideration if they are affected by actions that fall in

the realm of SD. However, going beyond that argument, we argue

that the normative foundation of SD itself requires to take animals

into account.

The normative foundation of SD is intra- and intergenerational

justice. This is derived from the important Brundtland report, which

states that “[s]ustainable development is development that meets the

needs of the present without compromising future generations ability

to meet their own needs” (WCED, 1987, chapter 2, 1.). To be able to

concretize this normative foundation, theories of justice are needed.

One needs to find answers to the question of what should be distrib-

uted to whom and how. Accordingly, to be more precise, theories of

distributive justice are needed since they provide answers to the

what, whom, and how questions.

Furthermore, to give convincing answers to the question, of

what should be distributed to whom and how, one must know what

humans and other animals need for a good life. Thus, also theories of

the Good Life are needed for concretizing what intra- and interge-

nerational justice can (and should) mean. These theories must be

normatively demanding and at the same time empirically founded.

Normatively demanding in the sense that a convincing understand-

ing of good life must go beyond a basic needs approach. Individuals

need more than just sufficient food, water, adequate clothing, and a

roof over their heads for a truly good life (Nussbaum, 2000). It must

also provide sound empirical evidence for what it claims regarding

the (normatively demanding) needs of individuals. In the case of ani-

mals, moreover, this empiricism is needed in order to actually meet

the needs of animals and not to apply a naive anthropomorphism.5

Insofar as scientific studies prove that certain animals actually have

certain needs, the assumption of these needs does not correspond

to a mere transfer of human value concepts to these animals

(De Waal, 1999).

So, derived from the “abstract” normative foundation of SD,

intra- and intergenerational justice, theories of distributive justice, and

theories of the Good Life are the (more concrete) philosophical basis

of SD. Both of them can convincingly be—and are—applied to animals,

and, as we argue, also should be applied to them.6

Within the last decades, animal ethicists (as well as environ-

mental ethicists, cf. Wienhues, 2020) developed theories of inter-

species justice and argued that animals need to be included in the

community of justice (for many, cf. Garner, 2013; Nussbaum, 2022).

The community of justice thereby is not the same as the moral com-

munity since justice and morality are overlapping but not congruent

concepts. The arguments by which animals are included in the moral

community are therefore not sufficient to include them in the scope

of justice.

For this inclusion, it is noteworthy that, in our opinion, all coun-

ter arguments against including animals in the community of justice

fail. A common counter argument holds justice to be something that

rational beings owe each other, thus excluding both animals and

non-reasoning humans. Since a broad consensus exists that no

groups of humans should be excluded, the argument is usually con-

structed in a way that includes all humans but leaves animals

excluded. This is often justified with so-called kind-of arguments.

According to these arguments, the average adult human is rational

and human individuals who are of a kind like this prototype of the

human species should be treated in the same way as they are for

reasons of justice. This is equally true if the individuals lack certain

abilities that the human prototype possesses, such as rationality.

Kind-of arguments refer to different kinds of similarity. It can refer

to what is considered the natural endowment of the average adult

human, to what is considered normal, or to potentialities or group

3“Not for humans only” is the title of Singer (2003).
4Things are getting more complicated when asking about how different interests should be

weighted and which interests should be given priority. Principles and normative guidelines

need to be elaborated to answer this (as is done within animal ethics), but this is the same for

intra-human ethics and no reason for an exclusion of particular interests from the beginning.

5Naive anthropomorphism refers to ill-considered attributions of human characteristics or

values to animals that do not stand up to scientific scrutiny and say more about the

attributing person's set of values than they do about the animal (De Waal, 1999, pp. 260–

262, who calls this anthropocentric anthropomorphism). It's opposed to a so-called critical

anthropomorphism that can be used as a method to generate and test behavioral hypotheses

and to better understand individuals of other species by trying to empathize with them

(Burghardt, 2007).
6It can of course be challenged that intra- and intergenerational justice are the most

convincing normative foundation of SD (for another approach cf. Becker, 2012).

Furthermore, it needs more philosophical discussion if justice is the appropriate normative

foundation for non-anthropocentric approaches to SD. For the purpose of this paper, we

take it as an appropriate foundation while being open for debate.
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membership (e.g., species membership). However, these kind-of

arguments are not convincing (Nobis, 2004).

Using a kind-of-argument regarding to what abilities people “nat-
urally” possess is problematic, since on the one hand it involves a nor-

mative exaggeration of “the natural” and on the other hand it is

questionable why, for example, a high cognitive ability should be more

natural than a very low one, when both occur in uninfluenced human

reproduction.

To define a “normal” human being against whom all other humans

are measured is also questionable. Among other things, this may lead

to a pathologization of all those who do not fit into this scheme. A

certain type of human is set as a normative standard instead of

acknowledging diverse expressions of being human.

When referring to group membership, most often the belong-

ing to the species of Homo sapiens sapiens is addressed, as the

argumentation is based on the desire to include all humans while

excluding animals. Within animal ethics, this is known as species-

ism. “Speciesism (…) is a prejudice or attitude of bias in favor of

the interests of members of one's own species and against those

of members of other species.” (Singer, 2015, p. 35) As the term

prejudice indicates, the arguments for such attitude often are

missing, unconvincing, or rather easy to disprove. We think animal

ethicists did a good job in arguing why speciesism is problematic

(Bekoff & Gruen, 1993; Horta, 2010; Jaquet, 2021;

Singer, 2015, 2016).

Already the initial argument, according to which justice is

something that rational beings owe to each other, is problematic.

The capacity to reason should be irrelevant to whether or not an

individual is considered from a justice perspective. It does not fol-

low that reason should not play a role within the sphere of justice.

To be able to act justly and to take responsibility for one's own

actions, it is necessary to be able to reason. Further, to establish

convincing principles of justice, this is equally true. But it is not suf-

ficient for the sole justification of who is part of the community of

justice. Thus, an important argument for including sentient animals

in this community is that the common counter arguments are based

on problematic assumptions.

Theories of justice that can be considered a useful foundation for

SD need to focus on distribution justice and theories of Good Life, as

already mentioned.7 One particularly useful approach, which repre-

sents a theory of justice as well as a theory of the Good Life, is Martha

Nussbaum's capabilities approach, which Nussbaum (2007, 2022)

extended to animals. Like justice and morality, the just and the good

are not congruent, but Nussbaum's capability approach aims to

illustrate what it takes for a good human and animal life8 as well as

how just societies can be constituted. With this, the capability

approach can be seen as a useful specification of intra- and interge-

nerational justice.

Following from the above, we argue that the normative founda-

tions of SD must be framed in a non-anthropocentric way. This should

be included in the academic debate (there are few exceptions to the

anthropocentric framework, cf. Bergmann, 2019; Boscardin &

Bossert, 2015; Earnshaw, 1999; Narayanan, 2016; Twine, 2010;

Verniers, 2021) as well as the political (for an exception cf. pertinently

Sebo et al., 2022) and media debate. Thereby, it is important to note

that animals do not “only” fall within the realm of so-called ecological

sustainability, but also within the realm of so-called social sustainabil-

ity. Due to the close entanglements of both realms, it would be more

precise to instead speak of socio-ecological sustainability. But since

the terms ecological and social sustainability are common, we use

them here as well. Of course, ecological sustainability is important for

animals as well. Wild animals need sufficient habitats and a climate in

which they can flourish and all animals need food and fresh water.

However, domesticated animals—whose numbers significantly exceed

those of wild animals—are part of human societies. Within current ani-

mal ethics there is a large debate on which status these animals

should receive and if they could and should be represented in political

decision-making (for many cf. Donaldson & Kymlicka, 2013;

Hooley, 2018). No matter how one answers these controversially dis-

cussed questions, one cannot negate that domesticated animals are

part of human societies. Accordingly, they must be considered in the

realm of social sustainability. In the next section, we investigate what

consequences such a rethinking might have specifically for the field of

sustainable AI.

5 | THINKING “SUSTAINABLE AI”
NON-ANTHROPOCENTRICALLY

As pointed out in Section 3, if one does not only focus on the sustain-

ability related issues of a particular AI technology—like the amount of

energy it needs or of carbon emissions it emits (“the sustainability of

AI”)—but takes the application field of the particular technology into

account, it follows that many AI technologies currently used on ani-

mals should not be evaluated as being sustainable. The field of animal

agriculture, where much of the current use of AI for animal-related

issues takes place, as such is a highly unsustainable field. It may be

true that this field could be transformed into being more sustainable

with the help of AI technology in regard to its carbon emissions, water

and land use, and so forth. However, we argue that the animal
7One (if not the) most influential theory of (distributive) justice is John Rawls' Theory of

Justice (1979). While Rawls himself excludes animals from the community of justice, his

theory has been extended to include animals, and important theories of justice oriented

towards Rawls that include animals have been elaborated (Coeckelbergh, 2009;

Gabardi, 2017; Rowlands, 1997, 1998). We will not recapitulate them here, but it should be

highlighted that these important contributions incorporate animals into contractarian

approaches to justice, which are more difficult to apply coherently and consistently to non-

rational individuals than others (Garner, 2012, p. 166). Thereby, even those approaches to

justice which are the most difficult to apply for animals have been developed in an animal

ethical way.

8Nussbaum's approach allows for assumptions about a good animal life that build on a

sophisticated philosophical theory of the Good Life and at the same time are grounded in

natural science. They go beyond a mere determination of animal well-being that can be

measured physiologically or ecologically only. Such assumptions are important for

investigation what may constitute a form of interspecies justice. They allow to approach the

question of what should be distributed to whom and how, and bequest for whom and how,

in a way that it can be considered just and enables all (sentient) individuals—today and in the

future—to live as well as possible.
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agriculture is at odds with SD since it is not in accordance with the

normative basis of SD, namely intra- and intergenerational justice.

This normative basis must be applied on animals, meaning that

animals—based on the arguments briefly discussed above—belong to

the scope of justice as well. It is not compatible to belong to the scope

of justice on the one hand and being treated merely as a sellable prod-

uct on the other hand.9

Linking this to the sustainable AI debate, it follows that using AI

technologies for further automation and improvement of animal agri-

culture is nothing that can be promoted in the name of SD. It is not a

sustainable application of AI since it contradicts interspecies justice

(meaning theories of justice that include humans and animals) and

therefore the normative foundation of SD.

AI applications within animal agriculture are most often surveil-

lance technologies that monitor animal's behavior and health

condition (Manning, 2019; Zhang et al., 2019). For instance, camera

vision-based AI systems are used to analyze animals for herd “man-

agement” purposes like fattening control, tracking, or facial recogni-

tion. Furthermore, AI systems are applied to automatically detect and

track farmed animals such as pigs, aiming at an automatic detection of

potential health problems without the need of human observation.

AI based robots collect floor eggs not placed in nest boxes in industrial

poultry houses. In aquacultures, echo-sounder technologies are

applied for detecting whether caged fish swim near the water surface

and use this as a signal for feeding times. Robotic vehicles drive

around in factory farms for so-called “broilers” and move the animals

around to improve the feed conversion ratio. And there are many

more fields of application where AI is currently used in animal agricul-

ture (e.g., cf. Bossert & Hagendorff, 2021; Singer & Tse, 2022).

When introducing the use of AI applications within the global ani-

mal industry, we focus on animal agriculture for two main reasons.

Firstly, as argued above (Section 3) this field is—or, to be more precise,

should be—of particular interest for sustainability debates, including

debates on sustainable AI since it comes with many disastrous conse-

quences for the environment and ecological as well as social systems.

Secondly, it represents the field where AI technologies are most inten-

sively used on animals.

However, it also follows from our argument that the application

of AI, for example, zoos and other animal-related entertaining busi-

ness should also not be seen as sustainable or as benefiting a transi-

tion to SD as long as they are used in a way that perpetuates the

exploitation of animals. We hold that the animal-based entertainment

industry also is at odds with interspecies justice since it comes with

many different forms of harm and suffering for the animals (for many

cf. Marino et al., 2020; Nussbaum, 2022, 237 ff.).10

To the contrary, some of the current AI applications on animals

can be seen as sustainable according to our argument. This holds true

when AI is used for wild animal's protection, as one can find it in many

conservation projects such as BirdVision, Wildbook, the Elephant Listen-

ing Project, TrailGuard AI, or ChimpFace (Bossert & Hagendorff, 2021,

p. 5; Dauvergne, 2020, p. 60). To be sure, these projects focus on spe-

cies protection rather than on the protection of individual animals.

Nevertheless, they truly benefit individual animals. As conservation is

already of great importance for SD, such applications may be at the

core of what can be considered as sustainable AI.11

Certain AI applications that also affect animals are less clear-

cut in terms of whether they are sustainable or unsustainable. This

applies, for example, to automated driving (in regard to animals

intensively discussed in Singer & Tse, 2022). On the one hand, this

benefits individual animals, as there will be significantly fewer road

kills (Singer & Tse, 2022). On the other hand, individual mobility

with passenger cars is not a truly sustainable mobility concept, and

is therefore—like global agricultural livestock farming—also to be

assessed as rather unsustainable regardless of the impact on animal

individuals. Like the animal industry, this field of application can be

made more sustainable by means of AI. Automated driving would

very likely lead to a reduction in CO2 emissions generated by this

sector, as cars that drive automatically are often more environmen-

tally friendly (Liu et al., 2019). In regard to the animal industry,

however, this aspect relating to the sustainability of a particular AI

technology is not sufficient to assess the application as sustainable.

The difference to the animal industry for us, however, is that auto-

mated driving is a field of application that also benefits animals

instead of harming them.12 In this respect, this application field

could be seen as a sustainable use of AI from a non-

anthropocentric perspective, provided that (i) enormous reductions

of CO2 emissions are indeed possible, (ii) the automatically driving

cars are powered by energy from renewable energy sources, and

(iii) the production of the lithium batteries of the e-cars is as envi-

ronmentally and socially compatible as possible. Even if all this is

the case, it still remains suspicious if individual mobility by means

of passenger cars will be a truly sustainable mobility concept in the

future either, as production is accompanied by high energy and

resource requirements and countless cars for single individuals clog

up cities and landscapes in times when affordable housing has

become a scarce resource in many areas. Self-driving public trans-

port, with fewer road kills happening through the use of the latest

technologies, to the contrary, seems a sustainable endeavor. The

use of AI technologies for this can probably be considered

sustainable AI.

9Obviously, some farmers would deny that they only treat “their” farmed animals as sellable

products. It is beyond the scope of this paper to enter this discussion, however, we think

there are convincing arguments underpinning that it is at odds to include animals in the realm

of justice and continue animal agriculture as well as other forms of treating animals as merely

serving human ends.
10In regard to animal experiments, AI technologies have a strong potential to benefit animals

since they may be applied in a way that can replace lots of animals still being used for

invasive experimentation.

11With saying this, we do not mean that ecological sustainability is more important than

social sustainability. As already pointed out, it is more reasonable to use the term socio-

ecological sustainability due to the deep entanglements of both realms. Protecting the

planet's ecosystems and fighting climate change—important goals of conservation—is of great

importance for the social realm as well.
12It needs to be weighed up whether the benefits of significantly fewer road kills (human and

nonhuman) outweigh the harm to humans and animals associated with the production of

self-driving cars and AI technologies. This goes beyond the scope of this paper.
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Most of the debate on sustainable AI takes place in an anthropocen-

tric manner, focusing on human interests only and ignoring the inter-

ests of animals as well as the ways humans are currently treating

them within the global animal industry. Within this article, we argued

that an anthropocentric perspective on SD and sustainable AI has

many shortcomings. According to our argument, the normative foun-

dation of SD—the principles of intra- and intergenerational justice—

requires that animals are included within SD. Animals are convincingly

included within theories of justice. To be more precise, they are con-

vincingly included in theories of distributive justice as well as in theo-

ries of the Good Life. While the former is important for SD due to

SD's strong dealing with scarce resources, the latter is needed to

make claims on what should be distributed in which way. Therefore,

they are also highly important for SD's normative foundation. We

argue that it is not compatible to belong to the scope of justice on the

one hand and being treated merely as a sellable product on the other

hand. From this, we follow that the dominant treatment of animals is

not something that can be evaluated as sustainable, even if technolo-

gies may help to reduce the negative environmental consequences of

the animal industry. This leads us to conclude that applying AI tech-

nologies for the perpetuation of the animal industry—which currently

is their main field of application in regard to animals—is not a sustain-

able use of AI.

As the debate on sustainable AI is still relatively young, it goes

without saying that there is still a lot of research to be done. We

would like to encourage both the AI and the SD community to con-

tinue working on this important topic. Preserving the basis of life

and using the latest technologies for this purpose seems to us to

be an extremely important challenge of our time. Doing this not

only for our fellow humans (or future generations of humans) but

also for our fellow (nonhuman) animals seems to us of high moral

significance. In this respect, as much of this further research as

possible should also take the non-anthropocentric perspective into

account.

ACKNOWLEDGMENTS

The authors warmly thank Anna Wienhues for very helpful comments

on an earlier version of this article. Open Access funding enabled and

organized by Projekt DEAL.

ORCID

Leonie N. Bossert https://orcid.org/0000-0002-1870-8002

Thilo Hagendorff https://orcid.org/0000-0002-4633-2153

REFERENCES

Barocas, S., & Selbst, A. D. (2016). Big data's disparate impact. California

Law Review, 104, 671–732. https://doi.org/10.15779/Z38BG31
Becker, C. U. (2012). Sustainability ethics and sustainability research.

Springer.

Bekoff, M., & Pierce, J. (2009). Wild justice. The moral lifes of animals. Uni-

versity of Chicago Press.

Bekoff, M., & Gruen, L. (1993). Animal welfare and individual characteris-

tics: A conversation against speciesism. Ethics and Behavior, 3(2), 163–
175. https://doi.org/10.1207/s15327019eb0302_2

Bendel, O. (2018). Towards animal-friendly machines. Paladyn, Journal of

Behavioral Robotics, 9(1), 204–213.
Bergmann, I. (2019). Interspecies sustainability to ensure animal protec-

tion: Lessons from the thoroughbred racing industry. Sustainability, 11,

5539. https://doi.org/10.3390/su11195539

Blattner, C. E. (2020). Just transition for agriculture? A critical step in tack-

ling climate change. Journal of Agriculture, Food Systems, and Commu-

nity Development, 9(3), 53–58. https://doi.org/10.5304/jafscd.2020.

093.006

Bolte, L., Vandemeulebroucke, T., & van Wynsberghe, A. (2022). From an

ethics of carefulness to an ethics of desirability: Going beyond current

ethics approaches to sustainable AI. Sustainability, 14(8), 4472.

https://doi.org/10.3390/su14084472

Boscardin, L., & Bossert, L. (2015). Sustainable development and nonhu-

man animals: Why anthropocentric concepts of sustainability are out-

dated and need to be extended. In S. Meisch, J. Lundershausen, L.

Bossert, & M. Rockoff (Eds.), Ethics of science in the research for sustain-

able development (pp. 323–352). Nomos.

Boscardin, L. (2017): Sustainable exploitation. The political ecology of the

Livestock Revolution. Basel: Dissertation Universität Basel. Online

available: https://edoc.unibas.ch/72281/1/PhD%20Thesis_Boscardin_

Sustainable%20Exploitation_2019.pdf

Bossert, L., & Hagendorff, T. (2021). Animals and AI. The role of animals in

AI research and application – An overview and ethical evaluation.

Technology in Society, 67, 101678. https://doi.org/10.1016/j.techsoc.

2021.101678

Bossert, L. N. (2022). Gemeinsame Zukunft für Mensch und Tier. Karl Alber.

Bradshaw, G. A. (2009). Elephants on the edge. What animals teach us about

humanity. Yale University Press.

Brand, C., Bossert, L. N., & Potthast, T. (2023). Empathic machines? Ethical

challenges of affective computing from a sustainable development

perspective. In J. Loh & W. Loh (Eds.), Social robotics and the good life.

The normative side of forming emotional bonds with robots (pp. 157–
177). Transcript.

Burghardt, G. M. (2007). Critical anthropomorphism, uncritical anthro-

pocentrism, and naÏve nominalism. Comparative Cognition and

Behavior Reviews, 2, 136–138. https://doi.org/10.3819/CCBR.

2008.20009

Carpio, F., Jukan, A., Sanchez, A. I. M., Amla, N., & Kemper, N. (2017).

Beyond production indicators: A novel smart farming application and

system for animal welfare. In ACI2017: Proceedings of the fourth inter-

national conference on animal-computer interaction, article No. 7 (pp. 1–
11). https://doi.org/10.1145/3152130.3152140

Coeckelbergh, M. (2009). Distributive justice and co-operation in a world

of humans and non-humans: A contractarian argument for drawing

non-humans into the sphere of justice. Res Publica, 15, 67–84. https://
doi.org/10.1007/s11158-009-9080-8

Coeckelbergh, M. (2021). AI for climate: Freedom, justice, and other ethi-

cal and political challenges. AI and Ethics, 1, 67–72. https://doi.org/10.
1007/s43681-020-00007-2

Dauvergne, P. (2020). AI in the wild. Sustainability in the age of artificial

intelligence. MIT Press.

Dhar, P. (2020). The carbon impact of artificial intelligence, Nature.

Machine Intelligence, 2, 423–425.
Donaldson, S., & Kymlicka, W. (2013). Zoopolis: A political theory of animal

rights. Oxford University Press.

Dubeux, J. C. B., Jr., Lynn, E. S., Muir, J. P., Tedeschi, L. O., dos

Santos, M. V. F., da Cunha, M. V., de Mello, A. C. L., & DiLorenzo, N.

(2017). Sustainable intensification of livestock production on pastures.

Latin American Archives of Animal Production, 25, 3–4.
Earnshaw, G. (1999). Equity as a paradigm for sustainability: Evolving the

process toward interspecies equity. Animal Law, 5, 113–146.

BOSSERT and HAGENDORFF 3465

https://orcid.org/0000-0002-1870-8002
https://orcid.org/0000-0002-1870-8002
https://orcid.org/0000-0002-4633-2153
https://orcid.org/0000-0002-4633-2153
https://doi.org/10.15779/Z38BG31
https://doi.org/10.1207/s15327019eb0302_2
https://doi.org/10.3390/su11195539
https://doi.org/10.5304/jafscd.2020.093.006
https://doi.org/10.5304/jafscd.2020.093.006
https://doi.org/10.3390/su14084472
https://edoc.unibas.ch/72281/1/PhD%20Thesis_Boscardin_Sustainable%20Exploitation_2019.pdf
https://edoc.unibas.ch/72281/1/PhD%20Thesis_Boscardin_Sustainable%20Exploitation_2019.pdf
https://doi.org/10.1016/j.techsoc.2021.101678
https://doi.org/10.1016/j.techsoc.2021.101678
https://doi.org/10.3819/CCBR.2008.20009
https://doi.org/10.3819/CCBR.2008.20009
https://doi.org/10.1145/3152130.3152140
https://doi.org/10.1007/s11158-009-9080-8
https://doi.org/10.1007/s11158-009-9080-8
https://doi.org/10.1007/s43681-020-00007-2
https://doi.org/10.1007/s43681-020-00007-2


Eisen, J. (2020). Down on the farm: Status, exploitation, and agricultural

exceptionalism. In E. B. Charlotte, K. Coulter, & W. Kymlicka (Eds.),

Animal labour: A new frontier of interspecies justice (pp. 139–159).
Oxford University Press.

Frey, C. B., & Osborne, M. A. (2013): The Future of Employment: How

Susceptible are Jobs to Computerisation? Online available: https://

www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Emp

loyment.pdf

Gabardi, W. (2017). The next social contract. Animals, the Anthropocene, and

biopolitics. Temple University Press.

Garner, R. (2012). Rawls, animals and justice: New literature, same

response. Res Publica, 18, 159–172. https://doi.org/10.1007/s11158-
011-9173-z

Garner, R. (2013). A theory of justice for animals. In Animal rights in a noni-

deal world. Oxford University Press.

Gill, A. S., & Germann, S. (2022). Conceputal and normative approaches to

AI governance for a global digital ecosystem supportive of the UN Sus-

tainable Development Goals (SDGs). AI and Ethics, 2, 293–301.
https://doi.org/10.1007/s43681-021-00058-z

Hagendorff, T. (2020). The ethics of AI ethics: An evaluation of guidelines.

Minds and Machines, 30, 99–120. https://doi.org/10.1007/s11023-

020-09517-8

Hagendorff, T., Bossert, L. N., Tse, Y. F., & Singer, P. (2022). Speciesist bias

in AI. How AI applications perpetuate discrimination and unfair out-

comes against animals. AI and Ethics. https://doi.org/10.1007/

s43681-022-00199-9

Hodson, G., & Costello, K. (2012). The human cost of devaluing animals.

New Scientist, 216, 34–35.
Hooley, D. (2018). Political agency, citizenship, and non-human animals. Res

Publica, 24(4), 509–530. https://doi.org/10.1007/s11158-017-9374-1
Horta, O. (2010). What is speciesism? Journal for Agriculture and Environ-

mental Ethics, 23, 243–266. https://doi.org/10.1007/s10806-009-

9205-2

Jaquet, F. (2021). A debunking argument against speciesism. Syntheses,

198, 1011–1027. https://doi.org/10.1007/s11229-019-02080-5
Jobin, A., Ienca, M., & Vayena, E. (2019). The global landscape of AI ethics

guidelines. Nature Machine Intelligence, 1(9), 389–399.
Kemmerer, L. (2015). Eathing Earth. Environmental Ethics and Dietary

Choice. Oxford University Press.

Liu, P., Ma, Y., & Zuo, Y. (2019). Self-driving vehicles: Are people willing to

trade risks for environmental benefits? Transportation Research Part A:

Policy and Practice, 125, 139–149. https://doi.org/10.1016/j.tra.2019.
05.014

Manning, L. (2019). French poultry tech startup Tibot Technologies raises

€3m seed round for health-boosting robot. https://agfundernews.

com/french-poultry-tech-startup-tibot-technologies-raises-e3m-seed-

round-for-health-boosting-robot.html

Marino, L., Naomi, A. R., Visser, I. N., Rally, H., Ferdowsian, H., &

Slootsky, V. (2020). The harmful effects of captivity and chronic stress

on the well-being of orcas (Orcinus orca). Journal of Veterinary Behavior,

35, 69–82. https://doi.org/10.1016/j.jveb.2019.05.005
Menaker, T. (2020). Data-driven analysis of animal behavioral patterns.

ACI'20, seventh international conference on animal-computer interac-

tion. https://doi.org/10.1145/3446002:3446004

Narayanan, Y. (2016). Where are the animals in sustainable development?

Religion and the case for ethical stewardship in animal husbandry. Sus-

tainable Development, 24, 172–180.
Neethirajan, S. (2021). The use of artificial intelligence in assessing affec-

tive states in livestock. Frontiers in Veterinary Science, 8, 1–8. https://
doi.org/10.3389/fvets.2021.715261

Nobis, N. (2004). Carl Cohen's “kind” arguments for animal rights and

against human rights. Journal of Applied Philosophy, 21(1), 43–59.
https://doi.org/10.1111/j.0264-3758.2004.00262.x

Nussbaum, M. C. (2000). Women and human development. The capability

approach. Cambridge University Press.

Nussbaum, M. C. (2007). Frontiers of justice. Disability, nationality, species

membership. Harvard University Press.

Nussbaum, M. C. (2022). Justice for animals. Our collective responsibility.

Simon and Schuster.

Owe, A., & Baum, S. D. (2021). Moral consideration of nonhumans in the

ethics of artificial intelligence. AI and Ethics, 1–12, 517–528. https://
doi.org/10.1007/s43681-021-00065-0

Owe, A., & Baum, S. D. (2022). The Ethics of Sustainability for Artificial

Intelligence. https://doi.org/10.4108/eai.20-11-2021.2314105

Pachirat, T. (2013). Every twelve seconds. Industrialized slaughter and the

politics of sight. Yale University Press.

Rohde, F., Wagner, J., Reinhard, P., Petschow, U., Meyer, A., Voß, M., &

Mollen, A. (2021). Nachhaltigkeitskriterien für Künstliche Intelli-

genz. IÖW.

Rowlands, M. (1997). Contractarianism and animal rights. Journal of Applied

Philosophy, 14, 235–247. https://doi.org/10.1111/1468-5930.00060
Rowlands, M. (1998). Animal rights. A philosophical defence. Palgrave

Macmillan.

Sætra, H. S. (2021a). AI in context and the sustainable development goals:

Factoring in the unsustainability of the sociotechnical system. Sustain-

ability, 13, 1738. https://doi.org/10.3390/su13041738

Sætra, H. S. (2021b). A framework for evaluating and disclosing the ESG

related impacts of AI with the SDGs. Sustainability, 13, 8503. https://

doi.org/10.3390/su13158503

Sebo, J., Verkuijl, C., Hötzel, M. J., Achakulwisut, P., Lima, M. B., &

Green, J. (2022). Sustainable development matters for animals too:

Governments have a responsibility to recognize that. CABI One Health,

2022, 1–2. https://doi.org/10.1079/cabionehealth20220002
Singer, P. (2003). Not for humans only. The place of nonhumans in envi-

ronmental issues. In A. Light & I. I. I. Holmes Rolston (Eds.), Environ-

mental ethics. Blackwell Publishing.

Singer, P. (2015 [1975]). Animal liberation. Open Road Integrated Media.

https://grupojovenfl.files.wordpress.com/2019/10/peter-singer-animal-

liberation-1.pdf

Singer, P. (2016). Why speciesism is wrong: A response to Kagan. Journal

of Applied Philosophy, 33(1), 31–35. https://doi.org/10.1111/japp.

12165

Singer, P., & Tse, Y. F. (2022). AI ethics: The case for including animals. AI

and Ethics. https://doi.org/10.1007/s43681-022-00187-z

Stahl, B. C., & Wright, D. (2018). Ethics and privacy in AI and big data:

Implementing responsible research and innovation. IEEE Security & Pri-

vacy, 16(3), 26–33.
Steinfeld, H., Gerber, P., Wassenaar, T., Castel, V., Rosales, M., & de

Haan, C. (2006). Livestock's long shadow. In Environmental issues and

options. Food and Agriculture Organization of the United Nations

http://www.fao.org/docrep/010/a0701e/a0701e00.HTM

Takeshita, M., Rzepka, R., & Araki, K. (2022). Speciesist Language and Non-

human Animal Bias in English Masked Language Models. arXiv:

2203.05140, 1-14. https://arxiv.org/abs/2203.05140

Truby, J. (2020). Governing artificial intelligence to benefit the UN sustain-

able development goals. Sustainable Development, 28, 946–959.
https://doi.org/10.1002/sd.2048

Twine, R. (2010). Animals as biotechnology. Ethics, sustainability and critical

animal studies. Earthscan.

Twine, R. (2021). Emissions from animal agriculture – 16.5%% is the new

minimum figure. Sustainability, 13, 6276.

United Nations Environment Programme (UNEP). (2020). Preventing the

next Pandemic. Zoonotic diseases and how to breakthe chain of trans-

mission. A Scientific Assessment with Key Messages for Policy-Makers

Special Volume of UNEP's Frontiers Report Series. Online available:

https://www.unep.org/resources/report/preventing-future-zoonotic-

disease-outbreaks-protecting-environment-animals-and.

Vaio, A. D., Palladino, R., Hassan, R., & Escobar, O. (2020). Artificial

intelligence and business models in the sustainable development

goals perspective: A systematic literature review. Journal of

3466 BOSSERT and HAGENDORFF

https://www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Employment.pdf
https://www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Employment.pdf
https://www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Employment.pdf
https://doi.org/10.1007/s11158-011-9173-z
https://doi.org/10.1007/s11158-011-9173-z
https://doi.org/10.1007/s43681-021-00058-z
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.1007/s43681-022-00199-9
https://doi.org/10.1007/s43681-022-00199-9
https://doi.org/10.1007/s11158-017-9374-1
https://doi.org/10.1007/s10806-009-9205-2
https://doi.org/10.1007/s10806-009-9205-2
https://doi.org/10.1007/s11229-019-02080-5
https://doi.org/10.1016/j.tra.2019.05.014
https://doi.org/10.1016/j.tra.2019.05.014
https://agfundernews.com/french-poultry-tech-startup-tibot-technologies-raises-e3m-seed-round-for-health-boosting-robot.html
https://agfundernews.com/french-poultry-tech-startup-tibot-technologies-raises-e3m-seed-round-for-health-boosting-robot.html
https://agfundernews.com/french-poultry-tech-startup-tibot-technologies-raises-e3m-seed-round-for-health-boosting-robot.html
https://doi.org/10.1016/j.jveb.2019.05.005
https://doi.org/10.1145/3446002:3446004
https://doi.org/10.3389/fvets.2021.715261
https://doi.org/10.3389/fvets.2021.715261
https://doi.org/10.1111/j.0264-3758.2004.00262.x
https://doi.org/10.1007/s43681-021-00065-0
https://doi.org/10.1007/s43681-021-00065-0
https://doi.org/10.4108/eai.20-11-2021.2314105
https://doi.org/10.1111/1468-5930.00060
https://doi.org/10.3390/su13041738
https://doi.org/10.3390/su13158503
https://doi.org/10.3390/su13158503
https://doi.org/10.1079/cabionehealth20220002
https://grupojovenfl.files.wordpress.com/2019/10/peter-singer-animal-liberation-1.pdf
https://grupojovenfl.files.wordpress.com/2019/10/peter-singer-animal-liberation-1.pdf
https://doi.org/10.1111/japp.12165
https://doi.org/10.1111/japp.12165
https://doi.org/10.1007/s43681-022-00187-z
http://www.fao.org/docrep/010/a0701e/a0701e00.HTM
https://arxiv.org/abs/2203.05140
https://doi.org/10.1002/sd.2048
https://www.unep.org/resources/report/preventing-future-zoonotic-disease-outbreaks-protecting-environment-animals-and
https://www.unep.org/resources/report/preventing-future-zoonotic-disease-outbreaks-protecting-environment-animals-and


Buisness Research, 121, 283–314. https://doi.org/10.1016/J.

JBUSRES.2020.08.019

van Wynsberghe, A. (2021). Sustainable AI: AI for sustainability and the

sustainability of AI. AI and Ethics, 1-6, 213–218. https://doi.org/10.
1007/s43681-021-00043-6

Verniers, E. (2021). Bringing animal welfare under the umbrella of sustain-

able development: A legal analysis. RECIEL, 2021, 1–14. https://doi.
org/10.1111/reel.12414

Vinuesa, R., Azizpour, H., Leite, I., Balaam, M., Dignum, V., Domisch, S.,

Felländer, A., Langhans, S. D., Tegmark, M., & Fuso Nerini, F. (2020).

The role of artificial intelligence in achieving the sus-tainable develop-

ment goals. Nature Communications, 11, 233. https://doi.org/10.1038/

s41467-019-14108-y

Waal De, F. (1999). Anthropomorphism and anthropodenial: Consistency

in our thinking about humans and other animals. Philosophical Topics,

27(1), 255–280.
Weis, T. (2013). The Ecological Hoofprint. The Global Burden of Industrial

Livestock. Zed Books.

WCED. (1987). Our Common Future. Oxford University Press.

Wienhues, A. (2020). Ecological justice and the extinction crisis: Giving living

beings their due. Bristol University Press.

Zhang, L., Gray, H., Ye, X., Collins, L., & Allinson, N. (2019). Automatic indi-

vidual pig detection and tracking in pig farms. Sensors, 19, 1–20.
Ziesche, S. (2021). AI ethics and value alignment for nonhuman ani-

mals. Philosophies, 6(2), 31. https://doi.org/10.3390/philosophies

6020031

Zou, J., & Schiebinger, L. (2018). AI can be sexist and racist — It's time to

make it fair. Nature, 559, 324–326. https://doi.org/10.1038/d41586-
018-05707-8

How to cite this article: Bossert, L. N., & Hagendorff, T.

(2023). The ethics of sustainable AI: Why animals (should)

matter for a sustainable use of AI. Sustainable Development,

31(5), 3459–3467. https://doi.org/10.1002/sd.2596

BOSSERT and HAGENDORFF 3467

https://doi.org/10.1016/J.JBUSRES.2020.08.019
https://doi.org/10.1016/J.JBUSRES.2020.08.019
https://doi.org/10.1007/s43681-021-00043-6
https://doi.org/10.1007/s43681-021-00043-6
https://doi.org/10.1111/reel.12414
https://doi.org/10.1111/reel.12414
https://doi.org/10.1038/s41467-019-14108-y
https://doi.org/10.1038/s41467-019-14108-y
https://doi.org/10.3390/philosophies6020031
https://doi.org/10.3390/philosophies6020031
https://doi.org/10.1038/d41586-018-05707-8
https://doi.org/10.1038/d41586-018-05707-8
https://doi.org/10.1002/sd.2596

	The ethics of sustainable AI: Why animals (should) matter for a sustainable use of AI
	1  INTRODUCTION
	2  THE ANTHROPOCENTRIC TAILORING OF AI ETHICS AND SUSTAINABLE AI
	3  SD AND SUSTAINABLE AI CANNOT IGNORE ANIMAL-RELATED ISSUES
	4  ``NOT FOR HUMANS ONLY´´: A NON-ANTHROPOCENTRIC NORMATIVE FOUNDATION OF SD
	5  THINKING ``SUSTAINABLE AI´´ NON-ANTHROPOCENTRICALLY
	6  CONCLUSION AND RESEARCH OUTLOOK
	ACKNOWLEDGMENTS
	REFERENCES


