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“The wonder is, not that the field of the stars is so vast,
but that man has measured it.”
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Summary

Our understanding of the world and intrinsically scientific advances rely on our

ability to see ever further, far beyond the limits of our vision. Whether we are

trying to observe single molecules or distant objects in the sky, the fundamental

problem is the same: we need highly accurate and precise tools.

Since the study Micrographia published by Robert Hooke in 1665 [1], the vi-

sualisation of structures smaller than the eye can distinguish has been a driving

force in scientific research and led to many discoveries that founded our modern

world. For example, Louis Pasteur revolutionised medicine in the 19th century

by proving that microorganisms could cause disease and developed the germ

theory, which changed the process of identifying, treating and preventing infec-

tious diseases. Since then, advanced imaging techniques have been developed

to allow us to see beyond optical limits, i.e. the diffraction limit, and explore

the nanoscopic world [2, 3].

Despite the development of cutting-edge technologies in recent decades, fun-

damental questions remain open across many scientific fields [4]: How did life

begin? Where do we put all the carbon? Can computers keep getting faster? The

challenge in answering these questions lies in dissecting the helpful information

from complex environments, such as cell systems or modern microelectronic de-

vices. Two criteria are crucial to seek information about such systems: sensors

with outstanding capabilities and an efficient way to control them.

In this respect, the interaction of light and matter has driven some of the

most successful experimental techniques and technological advances in the mod-

ern era. For example, half of the 2018 Nobel Prize in Physics was awarded to

Arthur Ashkin for the development of optical tweezers [5], which enabled break-

throughs in the field of biology [6–9]. In particular, optical tweezers were used to

measure the force-extension relationships of individual DNA molecules scaling

in the pN range [10], which will be discussed later in this manuscript. Another

1



Summary

example of these achievements is the 2012 Nobel Prize in Physics awarded to

Serge Haroche and David J. Wineland [11] for the optical measurement and ma-

nipulation of single quantum systems while maintaining their quantum state.

These experiments have enabled advances in both the understanding of quan-

tum mechanics and the development of new technologies that take advantage of

these quantum properties. However, because of the complexity of atom-based

experiments, artificial atoms in the solid state have been intensively studied for

the development of quantum technologies [12].

Among these systems, the nitrogen-vacancy (NV) centre in diamond has at-

tracted much attention in the last decades and will form the central part of

this manuscript. The NV centre is a defect in the diamond lattice in which two

unpaired electrons form a spin triplet S = 1. Deep inside the diamond lattice,

the NV centre is shielded from many environmental influences and stands out

as a suitable quantum bit (qubit) for which spin lifetimes on the order of mil-

liseconds have been observed, even at room temperature [13, 14]. With these

properties, the NV centre has been established as a room temperature platform

for quantum information processing, where entanglement between electron spins

led to the realisation of a loophole-free Bell test [15].

Another key application of the NV centres is in the field of quantum sensing,

which is the cornerstone of this manuscript. When brought close to external

fields, quantum mechanical interactions with the spin state of the defect take

place, giving the ability to the NV centre to sense various fields from its en-

vironment [16–20]. In particular, the atom-like magnetic Zeeman sensitivity

combined with the optical readout of the NV centre enables the association of

magnetic resonance spectroscopy with microscopy. As illustrated in figure 1, a

microscope based on NV centres can transduce a magnetic signal into an optical

signal to produce an image that quantifies magnetic fields.

In addition, the NV centre is stable down to a distance of about 2 nm from

the diamond surface, allowing sensor-sample distances of only a few nanometres

and, thus, nanoscale spatial resolution. Building on these properties, the first

experimental demonstration of nanoscale magnetic field imaging using an NV
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(a)

NV centres
Magnetic dipoles

(b)

Light intensity (a.u.) B‑field intensity (mT) 5.6
5.3

Figure 1: The NV centre: a magnetic field transducer.
a) Schematic illustration of the NV-based microscope, where the NV
centres interact with magnetic spins and transduce the signal into an
optical signal. b) Example showing the imaging of magnetic beads.
Left: Bright illumination image of three magnetic beads on a diamond
with NV centres and with an additional external magnetic field of
about 5.5mT. Right: Corresponding magnetic field magnitude sensed
by the NV centres, recorded by a scientific camera. The scale bars are
10µm wide.

centre was achieved in 2008 [21–23]. Many experiments followed in order to

explore the properties of the NV centre [24–28] and to develop new measurement

techniques to improve the tuning capabilities of the NV centre [29–32]. In

particular, these improvements enabled the detection of subpicotesla fields [33,

34].

These advances have established the NV centre as one of the leading platforms

for solid-state sensors, and the concepts are now being adopted for real-world

applications. Notable achievements include the study of Johnson noise in metals

[35], the detection of electric fields associated with surface band bending in

diamond [36], and the mapping of current density with a spatial resolution

down to 22 nm [37]. In summary, the NV centre is a versatile sensor with which

science and engineering can be combined to provide the best possible results in

a wide range of applications.
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Accordingly, the question that can now be asked is:

Can NV-based technologies help to bridge gaps across multiple disciplines?

To this end, the device must be practical, accessible, and provide high

throughput and new solutions to existing problems. One promising con-

figuration that combines these features is the widefield microscope, in which a

dense layer of NV centres near the surface of a diamond can be interrogated to

produce spatially resolved maps of local quantities. While the first implemen-

tation of an on-chip widefield microscope was demonstrated in 2019 [38], recent

studies discuss the pathway to realise a handy and practical microscope while

optimising its performances [39, 40].

In this context, the aim of this thesis is to use the widefield microscope to

sketch new pathways to solve current problems in microelectronics and bio-

applications.

This manuscript is divided into four parts, organised as follows:

(1) Part I - The NV-based widefield imager - consists of two chapters intro-

ducing the NV-based widefield microscope used in this thesis. Chapter 1

introduces the physical properties of the NV centre and the basic schemes

for conducting sensing experiments. Chapter 2 presents the experimental

implementation of the NV-based widefield microscope.

(2) Part II - Probing arbitrarily shaped microelectronics’ activity - consists

of three chapters discussing several aspects of imaging current activity

in microelectronic devices. Chapter 3 presents an optimised method for

mapping vectorial magnetic fields, such as Oersted fields generated by cur-

rent sources. Chapter 4 describes the method for reconstructing current

densities using the associated magnetic field images. Finally, chapter 5

tackles the challenge of mapping current densities in a modern integrated

circuit with three-dimensional architecture.

(3) Part III - Probing life - consists of two chapters that exploit the prop-

erties of the NV centre for bio-applications. Chapter 6 examines the
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mechanocommunication channels of a cell, which are not yet well un-

derstood, although they are involved in many life processes. Chapter 7 is

dedicated to inferring the dissolved oxygen levels in water, which has the

potential to identify the harm that humankind’s activities present to the

ocean.

(4) Finally, the part IV concludes this manuscript with an outlook on the

continuation of the work presented here.
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Zusammenfassung

Unser Verständnis der Welt und auch jeglicher naturwissenschaftliche Fort-

schritt beruht auf unserer Fähigkeit die Grenzen unserer Wahrnehmung weit

über das menschliche Sehvermögen hinaus zu erweitern. Ob wir versuchen ein-

zelne Moleküle zu beobachten oder weit entfernte Objekte am Himmel zu unter-

suchen, das grundlegende Problem ist immer das gleiche: wir benötigen Werk-

zeuge mit hoher Genauigkeit und Präzision.

Seit der Studie Micrographia veröffentlicht von Robert Hooke im Jahr 1665

[1], ist die Visualisierung von Strukturen, die kleiner sind, als das Auge unter-

scheiden kann, eine treibende Kraft in der wissenschaftlichen Forschung und

führte zu vielen Entdeckungen, die unsere moderne Welt begründen. Ludwig

Pasteur beispielsweise revolutionierte im 19. Jahrhundert die Medizin, indem

er bewies, dass Mikroorganismen Krankheiten verursachen können und indem

er die Keimtheorie entwickelte, veränderte er den Prozess der Identifizierung,

Behandlung und Vorbeugung von Infektionskrankheiten. Seitdem wurden zahl-

reiche fortschrittliche bildgebende Verfahren entwickelt, die es uns ermöglichen,

über optische Grenzen, d.h. die Beugungsgrenze, hinauszusehen und die nano-

skalige Welt zu erkunden [2, 3].

Trotz der Entwicklung von Spitzentechnologien in den letzten Jahrzehnten

bleiben in vielen Bereichen der Wissenschaft Fragen offen [4]: Wie hat das Le-

ben begonnen? Wohin mit dem ganzen Kohlenstoff? Können Computer immer

schneller werden? Die Herausforderung bei der Beantwortung dieser Fragen liegt

darin, hilfreiche Informationen aus komplexen Umgebungen, wie Zellsystemen

oder modernen mikroelektronischen Geräten herauszusezieren. Zwei Vorausset-

zungen sind entscheidend, um Informationen über solche Systeme zu erhalten:

Sensoren mit herausragenden Fähigkeiten und eine effiziente Art diese

zu beherrschen.

In dieser Hinsicht hat das Verständnis der Wechselwirkung von Licht und

Materie einige der erfolgreichsten experimentellen Techniken hervorgerufen und
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zahlreiche technologische Fortschritte der Neuzeit ermöglicht. So ging beispiels-

weise die Hälfte des Nobelpreises für Physik 2018 an Arthur Ashkin für die Ent-

wicklung optischer Pinzetten [5], die Durchbrüche auf dem Gebiet der Biologie

ermöglichten [6–9]. Insbesondere wurden optische Pinzetten verwendet, um die

Kraft zu messen die nötig ist, um einzelne DNA-Moleküle auseinanderzuziehen.

Diese Kräfte sind typischerweise im pN-Bereich [10], und werden später in dieser

Arbeit im Detail besprochen. Ein weiteres Beispiel für diese Errungenschaften

ist der Nobelpreis für Physik 2012, der Serge Haroche und David J. Wineland

[11] für die optische Messung und Manipulation einzelner Quantensysteme un-

ter Beibehaltung ihres Quantenzustands verliehen wurde. Diese Experimente

haben Fortschritte sowohl beim Verständnis der Quantenmechanik als auch bei

der Entwicklung neuer Technologien ermöglicht, die sich diese Quanteneigen-

schaften zunutze machen. Wegen der Komplexität atombasierter Experimente,

wurden jedoch auch künstliche Atome in Festkörpersystemen intensiv für die

Entwicklung von Quantentechnologien untersucht [12].

Unter diesen Systemen hat das Stickstoff-Fehlstellen-Zentrum (NV) in Dia-

manten in den letzten Jahrzenten viel Aufmerksamkeit auf sich gezogen und

wird den zentralen Teil dieser Arbeit bilden. Das NV-Zentrum ist ein Defekt

im Diamantgitter, in dem zwei ungepaarte Elektronen ein Spin-Triplett bilden

S = 1. Im Diamantgitter ist das NV-Zentrum von vielen Umwelteinflüssen ab-

geschirmt und zeichnet sich als ein vielversprechendes Quantenbit (Qubit) aus,

für das sogar bei Raumtemperatur Spinlebensdauern in der Größenordnung von

Millisekunden beobachtet wurden [13, 14]. Aufgrund dieser Eigenschaften hat

sich das NV-Zentrum als Raumtemperaturplattform zur Quanteninformations-

verarbeitung etabliert, bei der die Verschränkung von Elektronenspins dazu

führte, einen lückenlosen Bell-Test zu realisieren [15].

Eine weitere wichtige Anwendung von NV-Zentren ist das Gebiet der Quan-

tensensorik, was gleichzeitig einen Eckpfeiler dieser Arbeit bildet. Die Fähigkeit

des NV-Zentrums, eine Vielzahl von äußeren Feldern in seiner Umgebung wahr-

zunehmen, basiert auf den quantenmechanischen Wechselwirkungen der Spin-

Zustände dieses Defekts [16–20]. Insbesondere ermöglicht die Kombination aus
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atomarer magnetischer Zeeman-Empfindlichkeit und der optischen Adressier-

barkeit des NV-Zentrums die Verbindung von magnetischer Resonanzspektro-

skopie mit optischer Mikroskopie. Wie in Abbildung 1 dargestellt, kann ein auf

NV-Zentren basierendes Mikroskop magnetische Messgrößen in optische Signale

umwandeln, um so Bilder zu erzeugen welche lokale Magnetfelder darstellen.

Außerdem ist das NV-Zentrum bereits ab einer Tiefe von nur 2 nm unter Dia-

mantenoberfläche stabil, was Sensor-Proben-Abstände von nur wenigen Nano-

metern und damit eine ebenso hohe räumliche Auflösung ermöglicht. Aufbauend

auf diesen Eigenschaften erfolgte die erste experimentelle Visualisierung von

Magnetfeldern im Nanometermaßstab unter Verwendung eines NV-Zentrums

bereits 2008 [21–23]. Viele Experimente folgten, um die Eigenschaften der NV-

Zentren weiter zu erforschen [24–28] und um neue Messtechniken zu entwickeln,

welche die Sensitivität der NV-Zentren verbesserte [29–32], was wiederum die

Detektion von Subpicotesla-Feldern ermöglichte [33, 34].

Diese Fortschritte haben das NV-Zentrum zu einer der führenden Plattfor-

men für Festkörpersensoren gemacht, und die Messkonzepte werden nun für

reale Anwendungen übernommen. Bemerkenswerte Erfolge umfassen die Unter-

suchung von Johnson-Rauschen in Metallen [35], das Beobachten von elektri-

schen Feldern, die im Zusammenhang mit der Veränderung der Bandstruktur

an der Diamantoberfläche stehen [36], und die Abbildung von Stromdichten mit

einer Ortsauflösung bis von zu 22 nm [37]. Schlussendlich ist das NV-Zentrum

ein vielseitiger Sensor, bei dem Wissenschaft und Ingenieurstechnik kombiniert

werden können, um für eine Vielfalt von Anwendungen die bestmögliche Lösung

zu finden. Dementsprechend stellt sich nun die Frage:

Können NV-basierte Technologien dazu beitragen, technologische Lücken zwi-

schen verschiedenen Disziplinen zu schließen?

Zu diesem Zweck muss das Gerät praktisch und zugänglich sein, mit ei-

nem hohen Durchsatz und neue Lösungen für bestehende Probleme

bieten. Eine vielversprechende Konfiguration, die diese Merkmale kombiniert,

ist das Weitfeldmikroskop, bei dem eine dichte Schicht von NV-Zentren nahe der
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Oberfläche eines Diamanten ausgelesen werden kann, um so ortsaufgelöste Kar-

ten von lokalen Messgrößen zu erstellen. Während die erste Implementierung ei-

nes solchen On-Chip-Weitfeldmikroskops im Jahr 2019 demonstriert wurde [38],

zeigen neuere Studien den Weg zur Realisierung eines handlichen und prakti-

schen Mikroskops bei gleichzeitiger Optimierung seiner Leistungsparameter auf

[39, 40].

In diesem Zusammenhang ist es das Ziel dieser Arbeit, mit Verfahren der

Weitfeldmikroskopie neue Wege zur Lösung aktueller Probleme in der Mikro-

elektronik und in Bioanwendungen zu skizzieren.

Diese Arbeit ist in vier Teile gegliedert, die wie folgt organisiert sind:

(1) Teil I - Die NV-basierte Weitfeld-Bildgebung - besteht aus zwei Kapi-

teln, in denen das in dieser Arbeit verwendete NV-basierte Weitfeldmi-

kroskop vorgestellt wird. Kapitel 1 stellt die physikalischen Eigenschaften

des NV-Zentrums und die grundlegenden Schemata für die Durchführung

von Messanwendungen vor. Kapitel 2 stellt die experimentelle Implemen-

tierung des NV-basierten Weitfeldmikroskops vor.

(2) Teil II - Messung willkürlich gearteter Mikroelektroniksignale - besteht aus

drei Kapiteln, in denen verschiedene Aspekte zur Abbildung von Strömen

in mikroelektronischen Bauteilen diskutiert werden. Kapitel 3 stellt ei-

ne optimierte Methode zur Darstellung vektorieller Magnetfelder vor, wie

z. B. von Stromquellen erzeugte Oersted-Felder. Kapitel 4 beschreibt ei-

ne Methode zur Rekonstruktion von Stromdichten aus den zugehörigen

Magnetfeldabbildungen. Schließlich befasst sich Kapitel 5 mit der Heraus-

forderung, Stromdichten in einem modernen integrierten Schaltkreis mit

dreidimensionaler Architektur abzubilden.

(3) Teil III - Das Leben erforschen - besteht aus zwei Kapiteln, welche die

Eigenschaften des NV-Zentrums für Bioanwendungen nutzen. Kapitel 6

untersucht die mechanischen Kommunikationskanäle einer Zelle, die noch

nicht gut verstanden sind, obwohl sie an vielen Bioprozessen beteiligt sind.
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Kapitel 7 widmet sich der Bestimmung des Gehalts an gelöstem Sauer-

stoff in Wasser, was das Potenzial hat, den Schaden zu erkennen, den die

Aktivitäten der Menschheit auf die Ozeane hat.

(4) Abschließend schließt Teil IV dieser Arbeit mit einem Ausblick auf die

Fortführung der hier vorgestellten Arbeit ab.

Abbildung 1: Das NV-Zentrum: ein Magnetfeldwandler. a) Schemati-

sche Darstellung des NV-basierten Mikroskops, bei dem die NV-Zentren mit

magnetischen Spins interagieren und dies in ein optisches Signal umwandeln.

b) Beispiel Anhand der Abbildung magnetischer Partikel. Links: Hellfeldbild

von drei magnetischen Kügelchen auf einem Diamanten mit NV-Zentren und

mit einem zusätzlichen externen Magnetfeld von etwa 5,5 mT. Rechts: Entspre-

chende Magnetfeldstärke, die von den NV-Zentren erfasst wird und durch eine

geeignete Kamera aufgezeichnet wird. Die Maßstabsbalken sind 10 µm breit.
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Part I. The NV-based widefield imager

The ability of the so-called nitrogen-vacancy (NV) centre in diamond to op-

erate under a wide span of external parameters, including ambient conditions,

combined with the atom-like magnetic Zeeman sensitivity, has led to its inten-

sive investigation [18, 32, 41]. These characteristics have triggered substantial

activities in the field of quantum sensing [16, 17, 42] and quantum computing

[43–45].

A wide scope of NV-based sensing modalities have been developed, ranging

from scanning probe microscopy enabling nanoscale spatial resolution [46] to

ensemble magnetometry providing pT/
√
Hz sensitivity [33, 34]. Among these

methods, the widefield microscope enables a trade-off between high spatial res-

olution and high sensitivity. Typical NV-based widefield microscopes enable

spatial resolution at the optical limit, i.e. about 200− 400 nm, with sensitivity

about a few tens of nT/
√
Hz [40, 47]. Besides, the multiplexed readout of the

widefield microscope using a scientific camera enables real-time video record-

ing [48–50]. Finally, the simple configuration of the widefield microscopy setup

enables a highly integrated system [38], particularly engaging for real-world

applications.

The first part of this dissertation introduces NV-based imaging using the

widefield approach. In the first chapter, a brief review of the physical proper-

ties of the NV centre and the basic schemes to manipulate the NV centre are

presented. The second chapter presents the experimental implementation of the

NV-based widefield microscope used throughout this work.
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Chapter 1

Sensing using the nitrogen-vacancy

centre in diamond

Diamond crystal defects have emerged as unique objects for various applications

granted by their stability in the diamond matrix and their interesting optical

properties. One fascinating defect is the NV centre in diamond, which enables

local detection of a large panel of physical quantities, such as magnetic [16, 18–

20, 42, 51, 52] and electric [53–55] fields, temperature [56–61] and strain [26, 62–

64].

This chapter introduces the NV centre in diamond and the features relevant

to the work presented in this manuscript. The chapter is organised as follows:

(1) Section 1.1 gives a brief overview of the general material’s properties of

the diamond host and the growth techniques.

(2) Section 1.2 introduces the properties of the NV centre as its geometric

features and electronic structure.

(3) Section 1.3 discusses the basic measurement mechanisms and schemes for

sensing magnetic fields with NV centres.

(4) Finally, section 1.4 reviews the different processes for engineering NV cen-

tres in diamond.
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Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

1.1 The diamond host material

1.1.1 Structure and basic properties of the diamond crystal

Diamond is an allotrope of carbon where the atoms are covalently bound in

a tetrahedral geometry. As depicted in figure 1.1a, the crystal structure of a

diamond is a face-centred cubic (fcc) lattice having eight atoms per unit cell

and with a lattice constant of a0 = 3.567 Å at room temperature [65]. The

carbon atoms are interconnected with high bonding forces resulting from the

sp3-hybridisation [66, 67], represented in figure 1.1b. The combination of such

bonds with the low mass of the lattice constituents makes the diamond the solid-

state material with the highest hardness known in any natural material [68].

Another consequence of such bonds is the diamond’s high Debye temperature

of 1860K resulting in a low phonon density even at room temperature [69].

Additionally, diamond features a high thermal conductivity of 22W cm−1 K−1,

surpassing the thermal conductivity of most metals [70].

The electronic band structure of the diamond classifies it as a semiconductor

(SC) with a wide bandgap of 5.48 eV at 300K [71], giving the diamond insulator-

like properties and optical transparency in the visible spectrum at ambient

conditions.

Finally, the chemical inertness of the diamond and its low cytotoxicity makes

the diamond a bio-compatible material, allowing applications in very close prox-

imity to living entities [72].

1.1.2 Colour centres in diamond

Colour centres in diamonds have been intensively studied for decades, as they

are responsible for the typical colouration of diamond gemstones. They are

fluorescent lattice defects that consist of one or several impurity atoms or vacant

lattice sites in a crystal. Such defects in the diamond lattice can lead to localised

states within the bandgap, making light absorption and fluorescence possible,

resulting in uniquely identifiable spectra.
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1.1. The diamond host material

(a)
a0 a0

(b)

C109.5°

Figure 1.1: The diamond structure. a) Photograph of a natural diamond
and representation of the diamond lattice with fcc geometry. All
atoms form bonds to four neighbours in tetrahedral angles. b) Rep-
resentation of four sp3 orbitals in diamond, adapted from [73].

Several hundred defects have been identified to date [74–76]. Despite the

diversity of colour centres, the diamond crystal structure allows only a few

atoms to penetrate the lattice. Amongst them, the most common impurities

are the atoms next to the carbon atom (C) in the periodic table of elements: the

nitrogen atom (N) and the boron atom (B). Diamonds are classified into several

categories depending on these impurities concentrations [77] as summarised in

table 1.1.

Finally, the carbon atom composing the basic diamond lattice has two stable

isotopes, the spin-free 12C and the 13C with a nuclear spin In
1 = 1/2. Since

the natural abundance of 13C is of only 1.1%, the diamond lattice contains

a low density of spins, ensuring a low magnetic noise environment. As such,

the diamond crystal is a favourable environment for the coherence properties of

colour centres. In addition, the diamond lattice can be enriched with 12C and

further engineered to reduce the environmental magnetic noise [13, 80, 81].

1Conventionally, the nuclear spin operator is represented by I. Here, the symbol In is
used instead to avoid confusion with the current amplitude I used in part II of this
manuscript.

17



Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

Type I
high nitrogen amount

5 ppm < N ≲ 3000 ppm

> 98% of natural diamond

Type Ia Type Ib
single

aggregated paramagnetic
nitrogen nitrogen atoms

(P1 centres)

C

C C

C

C C

C

N

C C

C

C N

C

N

C C

C

N N

C

C

C

C

N

C

C C

C

C C

C

N

C C

C

C N

C

C

C N

C

N C

C

C

N

C

C

Type II
low nitrogen amount

N < 5 ppm

Most CVD Very rare
diamond in nature

Type IIa Type IIb

nitrogen as boron as major
major impurity impurity
(unless doped) → p-type SC

C

C C

C

C C

C

N

C C

C

C C

C

C

C C

C

C C

C

C

C

C

C

C

C C

C

C C

C

B

C C

C

C C

C

C

C C

C

C C

C

C

C

C

C

Table 1.1: Classification of diamonds. The density of nitrogen impurities
in a diamond, expressed in parts per million (ppm), differentiates
the classes of diamonds. The bottom line shows diamond lattice
representations. Adapted from [76, 78, 79].

1.1.3 Diamond growth

Natural diamond stones can be used for scientific experiments, but the control

over the lattice parameters is limited. In this regard, artificial diamond growth

allows a high degree of control over the lattice constitution. In particular,

isotopically purified diamonds can be grown, which further improves colour

centres properties [82].

There are two main methods that enable the creation of artificial diamonds:

the high-pressure high-temperature (HPHT) [83] process and the chemical

vapour depostion (CVD) one [70]. HPHT imitates the natural process of

diamond formation where graphite is transformed into diamond by applying

temperatures above 1800 ◦C and pressures above 70 kbar. CVD growth is a

homoepitaxial technique where a diamond seed is placed in a reactive methane
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1.2. Properties of the negatively charged nitrogen-vacancy centre

plasma with a temperature ∼ 800 ◦C and a pressure of ∼ 30mbar. The carbon

atoms from the methane molecules bind to the activated diamond surface and

thus grow layer by layer. The composition of the growth gas, plasma energy,

temperature and the crystal direction influence the growth and can be tuned

to engineer the crystal lattice with high precision. All the diamonds used in

this thesis were grown via CVD (see appendix A) as it offers better control

over the crystal composition and its surface properties.

1.2 Properties of the negatively charged

nitrogen-vacancy centre

The first reports about the NV centre date from 1976, when Davies and Hamer

published their optical studies about a diamond defect emitting at 1.945 eV,

corresponding to a zero-phonon line (ZPL) at 637 nm [84]. After the identifi-

cation of its ground state electronic structure and the possible application of

electron-spin resonance (ESR) [85], pioneering experiments were conducted by

Eric van Oort and published in the early 90s [86, 87]. Finally, the first detection

of a single NV was reported in 1997 [88], initiating a new era of research in the

field of quantum sensing and quantum computing. In this section, the structure

of the NV centre and its basic properties are briefly reviewed.

1.2.1 Geometrical features and charge state of the NV centre

The NV centre consists of a substitutional nitrogen atom and an adjacent car-

bon vacancy, forming four molecular orbitals with C3v symmetry [28, 89]. This

configuration, depicted in figure 1.2a, gives the NV centre a well-defined orien-

tation within the diamond lattice, along with one of the four directions of the

crystal’s tetrahedral structure.

Depending on the number of electrons occupying the molecular orbitals, NV

centres have been observed in three charge states: neutral for the NV0, positive

for the NV+ and negative for the NV− [90, 91]. The electronic structure of the

NV− centre includes two electrons from the nitrogen atom, three electrons from
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(a)
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1A1PSB PSBPSBPSB

ZPL
Figure 1.2: Structure of the NV centre. a) An NV centre in the diamond

lattice. Carbon atoms are shown in grey, the nitrogen atom in blue
and the vacancy is transparent with a red arrow representing the
NV spin. b) Simplified electronic structure of the NV centre within
the diamond band-gap. Solid arrows indicate radiative transitions
between the states 3E and 3A2 and between the states 1A1 and
1E. Dotted lines indicate non-radiative decays. The fine structure
of these electronic states is further developed in section 1.2.2 and
figure 1.3.

the carbon’s dangling bonds and another one from a donor in the lattice. This

configuration makes the NV centre paramagnetic and hence sensitive to other

spins. As such, the NV− centre is the cornerstone of most sensing experiments

carried out with NV centres and throughout this work. For these reasons, the

NV centre will refer to the NV− state in the following text.

1.2.2 Electronic level structure of the NV centre

NV centres are embedded in the diamond’s bandgap, as depicted in figure 1.2b,

away from both the valence and the conduction bands (VB and CB, respec-

tively). The NV centre is thus a deep-level defect, and its optical transitions

are protected from thermal fluctuations at room temperature.
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Z
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532 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p
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1042 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ISC

ISCMW

3E

(b)

d1 d2

Figure 1.3: Optical transitions of the NV centre. a) Electronic level struc-
ture of the NV centre. Plain arrows represent optical transitions,
while dotted arrows represent non-radiative decays. b) Optical
dipoles (d1, d2) of the NV centre, in the plane orthogonal to the
N-V symmetry axis.

The electronic level structure of the NV centre is shown in figure 1.3a. The

two unpaired electrons of the NV centre form a spin triplet (S = 1) and thus a

triplet ground state 3A2 and a triplet excited state 3E. The spin-spin interaction

between the unpaired electrons leads to a partial lifting of the degeneracy of

these triplet states by a zero-field splitting (ZFS), which separates the sublevel

ms = 0 from the sublevels ms = ±1. The latter two remain degenerate if no

external field is applied. In addition, the NV centre has two intermediate state

singlets 1A and 1E [28].

The diamond host’s transparency to the visible spectrum allows optical access

to the NV centre in its entire colour spectrum using a pump laser. At room

temperature, a blue-shifted excitation down to 500 nm can be used due to the

presence of vibronic levels [84, 92, 93]. As depicted in figure 1.3b, there are

two possible transition dipoles, here denoted (d1, d2), to optically excite the

NV centre [94–96]. Both dipoles are perpendicular to the N-V symmetry axis,
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(a) (b)

ZPL

Figure 1.4: NV centres’ emission spectrum. a) Photograph of a bulk di-
amond containing a high density of NV centres (∼1 ppm), excited
with a 532 nm laser and emitting a bright red light. b) Spectrum
of an ensemble of NV centres at room temperature. A sufficiently
sharp ZPL can be noted, although a broad PSB composes the spec-
trum. Data courtesy of Alastair Marshall.

defined as the bond between the nitrogen and the vacancy site, and the dipoles

are perpendicular to each other. Optical transitions must preserve the total

intrinsic spin and only occur between levels with the same total spin number.

Therefore, excitation by a 532 nm-pump laser results in a far-red fluorescence

stemming from the 3E → 3A2 transition. This emission typically spans over

600− 850 nm due to the vibronic sublevels leading to a large phonon side band

(PSB), as shown in figure 1.4. Finally, the 3E → 1A1 and 1E → 3A2 transitions

are non-radiative, while 1A1 → 1E has both a non-radiative and an infrared

decay path.

However, it is worth noting that optical excitation can lead to the photoion-

isation of the NV centre through the Auger process, whereby an electron from

the NV centre is excited to the diamond’s conduction band, converting the NV

centre into its neutral state NV0. This spin-to-charge conversion can be ex-

ploited for electrical readout [97–99], and for super-resolution techniques [100].

However, for most applications based on NV centres, the NV0 centres generate

spurious fluorescence, particularly in the case of shallow NV centres. With a
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1.3. Sensing with NV centres in diamond

ZPL located at 575 nm, the NV0 signal is partially filtered out in this work using

a long-pass filter at 650 nm (see section 2.2.2).

1.3 Sensing with NV centres in diamond

Due to its electron spin, the NV centre is highly susceptible to magnetic fields.

In addition, the NV centre is affected by temperature, electric field and strain

variations through the crystal field of the diamond host. Understanding and

identifying the various sources of interaction with the NV centre is the key to

performing sensing experiments. This section looks at the basic schemes for

operating the NV centre to detect magnetic fields.

1.3.1 The NV centre’s Hamiltonian

The capacity of the NV centre to sense its environment is based on the quantum

mechanical interactions of the defect’s spin state. To understand these mecha-

nisms, it is important to describe the Hamiltonian governing the coupling of the

NV centre with its environment. The sublevels of the electron spin associated

with the NV centre can be described by the Hamiltonian Ĥ0, given by:

Ĥ0 = ĤZFS + ĤEZ + Ĥnuclear. (1.1)

At low magnetic fields (defined such as HZFS ≫ HEZ), as used in this work

and most typical sensing experiments, the NV centre’s quantisation axis coin-

cides with the N-V bond defined by the crystal geometry, shown in figure 1.5a.

In the following, the description of the NV spin Hamiltonian terms is, thus,

given in a basis where the symmetry axis of the NV centre defines the z-axis.

The associated spin basis is given by:

Ŝx =
ℏ√
2

0 1 0

1 0 1

0 1 0

 Ŝy =
iℏ√
2

0 −1 0

1 0 −1

0 1 0

 Ŝz = ℏ

1 0 0

0 0 0

0 0 −1

 , (1.2)
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where ℏ is the reduced Planck constant.
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Figure 1.5: Fine structure and Zeeman splitting of the NV centre. a)
Schematic representation of a magnetic field B∥ aligned with the
NV quantisation axis coinciding with the symmetry axis of the NV
centre at low magnetic fields and ambient conditions. b) Left : Fine
structure of the ground state of the NV centre without magnetic
field; Right : Zeeman splitting induced by a magnetic field B∥ along
the quantisation axis of the NV centre. A description of the hyper-
fine splitting due to the intrinsic nitrogen atom can be found in [20].

Also, H0 is dominated by the ZFS term HZFS, arising from the dipole-dipole

interaction of the unpaired electrons and mediated by the crystal field. For the

ground state manifold, ĤZFS is given by:

ĤZFS

h
= Dgs

[
Ŝ2
z − 2

3

]
+ εgs

(
Ŝ2
x − Ŝ2

y

)
, (1.3)

where Dgs is the axial component of the NV ground state magnetic dipole-

dipole interaction, εgs the transverse component and h the Planck constant.

The resulting fine structure is depicted in figure 1.5b. At room temperature,

Dgs = 2.87GHz and separates the ground state |0⟩ from the degenerate state

|±1⟩. The εgs term results from the anisotropy within the crystal, which can
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1.3. Sensing with NV centres in diamond

arise from strain or electric field acting on Ŝx or Ŝy. For NV centres in bulk

diamonds, εgs is about 100 kHz and is usually neglected. For diamond crystals

that have incurred mechanical strain, such as thinned diamond plates, it can

increase to a few MHz and up to tens of MHz in the case of nanodiamonds.

The second largest term in the presence of a static magnetic field is the HEZ

term, representing the electronic Zeeman interaction with the magnetic field.

With a static magnetic field B⃗0 = (B0x, B0y, B0z)
⊺, the term becomes:

ĤEZ

h
= γNVB⃗0 · ˆ⃗S = γNV

[
B0xŜx +B0yŜy +B0zŜz

]
, (1.4)

where γNV is the gyromagnetic ratio of the NV centre given by γNV =

gNVµBℏ = 28MHz/mT for which gNV = 2.0028 is the electron g-factor of

the NV centre [75], and µB the Bohr magneton. The term
ˆ⃗
S =

(
Ŝx, Ŝy, Ŝz

)⊺
represents the spin operators. The resulting Zeeman splitting is depicted in

figure 1.5b.

Since both stable isotopes of nitrogen, 14N and 15N, carry a nuclear spin, nu-

clear interactions contribute to the NV centre spin state. The spin Hamiltonian

Ĥnuclear including these terms, is given by:

Ĥnuclear = ĤHF + ĤNZ +
[
ĤNQ

]
, (1.5)

leading to equation (1.6):

Ĥnuclear

h
=

ˆ⃗
SA ˆ⃗

In − γNB⃗0 · ˆ⃗
In +

[
QÎ2nz

]
, (1.6)

where
ˆ⃗
In =

(
Înx, Îny, Înz

)⊺
represents the spin operators for the nuclear

spin associated with the intrinsic nitrogen atom of the NV centre (with either

In = 1 or In = 1/2 for intrinsic 14N and 15N respectively). The first term

on the right-hand side of the equation (1.6) represents the hyperfine interaction

between the electron spin and the nuclear spin, whereA is the hyperfine coupling

tensor. The following term represents the nuclear Zeeman interaction, where

γN is the gyromagnetic ratio associated with the nitrogen nuclear spin. Finally,
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Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

the last term appears in the case of 14N and represents the nuclear quadrupolar

interaction HNQ [101], where Q represents the quadrupole splitting. In addition

to these terms, the hyperfine signature of the 13C isotope with a nuclear spin

In = 1/2 can also be observed in crystals with a natural abundance of 1.1%

[102].

All the ensemble measurements shown in this work were obtained with NV

centres consisting of a 15N nuclear spin. However, splittings caused by the

interaction with nuclear spins were generally not resolved in this work and,

therefore, only given here for reference. Finally, further terms can be added to

the NV spin Hamiltonian and are described in chapter 3.

1.3.2 Spin state manipulation

Electron spins are easy and fast to control because they interact strongly with

both electric and magnetic fields, and their energies are in the microwave fre-

quency regime [103]. Optical manipulation enables initialisation of the spin

and readout, while microwaves (MWs) enable manipulation of the spin in the

ground state manifold.

1.3.2.1 Optical initialisation

At low external fields and in thermal equilibrium, all sublevels of the ground

state manifold are almost uniformly populated due to their small energy dif-

ferences, as given by the Boltzmann distribution. The combination of spin-

preserving optical transitions 3A2 → 3E with spin-selective intersystem crossing

(ISC) to the singlet state 1A1 provides a high degree of electron spin polarisation

in the sublevel ms = 0.

Such spin polarisation can be illustrated by the 7-level model described in

appendix B. The time evolution of the system, illustrated in figure 1.6, depends

on the intrinsic rates of the NV centres and the optical pumping. Here, the

fluorescence signal with an initial spin state ms = 0 (red curve) shows a high

initial fluorescence which decays back to a steady state after about 1200 ns. The

fluorescence signal with an initial spin state ms = ±1 (orange curve) shows a
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m  = 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m  = ±1sdifferenceopt C

Figure 1.6: Simulation of an NV centre emission in the time domain.
The red curve represents the fluorescence emitted by an NV cen-
tre with initial state ms = 0, the orange curve for an initial state
ms = ±1 and the blue curve represents the difference. The pumping
induced by the laser starts at t=0.

lower initial fluorescence that decays fast to the singlet state due to a high ISC

rate. Since the singlet state mainly relaxes to the spin ground state ms = 0,

the fluorescence increases until reaching the steady state.

The time-resolved contrast between the states (blue curve) reveals a maxi-

mum fluorescence contrast (here at about 110 ns), which is generally used for

confocal/avalanche photo diode (APD) detection. After 1200 ns of laser exci-

tation, the NV is repolarised to the ms = 0 state and prepared for the next

measurement. The time needed to repolarise the NV centre depends on the

pumping rate induced by the laser.

1.3.2.2 Microwave manipulation and Rabi oscillations

In the following, a static magnetic field, aligned with the NV axis such as

B⃗∥ = (0, 0, B0z)
⊺ is considered. Thus, the degeneracy of the |±1⟩ is lifted,

allowing us to consider the ground state as a pseudo-2-level system, since the

|0⟩ → |1⟩ transition can be isolated. Likewise, the transition |0⟩ → |−1⟩ could

instead be considered.
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Driving the spin transitions within the ground state manifold of the NV centre

can be achieved by coupling the states to an additional magnetic field B⃗1(t)

oscillating in the microwave range and perpendicular to the z-axis, such as

B⃗1(t) = B⃗1 cos (2πωt) . (1.7)

For a simple interpretation of the effect of B⃗1(t) on the NV-associated spin,

the system is transferred into the rotating frame, spinning around the z- axis

at the frequency ω. Using the rotating-wave approximation [104], B⃗1(t) results

in an effective magnetic field of the form:

B⃗1,eff = − ω

γNV
êz +B1êx, (1.8)

where the oscillating field is assumed to be polarised in the x- direction with-

out loss of generality. The first term on the right-hand side of the equation (1.8)

is along the z-direction and stems from the transformation. The second term

reveals that B⃗1 is constantly pointing along the x-axis.

The action of the microwave field on the NV centre can be illustrated using the

so-called Bloch sphere, shown in figure 1.7. The north and south poles represent

the eigenstates of the system. All points on the surface represent pure states,

while the points inside the sphere represent mixed states. The trajectories in

the Bloch sphere represent the interactions of the system with the environment,

where the MW drives the system from one state to another.

When applying B⃗1(t) to the NV centre with a resonant frequency ω = Dgs+

γNVB∥, the associated spin Hamiltonian becomes time-dependent, leading to

Rabi nutations [105, 106] between the spins states. This resonant driving of

the population between the spin states |0⟩ and |1⟩ yields a periodic oscillation

in fluorescence as shown in figure 1.8 and is known as the Rabi cycle. The

frequency Ω of the Rabi oscillations is given by:

Ω = γNVB1. (1.9)
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x y
z

Figure 1.7: Bloch sphere representation for the effective two-level sys-
tem of |0⟩ and |1⟩. The north and south poles correspond to the
pure states |0⟩ and |1⟩, respectively.

The spin manipulation of the NV centre by MW drive brings one spin state

to another, resulting in rotations on the Bloch sphere. The rotation angle ξ, as

shown in figure 1.7, depends on the MW pulse strength, i.e. Ω, and its duration

tpulse, such as:

ξ = Ω · tpulse. (1.10)

For example, applying transverse microwaves in the x direction results in

a precession in the yz-plane. When such a precession with an angle ξ = π
2

is applied to an initial state |0⟩, the MW pulse brings the spin state to the

equator, representing the superposition of states |0⟩+|1⟩√
2

, as shown in figure 1.8.

Analogously, if an angle ξ = π is applied, the population is transferred from |0⟩
to |1⟩. Such pulses are named after the angle ξ they induce on the Bloch sphere,

resulting here in the π
2
-pulse and the π-pulse.

Finally, as reported in [64], another way to control the NV-associated spin

would be to replace the oscillating magnetic field with an oscillating strain

or an oscillating electric field. Such control has the potential to offer lower

power requirements, faster spin control, and local addressability of electronic

spin qubits.
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Figure 1.8: Rabi Oscillation. a) Fluorescence pattern and corresponding an-
gle ξ (top axis). b) Schematic view of the action of a π

2
-pulse (left)

and a π-pulse (right) on the Bloch sphere.

1.3.3 Static and quasi-static magnetic fields sensing

Static and quasi-static magnetic fields, also denoted as direct current (DC)

magnetic field, used in the sense of ‘constant’ field, can be measured by probing

the Zeeman interaction of the NV centre, given by the equation (1.4). Gauging

the Zeeman effect with NV centres can be performed with optically detected

magnetic resonance (ODMR) or free induction decay (FID). In the following,

the ODMR sensing method is described since it serves as the basis for the

measurements performed in chapters 3 and 5. The FID acquisition scheme is

briefly introduced in 1.3.4 and its comparison with the ODMR method can be

found in [32].

1.3.3.1 Continuous optically detected magnetic resonance (cw-ODMR)

ODMR is the optical detection of electron resonance lines, analogous to the tra-

ditional ESR spectroscopy [107], as it allows the study of defect centres spectra

[108]. The particular feature of ODMR is that the absorption of electromag-

netic radiation is monitored by recording the emitted fluorescence of the defect

centre. The first ODMR spectra associated with the NV centre were recorded

30



1.3. Sensing with NV centres in diamond
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Figure 1.9: Examples of ODMR spectra. A magnetic field B∥ applied along
the NV axis results in a symmetric splitting proportional to the
magnetic field strength. When the hyperfine splitting is resolved,
the ODMR spectrum of an NV centre shows a two-fold hyperfine
splitting, indicating coupling with the 15N -nucleus (with In = 1/2).
In contrast, NV centres formed with 14N show a three-fold splitting
caused by the 14N nuclear spin (In = 1). The traces are separated
by an offset for better visibility.

in 1988 [85] with an ensemble at low temperature and in 1997 [88] with a single

NV centre at ambient conditions.

The acquisition of an ODMR spectrum can be done via the continuous wave

(cw) method and the pulsed one. For both techniques, the measurement con-

sists of recording the fluorescence intensity of the NV centre as a function of

an applied MW frequency while scanning MW ranges comprising the resonant

values.

With the cw regime, the NV centre is permanently irradiated by a 532 nm

laser, which leads to its spin polarisation into the ms = 0 sublevel. At the same

time, MWs are applied to the NV centres while varying the MW frequency.

When the MW hits the resonant frequency, the population shifts towards the

ms = ±1 sublevels, leading to a lower emission due to a higher rate through

the ISC. Because of the large ZFS with Dgs ≃ 2.87GHz at room temperature,

ODMR can be performed without magnetic fields. Thus, a single dip can be
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observed, as shown in figure 1.9. Applying a magnetic field B∥ splits the reso-

nance lines due to the Zeeman interaction, as discussed in section 1.3.1. Thus,

measuring the frequency shift ∆ν of the resonant lines ν±, provides direct access

to the magnetic field amplitude B∥. Without additional strain or electric field,

the frequency shift is given by:

ν± = Dgs ±∆ν = Dgs ± γNVB∥, (1.11)

enabling magnetometry of static fields using NV centres [21]. Finally, the

presence of off-axial components in the magnetic field leads to non-symmetric

splitting. This feature can be explored to measure vectorial magnetic fields

using an ensemble of NV centres, as further discussed in chapter 3.

1.3.3.2 Pulsed ODMR

The continuous laser pumping with simultaneous MW drive of the NV spins

during the cw-ODMR measurement results in competing processes of spin-state

initialisation and transitions driving. The sensitivity of the cw-ODMR mea-

surement is thus limited since the contrast between the on-resonance and the

off-resonance signals is reduced (see section 2.2.1).

An alternative method is to use a pulsed scheme such as pulsed-ODMR [109]

or FID. Pulsed-ODMR first requires a short laser pulse to polarise the NV cen-

tre into |0⟩, followed by a π-pulse driving the |0⟩ → |±1⟩ transition. Since

both processes are separated, the contrast can be maximised, and the sensitiv-

ity optimised to the system’s limit, which is given here by the inhomogeneous

relaxation time (T2
∗) [32].

However, for large ensembles of NV centres, pulsed schemes require both high

optical and microwave power. In schemes such as pulsed ODMR, where the duty

cycle is high, it can give rise to repetitive heat bursts and be invasive to the

sample to probe. For these reasons, only cw-ODMR was employed throughout

this work.
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1.3.4 Spin echo and nuclear spins sensing

Recent advances in controlling the electron spin associated with the NV cen-

tre have enabled sensing, imaging, and control of individual nuclear spins [13,

110], leading to nuclear magnetic resonance (NMR) spectroscopy [111], and its

imaging variant, magnetic resonance imaging (MRI) [112]. While conventional

NMR/MRI is a powerful analytical technique to reveal soft matter composition

in chemistry, biology, and medicine [113], the method is limited to the mesoscale.

NV centres leverage NMR/MRI on the nanoscale and at ambient conditions,

enabling the probing of signals within a single protein [114–116].

These sensing schemes exploit the relative phase that the coherent superposi-

tion of states |0⟩ and |1⟩ can acquire when subjected to a varying magnetic field,

also conventionally denoted as alternating current (AC) field. The principle is

detailed in the following and can be pictured using the Bloch sphere shown in

figure 1.7.

Firstly, the NV centre is polarised into the state |0⟩, and a π
2
-pulse brings it

to an equal superposition of state between |0⟩ and |1⟩:

|ψ⟩ = 1√
2

(
|0⟩+ eiφ |1⟩

)
. (1.12)

Subsequently, the spin state collects a phase ∆φ during a free evolution in-

terval time (τ), given by [13, 29]:

∆φ = γNV

ˆ τ

0

B(t)dt. (1.13)

Thus, by inferring the phase acquired by the sensor, a magnetic field B(t)

can be measured.

However, when spins are brought out of equilibrium, fluctuating magnetic

fields2 interact with the spin. The transverse component of this interaction

with the NV centre causes the spin to pass the Larmor precession at different

2e.g. induced by neighbouring 13C nuclei or spin impurities in the diamond lattice.
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rates for each measurement run3 and leads to the fanning out of the accumulated

phase, meaning that the system loses its coherence.

However, the coherence of the system can be extended using spin echo tech-

niques, borrowed from conventional NMR sequences. The simplest protocol is

the so-called Hahn-echo technique [117], described in figure 1.10. After the free

evolution time of duration τ , a π−pulse is applied to flip all spins by 180 ◦C

with respect to the x-axis. This action inverts the dynamics of the system which

refocuses again after a second period of free evolution time. The collected phase

∆φHahn is thus given by:

∆φHahn = γNV

[ˆ τ

0

B(t)dt−
ˆ 2τ

τ

B(t)dt

]
. (1.14)

Finally, a π
2
-pulse is applied to encode the phase into a population difference,

enabling readout of the signal with optical detection. Using such spin echo tech-

niques enables the NV spin coherence time extension from the abovementioned

T2
∗ to the transversal spin relaxation time (T2).

Interestingly, B(t) becomes negative when the π− pulse is synchronised with

an AC field such as a sine wave of frequency
(

1
2τ

)
. Thus, the two terms on the

right-hand side of the equation (1.14) sum up. Since the term resonance in NMR

implies tuning a sensor to the natural frequency of the magnetic system, such a

protocol can be used to perform NMR by synchronising the phase acquired by

an NV centre to the Larmor frequency of a nucleus [23]. Finally, to maximise the

sensitivity to this field and shield it from noise, the sequence can be extended

to maximise the total phase acquisition, such as:

∆φ = γNV

(ˆ t1

0

−
ˆ t2

t1

+ . . .+ (−1)m
ˆ τ

tm

)
B(t)dt. (1.15)

An example of such sequence is given in figure 1.11, depicting the XY 8 pro-

tocol, widely used for NMR sensing using NV centres. The total number of

3or for each spin in an ensemble of NV centres.
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x y
z

x y
z

fsx y
z

fsx y
z

sf φΔx y
z

tg(t)-+ ππ2 π2τ2 τ2

(1) (2) (3) (4) (5)

Figure 1.10: Hahn echo sequence: a refocusing mechanism. Top: Bloch
spheres showing the spin state evolution during the Hahn echo se-
quence. The sequence is as follows: (1) A π

2
-pulse is applied to

bring the NV spin state to a superposition of |0⟩ and |1⟩. (2) First
half of the free evolution time. The spin state undergoes a slightly
different Larmor frequency for each measurement run. Slow com-
ponents are denoted with the letter s and fast components with the
letter f. (3) A π-pulse is applied, flipping the spin states by 180 ◦C.
(4) Second half of the free evolution time. For each run, the same
phase is picked up as in the first half of the evolution time. The in-
version induced by the π-pulse refocuses the different states. (5) A
final π

2
-pulse is applied to transfer the spin state into a population

difference. Bottom: Corresponding sensitivity function g(t), in the
time domain and sequence of the applied microwave pulses. The
function g(t) is positive (+) in the first half of the evolution time
and is inverted due to the π−pulse in the second half (-).

pulses is limited by two factors: the coherence time the system can achieve

when shielding it from environmental noise and the robustness of the pulses.

Further developments, such as sequences optimisation using Hamiltonian en-

gineering [118], optimal control [47] and deep learning [119] to extend nuclear

spin imaging of large and complex spin samples have been developed.
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tXY8-N
M times, N = 8 M++ -- ++ +-- tg(t)B(t)|B(t)|

πx πyπx2 ττ2 τ τπx πxτ τ τ τ πx πx2τ2πy πy πy

Figure 1.11: XY8-N protocol. Top: MW pulse sequence, where N is total
number of π-pulses (obtained by repeating the sequence several
times). πx corresponds to a π-pulse around the x-axis, and πy

corresponds to a π-pulse around the y-axis Bottom: Phase signal
accumulation. The plain line corresponds to the oscillating mag-
netic field B(t), and the dotted line shows the effective field sensed
by the NV centre when the sensitivity function g(t) is negative.

1.3.5 Relaxometry

As mentioned above, the qubit NV centre is prone to decoherence since it couples

to the environment. Albeit such coupling limits the coherence time of the sensor,

it also gives a way to probe the environment.

So far, the transverse coherence time T2
∗ and its extension T2 have been dis-

cussed. The longitudinal relaxation time, referred to as T1, is the characteristic

time for which the system returns to its thermal equilibrium after a perturba-

tion and also sets the upper limit for T2. At room temperature (T ), the thermal

energy kBT (where kB is the Boltzmann constant) is much larger than the en-

ergy differences of the NV ground states and leads to an equal distribution of

the triplet states, as defined by the Boltzmann distribution.

Several mechanisms can lead the NV centre to relax back to its thermal

equilibrium. At room temperature and under a weak external magnetic field, the

longitudinal relaxation is governed by phonon-assisted processes in the lattice.

The decay into the thermal equilibrium can also be induced by magnetic noise

with a frequency component around Dgs, i.e. the transition frequency between
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1.3. Sensing with NV centres in diamond

the spin states of the NV at low magnetic fields. Such noise can be generated by

paramagnetic impurities in the vicinity of the NV centre [120]. Subsequently,

the NV relaxation rate T−1
1 can be decomposed into an intrinsic diamond term

and an environmental term, such as:

T−1
1 = T−1

1,int + T−1
1,env. (1.16)

T−1
1,int describes the relaxation rate induced by spin-lattice interactions [121]

and the diamond intrinsic spin bath while T−1
1,env takes into account the external

environment, such as spins at the surface of the diamond. Thus, measuring T1

gives information about the system and its environment. The decaying process

is shown with the Bloch sphere in figure 1.12.

x y
z

tx y
z

Figure 1.12: The T1-relaxation process on the Bloch sphere. After po-
larising the NV centre into the ms = 0 sublevel, the system relaxes
back to thermal equilibrium after a time corresponding to T1.

Since the longitudinal relaxation directly affects the spin population, the T1

relaxation time of the NV centre can be evaluated with an all-optical scheme.

First, the NV centre is polarised into the |0⟩ ground state by applying a short

532 nm-laser pulse. Then, the system evolves during a given dark time τ , and

the signal is read out by applying a second laser pulse. The sequence is repeated

for different values of τ , and the acquired signal is given by:

S(τ) = A exp− τ

T1
+ o, (1.17)
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Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

where A is the amplitude of the signal and o is an offset value. To obtain a

better contrast of the signal, a complementary measurement including a π-pulse

to invert the population can be performed.

During the dark time, flip-flop processes of the spin due to paramagnetic

species can occur, inducing a faster relaxation of the NV spin state as described

by equation (1.16). Such processes result from the dipole-dipole interaction

between the NV centre and the spin impurities of the environment. The corre-

sponding interaction Hamiltonian is given by:

Ĥenv =
µ0γNVγenv

4π

 ˆ⃗
SNV

ˆ⃗
Senv

|r⃗|3
−

3
(
ˆ⃗
SNV · r⃗

)(
ˆ⃗
Senv · r⃗

)
|r⃗|5

 , (1.18)

where r⃗ is the separation vector of the two spins, and |r⃗| is the corresponding

magnitude.

Finally, the measurement of T1 is a way to investigate the interaction Hamil-

tonian given by the equation (1.18), and thus to sense fluctuating spins, as

performed in [122, 123] and in the part III of this manuscript.

1.3.6 A broadband magnetic field sensor

The various techniques for measuring magnetic fields have been discussed so

far in the time domain and can be expressed using a Fourier transform in their

associated spectral domain. Such a transformation enables the visualisation of

each experiment as a filter that shields the NV centre from sources of interactions

outside the window. The narrower the window, the more selective the filter and

the more sensitive the measurement.

The sensing sequences expressed in the Fourier domain result in the following

filter functions [124]:
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FODMR/FID(f, τ) =
2

τ

sin2 (πfτ)

(fτ)2
(1.19a)

FHahn(f, τ) =
8

τ

sin4
(
πfτ
2

)
(fτ)2

(1.19b)

FXY8(f, τ,N) =
8

Nτ

[
sin (πfNτ)

fτ

sin2
(
πfτ
2

)
cos (πfτ)

]2
(1.19c)

FRelax(f, T
∗
2 ) =

∑
fres

1

π

1/T ∗
2

(1/T ∗
2 )

2 + (f − fres)
2 . (1.19d)

In the above equations, f is the frequency, τ is the waiting time as defined

in the respective pulse sequences, and N is the total number of π-pulses used

for the XY8 sequence. For an overview, these filter functions are plotted in

figure 1.13 with normalised amplitudes.
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Figure 1.13: Filter functions. Frequency-domain filter functions for the dif-
ferent measurement schemes. All graphs were normalised to one
for easier comparison. The following parameters were used to gen-
erate the diagrams: for the FID and Hahn echo filter function, a
total evolution time of τ = 400 ns was chosen. For the XY8-8 and
XY8-64 a value of τ = 200 ns was used. The splitting of the two
transition lines in T1 corresponds to the two NV transitions split
induced by an offset field B0 = 3mT along the NV axis.
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Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

The coherence times set the achievable sensitivity of the measurement, as dis-

cussed in the previous sections. Broad resonance lines in the spectrum shown in

figure 1.13 underline sensing schemes limited by short relaxation times. Since

the NV centre has long coherence times even at room temperature (typically a

few ms for T1 [14]), precise measurements can be performed at ambient condi-

tions, whereas most defect centres only perform well at low temperatures. This

property distinguishes the NV centre from other systems since it can be operated

under a wide range of external conditions. NV centres can be employed from

cryogenic temperatures [125, 126] to nearly 1000K [127], and under extreme

conditions [128]. As shown in figure 1.13, the NV centre also provides access

to a high dynamic range, from quasi-static fields to gigahertz fields [16, 18, 32]

and shows sensitivity down to subpicotelsa [33, 34]. Finally, it enables sensor-

sample distances of only a few nanometres and, thus, spatial resolution on the

nanoscale. Accordingly, the NV centre is a broadband sensor that can be tuned

to various sources of magnetic fields with high sensitivity.

1.4 Engineering NV centres in diamond

1.4.1 NV centres synthesis

NV centres exist in natural diamonds, but they can be synthesised in a more

controllable fashion, allowing us to tune the density of NV centres, their depth

and their lateral position. There are several ways to generate NV centres in

diamond.

In ultrapure diamonds such as type IIa, NV centres can be generated following

two major steps, as illustrated in figure 1.14 and summarised as follows:

1. Nitrogen ions (14N+ or 15N+) are implanted into the crystal, creating

damages along the way in the lattice and hence, vacancies.

2. Both ingredients, nitrogen atoms and vacancies, now present inside the

crystal lattice, need to be combined. Such combination is usually done

using annealing with a temperature above 600 °C, for which the vacancies
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1.4. Engineering NV centres in diamond

migrate stochastically until meeting nitrogen atoms, thus creating NV

centres.

N
N N

N N NN
Diamond substrate

few nm
15 + N ions

vacancies
> 600°C

NV centres
Figure 1.14: Ion implantation process to create NV centres. Nitrogen

ions (blue spheres) are accelerated towards the diamond sample.
When they penetrate the surface, they scatter inside the crystal
lattice and take stochastic paths. The lateral and axial distribu-
tions of ion stopping positions depend on the ion energy, which
allows us to control the depth of the NV defects. Annealing makes
the vacancies mobile inside the crystal while the energy is insuffi-
cient to affect the position of the nitrogen atoms. Some vacancies
migrate erratically towards a nitrogen atom, creating thus an NV
centre.

The advantage of this technique is that the implantation energy is tuneable,

granting control over the depth of the NV centres for which higher energies

result in deeper NV centres. Additionally, NV centres can be created with a high

lateral positioning accuracy as the distribution can be constrained by blocking

the ion beam with masks [129]. Besides, high NV densities can be created (up

to about 1000NVs/µm2), which is essential for sensing applications where the

number of sensors enhances the sensitivity (see section 2.2.1). However, the

depth dispersion is large even at relatively low acceleration energies due to ion

straggling and channelling effects [130].

In type Ib diamonds, the procedure is similar. As the material already con-

tains a high density of nitrogen, NV centres can be generated by creating va-

cancies with subsequent annealing. In such a process, vacancies are generally
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Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

created by irradiating the crystal with high-energy particles using either focused

electron beams [131] or focused ion beams [132].

Another promising way to generate NV centres is to introduce nitrogen atoms

into the lattice during the diamond growth [129, 133]. The most common pro-

cess is delta doping, in which ultra-pure diamond containing a nanometric layer

of NV centres is developed using plasma-enhanced chemical vapour deposition

(PECVD) [134]. First, an ultra-pure diamond substrate is grown using methane

gas, followed by the introduction of an N2 gas, creating a nitrogen-doped layer.

The nitrogen gas release is then stopped, and another layer of pure diamond is

overgrown. Finally, NV centres are formed separately from the nitrogen incor-

poration by creating vacancies with ex-situ electron irradiation and subsequent

annealing. The advantage of this technique is the nanometre-scale depth con-

trol on the layer’s thicknesses, enabling sharp axial NV centres density profiles.

Additionally, far less damage in the nitrogen-doped layer is created compared

to ion implantation techniques as only electrons are damaging the lattice [135].

Hence, the NV centres’ coherence times are generally better than those ob-

tained by ions implantation [134]. However, the lateral density of NV centres

is low compared to implantation processes where about 103 denser samples can

be prepared. Furthermore, clusters of lone nitrogen atoms, also known as P1

centres, can be prominent, creating spurious interactions with the NV centres.

Alternatively, NV centres can be generated in situ using laser writing. A

single laser pulse (the “seed pulse”) is applied to a diamond sample containing

nitrogen atoms. The seed pulse generates an ensemble of vacancies, and a

subsequent 1 kHz stream of pulses (“annealing pulses”) is applied to irradiate

the same region, inducing the diffusion of vacancies. The fluorescence in this

region is monitored during the annealing pulse stream until a signal indicating

the creation of an NV centre is recorded. The NV centres can be positioned

with high precision, with a lateral positioning accuracy of about 33 nm and near-

unity yield [136]. If delta-doped diamonds are used, the axial position accuracy

can reach the nanometre precision.
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Several other methods aim to obtain NV centres with a preferential align-

ment along one direction [137, 138]. Such diamond samples are relevant for

applications where the alignment homogeneity of the NV centres is essential

such as for an NV quantum spin register [139]. Another application concerns

ensemble-based magnetometry for which the sensitivity is greatly enhanced as

more NV centres can be simultaneously addressed to contribute to the signal

[140].

Within this work, all the diamond samples were engineered using 15N+ im-

plantation at low energy. The resulting high density of NV centres using this

approach outweighs the increase in coherence times obtained by other methods

for the applications discussed in this dissertation. Further details about the

implantation parameters can be found in appendix A.

1.4.2 Setup configurations

Depending on the targeted application, different configurations of the NV cen-

tre implantation can be considered as depicted in figure 1.15. A single NV

centre can be used to gain local precision, such as in a scanning-probe device

[22, 141] or to address a single electron spin as for quantum information pro-

cessing applications [43, 45, 142]. An ensemble of NV centres can be used to

gain in sensitivity (see section 2.2.1), image large areas, or to gain in vectorial

information (see chapter 3). Several configurations with ensembles are possible:

a thin layer of NV centres close to the surface is optimal to image proximal mag-

netic sources and avoid background noise, whereas a volume sensor is favourable

to sense magnetic fields away from the sensor, such as with gradiometers [34].

Nanodiamonds can serve to track temperature since the contact surface is min-

imised or to track local chemical events in bio environments [143–146]. Finally,

diamonds can be engineered to optimise the collection efficiency of the signal,

e.g by using an array of NV centres in nanopillars [147].

A close-up of the configuration employed in this work is given in figure 1.16.

A two-dimensional layer of NV centres is obtained by nitrogen implantation,
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Chapter 1. Sensing using the nitrogen-vacancy centre in diamond

Figure 1.15: NV centres configurations. Left: A single NV defect in an
ultra-pure diamond. Middle: A 2D layer of an ensemble of NV
centres parallel to the diamond surface. This geometry was used
throughout this work. Right: A 3D ensemble of NV centres homo-
geneously distributed within the diamond sample.

density
depthdiamond substrate

substrate’ surface
shallow NV centres <10 nm

Figure 1.16: Shallow NV ensemble. The experimental configuration used
in this work. Diamond membranes are implanted using nitrogen
ion beams with low energy. A cross-section through the diamond
substrate shows that a shallow two-dimensional ensemble of NV
defects is located within a few nm below the surface, depending on
the implantation energy. An implantation energy of 2.5 keV results
in a median depth of the NV centres below 10 nm.

resulting in an NV centres’ depth distribution spanning several nanometres.

For spins sensing applications, it is crucial to place the NV centres close to the

diamond surface, within the interaction range of an external sample containing

electron or nuclear spins [148, 149]. Typical implantation energies to obtain

shallow NV centres are below 20 keV. However, photoionisation is particularly
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relevant for proximal NV centres, where impurities and surface termination

influence the band structure [36, 150, 151]. As such, implantation energies

used in this work were kept above 2.5 keV, resulting in a median NV depth

below 10 nm. Additionally, the implantation process was followed by an oxygen-

termination treatment. Such implantation ensures stable defects but is still close

enough to the surface to interact with external spins (see appendix A). Nitrogen

fluences used for the implantation of shallow ensembles used in this work are

given in appendix A.
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Chapter 2

NV-based widefield microscopy

With a rich history spanning hundreds of years, microscopes [152, 153] are in-

dispensable tools in many areas of scientific research, enabling the visualisation

and capture of images at various scales. One of the prevailing microscopy tech-

niques is light microscopy with a widefield approach since it is within reach of

a broad scientific community. Such accessibility is an essential prerequisite for

scientific advances across several research fields.

In this chapter, the NV-based version of the widefield microscope is presented.

The chapter is structured as follows:

(1) Section 2.1 gives an introduction to widefield microscopy. It also intro-

duces the Fourier analysis as a basis for understanding the analytical tools

used in chapter 4.

(2) Section 2.2 gives a brief overview of the combination of NV-based sensing

with widefield microscopy.

2.1 Widefield microscopy

2.1.1 Standard light microscopy

Since the first studies conducted by Robert Hooke using a microscope [1], the

instrument has enabled many discoveries that have led to our modern world.
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Standard light microscopes consist of two subsystems: an illumination system

that irradiates the sample and an imaging system that produces a magnified

image of the light that has interacted with the sample. Various configurations

are possible for the construction of a microscope. For light microscopy, widefield

and confocal microscopes can be employed. The configurations are depicted in

figure 2.1.

(a) Light Source

Sample Widefield

Light Source
Pinhole

Sample Confocal

(b)Light Source

Sample Widefield

Light Source
Pinhole

Sample Confocal

Figure 2.1: Widefield vs confocal illumination. a) With the widefield con-
figuration, the light coming from the source is collimated and the
whole sample is illuminated. b) With the confocal configuration,
the light coming from the source is focused through a pinhole and
subsequently to the sample. Adapted from [154].

With widefield microscopes, the object or specimen of interest is irradiated

with a light source over the entire area to image. The resulting image is either

viewed directly through an eyepiece or captured by a multi-array sensor such as

a charge coupled device (CCD) or a complementary metal–oxide–semiconductor

(CMOS) camera [155]. The choice of camera is crucial because it determines

the experiment’s performance [49]. For example, lock-in cameras enable acqui-

sitions with high temporal resolution [156], while CCD cameras aim to be highly

sensitive to the signals [157].
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With confocal microscopes [158], the object or sample of interest is illumi-

nated by a light source at only one focal point at a time. A pinhole eliminates

out-of-focus and background fluorescence, allowing the acquisition of sharper

images. However, image acquisition with a confocal microscope often requires

more time, as a longer exposure time is needed to collect a sufficient amount of

in-focus light to generate images [159].

Finally, when objects or specimens are photosensitive, the use of light to seek

their properties can be invasive and alter their behaviour. This is the case with

most living specimens, which are subject to phototoxicity [160]. One advantage

of the widefield microscope is that it offers a high degree of freedom with regard

to the incident light. The angle of incidence can be chosen so that the light

hits the sample at the critical angle that allows total reflection at the interface

between the coverslip and the specimen. Such configuration thus limits the

spurious light exposure of the sample [161].

2.1.2 Spatial resolution

In imaging techniques, spatial resolution is an essential parameter to charac-

terise as it defines the power to resolve nearby objects in real-space. For opti-

cal imaging instruments, the spatial resolution is fundamentally limited by the

diffraction of light [162]. For a microscope with a circular aperture of diame-

ter D, the diffraction pattern has a radial symmetry given by the Airy pattern

shown in figure 2.2.

According to the Rayleigh criterion [163], it is only possible to distinguish a

pair of light sources if the central peaks of the two diffraction patterns are not

closer than the radius of the Airy disc, as depicted in figure 2.3. The lateral

spatial resolution xy of an optical microscope is thus defined by the Airy radius

rAiry given by:

rAiry =
1.22λ

2NA
, (2.1)

where λ is the wavelength of the illuminating light and NA is the numerical

aperture of the microscope’s objective.
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(a)

1.00.80.60.40.2
0.0

0‑1 1‑2‑3‑4 2 3 4

Airy pattern (normalised)

(b)
0‑1 1‑2‑3‑4 2 3 4

1.00.80.60.40.2
0.0

Airy pattern (normalised)

Figure 2.2: Airy pattern. a) Top: Diffraction pattern (Airy disc) produced by
the fluorescence emission of a single point source. Bottom: profile
of the Airy pattern taken along the dashed line. b) Top: Discretised
Airy pattern. Bottom: profile of the discretised Airy pattern taken
along the dashed line. Red dots indicate the position of the data
points.

(a)

Airy pattern (normalised)

(b)
0‑1 1‑2‑3‑4 2 3 4

Figure 2.3: Rayleigh criterion. a) Two Airy patterns separated according
to the Rayleigh criterion. b) Profile of the pattern taken along
the dashed line. The solid blue line corresponds to the total signal
amplitude, and the dashed lines to each single Airy disk.
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In the case of a signal recorded with a camera, the signal is discretised as

shown in figure 2.2b. Therefore, it is important to define the pixel size according

to the airy disc to preserve the spatial resolution of the microscope.

Finally, superresolution techniques such as stimulated-emission-depletion

(STED) microscopy [164, 165] or stochastic optical reconstruction microscopy

(STORM) [166] can be employed to improve the spatial resolution beyond the

diffraction limit.

2.1.3 Fourier space imaging

The Fourier transform is an important image processing tool which is used

in a wide range of applications such as image analysis, image filtering, image

reconstruction and image compression. All the principles developed in this part

will serve as the basis for the current distribution reconstruction described in

chapter 4.

Derived from Huygens’ principle where the optical signal is considered as a

sum of several oscillations, the Fourier transform decomposes an image into sine

and cosine components. The output of the transformation represents the image

in the Fourier space or frequency domain, while the input image corresponds

to the spatial domain. In the Fourier domain image, each point represents a

particular frequency contained in the spatial domain image.

The 2D Fourier transform is given by:

F (kx, ky) =

ˆ ˆ
f (x, y) e−j2π(kxx+kyy)dxdy, (2.2)

where (x, y) are the real space components and (kx, ky) the Fourier space

components, as defined in figure 2.4. In order to grasp the meaning of the

Fourier space, figure 2.5 shows components of the k-space and their translation

to the real space.

To illustrate image processing using the Fourier space, the photo, shown

in figure 2.6, will serve as an example. An image is a matrix of PxS pixels
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spacey
x12...

...M

1 2 ... N... ky
kx

12...
...M

1 2 ... N...
k‑space

Figure 2.4: Real space and k-space structures. The frame size of the real
space image defines the frequency resolution of the k-space, and vice
versa. ky kx

ky kx
ky kx

Real space
k‑space

Figure 2.5: k-space components and their translation to real space. Low
frequencies in k-space result in a sinusoidal signal with a large period
in real space, while high frequencies in k-space result in a sinusoidal
signal with a small period. Furthermore, the vectors (kx, ky) define
the orientation of the oscillations.
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(a) (b)

Figure 2.6: Photograph to analyse. a) Photograph encoded with RGB val-
ues. b) Photograph translated to grey scale.

encoding light intensity. For a coloured image, the matrix is of size CxPxS where

C=3 encodes the light intensity for red, green and blue values, generating RGB

encoding. Although many entry-level cameras can produce coloured images, a

large portion of scientific research, including the one used in this work, is carried

out with monochrome cameras. Hence, for the sake of simplicity and without

loss of generality, the photo shown in figure 2.6a is translated into grey scale.

To execute the Fourier transformation into an RGB encoded picture, required

in fields such as histology where tissues are stained with bright colours, the

process must be repeated for the three RGB matrices.

The amplitude of the Fourier transform of the image is shown in figure 2.7,

where the pattern is too complex to understand the meaning of the individual

contributions.One way to understand the Fourier image is to filter the frequen-

cies and apply the inverse Fourier transform to recreate the image to see the

changes. For this purpose, the Hanning window [167] shown in figure 2.8 serves

as a filter. When a positive Hanning window is applied to the image in the

Fourier space, the high-frequency components are filtered out. This removes

all the fine details of the image in real space and blurs the image as shown in

figure 2.9. On the contrary, when a negative Hanning window is applied to the

image in the Fourier space, the low-frequency components are filtered out. This

leaves only the fine details of the image in real space, as shown in figure 2.9.
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Figure 2.7: Photograph’s k-space. The left-hand side panel shows the entire
k-space attributed to the photograph, and the right-hand side shows
a zoom-in of the central part, outlined by a red box. Scale bars
represent 10 unit values.

(a) (b)

Figure 2.8: Hanning window. a) All-ones matrix before applying a filter func-
tion. b) Resulting matrix after convolution with a Hanning window
with parameter = 40 ∗ k.

Finally, it is important to point out that the Hanning window is an interesting

filter because it smoothly excludes the values of k-space without producing

artefacts like sharp filters. Therefore, this is the filter used in chapter 5 to

remove high-frequency noise components from the Fourier images used for the

reconstruction of the current distributions.

54



2.2. NV-based widefield microscope: a magneto-optical imaging system

(a) (b)

Figure 2.9: k-space low frequencies selection. a) Photograph’s k-space con-
voluted with a Hanning window with parameter = 250 ∗ k. b) Re-
sulting real-space image where only the large features appear.

(a) (b)

Figure 2.10: k-space high frequencies selection. a) Photograph’s k-space
convoluted with a negative Hanning window with parameter =
250 ∗ k. b) Resulting real-space image where all the fine details
appear.

2.2 NV-based widefield microscope: a magneto-optical

imaging system

Since the first experimental realisation of the widefield NV microscope in 2010

[168], the technology has seen rapid development and demonstration of applica-

tions in various areas across condensed matter physics, technology and biology

[47, 122, 169–173].
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2.2.1 NV ensemble measurements

Employing several sensors simultaneously amplifies the detected signal and in-

herently improves the magnetic sensitivity which scales with 1√
NNV

, where NNV

is the number of interrogated NV centres [16]. The minimum detectable mag-

netic field δBmin is proportional to the following terms [174, 175]:

δBmin ∝ 1

γNV
· 1√

NNV · Trelax

· 1

C
√
ζ
· 1√

tm
. (2.3)

The first term in the right-hand side of equation (2.3) is given by the electron

of the NV centre. The first term highlights that employing electron spins for

sensing is advantageous compared to their analogue nuclear spin, since γNV ∝
µB ≫ µN , where µN is the nuclear magneton. The second term is the one

of interest in this section since it highlights that employing an ensemble of

NV centres enhances the sensitivity. However, the density of NV centres is

intrinsically connected to the maximum interrogation time of the system given

by Trelax. For example, for NV centres obtained by nitrogen implantation as

discussed in chapter 1, the higher the density of NV centres, the higher the

number of lone nitrogen atoms and damages in the lattice, leading to shorter

dephasing times Trelax. Therefore, engineering diamonds with a high density of

NV centres while preserving their coherence time is one of the key strategies

to improve the sensitivity of NV centres. The third term accounts for optical

detection where C represents the signal’s contrast and ζ the detection efficiency.

Finally, the last term takes into account the total measurement time tm during

which the sensing protocol is repeated several times to improve the signal.

In order to compare different sensing schemes, it is common to use the sen-

sitivity η, corresponding to the minimum detectable field normalised to the

corresponding measurement time, such as:

η = δBmin ·
√
tm, (2.4)

where η is thus given in units of T/
√
Hz.
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2.2.2 Experimental Setup

The custom-built wide-field fluorescence microscope is depicted in figure 2.11.

The experimental setup consists of an air objective1 (Olympus MPLAPON 50×,

NA = 0.95), a 650 nm long-pass filter (Omega), a 300 nm tube lens and a Cas-

cade II:512 CCD camera (512 × 512 pixels, Photometrics), resulting in an ef-

fective pixel width of about 192 nm on the object side.

laser 532 nm
microwave

CCD Camera
diamondsampleantennamagnet

dichroicmirror650LPfilter

AOM
wide-field lens

beam expander

tube lens
objective

Figure 2.11: Widefield experimental setup. Three main ingredients enable
optically detected magnetic resonance measurements with NV cen-
tres: 1) the optical excitation for polarisation and readout of the
spin state, 2) MW spin control and 3) detection of the NV fluores-
cence.

Experimental realisation of the measurement protocols was achieved by ex-

citing NV centres with a 532 nm laser (Coherent) gated with an acousto-optic

modulator (AOM) (Crystal Technology, Model 3250) and coupled into the op-

tical path with a dichroic mirror (Semrock). Simultaneously, microwave radia-

tions were generated using an MW source (Rhode&Schwarz SMBV100A) and

amplified (100S1G4, Amplifier Research) before being sent to a microwave an-

1In chapter 6, an oil objective (Olympus PlanAPO N, 60×, NA = 1.49)) is employed.
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Chapter 2. NV-based widefield microscopy

tenna (e.g. a 50µm-thick copper wire). Finally, in order to limit the acquisition

of the NV0 emission [176], which does not contribute to the measurement signal,

a 650 nm longpass (LP) filter was used in this work.

2.2.3 Widefield workflow

The slow detection of the CCD camera, does not enable gating the detection

to maximise the measurement contrast, as defined in figure 1.6. Instead, the

signal is integrated until the NV centres are polarised, as shown in figure 2.12.

m  = 0s
m  = ±1sdifference integrated signal

Figure 2.12: Integrated signal for slow detectors. The CCD camera’s gat-
ing being too slow to resolve the fluorescence in the nanosecond
time domain, the signal is integrated over time, until the steady-
state is reached (here at 1200 ns). The integration of the signal
results in an overall reduced contrast, which is then compensated
by the use of an ensemble of NV centres to keep a high sensitivity.

As such, a fluorescence averaging scheme is used in which the camera is

continuously exposed to fluorescence while the pulse sequence is repeated several

times. The principle is depicted in figure 2.13. For a given experiment, there is

a set of K-independent parameters over which the sequence runs. In the case of

a T1 measurement, these are K different periods of dark time τ . The sequence

with a given parameter is repeated R times for one image to collect a sufficient

amount of photons, and the image is transferred to the computer running the
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K parametersR repetitions

S pixels
P pixels

M averages[            ]R
Figure 2.13: Experimental workflow with CCD readout. (i) Frames are

captured by repeating the measurement sequence R times while
exposing the camera to maximise the acquired fluorescence sig-
nal. (ii) The measurement iterates over the K combinations of the
experimental parameters. (iii) M averages of each image can be
acquired for further averaging. The final dataset contains K × M
frames.

measurement software. The sequence then continues with the next parameter

K for the second exposure. After all parameters have been run through, a new

series of images can be acquired for further averaging. After M measurement

runs, M × K frames have been collected. For background correction, a second

sequence is usually performed so that a total of 2 × M × K frames are acquired.
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Probing arbitrarily shaped
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The continuous scaling of semiconductor-based technologies to micron and

sub-micron regimes has resulted in higher device density and lower power dis-

sipation. Many physical phenomena, such as self-heating or current leakage,

become significant at such scales. Thus, developing sensors able to map cur-

rent densities revealing these features is decisive for the development

of modern electronics.

An efficient way to visualise such charge transport is to image the asso-

ciated magnetic fields that pass unaffected through the materials used in

semiconductor devices. However, advanced non-invasive technologies offer either

low sensitivity or poor spatial resolution and are limited to the two-dimensional

spatial realm only.

In part II of this dissertation, chapter 3 describes the optimisation process

to analyse the NV centres signal and retrieve the vectorial magnetic field syn-

chronously with temperature gradients and other parameters affecting the dia-

mond crystal lattice. This procedure enables an excellent signal-to-noise ratio

(SNR) of the magnetic fields, enabling mapping of the associated vector currents

with high spatial resolution and precision, as described in chapter 4. Finally,

chapter 5 demonstrates three-dimensional current density imaging within an

integrated circuit in pre-development.

The long-term goal of such developments is to build a user-friendly and ver-

satile device with minimal overhead to bridge gaps in multidisciplinary fields.

Such an instrument will benefit both the semiconductor industry by enabling

failure analysis of 3D devices and the spintronic community by enabling the

analysis of three-dimensional signals in multi-layered devices.
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Optimisation of vectorial magnetic

field imaging

Detecting weak magnetic fields with nanoscale resolution is essential in funda-

mental physics [177], material sciences [178, 179], medicine [180–182], and mod-

ern technologies (see chapter 5). The unique ability of NV centres to detect

vectorial fields on the nanoscale, offers a new perspective in these disciplines

as it enables current density [37, 170, 183] and stray magnetic field imaging

[42, 141, 171, 184, 185] on the nanoscale. Advancements in vector fields imag-

ing using NV centres already enabled remarkable achievements such as revealing

spin waves [186] and electric fields associated with surface band bending in di-

amond [36], probing Johnson noise in metals [35], and imaging current density

with spatial resolution down to 22 nm [37].

In this chapter, an optimised technique is developed to synchronously de-

termine a magnetic field with its absolute orientation, temperature gradients

and strain/electric fields affecting the crystal field of the diamond host. This

technique will help to enhance imaging of current density, as demonstrated in

chapter 5 and to image various parameters in a single measurement, particularly

relevant for seeking new phases of matter [187–189].
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The chapter is structured as follows:

(1) Section 3.1 introduces quasi-static vectorial fields measurements using NV

centres in diamond.

(2) Section 3.2 discusses how to reconstruct vectorial fields in the lab frame

using the measurements collected in the NV frame and how to optimise

the process.

(3) Section 3.3 demonstrates imaging of current-associated magnetic fields

produced by a complex microstructure.

(4) Finally, in section 3.4, the conclusions and outlook of the chapter are

discussed.

3.1 Probing the NV centre’s Hamiltonian for quasi-static

vectorial field imaging

3.1.1 Vector magnetic field imaging

A large panel of magnetometers has been developed over the past few decades.

They fall into two major categories: scalar magnetometers and vector magne-

tometers.

The sensing element of a scalar magnetometer tends to align along with the

magnetic field. Hence, they sense the entire magnetic field and can be highly

sensitive, as demonstrated with vapour cell magnetometers [174]. However, the

sensor can sense the magnitude only and not the direction.

In contrast, superconducting quantum interference devices (SQUIDs), Hall

probes, fluxgate magnetometers, and NV sensors are vector magnetometers. In

this case, the sensing element is fixed in space and does not align along the

magnetic field’s direction. Therefore, such devices sense the field projection

along with the sensing element [190]. The advantage of the NV sensor among
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the vector magnetometers is that NV centres present up to four symmetry axes,

forming a basis spanning the three-dimensional space within a single device on

the atomic scale. Therefore, NV centres can be used to determine the three-

dimensional vector information reliably [21, 168].

In the following, the vector field sensing ability of NV centres will be de-

scribed.

3.1.2 Probing the quasi-static Hamiltonian of a single NV

centre

As described in chapter 1, a single NV centre (see figure 3.1) possesses an

electron spin S = 1 causing interactions with surrounding electromagnetic fields.

Besides, fields such as strain and temperature mediated through the crystal

lattice also affect the NV centre. All these parameters can be captured in the

Hamiltonian associated with the NV centre.

x
yz V N

Figure 3.1: Chosen frame for a single NV centre. By convention, the NV
centre’s main axis coincides with the z-axis of an arbitrarily chosen
xyz frame.

The Hamiltonian for the NV ground state spin in the presence of a bias mag-

netic field B = {Bx, By, Bz}, an electric field E = {Ex, Ey, Ez}, and intrinsic

crystal strain M = {Mx,My,Mz} is given by equation (3.1) [64, 191]:
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ĤNV

h
= Dgs

[
Ŝ2
z − 2

3

]
+ εgs

(
Ŝ2
x − Ŝ2

y

)
(3.1a)

+ γNV

[
BxŜx +ByŜy +BzŜz

]
(3.1b)

+ d∥Ez

[
Ŝ2
z − 2

3

]
− d⊥Ex

(
Ŝ2
x − Ŝ2

y

)
+ d⊥Ey

(
ŜxŜy − ŜyŜx

)
(3.1c)

+Mz

[
Ŝ2
z − 2

3

]
+Mx

(
Ŝ2
x − Ŝ2

y

)
+My

(
ŜxŜy − ŜyŜx

)
. (3.1d)

By convention, the Hamiltonian is written such that the z-axis coincides

with the NV centre’s quantisation axis (see section 1.3.3). Interactions such

as hyperfine coupling have been disregarded for simplicity. The coupling terms

and typical sensitivity parameters can be found in table 3.1.

The right-hand side terms of equation (3.1a) express the ZFS, described in

section 1.3.1. As mentioned in section 1.3.1, the ZFS term is the dominant

interaction for all experiments presented in this manuscript and most typical

experiments. Both ZFS components depend on the temperature T and pressure

P , yet transversal variations are small and usually neglected. The dependence

of Dgs with T and P is expressed in table 3.1. Additionally, the inhomogeneous

spin lifetime T ∗
2 is temperature independent up to at least 625K, suggesting that

single NV centres can serve as nanoscale thermometers over a broad temperature

range [192].

The terms expressed in equations (3.1b) and (3.1c) represent the Zeeman and

Stark effects due to nearby magnetic and electric fields, respectively. The vec-

torial dependence of these fields enables monitoring changes in both magnitude

and orientation. Thus, the NV centre can serve to probe vectorial electromag-

netic fields. However, the coupling parameters show that the magnetic inter-

action is significantly larger than the electric one. Accordingly, the NV centre

is mainly used as a magnetometer. Measuring electric fields with a single NV

centre requires suppression of the magnetic field interaction to achieve a good

sensitivity [193].
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Finally, the last part of the Hamiltonian (3.1d) represents the strain mediated

by the diamond lattice through spin-orbit coupling. The interactions act as

pseudo-electric field interactions.

Property Coupling coefficient Typical sensitivity1 Reference(s)

Magnetic field2 γ 28GHz/T 0.36µT/
√
Hz [21–23, 194]

Electric field2 d∥ 0.17Hz/(V/m) 5.8 kV/cm/
√
Hz [87, 193]

Electric field3 d⊥ 3.5× 10−3 Hz/(V/m) 280 kV/cm/
√
Hz [87, 193]

Strain3 ∼ d⊥/p
4 ∼ 1011Hz/(δl/l) ∼10−7

√
Hz [25]

Orientation5 γB 100 kHz/° 0.1 °/
√
Hz [22, 143]

Temperature ∂D/∂T −74 kHz/K 0.13K/
√
Hz [56–58, 195]

Pressure ∂D/∂P 1.5 kHz/bar 6.8 bar/
√
Hz [196]

1 Typical sensitivity for DC detection assuming a frequency resolution of

10 kHz/
√
Hz.

2 Longitudinal (θ = 0◦), where θ is the angle between the NV axis and
the electric field.

3 Transverse (θ = 90◦).
4 p ≈ 3× 10−13 (V/m)−1 is the local piezoelectric coupling coefficient [25].
5 At a transverse magnetic field of 1mT.

Table 3.1: Coupling coefficients and typical sensitivities. Table reported
from [17].

In principle, the NV centre’s ground state Hamiltonian terms are accessible

experimentally, but measurements using the electron spin of a single NV centre

give limited information. The electron spin associated with the NV centre inter-

acts with an effective field corresponding to its projection on the NV axis. As

such, the vectorial information is incomplete if no complementary experiments

are done or if no prior knowledge about the vector field is available. Alter-

natively, probing NV centres on several crystal axes can be sufficient to infer

vector fields.

3.1.3 Probing quasi-static Hamiltonian of an ensemble of NV

centres

Probing the electron ground state Hamiltonian of an ensemble of NV centres

enables inferring the complete vector information about a nearby field through
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Chapter 3. Optimisation of vectorial magnetic field imaging

the relevant interaction term (e.g. the Zeeman term for magnetic field sensing

[21, 168]). Due to the diamond geometry, four tetrahedral orientations of the

NV bond are possible in a sample reference frame xyz, as depicted in figure 3.2,

where the bonds are denoted by the letters {A,B,C,D}.

The ground state Hamiltonian HNV i of an NV centre along an N-Vi axis,

with i ∈ {A,B,C,D}, can be rewritten as follows:

HNV i

h
= (Dgs + δ)

[(
ûNV i · Ŝz

)2
− 2

3

]
+ γNVB⃗ · S⃗ (3.2a)

− α

[(
ûNV i · Ŝx

)2
−
(
ûNV i · Ŝy

)2]
(3.2b)

+ β
[(
ûNV i · Ŝx

)(
ûNV i · Ŝy

)
+
(
ûNV i · Ŝy

)(
ûNV i · Ŝx

)]
, (3.2c)

where the four NV axes of a (100)-oriented crystal are defined in the lab frame

xyz as follows:

ûNV A = ± 1√
3

(
−
√
2 0 1

)
(3.3)

ûNV B = ± 1√
3

(√
2 0 1

)
(3.4)

ûNV C = ± 1√
3

(
0 −

√
2 1

)
(3.5)

ûNV D = ± 1√
3

(
0

√
2 1

)
. (3.6)

Since the crystal strain (due to external pressure or lattice imperfections)

can be written as an effective electric field, coupling terms related to electric

and strain fields have been expressed in common terms α, β, δ in HNV i. If

vectorial Stark effects are relevant, e.g. to imaging high voltage currents, explicit

expressions in the adopted coordinate system can be expressed as developed in

[197, 198].
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(a)

N VBVA

VD VCxy z
(b)

x
y

z
V N

Z

X
Y54.7°

Figure 3.2: Possible orientations of the NV centres in the diamond lat-
tice. a) Representation of the four possible tetrahedral orientations
of the NV bond for a (100)-oriented crystal in the reference frame
xyz. The four possible NV-associated axes are defined by the com-
bination of the nitrogen atom labelled with the letter N with one of
the vacancies labelled with the letters {A,B,C,D}. b) Representa-
tion of the tilt angle between the Z-axis defined as the quantisation
axis of the NV centre and the z-axis of the lab frame, defined as the
normal to the diamond surface. For a (100)-oriented crystal, this
angle corresponds to 54.7◦.

In the following, the focus will be on vectorial magnetic field imaging. As

such, the essential terms are the ZFS and Zeeman terms, but considering the

remaining ones can help to gain precision.

3.2 Vector field reconstruction: an optimisation problem

Probing quasi-static fields near NV centres can be done through ODMR or

Ramsey experiments (see section 1.3.3.2). Tracking changes in the resonance

lines enables isolating the effects of an external field. On a widefield setup,

this information leads to imaging magnetic fields on a large area within a short

time. However, the effects result from the projection of the field into the NV-

based frames. In order to infer the vectorial fields in the three-dimensional lab

frame, the field must be reconstructed. This section will discuss the NV centre

Hamiltonian acquisition in the quasi-static regimes using ODMR measurements
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and how to use optimisation tools for extracting multiple parameters from the

NV spectrum to reconstruct the vectorial information.

3.2.1 Optimisation of the experimental settings

Several experimental parameters must be ensured to infer multiple quantities

from the ODMR experiment optimally.

A carefully aligned magnetic field enables monitoring the resonance lines of

each NV centre family and thus imaging the vector magnetic field and other

effects. Therefore, a bias magnetic field B0 must be applied to lift the eight oth-

erwise degenerate electron spin resonances and identify the four crystallographic

NV orientations. The amplitude of this bias field should satisfy |BI | ≪ |B0|,
where BI is the magnetic field to infer, e.g. current-induced field as demon-

strated in section 3.3. An example of such a bias field is shown in figure 3.3.

xy z NC
A N DNN B

NVA NVB NVC NVD NVD NVC NVB NVA

B‑field

Figure 3.3: ODMR spectrum of an ensemble of NV centres. The ODMR
spectrum shows the Zeeman splitting of the four crystallographic NV
orientations with an arbitrarily chosen static magnetic field B0 =
{5.09, 0.72, 1.70}mT.
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3.2. Vector field reconstruction: an optimisation problem

Figure 3.4: Magnetic field dependence of a single NV centre fluores-
cence. B∥ represents the field aligned with the NV axis with

B∥ = Bz and B⊥ represents the off-axis field with B⊥ =
√
B2

x +B2
y

in the NV frame as defined in figure 3.1. Plain lines represent fluo-
rescence isolines.

Although it is crucial to apply a magnetic field large enough to lift the degen-

erated states of the NV centres, the amplitude should be kept under boundaries

to preserve the coherence of the system. Indeed, off-axis magnetic fields, de-

noted as B⊥, can induce significant spin mixing. Thus, the optically induced

spin polarisation and spin-dependent photoluminescence of the NV centre be-

come inefficient, reducing the ODMR spectrum’s contrast and hence limiting

the sensitivity, as defined in [199].

In order to evaluate the optimal magnetic field alignment, the dependence

of the NV centre’s photodynamics with an applied magnetic field is evaluated.

A 7-level system is simulated, following the procedure described in [200] for a

single NV centre (see appendix B). The resulting map for a single NV is shown in

figure 3.4. In order to minimise spin mixing, the magnetic field must be aligned

along the NV axis and far from levels anticrossing (i.e. B∥ ≃ 51.2mT for the

excited state and B∥ ≃ 102.4mT for the ground state at room temperature).

However, for an ensemble of NV centres with multiple axes involved, the

magnetic field’s projection can differ for each axis. As such, the simulation

is repeated for each NV axis independently. The basis formed by the NVA
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(a)

NVA

(b)

NVB

(c)

NVC,D

Figure 3.5: Magnetic field dependence of NVs ensemble fluorescence
for each NV axis independently. B∥A represents the field
aligned with the NVA axis with B∥A = BZ,A and B⊥A represents

the off-axis field with B⊥A =
√
B2

X,A +B2
Y,A in the NV frame as

defined in figure 3.2. a) Resulting map for the NVA family. Since
the NVA axis is the reference, the map is identical to the single NV
centre. b) Resulting map for the NVB family. B∥A partially acts
as an off-axis field, resulting in spin-mixing for only a few mT ap-
plied fields. c) Resulting map for the NVC , NVD families. Only the
projection on x and y differs, resulting in an equivalent dependence
with B⊥A. Here both B∥A and B⊥A rapidly reduce the fluorescence
of the NV centres.
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Figure 3.6: Magnetic field dependence of NVs ensemble fluorescence.
The map represents the normalised sum of the fluorescence of each
NV axis when varying the magnetic field B∥A and B⊥A. Cross-
relaxation effects are not modelled. Plain lines represent fluorescence
isolines.

centres is arbitrarily taken for reference to varying the magnetic field without

loss of generality. The resulting maps for each NV axis are shown in figure 3.5.

Finally, the fluorescence emitted by each NV centre family is summed up and

normalised, resulting in figure 3.6. It is worth noting that cross-relaxation

effects between NVs families [201–204] are not modelled, but simulating each

axis-dependant fluorescence is sufficient to grasp how to minimise spin-mixing.

Here, it is clear that minimising the background magnetic field is essential to

preserve the coherence of the ensemble system.

Although off-axis fields reduce the ODMR contrast, such fields can be applied

to lower the Zeeman effect, resulting in noticeable Stark effects [193]. Hence,

carefully engineering the background magnetic field helps to tune the sensitivity

of the NV centres to a given parameter. Finally, all the control parameters

(MW and optical fields) should be chosen to allow homogeneous driving of the

ensembles.
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3.2.2 Seeking multiple parameters

As described in section 3.1.3, several parameters influence the spectrum of an

ensemble of NV centres. Once the background magnetic field B0 is chosen and

tuned for a given purpose, such as for magnetic field sensing, it is essential to

assess the parameters that can be extracted from a single ODMR spectrum. To

this end, the influence of the parameters on the ODMR spectrum of NV centres

is evaluated.

First, the background magnetic field B0, as defined in figure 3.3, is applied

to the NV centres. Then, an additional magnetic field is applied to the NV

centres, varying each component independently, as shown in figure 3.7. Due

to the geometry of the crystal, the centres {NVA, NVB} have a strong linear

dependence on Bx (i.e. a slight change in Bx induces a noticeable shift of

the resonance line). In turn, the {NVC , NVD} centres show a strong linear

dependence to By, and all NV centres have a similar sensitivity to Bz. Hence,

each axis gives complementary information about the nearby magnetic field.

Secondly, the NV centre’s spectrum’s dependence on Dgs is assessed and

shown in figure 3.8. Here, all the lines shift in the same direction. Such varia-

tions can be induced by temperature changes, allowing thermometry using NV

centres in diamond [57, 58, 195, 205].

Finally, as shown in figure 3.9, the NV resonance lines show a symmetric

evolution when varying the parameters α and β. With this configuration, both

maps are similar and show disparency only at high fields for the NVB and NVC

centres. Hence, exploring vectorial Stark effects is possible only for very high

voltages or with an alternative experiment configuration (e.g. a different back-

ground magnetic field). However, insights into the lateral Stark effect (without

distinction of the x and y components) can be extracted.Since the NVD centres

experience a B0 projection mainly perpendicular to the NV axis, the NVD cen-

tres are more sensitive to the Stark effect. Such sensitivity is translated by larger

shifts of the resonance lines induced by α/β for the NVD centres compared to

the other NVs orientations.
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(a)

(b)

(c)

Figure 3.7: Evolution of the ODMR lines with magnetic field varia-
tions. a) Resonance lines with Bx variations. b) Resonance lines
with By variations. c) Resonance lines with Bz variations.

Figure 3.8: Evolution of the ODMR lines with Dgs variations.
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(a)

(b)

Figure 3.9: Evolution of the ODMR lines with α and β variations. a)
Resonance lines with α variations. b) Resonance lines with β vari-
ations.

All the parameters have a distinct signature in the ODMR signal. However,

all the effects sum up to form a single ODMR spectrum, and identifying and

distinguishing several parameters is challenging. In order to determine each

parameter contribution, it is crucial to solve multiple parameter problems ef-

ficiently and robustly. To this end, the following sections discuss optimisation

processes to find the optimal Hamiltonian corresponding to the measured signal.

3.2.3 Choice of the solver

Many roads lead to solving an optimisation problem. Among them, gradient-

based methods are the most widely used because of their robustness. However, a

more advanced class of optimisation tools gives alternative assets such as faster

convergence towards the optimal solution: the Newton-type algorithms.

Both procedures are iterative methods used to find the roots of a differentiable

function f , where f (x) = 0. In these procedures, the {k + 1}-th parameter-

set xk+1 is estimated using the previous iteration’s parameter-set xk, and a

76



3.2. Vector field reconstruction: an optimisation problem

step s (xk) is evaluated using the function’s derivatives at the k-th point. The

iteration can be expressed as follows:

xk+1 = xk + s (xk) . (3.7)

The step s (xk) includes the direction of the search and the step size between

the k-th and the{k + 1}-th point, influencing the convergence rate towards the

optimal solution. The estimation of the step s (xk) is performed according to

the chosen optimisation algorithm as discussed in the following.

Gradient algorithms belong to the so-called Cauchy-type algorithms and are

first-order methods. They use the gradient of the function ∇f (xk) and a learn-

ing rate αk to estimate the step s (xk). The iteration can be rewritten as

follows:

xk+1 = xk − αk∇f (xk) . (3.8)

The negative sign in equation (3.8) symbolises that the step’s direction points

towards the steepest descent, i.e. each iteration follows the direction where

f (xk) decreases the fastest. The learning rate αk is a positive real number

controlling the step size s (xk) taken at each iteration. If the learning rate αk

is too large, the model diverges, but if αk is too small, the model becomes

unnecessarily slow to converge towards a minimum.

Newton-based algorithms are second-order methods derived from Taylor ex-

pansion and use second derivatives to determine the step’s parameters. The

model, at the {k + 1}-th iteration, can be represented by equation (3.9):

xk+1 = xk − ∇f (xk)

∇2f (xk)
(3.9)

= xk −H (xk)
−1 ∇f (xk) , (3.10)

where H (xk) is the Hessian of the function f (x, y). For each iteration k,

Newton’s method approximates the function f (x, y) at the point xk with a
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paraboloid. The step size is determined by the distance of xk to the mini-

mum of the fitted parabola at that point. This quadratic method increases the

convergence rate, achieves a more general search strategy, and accelerates the

overall optimisation procedures.

It is crucial to grasp the differences between the methods to choose the correct

solver to image magnetic fields with NV centres. In summary, gradient-based

algorithms have only a linear convergence rate, while Newton-based ones have

a quadratic one. If it may appear appealing to use Newton-based methods

because of their fast convergence, its use comes with a cost: the procedure is

less stable than the gradient-based one. For example, Newton’s methods can

diverge if the initial condition is not well chosen or if the function is too noisy.

To illustrate the difference between both methods, a minima search is applied

to the Himmelblau function defined by equation (3.11):

f (x, y) =
(
x2 + y − 11

)2
+
(
x+ y2 − 7

)2
. (3.11)

The results are shown in figure 3.10 where Newton’s method converges ten

times faster than the gradient’s when starting with a reasonable value (i.e. at

the vicinity of the minimum). However, when starting from a saddle or a local

maximum, as in figure 3.11, Newton’s method diverges in the first iterations

before converging back to a minimum. Despite the divergence, Newton’s method

is still about three times faster than the gradient-based one, but in more complex

landscapes, the method can be trapped in local minima or saddles.

With such high convergence rates, it is natural to assume that Newton’s

methods are well adapted to optimise problems with many free parameters.

However, another aspect is to be considered: the computation of the Hessian

matrix.

For a n-parameters function, the Hessian matrix is defined as follows:
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Figure 3.10: Minimum search of the Himmelblau function: Gradient-
based vs Newton-based methods. The 2D map represents the
Himmelblau function with four adjacent local minima, one central
local maximum, and four saddles. With the initial point [x, y] =
[−2.0,−1.9], the gradient method (red marks) slowly slides to the
minimum located at [x, y] = [−3.8,−3.3] while the Newton method
(pink marks), makes a leap towards the same optimum.

H (xk) =



∂2f

∂x21

∂2f

∂x1 ∂x2
· · · ∂2f

∂x1 ∂xn

∂2f

∂x2 ∂x1

∂2f

∂x22
· · · ∂2f

∂x2 ∂xn

...
...

. . .
...

∂2f

∂xn ∂x1

∂2f

∂xn ∂x2
· · · ∂2f

∂x2n


, (3.12)

Calculating and inverting such a Hessian matrix (equation (3.12)) is compu-

tationally very expensive.

To overcome such a cost, another class of algorithms has been developed: the

quasi-Newton methods [206]. Quasi-Newton methods compute an approximate

Hessian using a positive-definite matrix M , updated at each iteration using
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(a)

f(x,y)
yx

(b) x

y f(x,y)
Figure 3.11: Minimum search of the Himmelblau function: starting

from a local maximum. a) 3D representation of the Himmelblau
function f (x, y) where the red mark represents the initial point
taken at the local maximum [x, y] = [−0.27,−0.92]. b) As for
the previous example shown in figure 3.10, the gradient method
(red marks) slowly slides to one of the minima, here located at
[x, y] = [−2.8, 3.1]. The Newton method (pink marks), on the con-
trary, diverges in the first iterations before converging back to the
minimum at [x, y] = [−3.8,−3.3].
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information extracted from previous steps. In a simplified manner, the matrix

at an iteration k + 1 can be written as follows:

Mk+1 [xk+1 − x] = ∇f (xk+1)−∇f (xk) . (3.13)

Hence, quasi-Newton methods use previously computed quantities and are

therefore highly efficient. Finally, different quasi-Newton algorithms have been

developed over the years, and they differ from the method used to approxi-

mate the Hessian. In this work, it is the BFGS method [207–210] named af-

ter its creators Broyden, Fletcher, Goldfarb, and Shanno, which is used. The

BFGS method directly approximates the inverse HessianM−1 to steer its search

through variable space and enable the optimisation of several free parameters.

More specifically, the variant “l-BFGS-b” of the algorithm is used in the next

sections. With this variant, the memory is limited for efficient computation of

the Hessian’s invert, and constraints can be applied to fix boundaries.

3.3 Application to Oersted fields imaging

In order to unleash the full potential of magnetometry using an ensemble of

NV centres, it is essential to optimise the procedure to take full advantage of

the diamond geometry. In this last section, the optimisation tools discussed

in section 3.2.3 are applied to a concrete case where the NV centres’ signal is

exploited to image current-induced magnetic fields.

3.3.1 Measuring Oersted fields using NV centres in diamond

The principle of the experiment is depicted in figure 3.12. Long-range magnetic

fields, also known as Oersted fields [211], are created by static electrical current

distributions according to the Biot-Savart law (equation (3.14)):

B(r) =
µ0

4π

˚
J(r′)× (r− r′)

|r− r′|3 d3r, (3.14)
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where µ0 is the vacuum permeability, r is the spatial coordinates at the ob-

servation point, and J(r′) is the current distribution in the source plane.

Magnetic field isolines in figure 3.12 show that magnetic field contributions

merge with distance from the current source, resulting in blurry patterns.

Hence, it is primordial to place a diamond homogeneously implanted with

near-surface NV centres in the vicinity of the current flow. With such a setup,

the electron spin of each NV centre is affected by the magnetic field via the

Zeeman interaction HEZ = −γNVB ·S. Probing this Zeeman interaction on the

multiple NV orientations (figure 3.3), is done here by performing cw-ODMR

on the NV centres.

z x N
Figure 3.12: Sensing Oersted fields with NV centres. Representation of

Oersted fields created by two counter-propagative wires. Solid lines
with arrows represent the magnetic flux lines, and dashed lines
represent magnetic field isolines. A diamond with near-surface NV
centres is brought close to the wires to sense the Oersted fields with
high resolution.

3.3.2 Complex structure: a challenging demonstration

Figure 3.13 shows the copper fabricated microstructure used for the experiment

discussed in this section. In order to demonstrate the technique’s robustness,

the structure is designed with a shape featuring an eagle (figure 3.13), where

the sharp edges and corners make the magnetic field reconstruction challenging.
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(a)

50 µm

(b)

10 µm

Figure 3.13: Eagle-shaped microstructure under bright illumination. a)
Full structure showing the pads that serve to connect the structure
to an electronic source via wire bonding. b) Close-up on the region
of interest (ROI).

As briefly discussed in section 3.3.1, the distance between the sensors and the

current source plays a crucial role in defining the spatial resolution. Minimis-

ing this distance using a diamond microplate, as shown in figure 3.14, ensures

preserving the spatial resolution defined by the sensor.

20 µm
Figure 3.14: Diamond plate glued on top of the eagle-shaped mi-

crostructure.
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3.3.3 Downstream analysis of the ODMR spectra

A voltage of 20mV is applied to the structure, resulting in a current of about

600 µA. In order to image the resulting Oersted field, the NV-based widefield

microscope described in chapter 2 is employed to perform cw-ODMR over a

region of about 90µm× 90µm, capturing the entire eagle-shaped structure.

In order to suppress background illumination and fluctuations of the ODMR

baseline, the ODMR signal is acquired with microwave ON, labelled as PLON,

and with microwave OFF, labelled as PLOFF. The signals PLON and PLOFF

are then used to compute the Michelson contrast [212] of the ODMR signal,

defined as:

Michelson contrast =
PLON − PLOFF

PLON + PLOFF
. (3.15)

The strategy for extracting the full vector information from the ODMR spec-

trum for each pixel follows the procedure developed in [168].

First, the data are analysed using nonlinear least-squares numerical minimi-

sation to fit the ODMR spectrum at each pixel, as depicted in figure 3.15. The

model for fitting the spectra is the sum of eight Lorentzian functions, defined

as:

L(ω;A,ωexp, σ) = y0 +
4∑

i=1

∑
j=±

Ai,j

π

[
σi,j(

ω − ωexp
i,j

)2
+ σ2

i,j

]
, (3.16)

where the resonance frequencies ωexp
i,j , linewidths 2σi,j , amplitudes Ai,j and

the offset y0 are all free parameters. The indices i, j identify the resonance

frequencies where i ∈ [A,B,C,D] is associated to the NV centre’s orientation

as illustrated in figure 3.3 and j ∈ [−,+] is associated to the spin statesms = −1

and ms = +1, respectively.

For a robust analysis, the fitting procedure is based on the Levenberg-

Marquardt algorithm [213, 214]. The Levenberg-Marquardt algorithm reduces
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Michelso
n Contra

st (a.u.) 0.000-0.010
-0.020 MW frequency (GHz)

Michelso
n Contra

st (a.u.)

MW frequency (GHz)
Figure 3.15: Multi-lines ODMR fitting procedure. Each pixel contains an

ODMR spectrum fitted using the Levenberg-Marquardt algorithm
for a robust analysis across the FOV.

the sum of the squares of the errors between the model function defined by

equation (3.16) and the data points acquired experimentally. This minimisation

is done through a sequence of well-chosen updates on the values of the model

parameters. With such an algorithm, the choice of the initial guess is crucial to

allow the minimisation to converge towards the right solution. As the resonance

shifts are small across the FOV, computing the median of the ODMR spectra
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Lorentz
ian’s cen

tre ω (MH
z)

Figure 3.16: Fitted Lorentzian centre parameter for each pixel over the
FOV. Scale bars are 10µm wide.

over all the pixels and taking the returned fitting parameters is sufficient to set

the initial guess for each pixel.

Finally, from the returned fit parameters of each pixel, the centre frequencies

of each experimental resonance transition {ωexp
i,±}i=A to D are extracted. The

resulting resonance transitions are shown in figure 3.16 when the current runs

through the eagle-shaped microstructure.

The resulting frequencies {ω±,i}i=1 to 4 are then used to infer the Hamiltonian

parameters (denoted here as the vector p⃗) by using the l-BFGS-b solver to

minimise the root-mean-square error function, also called cost function and

given by:

χ =
∑[

ωexp
i,j − ω

(
B⃗,Dgs + δ, α, β

)]2
. (3.17)

In equation (3.17), ω
(
B⃗,Dgs + δ, α, β

)
is calculated using the ground state

Hamiltonian HNV i for each NV axis, as given by equation (3.2). The overall

optimisation process is summarised in figure 3.17.

The initial guess to minimise the cost function given by equation (3.17) is

determined by using the knowledge of the background magnetic field. To visu-
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Procedure based on Levenberg–Marquardt algorithm to fit the ODMR spectra in each single pixelMW frequency (GHz)Michelson
 Contrast

 (a.u.)
1 Fitting procedure to obtain          

2 3Estimation of the par minimising the cost function

Spectrum of the NVs

Hamiltonian                of each NV sub-family
Transition frequenciesB-field projection along 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NV axes(+ effect of the other parameters )

Figure 3.17: Optimisation overall process. 1) ODMR spectra are fitted for
each pixel over the FOV, and the experimental resonance frequen-

cies are extracted. 2-3) The parameters par =
(
B⃗,Dgs + δ, α, β

)
are estimated by iteration until minimising the cost function χ. B-
field represents the magnetic field.
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alise the minimisation process, spherical coordinates, as shown in figure 3.18,

are used to represent the cost function χ, with only the angles θ and φ as free

parameters. The resulting representation is given by figure 3.19. The choice of

the background magnetic field defines the boundaries of the problem for which

there is a unique solution.

x y
z

Figure 3.18: Lab frame spatial coordinates. The Cartesian coordinates are
given by (x, y, z) and the spherical coordinates are given by (r, θ, φ).

(a)

2.0e51.5e51.0e50.5e5

(b)

Figure 3.19: Cost function χ with free parameters θ and φ. The red
square represents the boundaries chosen according to the back-
ground magnetic field, and the purple cross represents the initial
guess.
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3.3. Application to Oersted fields imaging

Finally, the data are fully processed with all the parameters free. In order

to account for the Oersted field created by the closed-circuit only, the magnetic

field sensed by the NV centres is measured twice: with current ON and then

with current OFF. The difference between the magnetic field obtained with a

closed-circuit and the magnetic field obtained with an open-circuit are given in

figure 3.20. The maps clearly reflect the features of the eagle, such as sharp

edges and smooth features. Besides, the magnetic field magnitude corresponds

to the expected magnitude given by equation (3.14) when taking into account

the geometry of the system and the current amplitude sent to the microstruc-

ture. Thus, the optimisation process successfully reconstructed the Oersted

fields created by the structure in the lab frame.B  (µT)x B  (µT)y B  (µT)z

xy
Figure 3.20: Oersted fields induced by the current flowing through the

Eagle-shaped microstructure. The maps are represented in the
lab frame with Cartesian coordinates (x, y, z). The scale bars are
10 µm wide.

In addition, the maps resulting from the parameters Dgs are shown in fig-

ure 3.21. Dependence on temperature is observed, with the maps showing an

average temperature increase of about 4 ◦C (an increase in temperature shifts

the frequency to lower values). This can be used to observe an abnormal tem-

perature rise in circuits and locate defects.

Finally, as predicted in section 3.2.2, for such fields α and β show similar be-

haviour. In order to image vector strain/electric fields, the fields must be large

enough to induce a few tens of MHz shifts. Alternatively, the background mag-
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Figure 3.21: Resulting Dgs parameter. Dgs,ON represents the Dgs when cur-
rent is running through the circuit and Dgs,OFF represents the Dgs

with the background magnetic field only. The scale bars are 10µm
wide.

netic field must be carefully engineered to enhance the NV centre’s sensitivity

to such fields.

(a) (b)

Figure 3.22: Resulting α and β parameters. αON−OFF and
βmathrmON −OFF represent the resulting α, β when cur-
rent is running through the circuit and the background magnetic
field is retrieved. The scale bars are 10 µm wide.

3.4 Conclusions and outlook

This chapter discussed a robust method to reconstruct the magnetic fields in

the lab frame without prior knowledge about the sample. Such a technique

is crucial for imaging current distributions or magnetisation. As NV centres

do not rely on cryogenic temperatures like SQUID magnetometers and can be

designed in nanoscale sizes, they can be brought into close vicinity to the sample

of interest, thus making them ideal for sub-micro imaging application.
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The ODMR signal is rich, and further information can be extracted from the

spectra. The parameters {ωexp
i,±}i=A to D are sufficient to reconstruct the vector

magnetic field, as shown in section 3.3.3. However, it is worth noting that the

remaining parameters, such as the Lorentzian amplitude and linewidth shown

in figures 3.23 and 3.24, respectively, can help to find more information about

the device and the experimental conditions.

Amplitud
e A (a.u.

)

Figure 3.23: Fitted Lorentzian amplitude parameter. Scale bars are 10µm
wide.

HWHM σ 
(MHz)

Figure 3.24: Fitted Lorentzian linewidth parameter. Scale bars are 10µm
wide.

In particular, the linewidth of the Lorentzian function depends on the MW

power, as derived in [37, 109]. The half width at half maximum (hwhm) pa-
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rameters can be used to observe MW effects on the device, such as potential

cross-talks. Alternatively, the hwhm can be used to sense fields in the GHz

regime using ODMR measurements. The amplitude can also help to determine

the control fields of the NV centres (such as the optical field intensity). The

resulting maps are shown in figure 3.24 for the hwhm and figure 3.23 for the am-

plitude, where clear effects of the control fields on the eagle can be seen. Thus,

with the ODMR measurement alone, many experimental parameters can be de-

termined, and future developments in this direction would lead to a practical

and compact NV microscope.

In addition, the method has been designed to extract a large number of pa-

rameters, allowing simultaneous mapping of the vector magnetic field, Dgs, α

and β. This is particularly relevant for experiments where multiple parame-

ters must be tracked, such as observing transition phase phenomena. Future

developments incorporating a dynamic background magnetic field optimised to

track specific parameters can be envisioned to perform multiple experiments on

a sample.

Finally, mapping Oersted fields is not always sufficient to capture all the

physics behind current distributions. Therefore, it is important to generate

current maps. Thus, current distributions, as shown in figure 3.25, can be

reconstructed using Oersted field maps. The procedure is described in the next

chapter.

2 J  (A/m )x 2 J  (A/m )y 2 J  (A/m )z 2 |J |(A/m )tot

Figure 3.25: Reconstructed current distribution map of the eagle-
shaped microstructure. The maps are represented in the lab
frame with Cartesian coordinates (x, y, z). The scale bars are 10 µm
wide.
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Chapter 4

Current reconstruction: the magnetic

inverse problem

Stray magnetic fields contain significant information about the electronic and

magnetic properties of a source system. Retrieving these properties is crucial

for a wide range of applications in various fields of science and technology,

including condensed matter physics [42, 141], earth sciences [215], medicine [216,

217] and for the development of integrated circuits, as described in chapter 5.

The conversion of the magnetic field into the desired source quantity, such as

current density or magnetisation, is known as themagnetic inverse problem. The

reconstruction of two-dimensional magnetisation patterns using NV centres is

described in [42, 218].

This chapter discusses the non-invasive detection of currents, which is possible

through the detection of long-range Oersted fields created by moving charges,

according to the Biot-Savart law. Although mapping Oersted fields does not

provide a direct picture of the current flow, the current density can be accurately

reconstructed for some geometries. The methods for reconstructing the current

density using Maxwell’s equations and the Fourier formalism are discussed in

this chapter.
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The chapter is structured as follows:

(1) Section 4.1 gives an introduction to the inverse problem by means of a

case study, used throughout the chapter.

(2) Section 4.2 gives insights into how to interpret magnetic field patterns ac-

cording to Maxwell’s equations and discusses the quantitative information

that can be retrieved.

(3) Section 4.3 describes the method for reconstructing current density pat-

terns based on the deconvolution method using the Fourier filter formal-

ism. The process is applied to planar 2D structures, 2.5D slab structures,

and 3D designs.

(4) Finally, in section 4.4, the conclusions and outlook of the chapter are

discussed.

4.1 Introduction to the inverse problem using a case

study

4.1.1 Maxwell’s equations

Electromagnetic waves can be expressed using classical and quantum descrip-

tions.

In the quantum description, the field appears as a collection of photons and

is of relevance in processes involving a discrete number of light particles, such

as two-photon microscopy [219, 220].

In the classical approach, electromagnetic waves are the association of an

electric field E with an orthogonal magnetic field B. They can be described

mathematically by the Maxwell’s equations summarised in the table 4.1. In this

work, the classical formalism is adopted.
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Gauss’ electric law ∇ ·E =
ρ

ε0
(4.1)

Gauss’ magnetic law ∇ ·B = 0 (4.2)

Faraday’s law of induction ∇×E = −∂B
∂t

(4.3)

Ampère’s circuital law ∇×B = µ0

(
J+ ε0

∂E

∂t

)
(4.4)

Table 4.1: Maxwell’s equations in the SI units system.

4.1.2 The inverse problem

A planar U-shaped microstructure, as depicted in figure 4.1, is considered.

0.4 µm1.0 µm120 µm
120 µm I

x y
z

Figure 4.1: Geometry of the U-shaped current-carrying wire with lab-
frame coordinates xyz.

A current of amplitude I = 10mA runs through the structure, resulting in

the current distribution shown in figure 4.2. The Biot-Savart law given by

equation (3.14) describes how magnetic fields are generated at a given distance

from a current source. However, as illustrated in figure 4.3, the inverse operation

is not straightforward and is known as the magnetic inverse problem [221].

Solving the magnetic inverse problem can be a difficult task because magnetic

fields decrease and spread rapidly with distance from the source, as shown in
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y x
I

I

I

Figure 4.2: Current distribution simulation. A current of amplitude I =
10mA runs through a 1µm-wide planar structure, resulting in the
current distributions Jx, Jy and thus, |Jtot| =

√
J2
x + J2

y . The scale
bars are 10 µm wide.

figure 4.4. Thus, originally separate sources can produce magnetic fields that

either blend or cancel each other out. Such an evolution leads to magnetic pat-

terns in which the geometry of the source is lost after only a few µm. Therefore,

minimising the distance between the source and the magnetic field sensor is a

crucial parameter to consider when designing the sensing experiment.

? Biot‑Savart

Figure 4.3: Current distribution: the inverse problem. Deriving the mag-
netic field distribution from knowledge of the current source can be
done using Biot-Savart law. The inverse procedure is not a straight-
forward problem to solve. The scale bars are 10 µm wide.

96



4.1. Introduction to the inverse problem using a case studyΔz = 0 µmΔz = 1.5 µmΔz = 10 µmΔz = 20 µm|B| (mT
)

tot 
Current source I =10 mA

120 μm 120 μm
Figure 4.4: Current distribution and induced Oersted fields over the

distance. As described by Biot-Savart law given by equation (3.14),
a magnetic field produced by a current source spreads over the dis-
tance of observation.

In the following, methods for reconstructing the current density distribution

and techniques for retrieving information about the magnetic field sources, such

as the current amplitude or the position of the wires, are described. To this end,

the Oersted fields generated by the U-shaped microstructure are simulated and

serve as a data basis. The Oersted fields are simulated for a reasonable distance

from the source, i.e. for a realistic realisation with the NV-based widefield

microscope, here for a distance of ∆z = 1.5 µm from the wire, as shown in

figure 4.5.

Figure 4.5: Oersted fields at a distance 1.5 µm from the source plane.
The scale bars are 10 µm wide.
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4.2 Interpretation of magnetic fields patterns according

to Maxwell’s equations

4.2.1 A qualitative approach for solving the inverse problem

If no information can be obtained about the geometry of the experimental en-

vironment, e.g. the distance between the sensor and the source, using the

Ampère’s circuital law given by the equation (4.4), can be sufficient to recon-

struct the global pattern of the current density. To do this, the curl of the vector

field B must be calculated, and thus the data must obey the Nyquist-Shannon

sampling theorem [222].

For a planar source of stationary current J = (Jx, Jy, 0)
⊺, J is given by:

J (x, y) =
1

µ0


∂Bz
∂y

− ∂Bz
∂x

0

 . (4.5)

Applying Ampère’s circuital law to the magnetic field map Bz obtained in

figure 4.5 results in figure 4.6a.

(a) Δz = 1.5 µm (b) Δz = 0.2 µm
Figure 4.6: Current density reconstructed using Ampère’s law. a) Cur-

rent distribution reconstructed using Bz acquired at z = 1.5 µm. b)
Current distribution reconstructed using Bz acquired at the surface
of the lead, i.e. z = 0.2 µm. Scale bars are 10 µm wide.
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Spreading of the current distribution over the edge of the structure can be

observed. Since the Ampère’s law describes the current distribution in the

source plane, it is unsuitable for measurements away from the source. However,

this method is relevant for measurements near contact with the source, such

as in figure 4.6b. Although this method is not well suited to the widefield

microscope, it can be well adapted to scanning probe devices that can collect

enough data points across microstructures and measure the field nearly at the

contact with the sample.

4.2.2 Quantifying the current amplitude in the leads

Quantifying the current amplitude in the leads can be done with the Stokes

theorem or the infinite wire approximation. Both methods are discussed in the

following.

4.2.2.1 Using Stokes theorem

Stokes’ theorem states that the line integral of a vector field over a loop equals

the flux of its curl through the enclosed surface. The theorem implies that one

can determine the current amplitude if the cross-section of the magnetic field

signal is fully integrated over a line. Stokes’ theorem, applied to the Ampère’s

law, is thus defined as:

Ix =
µ0

2

ˆ
Bydy, (4.6)

Iy =
µ0

2

ˆ
Bxdx, (4.7)

where Ix is the current amplitude in a lead along the x−axis and Iy is the

current amplitude in a lead along the x−axis.

Integrating the signal |Bx(x, y = 50µm)|, as depicted in figure 4.7, according

to equation (4.6) yields a current amplitude |I| = 9.13(5)mA in each lead. The

method is slightly more accurate when a single lead is simulated separately,
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(a) (b)

Δz = 0.2 µm :
Δz = 1.5 µm :

Figure 4.7: Current amplitude estimated using Ampère’s law and
Stokes’ theorem. a) Schematic representation of Stokes’ theorem.
b) The blue curves represent the intersections of the lines along x
for |Bx| and |Bxy| at y = 50 µm and ∆z = 1.5 µm. The pink curve
represents the line intersection along x for |Bx| at y = 50µm and
∆z = 0.2 µm.

as it returns a current amplitude |I| = 9.56(5)mA in the lead. If only Bxy is

available in an experiment (e.g. for a single NV centre or SQUID), the signal is

then integrated over |Bxy(x, y = 50µm)|, and equation (4.6) provides a current

amplitude |I| = 20.2(2)mA in each lead. Therefore, the contributions of By

completely distort the results and the method should only be used for well-

separated wire contributions. Finally, this method becomes very accurate when

the signal is measured in close proximity to the source since it yields |I| =

9.92(5)mA in each lead when ∆z = 0.2 µm.

Thus, using Stokes’ theorem for simple circuits in a widefield setup can be a

simple and quick method to evaluate current amplitudes. For better accuracy,

the data should be fitted with the infinite wire approximation, as described in

the next section.

4.2.2.2 Using the infinite wire approximation

As mentioned earlier, the cross sections can be fitted according to the Biot-

Savart model given by the equation (3.14) and using the infinite wire approxi-

mation as follows:
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z Δzrwire x0 Obsrxy x sensors
wireIy,x

Figure 4.8: Schematic view of the xz−plane of a typical experiment.
The variables used to fit the data using equation (4.8) are labelled
according to an arbitrarily chosen observation point Obs.

Bx,y =
µ0Iy,x∆z

2π[|rxy − rwire|2 +∆z2]
+ o, (4.8)

where Iy,x is the lateral current amplitude, rxy is the observation position

on the xy-plane, rwire is the position of the current source on the xy-plane,

∆z is the distance between the current source and the observation position on

the vertical axis z and o is a constant offset. For better representation, the

parameters are shown in figure 4.8.

Fitting the signal Bx(x, y = 50µm) at ∆z = 1.5 µm, with the infinite wire

model and keeping the parameters I and ∆z free results in figure 4.9. The

fitting parameters result in a current amplitude |I| = 10.07(1)mA in each lead

and a distance z = 1.550(2)µm.

Mainly, the fit gives information about the total current amplitude in the

leads and the localisation of the current sources with respect to the observation

position in Cartesian coordinates {x, y, z}. Additionally, such fit can help in

investigating multi-layered devices, as further explored in chapter 5. The next

section discusses how to image the current distributions using their associated

magnetic field images.
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Figure 4.9: Curve fit with infinite wire approximation. Line intersection
of Bx along x at y = 50 µm and ∆z = 1.5 µm, where the blue
dots represent the data and the red line represents the fit using the
equation (4.8) as a model.

4.3 Reverse propagation

The procedure follows the method described in [223, 224], where the components

of the magnetic field are used to numerically invert the Biot-Savart law given

by the equation (3.14).

To reconstruct the lateral current density Jxy, the integral equation of the

Biot-Savart law must be solved with Jx, Jy as unknown elements. To solve the

equations, the Biot-Savart law can be rewritten as a convolution, such as:

B(r) =
µ0

4π
J(r′) ∗G(r− r′), (4.9)

where B(r) is the magnetic field observed at the observation position r, J(r′)

is the current distribution at the source plane, and G(r− r′) is a green function

describing the spreading of the magnetic field over the distance from the current

source. For better interpretation, the convolution is illustrated in figure 4.10.

To extract the J(r′) term, equation (4.9) is deconvoluted [225] using the

Fourier formalism, which has been introduced in chapter 2. This method is

powerful since it can partially compensate for the loss of spatial resolution due
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*=
Figure 4.10: Convolution of the current density at the source plane

J(r′) with the green function G(r− r′). As described in equa-
tion (4.9), the Oersted field observed at the position r can be con-
sidered as the result of a convolution between the current distri-
bution at the source plane and a green function describing the
spreading of the magnetic field over the distance from the source.
The scale bars are 10 µm wide.

to field propagation. However, a major drawback is that the method amplifies

the high-frequency components of the Fourier domain and, hence, noise. In

order to compensate for the noise amplification effect, the procedure requires

spatial filtering to dampen the high-frequency components. However, filtering

tends, in turn, to smooth out the fine features of the image. Consequently,

the magnetic field’s signal-to-noise ratio must be optimised to obtain the most

accurate current density mapping to limit the use of filters. In this work, this

is achieved by considering a precise NV Hamiltonian when determining the

magnetic field contribution described in section 3.1.3.

The Fourier transforms of the magnetic fields generated by the U-shaped

microstructure are given by bx, by and bz, as shown in figure 4.11. The U-

shaped structure is simple and noise-free, so the Fourier transform pattern is

easy to understand since the wires contribute to the signal with sinus cardinal

(sinc) functions. On the Fourier images, we can see that bx results from the

combination of two sinc functions on the kx-axis while by corresponds to a single

sinc function on the ky-axis. Besides, we can see that bz is the combination of bx

and by. Thus, having access to bz only to determine the lateral current density
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Figure 4.11: Magnetic field in the Fourier plane, with zp = 5. The upper
curves show the trace at ky = 0. The scale bars = 10*zp units.

inherently causes singularities since the frequencies on kx = 0 and ky = 0 cannot

be correlated.

(a)

low res, no zp

(b)

high res, no zp

(c)

high res, zp = 5

(d)

high res, zp = 10
Figure 4.12: Effect of spatial resolution and zp on the Fourier signal.

Low resolution (res) is defined as 1 pixel = 1 µm in real space while
high resolution is defined as 1 pixel = 0.2 µm.
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4.3. Reverse propagation

It is important to note that with discretised field maps, undersampling can

lead to loss of information. Therefore, to avoid undersampling of the spectrum

by the fast Fourier transformation (FFT) algorithm, zero padding (zp)1 was

used. The effects of zp on the Fourier signal are shown in figure 4.12.

Using the Fourier transforms of the magnetic field bx, by and bz, the Biot-

Savart law can now be deconvoluted. In the following, different geometrical

dimensions are considered.

4.3.1 Two-dimensional current reconstruction

When a current is confined in a 2D structure lying in the xy-plane (i.e. z = 0),

J can be redefined as a lineal current density expressed in units of A/m that

depends only on the planar coordinates (x, y). The integral equation (3.14)

becomes a 2D integral over (x′, y′). With JT = (Jx Jy 0), the components of

the magnetic field can therefore be expressed as follows:

Bx(x, y, z) =
µ0z

4π

+∞¨

−∞

Jy(x
′, y′)

[(x− x′)2 + (y − y′)2 + z2]3/2
dx′dy′, (4.10)

By(x, y, z) =
µ0z

4π

+∞¨

−∞

−Jx(x′, y′)
[(x− x′)2 + (y − y′)2 + z2]3/2

dx′dy′, (4.11)

Bz(x, y, z) =
µ0

4π

+∞¨

−∞

Jx(x
′, y′)(y − y′)− Jy(x

′, y′)(x− x′)

[(x− x′)2 + (y − y′)2 + z2]3/2
dx′dy′. (4.12)

When the 2D current runs in a slab delimited by the planes z = z1 and z = z2,

the dimensions are considered as 2.5D, and the current density is expressed in

units of A/m2. The equations can be rewritten as follows:

1i.e. adding additional zeros to extend the frame of the original data to obtain finer
frequency bins in the Fourier frame.
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Bx(x, y, z) =
µ0z

4π

+∞¨

−∞

z2ˆ

z1

Jy(x
′, y′)

[∆x2 +∆y2 +∆z2]3/2
dx′dy′dz′, (4.13)

By(x, y, z) =
µ0z

4π

+∞¨

−∞

z2ˆ

z1

−Jx(x′, y′)
[∆x2 +∆y2 +∆z2]3/2

dx′dy′dz′, (4.14)

Bz(x, y, z) =
µ0

4π

+∞¨

−∞

z2ˆ

z1

Jx(x
′, y′)∆y − Jy(x

′, y′)∆x

[∆x2 +∆y2 +∆z2]3/2
dx′dy′dz′, (4.15)

where:
∆x = (x− x′),

∆y = (y − y′),

∆z = (z − z′).

Additionally, the continuity condition for the current can be added:

∇ · J = 0. (4.16)

Using the Fourier transform defined by:

f(kx, ky, z) =

ˆ +∞

−∞

ˆ +∞

−∞
F (x, y, z)ekxx+kyydxdy, (4.17)

the set of equations can be rewritten in the Fourier space {kx, ky}, such as:
bx

by

bz

0

 =
µ0

4π


0 gz

−gz 0

gy −gx
ikx iky

 ·

(
jx

jy

)

where {bx, by, bz}, {jx, jy, 0} , {gx, gy, gz} are respectively the Fourier com-

ponents of the magnetic field B, the current density J , and the green function
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G. The difference between the 2D and the 2.5D system lies in the expression

of the green function, which can be found in [226].

With two unknowns and four equations, it is an overdetermined system. The

system can be solved as it is but because the use of Bz introduces a singularity

and tends to produce artefacts, the system is reduced to a determined system:(
bx

by

)
=
µ0

4π

(
0 gz

−gz 0

)
·

(
jx

jy

)

To solve this system, where the Fourier components {jx, jy, 0} are the un-

known parameters, the QR decomposition method [227] is used and a brief

description can be found in the appendix C. Since the data for these simu-

lations are noise-free, no additional filter is required and the inverse Fourier

transform of jx and jy can be computed. The results are given in figure 4.13

for a 2D structure and in figure 4.14 for a 2.5D structure of total thickness =

0.4 µm.

y x
I

I

I

Figure 4.13: Current distribution reconstructed using the 2D lineal
model. The scale bar are 10 µm wide.

When dealing with real data, as in chapter 5, a Hanning window (see chap-

ter 2) is used on jx and jy to smooth out high-frequency components that tend

to exacerbate noise. Thus, the QR decomposition method is used to solve the
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y x
II

I
Figure 4.14: Current distribution reconstructed using the 2D model in

a slab. Scale bar are 10µm wide.

problem and an inverse Fourier transform is calculated on the returned param-

eters jx and jy. Finally, total variation denoising is applied to the data using

the Chambolle’s algorithm [228].

As described in [218], using the lateral components Bx and By shows better

performance for the current reconstruction than using the vertical component

Bz. As already discussed, one reason for this is that Bz introduces a singularity

into the deconvolution process. Furthermore, Bz has an intrinsic longer-range

behaviour compared to the lateral components Bx and By, which leads to arte-

facts in the current reconstruction procedure. In addition, it is important to

note that the clear separation between Bx and By provides better readability of

the signal than seeking Bz only, e.g. as given with SQUIDs. Finally, this abil-

ity to distinguish Bx from By is crucial in multilayered chips where orthogonal

signals may overlap at the observation position.

4.3.2 Three-dimensional current reconstruction

Knowing Bx, By grants us access to a fully determined system when the three-

dimensional components of the current density are unknown parameters. The

equations are rewritten as follows:
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Bx(x, y, z) =
µ0

4π

+∞¨

−∞

z2ˆ

z1

Jy(x
′, y′, z′)∆z − Jz(x

′, y′, z′)∆y

[∆x2 +∆y2 +∆z2]3/2
dx′dy′dz′ (4.18)

By(x, y, z) =
µ0

4π

+∞¨

−∞

z2ˆ

z1

Jz(x
′, y′, z′)∆x− Jx(x

′, y′, z′)∆z

[∆x2 +∆y2 +∆z2]3/2
dx′dy′dz′ (4.19)

Bx(x, y, z) =
µ0

4π

+∞¨

−∞

z2ˆ

z1

Jx(x
′, y′, z′)∆y − Jy(x

′, y′, z′)∆x

[∆x2 +∆y2 +∆z2]3/2
dx′dy′dz′ (4.20)

In the Fourier space, this translates to:
bx

by

bz

0

 =
µ0

4π


0 gz −i gzky

k

−gz 0 i gzkx
k

i
gzky

k
−i gzkx

k
0

−i kx
k

−i ky

k
∂jz
∂z

 ·

jxjy
jz



Again, the contribution from bz is left out and the system is reduced as follows:

bxby
0

 =
µ0

4π

 0 gz −i gzky

k

−gz 0 i gzkx
k

−i kx
k

−i ky

k
∂jz
∂z

 ·

jxjy
jz


As for the 2D case, a QR decomposition method (see appendix C) is used to

solve the system and a Hanning window is applied on jx, jy and jz to filter high-

frequency components on real data, as used in chapter 5. Finally, an inverse

Fourier transform followed by a Chambolle denoising algorithm is applied to

the returned parameters, resulting in Jx, Jy, Jz maps shown in chapter 3 and 5.

4.4 Conclusions and outlook

This chapter discussed different approaches to solving the magnetic inverse prob-

lem to reconstruct the current distributions.
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First, a qualitative method for interpreting magnetic field patterns using the

Ampére’s law was presented. The equation is valid in the plane of the source,

whereas measurements are usually acquired away from the source plane. There-

fore, this method is only a good approximation if the measurements are taken

close enough to the source (e.g., at the surface of the conductor). The advan-

tage of this method is to avoid singularities in uniaxial sensors (e.g. a single NV

centre). However, the signal must be highly resolved to process the curl of the

vector (i.e. the signal’s rise due to the current must obey the Nyquist-Shannon

sampling theorem). Therefore, the method can be helpful for scanning probe

devices where a single NV centre is employed.

Secondly, two methods were introduced to quantify the current amplitude in

the leads. The first method uses the Stokes’ theorem. It is simple to implement,

but the technique is only accurate if the signal of each wire is clearly defined. In

addition, the signal must be fully integrated (i.e. the FOV must be large enough

for the signal to vanish towards zero or be fully interpolated) and background-

free. The second method fits the data with the infinite wire approximation.

This time, the procedure is more accurate (less than 1% error estimate), can

handle multiple wires contribution and gives information about the circuit’s

geometry.

At last, a powerful method for converting Oersted fields to the desired quan-

tity is the deconvolution-based method presented in section 4.3. This technique

reconstructs the current distribution in the source plane by deconvoluting the

signal from a green function containing the propagation information of the sig-

nal. For noise-free images, it perfectly matches the expected values. With real

data, the method can amplify high-frequency noise, and it is important to ap-

ply filters to mitigate this effect. Finally, the method unfolds its full potential

when used with multi-axis sensors. Firstly, because single-axis sensors only pro-

vide Bz when measuring the Oersted fields, the deconvolution process is prone

to singularities in the components of the Fourier transform, for which kx = 0

and ky = 0. In contrast, sensors with multiple axes provide all magnetic field

components and avoid these singularities, which can cause errors, artefacts and
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further amplify noise. Furthermore, the ability of NV centres to capture the full

vector information of the magnetic fields can be used to derive three-dimensional

current distributions, as the systems of equations involved in the deconvolution

process can be fully determined. This capability is crucial for assessing modern

electronics, such as 3D integrated circuits, and is applied in chapter 5.
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Chapter 5

Application to three-dimensional

integrated circuit’s activity imaging

The rapid growth and downscaling of silicon integrated circuits (ICs) have ush-

ered in an unprecedented revolution in many areas of today’s society [229–232].

For example, ICs enabled access to high-speed internet [233], in-car navigation

[234] and the development of medical devices such as leadless pacemakers [235].

However, if the semiconductor community has underpinned Moore’s law [236]

for over 50 years by shrinking the size of electronic components, the scaling

roadmap is nearing its end [229, 237]. Hence, next-generation technologies like

self-autonomous driving devices [238] or the recently unveiled quantum proces-

sor Eagle [239] rely on a new strategy: adopting compact three-dimensional

chip architectures [240–242].

In this regard, device development, optimisation and failure analy-

sis are severely challenged due to the absence of methods for direct

visualisation of three-dimensional charge flow. This particularly con-

cerns multi-layer chips with sub-micron feature sizes, and future advances in

modern technologies critically depend on our ability to analyse such

complex structures reliably.

The use of NV centres for mapping vector currents in ICs is promising be-

cause it combines key features to investigate micro- and nano-electronic devices:
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Chapter 5. Application to 3D integrated circuit’s activity imaging

the method is non-destructive, highly sensitive and presents high spatial reso-

lution in all three-dimensional directions. Pioneering work with NV centres has

successfully demonstrated IC activity imaging [183, 243] but was limited to a

two-dimensional investigation. In this chapter, prior-free imaging of vector cur-

rents in a state-of-the-art three-dimensional integrated circuit is demonstrated.

This work is part of a publication available in [173].

This chapter is organised as follows:

(1) Section 5.1 introduces the particularities of three-dimensional circuit ar-

chitectures. Historical technology advancements leading to this design

and challenges to image electric currents in such structures are briefly

reviewed.

(2) Section 5.2 demonstrates IC’s activity imaging using NV centres. The

current amplitude and temperature gradients of a faulty chip are compared

to those of an operational one.

(3) Section 5.3 presents simulations of Oersted fields generated by multi-

layered ICs comprising vertical interconnects. Procedures to differentiate

signals in such complex structures are discussed.

(4) In section 5.4, reconstructed images of the three-dimensional components

of the current density within the operational chip are presented.

(5) Finally, in section 5.5, the conclusions and outlook of the chapter are

discussed.

5.1 Three-dimensional integrated circuit architecture

5.1.1 More than Moore

The invention of the first programmable, electric computers (Z1 [244], ENIAC

[245], and Colossus [246]) marked the first time in human history where high-

level human thought processes were offloaded to machines that offered better
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5.1. Three-dimensional integrated circuit architecture

execution. A couple of years later, in 1958, the first electronic integrated system1

was elaborated [248, 249]. The idea of a technology roadmap for semiconductors

emerged, leading to Moore’s law in 1965 [236]. In a few words, Moore’s law is

defined as the ability to integrate twice as many transistors into a chip every

two years, at a fixed cost. Following this trend, advances in silicon lithography

[250–252] have enabled such exponential miniaturisation of electronics that has

ushered in the modern technologies surrounding us.

However, as elementary electronic components such as transistors reach

atomic scale [253, 254] and high-density electronics inherently leads to excessive

heat [237], Moore’s law is expected to flatten out by 2025 [255]. Solutions

involving new materials [256, 257], device architectures [241, 242] and switching

mechanisms [258, 259] have emerged to drive technology developments further.

These new strategies, also known as the More than Moore trend, outline a new

semiconductor roadmap [260]. Future advances still depend on system integra-

tion, and one dominant approach is to move from lateral to vertical scaling, i.e.

to a three-dimensional chip architecture as summarised in figure 5.1.

5.1.2 Three-dimensional chip architecture

Three-dimensional integration of micro and nano-systems has become essential

for advancing semiconductor technologies [261]. Vertical scaling dramatically

enhances chip performances by further improving the functionality of IC tech-

nology and reducing the design’s complexity.

An integrated three-dimensional circuit (3D-IC) consists of two or more layers

of vertically stacked active electronic components, interconnected with vertical

elements such as through-silicon vias (TSVs) [262]. Such structure improves

bandwidth between chips, leading to faster data exchange and overall system

energy savings through reduced communication ways. Finally, the 3D design

increases integration densities and facilitates heterogeneous materials, devices,

and signals co-integration, as shown in figure 5.2. Hence, such a design enhances

performance and range of capability. For example, heterogeneity allows image

1This invention led to the 2000 Nobel Prize in Physics [247].
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�. Geometrical Scaling (1975‑2002)      �. Equivalent Scaling (2003 2024)˜
        �. �D Power Scaling (2025 2040)˜

Reduction of horizontal and vertical physical dimensions in conjunction with improved performance of planar transistors.
Reduction of only horizontal dimensions in conjunction with     introduction of new materials and new physical e�fects. New vertical structures replace the planar transistor.
Transition to complete vertical device structures. Heterogeneous integration in conjunction with reduced power consumption become technology drivers.

Figure 5.1: The different ages of scaling. The three eras of transistor scal-
ing highlighted by NTRSa, ITRSb, ITRS 2.0, IRDSc. Adapted from
[260].

aNational Technology Roadmap for Semiconductors
bInternational Technology Roadmap for Semiconductors
cInternational Roadmap for Devices and Systems

sensors to be integrated with processors and can significantly impact future

computer vision systems [263].

Overall, 3D-IC devices promise to offer multiple advantages over conventional

2D-IC devices. However, three-dimensional integration requires a better under-

standing of the many overlapping and vertically interconnecting systems. For

this, adapted sensors are required.

5.1.3 Probing three-dimensional chip’s activity

5.1.3.1 IC failure analysis

The design of a new electronic chip involves several stages, of which failure

analysis serves to predict and determine the root cause of a malfunction. The

design process typically requires a 12-18 month phase of iterative debugging,

and failure analysis is frequently required at other times during the development
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Sensors, ImagersRF circuitsMemory stackProcessorPower supply
Figure 5.2: Compact heterogeneous 3D-IC architecture. Each active 3D-

IC layer contains functional units such as processor cores and memo-
ries and heterogeneous devices such as analogue radiofrequency (RF)
circuits and sensors. TSVs are integrated into the 3D-IC to generate
signal, power or ground between different levels and allow commu-
nication between different layers of equipment.

process [264]. Early life failure analysis is critical as it helps to validate a

functional design at an early stage of the semiconductor chain, as shown in

figure 5.3, and thus steer the manufacturing process adequately.

Several aspects need to be investigated, which can fall into three categories:

physical failure analysis, electrical failure analysis and data failure analysis.

Physical examination is primarily used to inspect manufacturing defects, elec-

trical investigation is used to pinpoint failure sites and data analysis is used

to predict the behaviour of a chip. These techniques and tools have evolved

alongside the chip designs over the past few decades [265]. In physical failure

analysis, for example, the process has developed from standard microscopy to

scanning electron microscopy (SEM) [266, 267], which makes it possible to de-

tect local material anomalies on the chip surface. In electrical analysis, hot

spots in the functioning device can be investigated with infrared (IR) imaging
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2

fabs replace guesswork and human intuition with 
fact-based knowledge, pattern recognition, and 
structured learning. In addition to reducing errors, 
streamlining production, and decreasing costs, 
these tools might even help fabs discover new 
business models and capture additional value.

Although analytical tools are just beginning to gain 
traction at fabs, semiconductor players already 
have many options from which to choose, since 
many technology players have recently developed 
specialized solutions to streamline the chip-
manufacture process. We chose three companies 
from the large pool of innovators to serve as 
representative examples of nascent disrupters, 
interviewing their business and technology leaders 
to gain further insights into their capabilities. Our 
goal here is not to endorse companies selectively but 
to provide diverse examples of emerging solutions 
for semiconductor companies that might be 
unfamiliar with the new offerings. 

Optimizing yield by preventing errors 
proactively
Advanced data analytics now offer fabs an 
opportunity to test and flag possible points of failure 
in virtual or digital-design files. Companies can 
then correct errors in physical designs and improve 
yield and reliability without running a single wafer 
or making a mask. Fabs can also use the same 
techniques to generate and run virtual and actual 
test chips, allowing them to identify and eliminate 
marginalities while simultaneously optimizing 
processes. Finally, advanced data analytics allow 
fabs to combine numerous inputs from sensor and 
tool data with extensive process-level information 
to create a rich, multivariate data set. They can then 
rapidly isolate and amplify possible sources of chip 
or equipment failure, giving them an early warning 
of potential problems. The tools can learn from prior 
designs and enhance their ability to detect failures 
over time. To gain more insight about new tools 
that may prevent errors, we spoke with Bharath 

Exhibit Fabrication plants are struggling to manage increased complexity along the 
semiconductor value chain.

Semiconductors 2016
Reimagining Fabs
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and veri!cation
over the last
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Figure 5.3: Current state of the semiconductor value chain. Failure anal-
ysis is an important process in manufacturing an electronic chip.
Powerful and reliable analysis techniques are required to reduce over-
all costs. Reprinted from [264].

[268, 269], but the method is insufficient to locate a fault in a complex chip.

Therefore, sophisticated SQUID-based microscopes have been developed that

allow imaging of the current distribution and reveal anomalous chip behaviour

with high precision [270]. Finally, several techniques can be combined in a single

device to perform a complete and efficient failure analysis [271].

Although failure analysis tools are very sophisticated, 3D chip architecture

addresses new challenges: planar investigations are no longer sufficient. To this

end, a method based on ptychographic X-ray laminography has been recently

developed and allows the analysis of geometric features with a spatial resolu-

tion of only a few nanometres [272, 273]. However, the lack of 3D electrical

information limits the reliability of failure analysis on 3D-ICs.

In this context, a new strategy that enables three-dimensional current imaging

on the nanoscale is investigated in the next sections.
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5.1.3.2 Carrier transport in semiconductors

Current in an electronic circuit conveys information from one system part to

another. Hence, the ability to detect the current’s magnitude and direction is

crucial for design verification, and failure analysis of anomalous currents such

as leakages [274].

In thermal equilibrium, mobile electrons in the conduction band of a semicon-

ductor move with an average velocity of 107 cm/s [275]. Such thermal motion

of electrons is stochastic and does not result in a net current flow in the mate-

rial. However, two processes can be responsible for a net current flow, under an

applied bias:

(1) the presence of an electric field E;

(2) the presence of a carrier concentration gradient in the material.

The first mechanism, called electron drift, induces the electrons to flow in the

opposite direction of E, creating a net current through the material. The second

mechanism induces carriers’ diffusion away from the higher concentration region

to the lower concentration one, creating a net current flow in the semiconductor.

Both mechanisms can be measured using NV centres in diamond, but the

following sections will discuss electron drift exclusively.

5.1.3.3 Measuring IC’s activity

A natural choice to image charge transport in semiconductor devices is to sense

its associated magnetic field, which passes unaffected and unobstructed through

most if not all, materials used in such devices. This approach is known as the

magnetic current imaging (MCI) method. Subsequently, the current distribu-

tion can be retrieved following the procedure discussed in chapter 4. Yet, the

Oersted fields need to be measured and several approaches are possible.

One solution consists of delayering the chip to probe the field with a micro-

needle, ensuring a high spatial resolution of the magnetic field, but the method

is destructive [276]. Non-destructive alternatives are based on SQUID and giant
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magneto-resistance (GMR) microscopes. At room temperature, SQUID-based

microscopes demonstrate excellent magnetic field sensitivity but only achieve a

spatial resolution of about a few tens of micrometres due to an inherent stand-

off distance [277]. Conversely, GMR microscopes can achieve sub-micron spatial

resolution but demonstrate lower sensitivities [278, 279]. Furthermore, SQUID

and GMR microscopes are only sensitive to a single magnetic field component,

limiting reliable current imaging to the two-dimensional realm.

NV centres have the unique property to probe all three vectorial components

of a magnetic field simultaneously and non-destructively on the nanoscale [21,

168]. As discussed in chapter 4, this property gives insights into the three-

dimensional current distribution.

5.2 Investigating operational and faulty electronic chips

5.2.1 Experimental configuration and presentation of the test

3D-IC

The NV-based widefield microscope, described in chapter 2 and depicted in

figure 5.4a, is used to synchronously map vectorial magnetic fields produced by

an electronic device over a region of about 90 µm× 90µm. MW drive was carried

through a 50µm-thick copper wire with a MW power of approximately 30 dBm.

For all the measurements reported in this chapter, the total continuous-wave

laser power at the back aperture of the objective was about 90mW. The camera

settings were set to 2 × 2 pixel-binning. All measurements were performed in

an ambient environment at room temperature, under a bias magnetic field |B0|
(with a magnitude of ≈ 5.8mT) generated using a permanent magnet thermally

stabilised at a temperature of ≈ 37 °C.

The chip investigated here is a microchip, shown in figure 5.4b, used as an

mm-wave test circuit for automotive radar applications. The chip design re-

lies on the mm-wave back-end-of-line (BEOL) technology described in [280],

where interconnections between stacked layers are essential to ensure high per-

formances of the chip [281]. Observing the device with bright-field microscopy
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(a) Lab frameyz x
Diamond plate

I
MW wire

IC (upside down)

(b)

Figure 5.4: Setup configuration and photograph of the IC.
a) Schematic of the experiment. A microfabricated diamond plate
containing a layer of near-surface NV centres is glued to the inte-
grated circuit. The sample is mounted to an inverted microscope
where laser and MW radiations excite the NV centres. A CCD
camera records the emitted photoluminescence (PL) as described in
section 2.2.2. b) Photograph of the IC microchip. The left-hand side
picture shows the overall chip with different circuit designs. The dia-
mond plate is glued to a region of interest outlined by a blue square.
A copper wire carrying MWs is placed next to the diamond, and
wire bonds connect the chip to a power supply. The right-hand side
picture shows a zoom-in on the diamond plate. The scale bars are
200µm for the left-hand side photograph and 20µm for the right-
hand side one.

at different focuses reveals two planes with conductive wires and the backplane

of the chip (see figure 5.5). The IC chip was wire bonded to a printed circuit

board (PCB) with 20µm-thick gold wires. The PCB was electrically connected

to a power supply (Hameg, Rhode&Schwarz) generating 3.3V of supply volt-

age needed to run the chip and an additional 2V bias signal was used to vary

the total current sent to the main circuit. All the experiments were conducted

without prior information about the chip, i.e. where the current should flow.
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(a) (b) (c)

Figure 5.5: Bright-light microscopy images of the 3D-IC with different
focuses. a) Focus on the upward plane of the electronic chip. b)
Focus on the middle plane of the electronic chip. c) Focus on the
backplane of the chip. All photographs are taken with x 50 magni-
fication and the scale bars are 20 µm wide.

The aim of this section is to compare the signal produced by an operational

device with a faulty one and reveal anomalous behaviour with faulty chips,

otherwise indistinguishable by physical inspection.

5.2.2 Probing the perturbed NV Hamiltonian

The principle of the experiment is described in chapter 3. A diamond plate ho-

mogeneously implanted with near-surface NV centres (see appendix A) is placed

in the vicinity of the current flow, at a distance of only a few hundred nanome-

tres from the surface of the IC. A total current I = 19.8mA is injected into

the circuit, which splits into several subpaths, creating distinct local Zeeman

interactions with the proximal NV centres.

The experiment is performed on two distinct chips: an operational device

and a defective one. Investigating both samples using bright-light microscopy

reveals no difference (see figure 5.6). On the contrary, observing the Oersted

fields exposes the failure immediately. ODMR spectrum taken near a wire in the

operational device (figure 5.7) and in the defective one (figure 5.8) show signifi-

cantly different Zeemaan shifts induced by the current. To further quantify the

fields, the spectrum is fitted to extract the eight resonance frequencies for each

pixel of the image. Finally, the extracted resonance frequencies are compared
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(a)

x
(b)

x
Figure 5.6: Optical images of the operational and the defective ICs. a)

Optical image of the operational IC within the ROI chosen for the
experiment. b) Optical image of the defective IC within the ROI
chosen for the experiment. The scale bars are 10 µm wide.

to the ground state NV spin Hamiltonian, including the ZFS, the Zeeman and

the Stark effects as defined in equations {(3.2a), (3.2b), (3.2c)}.

Frequency (MHz)2700 2800 2900 3000
0.990.980.97PL (a.u.) current ONcurrent OFFNVA NVB NVC NVD NVD NVC NVB NVA

1.00
2750 2850 2950 3050

Figure 5.7: ODMR spectra from a single-pixel near the edge of a semi-
conductor stripe in the operational device. The spectra are
taken at the white cross position in figure 5.6(a). The blue spec-
trum is obtained with a bias magnetic field B0 of ≈ 5.8mT used
to split the eight resonances lines of the NV ensemble. The orange
spectrum is acquired when current flows in the IC, creating a shift
in the resonances due to the Zeeman interaction of the NV centres
with the Oersted field. Solid lines are multiple-Lorentzian fits. Each
resonance is labelled according to the corresponding NV orientation,
as defined in figure 3.3.

The resulting magnetic fields extracted from the Zeeman interaction are

shown in figure 5.9 for the operational device and in figure 5.10 for the de-

fective one.
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NVA NVB NVC NVD NVD NVC NVB NVAFrequency (MHz)PL (a.u.)
Figure 5.8: ODMR spectra from a single-pixel near the edge of a semi-

conductor stripe in the faulty device. The spectra are taken
at the white cross position in figure 5.6(b). The blue spectrum is
obtained with a bias magnetic field B0 of ≈ 6.0mT used to split the
eight resonances lines of the NV ensemble. The orange spectrum is
acquired when current flows in the IC, creating a shift in the res-
onances due to the Zeeman interaction of the NV centres with the
Oersted field. Solid lines are multiple-Lorentzian fits. Each reso-
nance is labelled according to the corresponding NV orientation, as
defined in figure 3.3.  B  (µT)z B  (µT)x

yA
yB

4002000
 B  (µT)y

xC

250
-2500 250

-2500y x
Figure 5.9: Vectorial Magnetic field produced by the current-carrying

wires in the operational device. Mapping of the three vectorial
magnetic field components Bx, By, Bz produced by the operational
IC. The sign gives the direction of the field. Linecuts at yA, yB and
at xC are shown in figure 5.15-(a) for deeper analysis. The scale
bars are 10 µm wide.

With the operational device, Oesterd fields clearly reflect the geometry of the

underlying structure. The defective device produces nearly one order of magni-

tude lower magnetic fields (maximum amplitude of |Bx| = 513(6)µT compared
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B  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(µT)y
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0  B  (µT)z 40

-400y x
Figure 5.10: Vectorial Magnetic field produced by the current-carrying

wires in the defective device. Mapping of the three vectorial
magnetic field components Bx, By, Bz produced by the defective
IC. The sign gives the direction of the field. Linecuts at yA′ , yB′

and at xC′ are shown in figure 5.15-(b) for deeper analysis. The
scale bars are 10µm wide.

to 73(5)µT). Furthermore, the magnetic field maps By and Bz produced by

the defective chip show a different unstructured pattern. Further information

can be extracted from the remaining parameters and are discussed below.

The ZFS has a dependence with the temperature T such as ∂Dgs/∂T ≈
−75 kHz/K at room temperature [195]. With no further information about the

strain inside the crystal or prior information about the temperature distribu-

tion, the terms Dgs and the Stark term δ cannot be decorrelated. Hence, the

resulting map Dgs + δ are shown together in figure 5.11. In figure 5.11a (opera-

tional device), the main effective parameter seems to be the temperature. The

temperature is higher in the centre of the FOV and colder at the edges. This

temperature rise can be explained by the presence of transistors at the centre

of the map (underneath the surface), which produce heat expelled with the

contact of the diamond’s surface. The difference between both maps shows an

averaged rise of ≈ 30K with closed circuits. In figure 5.11b (defective device),

a singularity is present in open and closed-circuit. If attributed to temperature

effects, the singularity would translate to a constant drop of ≈ 12K in this

region, which is not likely to happen. The singularity can be instead associated

with strain, which reduces the band gap in semiconductors and then enhances
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(a)

Operation
al y x

(b)

Failure y x

Figure 5.11: Dgs + δ parameters for the operational and defective de-
vices. a) Dgs + δ parameters for the operational device, with
closed-circuit (Dgs + δ)cur, open-circuit (Dgs + δ)bkg and the dif-
ference ∆ (Dgs + δ) = (Dgs + δ)cur − (Dgs + δ)bkg. b) Same as a)
but for the faulty device.

leakage. Strain might be present outside the FOV as well, and the induced cur-

rent leakage can explain the reduced Oersted fields generated by the defective

device.

NV centres for which B⃗0 is minimal along their quantisation axis (here NV

centres along with the ûNV C and ûNV D axes) show a better sensitivity to the

Stark effect [36, 53]. Such property can be exploited to seek electric field and

strain effects simultaneously with the magnetic field and the ZFS, through the

α and β terms, which are here mapped in figures 5.12 and 5.13 respectively. In

figures 5.12 and 5.13, when the current is switched off, the spectral shifts can

be unambiguously associated with internal strain inside the diamond. Addi-

tionally, the overall spectral shifts associated with strain yield similar ones to

those previously reported for diamond plates [282]. However, completing the

experiment with spectroscopy measurements to confirm the internal strain of

the crystal would provide more robust solutions to further conclude on electric

and strain effects. Furthermore, in order to reach a better sensitivity to seek
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5.2. Investigating operational and faulty electronic chips

the electric fields used in this experiment via the Stark effect, 12C-enriched di-

amonds where NV centres show narrower spectral lines should be used. Still, it

is worth noting that considering α and β as part of the free parameters in the

optimisation process enhances the magnetic field maps’ SNR by approximately

1% and gives insights that α, β. Even if no conclusion can be drawn about

the direct observation of electric fields, this value is important in the next part,

where the robustness of the current reconstruction relies on low-noise magnetic

field images.

(a)

Operation
al y x

(b)

Failure y x

Figure 5.12: α parameter for the operational and defective devices. a) α
parameters for the operational chip, with closed-circuit αcur, open-
circuit αbkg and the difference ∆α = αcur − αbkg. b) Same as a)
but for the faulty device.

Probing the NV centres’ Hamiltonian is promising to simultaneously monitor

temperature rises, strain, and currents. Such measurement is advantageous for

IC analysis, where peak temperatures can go up to about 400K. To unleash

the full potential of this method, further investigation and measurements to

decorrelate all the effects need to be further investigated. The following sections

will focus on extracting information from the magnetic field maps.
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(a)

Operation
al y x

(b)

Failure y
x

Figure 5.13: β parameter for the operational and defective devices. a)
β parameters for the operational device, with closed-circuit βcur,
open-circuit βbkg and the difference ∆β = βcur − βbkg. b) Same as
a) but for the faulty device.

5.2.3 Lateral current distribution inside the device.

To better understand the current distribution producing the Oersted field pat-

terns (figure 5.9 and figure 5.10), the lateral current density Jxy is reconstructed,

following the procedure described in chapter 4. The resulting current density

distributions are displayed in figure 5.14. The maps show the lateral current

density amplitude |Jxy| integrated over the vertical axis z. In the operational

device (figure 5.14a), the current paths follow the shape of the structure visible

in figure 5.6a. A closer look at the central part of the map reveals a weak current

contribution with wide lateral spreading, indicating the presence of underneath

currents. Finally, the flow appears significantly weaker in some parts of the

circuit, like at the sharp corners. In the defective device (figure 5.14b), several

current sources produce fields of similar intensity and observing |Jxy| alone is

insufficient to comprehend the anomalies in the current path.
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(a)

2 |J | 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Figure 5.14: Current distributions in the operational and the defective
ICs. a-b) In-plane current density map reconstructed from Bx and
By in figure 5.9 and figure 5.10, respectively. Red arrows represent
the flux lines of the current densities. The scale bars are 10µm
wide.

To further understand the current distribution, the different layer contribu-

tions are investigated to locate the flow within the device and seek the third

dimension of the current density, Jz.

5.2.4 Localisation of currents inside the multi-layered device

The Biot-Savart law (equation (3.14)) describes the evolution of the magnetic

field generated by a current source over the distance of observation. Therefore,

currents can be localised in space by investigating the source-sensor distance

dependence of the law. Thus, to resolve the signal in the vertical direction z,

linecuts in the magnetic field maps Bx and By (figure 5.9 and figure 5.10) are

investigated. The linecuts in Bx at positions y = yA, y = yB for the operational

device are shown in figure 5.15a and linecuts at positions y = yA′ , y = yB′ for

the defective device are shown in figure 5.15b. Finally, linecuts in By at positions

x = xc for the operational chip and at x = xc′ for the defective chip are shown

in figure 5.16.

The linecuts are fitted according to the Biot-Savart model (equation (3.14)),

using the infinite wire approximation given by the equation (4.8), defined in

section 4.2.2.2. At first, the parameters Ixy, rwire, dz, and o are considered as

129



Chapter 5. Application to 3D integrated circuit’s activity imaging

free parameters. The fitting reveals a contribution from two layers: the first

at ∆z1 = 4.5(5)µm away from the layer of NV centres, and the second at

∆z2 = 8.5(8)µm. The fitting procedure is repeated a second time, considering

only the two vertical positions mentioned above. The results are shown in

figure 5.15 and figure 5.16. The returned parameters are given in tables 5.1,

5.2 and 5.3.

(a)

0100200300400500

8060 7050403020100 x (µm) 8060 7050403020100 x (µm)

 B (µT) x

yB IB1 IB2
yA IA IB3

(b)
8060 7050403020100020

4060
80100

x (µm) 8060 7050403020100 x (µm)

 B (µT) x

yA’ yB’IA’ IB’1 IB’2 IB’3
Figure 5.15: Experimental contributions of Oersted fields originating

from different layers. a) Linecuts of experimental data (blue
dots) outlined in figure 5.9 along the x-axis at the vertical position
yA (left panel) and at the vertical position yB (right panel). b)
Linecuts of experimental data (blue dots) outlined in figure 5.10
along the x-axis at the vertical position yA′ (left panel) and at the
vertical position yB′ (right panel). The fit (solid red line) of each
curve returns the parameters given in tables 5.1 and 5.2. Plain
colours underline the contribution of each single wire.
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(a)

xC I  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y 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Figure 5.16: Current distributions in the operational and the defective
ICs. a) Linecut along y at the position x = xC for the operational
device. The curve is fitted with a 5-wire model (red solid line),
and the returned current amplitudes are displayed in table 5.3. b)
Same as a) but for the defective device, i.e. at x = xC′ .

In the operational (failure) case scenario, a current of amplitude IA (IA′) is

identified in the main lead, which divides into currents of amplitude IB1 (IB′1)

and IB3 (IB′3) in the split branches (figure 5.15a,b). Comparing the results of

the defective device with those of the operational one, one can observe that most

of the loss occurs in the outer layer (at ∆z1) where the current amplitude is

one order of magnitude lower. In contrast, the deeper layer (at ∆z2) shows less

loss. Analysis of the line profiles along y at positions x = xc and x = xc′ reveals

another current contribution at ∆z2 present in the operational and defective

devices, in both cases without any obvious anomaly, with IC2 ≃ IC′2. From

these observations, the fault seems to take place in the layer at ∆z2 and then

affects the outer layer by propagation.

Overall, the simple model with infinite wire approximation already shows

excellent agreement with the experimental data. To check the consistency of

the procedure, the values for different biases are compared with those given by

the manufacturer in section 5.2.5. In addition, a simulation of the Oersted fields

generated by a multilayer chip is performed in section 5.3.
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Linecut along x,
at y = yA

Linecut along x,
at y = yA′

∆z = ∆z1
↪→ 4.5µm IA = 11.77(6)mA IA′ = 1.18(4)mA

Table 5.1: Fit results of the experimental data linecuts at y = yA and
y = yA′ . Fit using a single-wire model. The linecut along x, at
y = yA is taken from the operational device’s data and the linecut at
y = yA′ is taken from the defective device’s data

IB1 = 5.64(5)mA IB′1 = 0.50(3)mA
IB3 = 5.76(5)mA IB′3 = 0.39(3)mA

Linecut along x,
at y = yB

Linecut along x,
at y = yB′

∆z = ∆z1
↪→ 4.5µm

∆z = ∆z2
↪→ 8.5µm IB2 = 3.49(8)mA IB′2 = 0.73(5)mA

Table 5.2: Fit results of the experimental data linecuts at y = yB and
y = yB′ . Fit using a single-wire model. The linecut along x, at
y = yB is taken from the operational device’s data and the linecut
at y = yB′ is taken from the defective device’s data

IC1 = 5.73(5)mA IC′1 = 0.42(3)mA
IC3 = −5.94(6)mA IC′3 = −0.80(4)mA
IC5 = −6.76(6)mA IC′5 = 0.38(5)mA

IC2 = −1.99(8)mA IC′2 = −2.20(5)mA
IC4 = 1.54(8)mA IC′4 = 0.56(6)mA

Linecut along y,
at x = xC

Linecut along y,
at x = xC′

∆z = ∆z1
↪→ 4.5 µm

∆z = ∆z2
↪→ 8.5 µm

Table 5.3: Fit results of the experimental data linecuts at x = xC and
x = xC′ . Fit using a single-wire model. The linecut along y, at
x = xC is taken from the operational device’s data and the linecut
at x = xC′ is taken from the defective device’s data

5.2.5 Comparison with manufacturer’s values

In order to assess the validity of the experimental results and confirm the oper-

ation of the device, the values obtained experimentally are compared with the
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actual geometry of the device and the expected current amplitudes given by the

manufacturer.

As mentioned above, the multi-layered BEOL technology was developed and

described by the manufacturer in [280] and a capping layer of about 2.3µm

protects the conductive layers. The Areal confocal 3D probe (NanoFocus AG)

was used to measure the sample’s height profile, enabling to estimate the thick-

ness of the glue to 0.8(1)µm. Thus, the distance of the active layers to the NV

centres can be estimated to ∆z1,true = 4.5(1)µm and ∆z2,true = 7.9(1)µm. As

such, the experimentally determined values of ∆z1 and ∆z2 are confirmed with

the actual geometry of the device.

The current amplitudes determined experimentally for the operational device

are now compared to the expected values of direct current in the main lead and

the split branches given by the manufacturer. The values depend on an applied

bias voltage and are summarised in table 5.4.

no bias IA = 10.0mA IB1,3 = 5.0mA
0.5V IA = 8.2mA IB1,3 = 4.1mA
1.0V IA = 10.0mA IB1,3 = 5.0mA
2.0V IA = 13.8mA IB1,3 = 6.9mA
3.0V IA = 17.6mA IB1,3 = 8.8mA

Bias Voltage
Resulting current

for main lead
Resulting current
for split branches

Table 5.4: Bias voltage dependence of current, given by the manufac-
turer.

The Oersted field is acquired for each bias using the same procedure as in

section 5.2.2, resulting in the Bx maps shown in figure 5.17. The linecuts along

the x-axis at positions yA and yB are shown in figure 5.18. The linecuts are

fitted according to the equation (3.14) and the resulting current amplitudes in

the main lead and the split branches are summarised in the table 5.5. Taking

into account the losses due to the in-house settings, such as the gold wire bond-

ing, the values follow the same tendency as expected. This confirms the good

functioning of the device labelled so far as the operational device.
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yA
yB

Figure 5.17: Bx maps produced by various bias voltages. From left
to right: the bias voltage has been set to the following values:
3.0V, 2.0V, 1.0V, 0.5V, no bias; resulting in Oersted fields of dif-
ferent magnitude. Linecuts along the x-axis, at yA and yB are
shown in figure 5.18. Note that the dataset for the bias voltage
2.0V is a different dataset than shown in figure 5.9. The scale bars
are 10µm wide.

(a) (b)

Figure 5.18: Bx profiles for various bias voltages. a) Linecut of Bx along
x at a position y = yA, showing the Oersted field produced by the
main lead for various bias voltages. b) Linecut of Bx along x at a
position y = yB , showing the Oersted field produced by the split
branches for various bias voltages.

no bias IA = 8.49(5)mA IB1 = 3.95(3)mA, IB3 = 4.21(3)mA
0.5V IA = 7.14(5)mA IB1 = 3.29(3)mA, IB3 = 3.59(3)mA
1.0V IA = 8.58(5)mA IB1 = 4.04(3)mA, IB3 = 4.27(3)mA
2.0V IA = 11.79(6)mA IB1 = 5.66(5)mA, IB3 = 5.71(5)mA
3.0V IA = 15.6(1)mA IB1 = 7.07(4)mA, IB3 = 7.44(4)mA

Bias Voltage
Resulting current

for main lead
Resulting current
for split branches

Table 5.5: Bias voltage dependence of current, extracted experimen-
tally.
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5.3 Simulation of Oersted fields generated by a 3D device

5.3.1 Signal generated by a 3D device

In this section, all the magnetic field simulations were made using Python soft-

ware. The simulation reproduces the layering of the chip, which consists of the

BEOL technology made of SiGe described in [280], and some of the apparent

geometric features for guidance only. The total thickness of the simulated struc-

ture is 11.8µm and combines twelve stacked layers, as depicted in figure 5.19.

As shown in figure 5.20, two layers across the structure are electrically active

and designated as 1st and 2nd active layers (ALs). TSVs connect the 1st AL to

the bottom layer of the structure.

z x
Iα2Iα2 IαIαIα2 Iα2Iβ Iβ rd3  AL nd2  AL st1  AL Sensors z 1 z 2 z 3

Figure 5.19: Geometry of the simulated structure. A layer of NV centres is
separated from the chip by 0.8µm. The structure consists of twelve
layers comprising the two ALs and TSVs. A current of amplitude
Iα = 11.8mA flows into the main branch of the 1st AL, flows down
to the bottom layer of the structure where it splits into two sub-
paths of amplitude Iα2 = Iα

2
and flows back to the 1st AL. In the

second AL, a current of amplitude Iβ = 2mA is injected into each
of the two branches, which then combine into one.

The magnetic fields generated by this structure are simulated, resulting in

patterns at the position of the sensors shown in figure 5.21. Similar to the

experimental observations (figure 5.9), the contribution of the 1st AL is well-

defined and clearly related to the shape of the structure. The contribution of

the 2nd AL shows a pronounced lateral dispersion, and the signal arising from
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st1  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= 4.5 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= 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= 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Figure 5.20: Top view of the individual AL and TSVs that make up the
simulated structure. The 1st, 2nd AL and the bottom layer of the
structure are located at z1 = 4.5µm, z2 = 7.9µm and z3 = 12.2µm
from the sensors. The scale bars are 10µm wide.

two different wires starts to blur. Finally, the vertical current’s contribution is

weak due to the observation position and the presence of counterpropagating

currents that average the contributions of the magnetic field out. Nevertheless,

a current propagating vertically has a non-zero contribution in Bxy contrary to

its contribution in Bz.

Figure 5.22 shows the simulated Oersted fields generated by each AL and

the TSVs at the sensor position. The complexity in non-destructively mapping

the activity of such devices is that the signal blurs with distance, and signals

originating from different parts can blend into each other and create complex

patterns. For these reasons, recognising and distinguishing patterns is a crucial

feature that needs further development in the current reconstruction. This

section discusses how the contributions of the different parameters differ and

how they can, therefore, be used with pattern recognition algorithms.

5.3.2 Signal generated by TSVs

An essential aspect of this simulation is the Oersted fields generated by the

TSVs. A striking feature is that the TSVs do not generate a signal in Bz since

the current only flows along the vertical axis z. Accordingly, methods based

solely on the measurement of Bz (e.g. standard microscopes based on SQUIDs)
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100200300400500 |B | (µT)xyst1  AL++ nd2  ALTSVs
Figure 5.21: Oersted field contributions emanating from different lay-

ers in the simulated structure. The Left-hand side panel shows
the Oersted field in the xy-plane generated by all active components
at the sensor layer position. The right-hand side panel shows the
separate contribution from each AL, where the vertical axis repre-
sents the lateral magnetic field amplitude |Bxy|. The scale bar is
10 µm wide.

are not sufficient to map the activity generated by TSVs. Therefore, it is worth

mentioning that NV-based imaging provides, as of today, the best alternative

to map the activity of TSVs with high spatial resolution.

Three critical factors influence the magnetic pattern produced by TSVs: the

number of wires contributing to the pattern, the length lz of each wire, and the

current amplitude I in a wire and its direction. Here, the influence of each of

these parameters on the simulated structure is investigated.

Figure 5.23 shows the amplitude patterns of the magnetic field |Bxy| =√
B2

x +B2
y and the flux lines generated by each TSV in the simulated circuit.

First, the contributions of the elements propagating in opposite directions are

separated, leading to figures 5.23a-b. The pattern produced by a single wire

is simple: the magnetic field is zero at the centre of the wire and has a radial

symmetry around the axis of the wire. Downstream currents produce clockwise

flux lines, while upstream currents produce counterclockwise ones. Compared

to a single wire, the pattern created by two co-propagating wires close together
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(a)

st 1 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TSVsy x
Figure 5.22: Top view of the Oersted fields generated by the active el-

ement of the simulated structure. a) Bx, By, Bz patterns gen-
erated by the 1st AL at the position of the sensors. b) Bx, By, Bz

patterns generated by the 2nd AL at the position of the sensors. c)
Bx, By, Bz patterns generated by the TSVs at the position of the
sensors. The scale bars are 10µm wide.

is slightly different. The magnetic field is zero when the flux lines of each wire

cancel out, and the pattern of magnetic amplitude depends on the distance

between the two wires. Finally, when the contributions of all the wires are

combined (including opposing currents), the pattern becomes more complex,

as shown in figure 5.23c. The total magnetic field magnitude becomes smaller,

making it difficult to determine the number of wires from the magnetic ampli-

tude pattern alone. However, observation of the magnetic flux lines provides

additional information: three significant loops corresponding to the number of
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Iα Iα2Iα2

(c)(b)

Iα2Iα2

(a)

Iα
xy

Figure 5.23: Top view of the Oersted fields generated by the TSVs. a)
Top: Schematic of the simulated structure with a close-up around
the lead in which a current of amplitude Iα flows from the 1st AL to
the bottom layer of the chip. Bottom: Corresponding |Bxy| pattern
generated by the simulated TSV at the position of the sensors. b)
Top: Schematic of the simulated structure with a close-up around
the leads, in which a current of amplitude Iα2 = Iα

2
flows from the

bottom layer of the chip to the 1st AL. Bottom: Corresponding
|Bxy| pattern generated by the simulated TSVs at the position of
the sensors. c) Top: Schematic of the simulated structure with a
close-up around the leads combining the current distributions from
(a) and (b). Bottom: Corresponding |Bxy| pattern generated by
the simulated TSVs at the position of the sensors. The solid black
lines with arrows represent the magnetic field flux. The scale bars
are 10µm wide.
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Chapter 5. Application to 3D integrated circuit’s activity imaging

wires can be observed. Therefore, observing the magnetic flux lines in conjunc-

tion with the amplitude pattern is an important tool to consider for determining

the number of wires in magnetic field analysis.

I = 20.0 mA I = 11.8 mA I = 2.0 mA I = 1.0 mA

x (µm) x (µm) x (µm) x (µm)
Figure 5.24: Magnetic field pattern for a vertical wire with different

current amplitude I. Field observed at a distance z = 4.5µm for
a single wire of length lz = 7.7µm. Top: Magnetic field patterns.
Bottom: Magnetic field profile taken along the dashed black line
drawn on each magnetic field map. The second panel from the left
shows the parameters used for the central TSV in the simulated
structure.

In figure 5.25, the impact of the total amplitude I in a single TSV on the

resulting magnetic field pattern is considered. Various amplitudes I are consid-

ered while all the other parameters are kept constant, and a linear relationship

between the total current I in a wire and the Oersted field amplitude can be

observed. The higher the total current I in a wire, the higher the Oersted field

amplitude and the wider the resulting magnetic field pattern.

Finally, in figure 5.24, the influence of the length lz of a single TSV on the

magnetic field pattern is considered. The Oersted field produced by a wire of

length lz results from the contributions of infinitesimals integrated over lz. The

greater the length lz of the wire, the greater the amplitude of the Oersted field.

Here, too, the resulting magnetic field pattern expands with lz.

140



5.3. Simulation of Oersted fields generated by a 3D device

l  = 20.0 µmz l  = 7.7 µmz l  = 2.0 µmz l  = 1.0 µmz

x (µm) x (µm) x (µm) x (µm)
Figure 5.25: Magnetic field pattern for a vertical wire with different

length lz. Field observed at a distance z = 4.5µm for a single
wire of length lz. The total current amplitude is Iα = 11.8mA.
Top: Magnetic field patterns. Bottom: Magnetic field profile along
the dashed black line on each magnetic field map. The second panel
from the left shows the parameters used for the central TSV in the
simulated structure.

However, figure 5.26 shows that the influence of the parameters I and lz scales

differently. The total current amplitude I has a stronger effect on the total

amplitude |Bxy| than the length lz. On the other hand, the lateral spreading

of the magnetic pattern is more pronounced with the length lz than with the

total amplitude I. Therefore, the dependence of |Bxy| on these parameters can

be differentiated.

Furthermore, additional measurements can be made in an experiment. For

example, |Bxy| can be measured by varying the magnitude I or by perform-

ing scans over the vertical distance z above the sample. Finally, since multiple

wires in all directions create a more complex pattern, the information given by

(Bxy −Bz) can be used to isolate the contributions of the TSVs only. Explor-

ing these features for developing pattern recognition algorithms using machine

learning is extremely promising for the analysis of complex chip designs.
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l  = 7.7 µmz I = 11.8 mA(a) (b)

Figure 5.26: Magnetic field profiles for a vertical wire with different
parameters. a) Field observed at a distance z = 4.5µm for a sin-
gle wire of length lz = 7.7µm and with varying current amplitude
I. b) Field observed at a distance z = 4.5µm for a single wire of
varying length lz. The total current amplitude is Iα = 11.8mA.

5.3.3 Signal generated by overlapping wires

Finally, another aspect to consider in multi-layered devices is the contribution

of overlapping wires. Several case studies are discussed in this section.

First, two overlapping wires with different dimensions are considered, as

shown in figure 5.27a. A current Iα flows along the y-axis in a single wire

located in the 1st AL and in a second wire located in the 2nd AL, producing

the Oersted fields shown in figure 5.27b. As the magnetic pattern spreads over

the distance z, there is an apparent distortion of the pattern: a local increase

in intensity due to the wire in the 2nd AL can be observed. A complementary

way to assess the presence of the underlying wire is to look at the profile of

Bx along the current direction (i.e. the y-axis) as shown in figure 5.27c. The

Oersted field generated by the wire in the 2nd AL adds a bell-shaped pattern

to the otherwise almost flat Bx profile. Therefore, local rises in the Oersted

field maps and profiles along the current direction can help identify the wires’

contributions from different layers. It is important to note that inspection of

Bx along the y-axis is only possible because the NV centres resolve the three

components Bx, By, Bz separately, as opposed to methods that detect Bz only.
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(a)

z = 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Figure 5.27: Top view of Oersted fields created by overlapping wires of
different dimensions. a) Schematic top view of the overlapping
wires. b) Bx,tot pattern generated by the combined contributions
of a current Iα in the overlapping leads, at the sensor position. c)
Bx profile along the dashed line in (b). The blue line represents
the combined contribution of both wires; the red line shows the
contribution of the wire in the 1st AL (i.e. z = z1), and the orange
line shows the contribution of the wire in the 2nd AL (i.e. z = z2).
The scale bars in (a)-(b) are 10µm wide.

Secondly, overlapping wires with identical dimensions are considered with two

scenarios: wires with partial overlap as in figure 5.28a and wires with perfect

overlap as in figure 5.29a. Again, a current Iα flows along the y-axis in a wire

in the 1st AL and in a second wire in the 2nd AL. The resulting Oersted fields

are shown in figure 5.28b-d and figure 5.29b-d. A linecut along the orthogonal

axis of the wire (i.e., the x-axis) is shown in figure 5.30. In the case of partially

overlapping wires, the lateral shift between the wires results in an asymmetric

magnetic pattern. This asymmetry undoubtedly underlines the contribution of

the different wires and helps to determine them. Finding evidence of multi-wire

contributions is more challenging in the case of completely overlapping wires.

The depths of the wires must be known so that the wings of the magnetic field

profile (vanishing sides) can help determine the contribution of the wires.

In both cases, fitting a single profile line with no prior information is in-

sufficient to determine the number of wires, depth, and current contribution.

Assuming the Oersted field is measured through a larger area where the paths
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Figure 5.28: Top view of Oersted fields created by partially overlapping
wires. a) Schematic top view of the partially overlapping wires. b)
Bx pattern generated by the combined contributions of the main
leads in the 1st AL and the 2nd AL, at the sensor position. c) Bx

pattern generated by the contribution of the main lead in the 1st

AL, at the position of the sensor. d) Bx pattern generated by the
contribution of the main leads in the 2nd AL, at the position of the
sensor. The scale bars are 10µm wide.

(a) z = 4.5 µ
m 

1z = 7.9 µ
m 

2

xy
(b) (c) (d)

Figure 5.29: Top view of the Oersted fields generated by perfectly over-
lapping wires. a) Schematic top view of the overlapping wires.
b) Bx pattern generated by the combined contributions of the main
leads in the 1st AL and the 2nd AL, at the position of the sensor.
c) Bx pattern generated by the contribution of the main lead in the
1st AL, at the position of the sensor. d) Bx pattern generated by
the contribution of the main leads in the 2nd AL, at the position
of the sensor. The scale bars are 10µm wide.
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(a) (b)

Figure 5.30: Magnetic field profiles generated by overlapping wires. a)
Bx profile generated by the partially overlapping wires, along the
dashed line shown in figure 5.28. b) Bx profile generated by the per-
fectly overlapping wires, along the dashed line shown in figure 5.29.
In (a) and (b), blue lines represent the combined contribution from
both wires; red lines show the contribution from the wire in the 1st

AL (i.e. z = z1) and orange lines show the contribution from the
wire in the 2nd AL (i.e. z = z2).

differentiate, optimisation of the fitting procedure over the overall circuit can

lead to robust results. This procedure is valid when the device is not too complex

(i.e. single wires are distinguishable on some parts of the circuit). Otherwise,

the device’s geometry must be first determined by other means, such as X-ray

imaging.

Finally, in the last scenario, crossing wires are considered. This time, a cur-

rent Iα runs along with the y-axis in a wire in the 1st AL and along with the

x-axis in a wire in the 2nd AL as shown in figure 5.31a. These currents generate

orthogonal Oersted fields, as shown in figure 5.31b-d. The currents are unam-

biguously distinguishable as NV centres separately image the three magnetic

field components.

From this analysis, it is clear that the NV centres offer several advantages for

mapping currents in a three-dimensional device. The unique ability to image

Bx, By, and Bz separately on the nanoscale grants access to all components

of current density in microdevices. Furthermore, it enables the search for in-

depth information, especially with crossing wires for which the Bx map can be
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Figure 5.31: Top view of Oersted fields generated by the crossing over-
lapping wires. a) Schematic top view of the overlapping wires.
b) Bx pattern generated by the combined contributions of the main
leads in the 1st AL and the 2nd AL, at the sensor position. c) Bx

pattern generated by the contribution of the main lead in the 1st

AL, at the position of the sensor. d) Bx pattern generated by the
contribution of the main leads in the 2nd AL, at the position of the
sensor. The scale bars are 10µm wide.

decorrelated from the By map. Finally, these fields can be measured with the

highest resolution known for the MCI method, as discussed in section 2.1.2.

Finally, to observe vertical currents, information about the third component

of the current density Jz is inferred in section 5.4.

5.4 Three-dimensional current imaging with sub-micron

resolution

5.4.1 Experimental results

The current-carrying wires have a non-negligible thickness of a few hundred

nanometres, leading to a possible contribution of the current’s z component. In

order to evaluate the total current density reliably, a component Jz ̸= 0 in equa-

tion (3.14) is now considered, following the procedure described in chapter 4.

The resulting maps are shown in figure 5.32, and as for the current density im-

ages in figure 5.16, they show an integrated signal over the vertical axis z. Using

the fitting algorithm employed in figure 5.15 over the entire map would enable

the selection of the signal from each layer separately. However, the layout must

be known for several microns-thick devices to reconstruct the current density
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5.4. Three-dimensional current imaging with sub-micron resolution

reliably over the entire chip, since the magnetic field spreading from the deep

layers is too prominent. Thus, in figure 5.33, the current in the outer lead only

is represented (data out of the leads are not displayed for representation only).

(a)
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3

1e82 J  (A/m )y 45
(c)
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2 J  (A/m )z

Figure 5.32: Current density maps. a-c) Images of the three vectorial com-
ponents of the current density Jx, Jy, Jz for the operational device.
The scale bars are 10µm wide.

2 |J | (1e8 A/m )z 1.00.50.0
Figure 5.33: Three-dimensional representation of the current flow in

the outer layer of the IC. The thickness of the arrow scales
with the total current density magnitude, and the colour scales
with the magnitude of Jz.

A non-negligible current flow in the z-direction at the edges and the corners

of the leads can be observed in figure 5.32c and figure 5.33. Such observation

implies that using a two-dimensional model for a three-dimensional device can

lead to locally underestimating the current amplitude. For example, a weaker

current density was observed at the corners of the split branches when consider-

ing a lateral flow only, such as in figure 5.16. This information can be crucial for

evaluating current crowding at corners in interconnect structures, which plays
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an essential role in nucleating voids and hence failure of ICs [283–285]. Substan-

tially, having access to the full-vector information of the current density helps

quantify and understand current flow through different stacks in layered mate-

rials. For instance, in the outer layer, a prominent Jz contribution at the edge

of the main branch can be observed. As for the simulation (figure 5.21), this

contribution is the result of counter-propagating currents. The current in the

main lead flows down to a deeper layer, where it splits into two paths and goes

back to the outer layer. As the component Bz does not carry information about

Jz and Bxy shows a specific pattern with the presence of counter-propagating

fields, one can develop an algorithm using (Bxy −Bz) with pattern recognition

techniques [286] to identify the contribution from each current sources.

5.4.2 Spatial resolution limitations

Resolving currents from different sources across the structure also depends on

the spatial resolution of the imaging technique. NV centres offer the closest

sensor-sample proximity known so far, but the geometry and capping layers of

microelectronic devices themselves limit the spatial resolution of magnetic field

maps to a few micrometres. This section discusses the limitations related to the

spatial resolution of the imaging technique.

5.4.2.1 Spatial resolution of the optical imaging instrument

According to Rayleigh’s criterion [163] and with the optical setup configuration

used in this work (see section 2.2.2), the optical lateral spatial resolution xy is

about 450 nm. Such a high spatial resolution is required here to avoid restricting

the spatial resolution of the magnetic field images. For situations where an even

higher spatial resolution is needed, techniques to image beyond the diffraction

limit can be applied to the NV-based microscope [3, 100].

5.4.2.2 Spatial resolution of the magnetic field images

One crucial aspect of any magnetic field detection technique is that the resolu-

tion is ultimately limited by the sensor-source distance or the sensor size. As an
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(a)
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Figure 5.34: Magnetic field patterns produced by the 1st simulated AL

at different distances of observation. a) Magnetic patterns at
∆za = 1.4µm, i.e. right at the surface of the leads. b) Magnetic
pattern at ∆zb = 4.5µm, i.e. at a distance set by the geometry of
the chip plus the 0.8µm stand-off distance of the NV centres with
the sample. c) Magnetic pattern at ∆zc = 30µm. d) Magnetic
pattern at ∆zd = 100µm, i.e. at the standard required stand-off
distance with SQUID-based imagers.
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NV centre is an atom-like system, the limiting factor for the spatial resolution

here is naturally the sensor-source distance. It is then essential to ensure the

closest proximity between the NV centres and the sample. For this reason, the

sensor was placed at only < 1µm from the sample’s surface. The spatial res-

olution of the magnetic field images is then mainly limited by the architecture

of the chip itself and is about a few µm for the magnetic field maps shown

in figure 5.9 and 5.10. An extra distance between the sensor and the current

source dramatically reduces the spatial resolution of the magnetic field images.

In figure 5.34, the effect of several micrometres on the magnetic field pattern

produced by the 1st AL is illustrated. At the surface of the leads (figure 5.34a),

the magnetic features are sharp, and the pattern unambiguously reflects the

geometry of the circuit. A few µm away, at the position of the sensors as sim-

ulated in figure 5.19, the magnetic field slightly broadens, but no information

is lost (figure 5.34b). Finally, at greater distances, as shown in figure 5.34c,d,

the magnetic field features broaden such that the main pattern is lost. Addi-

tionally, the magnetic field amplitude is severely affected: nearly two orders of

magnitude are lost between the magnetic field observed at ∆za = 1.4µm and

∆zd = 100µm.

5.4.2.3 Spatial resolution of the current density images.

Finally, many parameters affect the spatial resolution of the current density

image. Namely, the spatial resolution of the magnetic field, the SNR of the

magnetic field images and the filters used during the current reconstruction

procedure affect the spatial resolution of the current density image. As the

method relies on an inverse propagation process, it is possible to partially recover

the loss of resolution due to the sensor-source distance. To quantify it, in

figure 5.35, a linecut perpendicular to the main lead in the experimental data

is evaluated.

Here, the spatial resolution ∆x is defined by the rise of the current density

function across a step edge according to Sparrow’s resolution criterion [287].

∆x is determined as the distance over which the current density rises from
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(a)

2|J | (A/m )tot

(b)

nm2
|J| (A/m

)
tot

Figure 5.35: Current density spatial resolution. a) Total current density
amplitude map |Jtot| with |Jtot| =

√
J2
x + Jy2 + J2

z . b) Linecut
of the current density amplitude map along the white dashed line
shown in (a). The bottom red dot represents 15% of the value
of the function’s rise and the top red dot represents 85% of the
rising value. The distance between the red dots defines the spatial
resolution.

15% to 85% between its baseline and its maximum value [37, 288]. The spatial

resolution ∆x is about 840 nm. This way, a sub-micron resolution is ensured

and can be further enhanced using additional regularisation methods during the

current reconstruction procedure [224].

5.5 Conclusions and Outlook

Prior-free imaging of the three-dimensional current density in a multilayer inte-

grated circuit using NV centres in diamond was established in this work. First,

the current flow in a functional chip was compared with the current flow in

a defective chip. Using the high dynamic range of the NV centre, an order

of magnitude lower current amplitude was observed in the defective chip. To

better understand the failure, the currents originating from different leads were

localised, and, in particular, the decorrelation of the signal originating from mul-

tiple stacked layers was revealed. The challenges of mapping three-dimensional

current densities were addressed through several simulations. Finally, imaging of
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the three vector components of the current density was demonstrated. Although

the out-of-plane component of the current density Jz is generally neglected in

current density imaging techniques, a significant out-of-plane contribution of Jz

was revealed close to sharp edges. In order to non-destructively resolve each

layer with higher resolution, the current distribution at the source plane should

be interpolated using additional layout information. The structure’s layout

information can be obtained using circuit designs when available or using pty-

chographic X-ray laminography techniques [273] when the sample is unknown.

Thus, combining NV-based imaging to X-ray imaging [289] would allow us to

infer the complete information of nanoscale three-dimensional current-carrying

structures with no prior information.

As such, the use of NV centres during the development process of an IC can

be envisioned as a systematic procedure, as depicted in figure 5.36.

Finally, it is worth noting that the sensing scheme of Oersted fields can be

further developed to enable the detection of current sources in the nA range

[147, 290–292], and to tune signal acquisition to other ranges such as GHz

[55, 293–295]. Such a capability would make it possible to resolve even weak

current density fluctuations and potentially provide new insights into the local

conductivity of materials in condensed matter physics.
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(a) (b)

Figure 5.36: Outlook: Integration of NV-based imaging into the devel-
opment steps of 3D-ICs. a) External sensors. Configuration
used in this work: a layer of sensors outside the IC is brought close
to the device, where all the contributions are sensed simultaneously.
b) Built-in sensors. Alternatively, during the development phase,
defect centres can be integrated into the dielectric layers that serve
as heat dissipators in the device. Engineering light to access each
defect layer would provide a high-resolution three-dimensional map
of the current density.
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Biological systems comprise complex environments with a vast range of physi-

ological variables, such as free radicals, concentrations of ions, pH, temperature,

and forces. Quantifying and localising the involved parameters in biophysical

and biochemical processes in such environments is challenging, yet, essential for

answering key questions in cellular biology and biomedicine [296]. To date, our

understanding of biological processes such as cell signalling or cancer metastasis

is limited because it requires bio-compatible sensors combining high sensitivity,

selectivity, and spatiotemporal resolution. Therefore, developing new sensors to

monitor biological events at the single cell level and under physiological condi-

tions is essential to further understanding life processes.

In this regard, the chemically inert diamond host material, combined with

the versatility and wide working range of the NV centre, makes it an ideal can-

didate for biomedical applications [17, 297–300]. Embedded in nanodiamonds,

NV centres can be used as biomarkers for fluorescence imaging and keep track

of temperature gradients in cells [60] or to sense free radicals released by ox-

idative stress in cells [301]. In bulk diamond, NV centres can be used to detect

magnetically labelled cancer cells [302] or to measure magnetic fields produced

by neuronal action potentials [303]. Modifying the diamond surface enables to

probe localised chemical events such as local modification of pH [145, 304].

In part III of this manuscript, NV centres are used as external sensors to probe

life at the single cell level and assess water oxygen levels. Chapter 6 examines the

mechanocommunication channels of a cell, which are not yet well understood,

although they are involved in many life processes. Chapter 7 is dedicated to

inferring the dissolved oxygen levels in water, which has the potential to identify

the harm that humankind’s activities present to the ocean.
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Chapter 6

NV-based force sensor for cell

adhesion study

Cells communicate by receiving, processing and transmitting chemical, elec-

trical and mechanical signals [305–308]. Over the last two decades, interest

in mechanical forces generated by cells has grown due to their involvement in

regulating cell function, signalling, and cell adhesion for the development and

formation of tissues [309]. These signalling processes involve exchange with

the extracellular matrix (ECM), a complex three-dimensional macromolecular

network that orchestrates cell coordination [310, 311]. It is also believed that

cancer cell invasion through the ECM depends on the ability of cells to generate

traction forces [312]. Despite their importance, research on these mechanisms is

challenging due to the complexity of living systems, particularly at the single-

cell level. The well-established techniques to measure these forces are either

invasive, enable measurement on ensembles of cells only, or are limited by low

dimensionality [313]. In order to quantify the role of cell traction in dense 3D

matrices, novel sensors enabling force measurements in the pN-range on sub-

cellular scales are being investigated. Among them, DNA-based sensors, known

as DNA hairpin, emerged, enabling the first quantifications of such forces at

the single molecule level [314, 315]. However, the toxicity of gold nanoparticles

used with such techniques is under debate [316, 317] and may alter the cell

behaviour. Additionally, the method covers a narrow working range of a few
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pN only [315]. Thus, combining DNA hairpin with the NV-based sensor is a

promising way to leverage these limitations and hence, enable further studies.

This chapter investigates the binding mechanics of cells with their environ-

ment using DNA hairpin-like methods with NV centres. The chapter is organ-

ised as follows:

(1) Section 6.1 introduces the importance of cell-matrix interactions for tissue

homeostasis.

(2) Section 6.2 discusses preliminary experiments to evaluate the sensing capa-

bilities of the NV-based force-sensing device. In this section, NV centres’

interaction with spin labels is investigated.

(3) Section 6.3 discusses first experiments employing NV centres to measure

fibroblasts1 traction forces mediated by a functionalised diamond, which

mimics the cell environment.

(4) Finally, section 6.4 discusses the conclusions and outlook of the chapter.

6.1 Introduction to cells and their environment

6.1.1 The eukaryotic cell: a complex and active entity

The cell is the smallest structural and functional unit of living organisms, which

can exist independently [319]. It constitutes a very complex system, as depicted

in figure 6.1. An essential part of the cell, yet not well understood, is the cell

membrane. It is a highly active region where all the interactions with the

environment happen: it protects the cell from its surroundings and regulates

substances transport across the cell [320–322]. The cell membrane is also an

important site of cell-matrix and cell-cell communications [309, 323]. As such,

a large variety of protein receptors and identification proteins are present on

the surface of the membrane [324]. Functions of membrane proteins include

1Fibroblasts are biological cells synthesising the structural framework for animal tissues
and playing a critical role in wound healing [318].
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surface recognition [325], cell-cell contact [326], signalling [327], enzymatic ac-

tivity [328], or transporting substances across the membrane [329]. Among

these receptors, the integrin plays a fundamental role in activating cell sur-

face composites by mediating cell-cell and cell-matrix mechanical interactions

[330]. These mechanical interactions mediated by integrins are the focus of this

chapter and are investigated in section 6.3.

6.1.2 The extracellular matrix: a substrate for life modelled by

fibroblasts

The ECM is a three-dimensional, non-cellular structure present in all tissues and

essential for life. The ECM is composed of a dynamic and complex network of

proteins2, growth factors, and polysaccharides that provide physical structure to

the cellular microenvironment [311, 331]. The ECM components are produced

by surrounding cells, and secreted into the ECM via exocytosis [332]. In turn,

the ECM guarantees the structural integrity of tissues and organs and modulates

cell function processes. To this end, the ECM provides cues via chemical and

mechanical signalling routes to enable cell interactions, migration, proliferation,

and differentiation for healthy tissue formation [333, 334]. Hence, this dynamic

interplay between a cell and its surrounding ECM determines the cell fate and

tissue homeostasis [310].

A central cell that synthesises ECM is the fibroblast, depicted in figure 6.1.

Since fibroblasts are easy to grow in culture, they are often used for biological

studies and serve as the main subject of the experiment described in section 6.3.

Fibroblasts are not only undemanding but they are also extensively studied for

their role in tissue repair and related diseases. The ability to synthesise ECM

makes fibroblasts a leading figure in the wound healing process in response to

tissue injury [335, 336]. At the end of an inflammatory phase [337], the first

fibroblasts infiltrate the wound where proliferation and differentiation are acti-

vated (24-48 hours after injury) [338]. In this phase, the fibroblasts remodel the

2Among the proteins present in the ECM, collagen is the most abundant.
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Integrin (Adhesion) Plasma membrane

Cytoplasm

NucleusCytoskeletonGolgi Apparatus

Rough Endoplasmic ReticulumCollagen FibrilsMitochondrion
Other Matrix Proteins

Nucleolus

Ribosome
Proteoglycan

ReceptorSoluble SignalECM Degradation Enzymes
Figure 6.1: Schematic of a fibroblast cell in the ECM. The fibroblast

is a eukaryotic cell, i.e. a complex structure containing multiple
organelles which perform various functions within the cell. One of
the fibroblast’s functions is to produce ECM components such as
collagen, giving structure to interstitial tissues. Other elements of
the ECM constantly interact with cells by serving as ligands for cell
receptors such as integrins, thereby transmitting mechanical signals
that regulate the cell behaviour.
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ECM by releasing degradative enzymes to cleave the damaged ECM components

and by producing new elements [339, 340].

With anomalous fibroblasts such as cancer-associated fibroblasts [341, 342],

the renewal of the ECM is altered, leading to dysregulation of the ECM compo-

sition, structure and abundance and leading to a stiffer ECM substrate. Such

remodelling of the ECM creates a microenvironment that promotes tumouri-

genesis and metastasis [343–345]: cancerous cells generate greater forces than

healthy cells, enabling them to invade the ECM and then the blood vessels ag-

gressively. The communication channels that allow cellular motility3 and the

stiffness of the ECM are thus closely linked to tumour progression. Further

studies on cell-matrix communication can therefore lead to the development of

new therapeutics.

6.1.3 Cell-matrix communication mediated by integrins

As discussed in section 6.1.2, cell communication is essential to maintain tissue

homeostasis, mount an effective immune response and promote tissue repair.

Among the communication channels, it is widely recognised that mechanical

forces underpin many molecular processes that maintain life. The integrin pro-

teins are one of the main force-transducing receptors in cells [330, 347]. It pro-

vides a mechanical bridge linking the ECM to the cytoskeleton4 of the cell and

transduces cues from the ECM to initiate biochemical signalling that stimulates

cellular motility [349].

6.2 Measuring biomarkers and NV centres interactions:

preliminary experiments

The experiment to measure cell adhesion forces using NV centres in diamond is

described in detail in section 6.3.1. The experimental concept is to observe how a

3Cellular motility is the spontaneous movement of a cell from one place to another through
energy consumption [346].

4The cytoskeleton is composed of an assembly of protein filaments and is responsible for
cell shaping and migration [348].
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cell deforms an elastic medium by tracking spin labels: gadolinium (Gd3+) ions.

This section describes preliminary experiments to estimate the sensitivity of NV

centres to Gd ions in order to establish an optimal and realistic configuration

for the cell experiment.

6.2.1 Relaxation induced by external ion fluctuations

Spin labelling of molecules with paramagnetic ions is a widely used technique

to determine molecular structures and study their dynamics [350, 351]. Relax-

ometry with NV centres makes use of the dipole-dipole interaction between the

NV centre and a paramagnetic species to determine the relative position (see

chapter 1). A key property in the choice of the paramagnetic species, i.e. the

spin label, is the spin magnetic moment. The higher the magnetic moment, the

stronger the interaction between the label and the probe. For this reason, the

gadolinium species [352, 353], chelated in DOTA [354] to avoid toxicity, was

chosen for the experiments presented in this chapter. Gadolinium is also com-

monly used as a contrast agent for MRI, where it is used for labelling tissues

[355, 356]. Gadolinium is a rare earth metal that most commonly occurs as a

trivalent Gd3+ ion. The existence of seven unpaired electrons in its 4f-orbital

leads to a large electronic spin of S = 7/2. However, the net magnetic moment

created by Gd3+ ions is the result of purely random fluctuations causing a large

distribution of magnetic frequencies with a mean amplitude of ⟨B⟩ ≃ 0 [122].

The standard schemes used for the detection of DC and AC fields cannot be ap-

plied. However, a transient polarisation of the spins occurs within the noise and

induces changes in the longitudinal spin relaxation time T1 of the NV centre.

As described in section 1.3.5, the relaxation rate of the NV centre T−1
1 is the

combination of an intrinsic diamond T−1
1,int and environmentally T−1

1,env induced

relaxation rates. In the case of relaxation induced by Gd ions, the T−1
1,env term is

mainly influenced by the dipolar coupling between the NV centre and the Gd3+

ion. The T−1
1,env term is thus given by the integrated product of the normalised

resonance line of the spin transition with the power spectrum of the spin noise.
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Consequently, it is dependent on the distance r that separates the Gd ion from

the NV centre, as described by equation (6.1)[122]:

T−1
1,env(r) ≃ 2

fGd ∗B2
rms(r)

f2Gd +D2
gs

, (6.1)

where fGd expresses Gd3+ fluctuation rate and corresponds to 1.75GHz in

DOTA [357], Brms =
√

⟨B2⟩ is the magnetic dipolar term rising from the

NV −Gd3+ interaction, given in units of frequency. The expression of Brms

depends on the geometry of the experiment and is given in [122, 123].

6.2.2 Gd-loaded beads measurements

In this experiment, modified silica beads with a diameter of 3.9(1) µm are in-

vestigated. The surface of the silica beads was modified with Gd3+ DOTA

complexes. The beads were deposited on the surface of a diamond with shallow

implanted NV centres (see appendix A), as depicted in figure 6.2. Thus, T1 was

measured according to the protocol described in chapter 1. The resulting curves

are fitted according to the model described in appendix D.

Figure 6.3 shows the deposited beads under bright illumination, and figure 6.4

shows the corresponding T1 map resulting from the experimental data fit. At

the contact point between the beads and the diamond surface, a sharp decrease

in the T1 values can be observed. Since the microbeads have a curved profile,

as depicted in figure 6.2b, only the Gd3+ in the immediate vicinity of the NV

centres contribute to the signal.

Figure 6.3b and figure 6.4b show close-ups of an arbitrarily chosen bead to

further investigate its effect on T1 and a reference signal to determine T1,int and

thus extract T1,env. The T1 profile along the dashed line shown in figure 6.4b is

represented in figure 6.5. A clear decrease of T1 by a few hundred nanometres

can be observed. Since the neighbouring Gd3+-loaded beads are 3.9(1) µm wide,

they do not contribute to this signal.

On a small scale, the distribution of Gd3+ can be approximated by a 2D

layer of ions above the NV centres. Considering this approximation and the
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(a)

Silica beads
Diamond substrate 2D layer of sensors

(b)

3+Gd  ionsNV centres
Figure 6.2: Gd-loaded beads on a diamond membrane. a) Schematic of

the overall view of the experiment. b) Close-up on a single bead.
Only the Gd3+ ions in the interaction range of the NV centre con-
tribute to the signal.

experimental values of T1,int and T1,env, simulations of the T1 signal were per-

formed with respect to the NV-Gd3+ distance and for different Gd3+ ion den-

sities. The results are shown in figure 6.6. Considering NV centres with a

mean depth of about 7 nm, the resulting Gd3+ ion density is given by about

σ =5000Gd3+/µm2. Although previous experiments have shown the detection

of Gd3+ ions with NV centres on a microscope [122], the samples were large

compared to the experimental design required in the next section. Here, sensi-

tivity down to a few ions per NV centre was demonstrated since the NV centre

showed a strong response for about 120Gd3+ ions within the diffraction-limited

spot. Finally, although smaller densities can be detected, since experiments

with living cells require short averaging times and therefore lead to poor SNR,

densities of σ =5000Gd3+/µm2 and above should be used for the next part.
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(a)

Bright illumination (norm)

(b)

Bright illumination (norm)

Figure 6.3: Gd-loaded beads under bright illumination. a) Full map. The
scale bar is 10 µm wide. b) Top: Enlarged area with no beads,
taken as reference. Bottom: Enlarged area enclosing the bead to
investigate. Scale bars are 1 µm wide.

(a) (b)

Figure 6.4: T1-maps generated by Gd-loaded beads. a) Full map. The
scale bar is 10 µm wide. b) Top: Enlarged area with no beads, taken
as reference, to determine T1,int. Bottom: Enlarged area enclosing
the bead to investigate. Scale bars are 1 µm wide.
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Figure 6.5: T1-profile generated by a single Gd-loaded bead. Only the
surface close enough to the NV centres leads to Gd3+ − NVs inter-
actions. The red dots represent experimental data, and the dashed
line is a cubic interpolation.

3+NV‑Gd  ions distance (nm)
Figure 6.6: T1 induced changes with NV-Gd3+ distance. For a proximal

NV centre located at 7 nm distance from the surface (i.e. from the
Gd3+ ions), the decrease in T1 observed in figure 6.5 is induced by
an ion density σ =5000Gd3+/µm2.
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6.3 Measuring forces exerted by a single cell

6.3.1 Apparatus design

The aim of the experiment is to measure forces applied by fibroblasts while com-

municating with the ECM through integrin receptors. To this end, the surface

of a diamond with shallow implanted NV centres (sample C, see appendix A)

was modified to mimic the ECM, as depicted in figure 6.7. The structure is as

follows:

■ A 2nm layer of SiO2 grafted with polyethylene glycol (PEG) chains of

length L0 = 5.1 nm covers the diamond surface;

■ Each PEG chain is annexed with two specific terminations:

– a DOTA complex, which is a chelator that can capture a metallic ion

and thus be loaded with a Gd3+ ion before the experiment;

– an Arg-Gly-Asp (RGD) ligand, a short peptide present in the ECM

that can bind to the integrin present on the cell surface [358].

The PEG chain is a molecular structure composed of repeating ethylene glycol

units, giving the chain elasticity. Therefore, it can be compressed or stretched

out when a force is applied to its extremity. By relaxometry, the distance r

separating the NV centre to the chelated Gd3+ ion can be determined. Hence,

the deformation induced by a cell binding to the RGD receptors can be deduced

by comparison with the length of the chain at rest.

6.3.2 Protocol for measuring pN-range forces

In this section, the procedure for measuring forces by tracking spin labels is

discussed.

The first step is to measure T1 with a cell generating traction forces. The

experiment is repeated without the cell to obtain a reference measurement.

The experimental values denoted T1,cell and T1,ref for the measurement with

the cell and the reference, respectively, are extracted using the fitting procedure
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Fibroblast

NV centres

~ few pN
3+Gd

α βDOTA3+Gd IntegrinPEGRGD
CellMembrane

SiO  layer2

Figure 6.7: Cell experiment configuration. A diamond surface is modified
to mimic the fibroblast natural environment and labelled with spin
markers (here, Gd3+ ions). A living fibroblast binds to the PEG
chains through the RGD ligands and exerts traction force on them.
As the chain is pulled away, the distance r between the NV centre
and the Gd3+ becomes larger and the NV-Gd3+ coupling weaker.
PEG chains are spaced by 10 nm.

described in the appendix D and shown in figure 6.8. Thus, ∆T1 = T1,cell−T1,ref

can be extracted to estimate the effects caused by the forces generated by the

cell.

As in the experiment discussed in section 6.2.2, the second step is to evaluate

the interaction between the NV centres and the Gd3+ ions to infer the dis-

tance r separating the spins. A two-dimensional layer of Gd3+ spins of density

σ =10 000Gd3+/µm2 overlying the NV centres is considered to estimate the

magnetic dipolar term arising from the NV −Gd3+ interaction, described by

the Hamiltonian 1.18. Using the equations (1.16) and (6.1), the experimentally

determined value of T1 can be related to the distance r, as shown in figure 6.9.

In this way, the deformation of the chain caused by the traction force can be

determined.

Finally, the third step is to calculate the corresponding force that causes the

deformation ∆δ using the so-called worm-like chain (WLC) model. The WLC

model is an analytical solution derived by C. Bustamante and co-workers in
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Figure 6.8: Force estimation step 1: fitting the data to extract ∆T1.

Each pixel in the map contains a curve fitted with a stretched ex-
ponential. The fitting returns the relaxation time T1. The data are
first collected with the cell on top, returning T1,cell, and then col-
lected after removing the cell, returning T1,ref .2 Extraction of Δδ through NV-Gd interaction

Figure 6.9: Force estimation step 2: estimation of ∆δ using ∆T1 and
the magnetic dipolar term resulting from the NV −Gd3+

interaction.
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[359] and was initially developed to fit the force-extension diagram of a DNA

dimer. As experiments became more rigorous with advancing technology, the

model was refined five years later by C. Bouchiat et al.. Corrective terms were

added by comparing the first WLC model with the exact numerical solution,

resulting in the equation (6.2) [360].

The force F causing a deformation ∆δ is thus given by:

F =
kBT

Lp

 1

4
(
1− ∆δ

L0

)2 − 1

4
+

∆δ

L0
+

i≤7∑
i=2

αi

(
∆δ

L0

)i

 , (6.2)

where kB is the Boltzmann constant, T is the temperature, L0 is the contour

length of the molecule, Lp is its persistence length and αi are the correction

terms given in [360]. The length of the polymer depends on the number of

glycol units forming the chain and the surrounding media. In the following, the

values are calculated for the cell culture medium [361].

The model is computed for two PEG chains with different contour lengths

L0, and the results are shown in figure 6.10. A long PEG chain with 3400

glycol units, denoted PEG3400, shows a slowly varying linear progression of the

force-deformation relationship. Although this configuration is advantageous as

it shows a large deformation of about 1 nm for 1 pN applied force, this configu-

ration is not suitable for the experiment performed here. For such PEG chains,

an applied force of only a few pN leads to a deformation of several nanome-

tres, and the interaction NV-Gd becomes out of range. Therefore, a shorter

polymer chain with 800 glycol units, referred to as PEG800, was chosen for this

work. This time, the polymer length matches the dynamic range of the NV-Gd

relationship since Gd3+ can affect T1 for each conformation.

In summary, the procedure is as follows:

(1) The experiment is performed twice: first with the cell binding to the

functionalised diamond and a second time after cleaving the adhesion

between the cell and the substrate. Thus ∆T1 = T1,cell−T1,ref is determine

for each pixel of the map.
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Figure 6.10: Force estimation step 3: calculation of the force according
to the WLC model.

(2) The deformation of the PEG chain ∆δ is estimated by calculating the

dipolar interaction between the NV centres and the Gd3+ ions.

(3) Finally, the force is estimated using the WLC model.

6.3.3 Experimental results

At the frontier between physics and biology, where advanced experimental pro-

tocols involve laser and microwave radiations on a living subject, it is crucial to

ensure the right conditions to maintain the perenniality of the subject during

an experiment. To this end, the NV-pumping laser was used at an angle cor-

responding to total internal reflection (TIR) conditions [161]. In this way, the

light exposure of the sample was kept minimal to prevent phototoxicity [362]

of the bio-sample. In addition, the signal was acquired and averaged over 3

cycles to keep the total acquisition time minimal, and a carbonated bath solu-

tion was used to allow the sample to survive despite external stimulation [298].
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Figure 6.11: Cell under bright illumination. Scale bar is 10µm wide.

Finally, the experiment was conducted at 37 ◦C using an incubator on the stage

to provide optimal conditions for the cell culture.

Fibroblast cell cultures were incubated on the modified diamond surface for

approximately three hours. This time was needed to ensure that the cells adhere

and bound properly to the surface5. Good adhesion is determined by observing

the shape of the cells: when the cell binds properly to the ligands, it spreads over

a large surface [364]. Therefore, T1 measurements were performed on a single

cell attached to the diamond as shown in figure 6.11. Thenceforth, the cell was

removed from the diamond surface using trypsin to cleave the bonds between

the cell and the PEG chains. Finally, a phosphate-buffered saline (PBS) buffer

was used to clean the diamond surface from the cell culture medium. The T1

measurement was performed a second time on the same site and under the

same conditions (with a clean cell culture medium on the surface, at 37 ◦C) to

complete the reference measurements.

5The adhesion process is directly related to the ligand density [363], so it is important to
consider enough RGD receptors such that the cell can adhere correctly.
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(a) (b) (c)

Figure 6.12: Force exerted by a living cell. a) Full ∆T1 map. b) ROI show-
ing the deformation ∆δ deduced from the NV-Gd3+ interaction. c)
Corresponding force map computed using the equation (6.2). Scale
bars are 10 µm wide

The difference between T1,cell measured with the cell on the diamond and

T1,ref obtained from the reference measurement results in the ∆T1 map shown

in figure 6.12a. Although the experiment was intended to measure the forces

exerted by the cell in the centre of the frame, there is no clear signal at this

site. Instead, a strong signal emanates from the upper left corner, where a cell

that is partially visible in figure 6.11 is located. The TIR condition, which was

at the limiting angle due to the limited space using illumination through the

objective, was most likely causing the middle cell not to produce a signal. Since

the cells have a different refractive index than the cell culture medium and the

organelles are also different from the membrane itself, the TIR condition was

not met for the entire sample. Since the laser beam is Gaussian, the repetitive

laser pulse locally transmitted placed considerable demands on the biological

sample, and the central cell did not keep adherence over time.

Thus, the focus now is on the upper left corner, where the optical field is

much lower. Figures 6.12b,c show the deformation of the PEG chains and the

induced traction forces calculated using the equation (6.2), respectively. The

deformation of the PEG layer follows the shape of the cell, although it is blurred
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(a) (b) (c)

Figure 6.13: Force exerted by a cell under stress. a) Full map of ∆T1.
b) ROI showing the deformation ∆δ deduced from the NV-Gd3+

interaction. c) Corresponding force map, given for reference only.
Scale bars are 10µm wide

because of the long acquisition time of the measurement. Additionally, the de-

formation is in adequacy with the PEG length. Analysis of figure 6.12c shows

an average force per ligand of about a few pN. As reported in literature [365], the

forces are in the pN-range, and the maximum integrin tension typically appears

near the centre of the rod-shaped elongated structure. Thus, these measure-

ments demonstrate a promising use of the NV centres to measure forces exerted

by cells. Improvements to elaborate a non-invasive technique are discussed in

section 6.4.

However, it is interesting to show that the signal changes over time. Fig-

ure 6.13 shows a subsequent measurement where the cell appears to push against

the substrate. Such behaviour emphasises that the cell is subjected to stress

[366, 367], most likely caused by the MW pulses that were used to obtain good

signal contrast. The most significant deformations caused by the cell, shown by

the ∆δ map in figure 6.13b, indicate that the Gd ions are pushed to the bottom

of the PEG chain. This situation can be caused by shear stress pushing the

PEG chain to the side. The force map shown in figure 6.13c is, therefore, given

for reference only. The stress caused to the cell can be observed directly under
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t = 0 t = 15 min t = 127 min

t = 147 min t = 184 min t = 415 min

Bright ill
uminatio

n (norm)

Figure 6.14: Cell under bright illumination at different time scales.
Over time, the cell death can be observed [368]. At t=0, the cell
spreads well to the side while it retracts with time. The measure-
ments shown in figure 6.12 were made between t = 15min and
t = 127min, when the cell was still alive. The scale bars are 10µm
wide

the microscope with bright illumination, as shown in figure 6.14. Before the

measurement, the cell spreads out over a large area, showing excellent adhesion

to the substrate. However, over time, the cell retracts itself, making it difficult

to distinguish the features after a few hours of measurements. Since the cell

was positioned where the laser intensity was low (at the tail of the Gaussian

beam), it is most likely the MW radiation that caused this stress. Therefore,

future measurements should include an all-optical scheme.

These experiments show that the forces induced by a single cell can be mea-

sured with NV centres in diamond, regardless of whether it exerts tensile forces

or compressive forces against the substrate. The resolution is about 300 recep-

175



Chapter 6. NV-based force sensor for cell adhesion study

tors within the diffraction-limited spot and could be scaled down to measure a

single receptor, as further discussed in section 6.4.

6.4 Conclusions and outlook

Nanomechanical sensors based on NV centres have been developed in the past

[63], but the method and the reported sensitivity do not allow the detection

of a mechanical signal induced through the receptors of a cell. The strategy

adopted here was to functionalise the diamond surface to measure cell-induced

forces. Polymer chains, acting as springs, were grafted onto the diamond surface

and given a specific termination enabling RGD-integrin binding tracking. The

termination included Gd3+ ions that interact with NV centres, and that can be

detected with relaxometry.

To ensure an optimal device design, a first experiment was performed with

Gd3+ ions bound to microspheres. A clear signal was generated with about 120

Gd3+ ions within the diffraction-limited spot.

In this way, first experiments with cell cultures of fibroblasts could be per-

formed. The results are very encouraging as they showed the detection of cell-

induced forces in the pN range and with subcellular resolution. The main fea-

tures of the geometry of the fibroblasts were identifiable and showed traction

forces where the maximum tension occurred near the centre of the typical rod-

like elongated structure of the cell, as reported in the literature [365]. However,

the long measurement duration shows that external stimulations by MW alter

the behaviour of the cell, which is under stress. Thus, the conditions to keep

the cell alive were not optimal and the experiment needs to be redesigned to

be non-invasive to the cell. To this end, an all-optical scheme is proposed in

chapter 8, optimised to maximise the contrast of the signal on the widefield

microscope.

Providing the experiment is redesigned, the NV-based device can be used

to study the dynamics of the cell [369] since both traction and compressive

forces have been detected. In this context, single-tau experiments [122] can
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(a)

3+Gd  ion
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z r yα
φNV centre

(b)

Figure 6.15: Outlook: using single pairs of NV-Gd3+ for 3D quantifi-
cation. Since the dipolar coupling term with the Gd3+ has an
angular dependence between the two spins, vectorial information
can be retrieved.

be performed with a well-calibrated system to enable the visualisation of such

forces with high video frame-rates acquisition.

Finally, this experiment measured the averaged values of the traction forces

where the vertical component dominates. Access to scalar information is a

sufficient approach to obtain information about the system. However, to in-

vestigate the effects of stress on the cell, a three-dimensional characterisation

is needed. This can be realised with a single NV centre for which the dipolar

coupling term with the Gd3+ has an angular dependence between the two spins,

as shown in figure 6.15. Therefore, further development using prior identifica-

tion of the orientation of the NV centres, e.g. using polarised light, will lead to

three-dimensional force detection. This will allow quantification of both lateral

and azimuthal traction at the level of a single receptor, leading to new insights

in the field of cell-matrix communication.
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Chapter 7

Sensing dissolved oxygen in water

Oxygen, O2, also known as molecular oxygen, constitutes 20.95% of the volume

of the Earth’s atmosphere and is essential for many metabolic processes, includ-

ing human life. It oxidises sugars to produce energy via adenosine triphosphate

(ATP) and it is a key substrate for numerous intracellular biochemical reactions

[370]. O2 deprivation, known as hypoxia, causes stress in organisms by trigger-

ing complex adaptive responses to balance the supply of O2 with metabolic and

bioenergetic demand. In particular, hypoxia in tissues is the fundamental cause

of degenerative diseases and ultimately leads to death if the concentration of

O2 remains low for too long. Therefore, maintenance of O2 homeostasis is es-

sential for the survival of most prokaryotic and eukaryotic species. Accordingly,

measuring O2 is one way to study life on Earth [371].

The ocean, also known as the “lungs of the Earth”, is the main source of

oxygen on Earth since it produces more than half of the world’s oxygen con-

sumption. In addition, the ocean plays a key role in maintaining the global

ecosystem by acting as a carbon sink and regulating heat transport. However,

human activities threaten this balance and signs of ocean deoxygenation have

been observed. An important parameter to monitor on a global scale is, there-

fore, the dissolved oxygen (DO) in water [372, 373]. Despite this importance,

there is a lack of practical and accurate sensors that can be used on board ships.

This chapter explores the NV-based system as a potential practical, accurate

and portable sensor for DO.
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Chapter 7. Sensing dissolved oxygen in water

This chapter is organised as follows:

(1) Section 7.1 describes how to measure DO variations using NV centres in

diamond.

(2) Section 7.2 presents and discusses preliminary experiments using commer-

cial O2-meters.

(3) Section 7.3 demonstrates first experimental results using NV centres to

sense DO.

(4) Finally, conclusions are discussed in section 7.4, and an outlook to further

develop DO sensing using NV centres is presented.

7.1 Measuring dissolved oxygen (DO) in water

The ocean is one of the greatest support of life on Earth, where physical and

biogeochemical processes govern oxygen dynamics in the ocean. The ocean gains

oxygen in the upper layer through the photosynthesis of autotrophic organisms

and through oxygen from the atmosphere, which dissolves in the undersaturated

waters. Conversely, the ocean loses oxygen throughout the water column: at

the surface through outgassing of oxygen to the atmosphere in over-saturated

waters and from the surface to the depths through the respiration of aerobic

organisms and oxidation of reduced chemical species. Therefore, the oxygen

levels in the ocean are highly dynamic, and sensors combining precision, real-

time, stability and portability need to be developed. In particular, sensors that

measure DO with an accuracy of about 0.02mg/l are required to measure the

variations caused by the respiration of organisms in the dark ocean [374]. These

conditions set the figure of merit that the NV-based sensor should achieve.

7.1.1 Measuring DO using available tools

Conventional methods to determine the DO content in water include iodometric

titration (Winkler method), electrochemical detection (Clark method), and op-

tical detection (fluorescence quenching method), which are described in [375].
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In short, the Winkler method has a very high determination accuracy but a

cumbersome detection procedure and long response times that prevent continu-

ous online detection. The most widely used method is the Clark method, which

is also precise and easier to handle. Its detection speed is high, but it consumes

oxygen and has a long response time because the electrode has to be polarised,

preventing long-term measurements. Finally, the optical sensor of the fluores-

cence quenching method has many advantages. It does not consume oxygen

and is not easily influenced. It also allows remote detection and processing and

performs continuous online detection. However, a significant disadvantage so

far is its low detection accuracy [375].

Overall, the accuracy and real-time performance of these devices cannot meet

the requirements of both in situ and long-term online measurements.

7.1.2 Working principle of the DO sensing based on NV

centres

The working principle of the O2 sensing measurement with NV centres is based

on the paramagnetic property of the molecular oxygen.

Molecular oxygen occurs naturally in several forms [376]. The most stable

and hence abundant form is the triplet 3O2 formed with the stable isotope of

oxygen 16O. A possible Lewis representation1 is given by :

O O

where the two unpaired electrons are highlighted. The triplet ground state of

the 3O2 molecule, thus, forms a diradical.

Since the O2 molecules are paramagnetic, the interaction with NV centres

can be measured via relaxometry. In order to account for the influence of the

O2 molecules alone, the signal must be compared to a signal obtained with a

water sample with a zero-oxygen level.

1Various Lewis representations are accepted, although they do not accurately represent the
bonds that form the 3O2 molecule. For an accurate representation, the energy diagram
found in [376] should be drawn instead.
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Figure 7.1: Picture of the O2-meter used for the preliminary experi-
ments. One can see the device on the left-hand side of the picture,
displaying the DO content measured by the electrode inserted in the
tube containing the water sample.

7.2 Preliminary experiments

In this section, a conventional O2-meter, based on the Clark method, was used

to conduct initial experiments to establish reference measurements. The device

is shown in figure 7.1 while displaying the oxygen content of a water solution

with reduced oxygen. The device is capable of measuring dissolved oxygen in

a range from 0mg/l to 20mg/l in liquid water and at temperatures between ∼
0 ◦C and 50 ◦C. The precision of the instrument can reach 0.07mg/l for 10min

acquisition, although the accuracy is strongly influenced by the calibration of

the device.

7.2.1 Preparation of the zero-oxygen sample

In order to control the DO content in water, two approaches are investigated in

this section.
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The first approach is to degas oxygen from water. For this, the choice of the

gas is essential, as it must neither react with other components nor interact

with NV centres. Therefore, the argon gas is chosen because it is a noble gas

(i.e. chemically inert), and the atoms are heavy enough to push the oxygen out.

For about two hours, argon gas was run through water. Measuring the oxygen

content immediately after degassing gives a value of 0.4(2)mg/l, but within

ten minutes, the amount of oxygen rises again to 0.64(7)mg/l. The process of

degassing water is, therefore, not convincing enough to prepare a water sample

with zero-oxygen content.

Since it is not possible to remove all the DO from water by physical means,

the second approach involves a chemical reaction that consumes oxygen. Such

a reaction is commonly used in the industry where oxygen scavengers are used

to preserve items from oxidation. For example, sulfites can be used to prevent

the rusting of pipes in wastewater systems [377] or to control the oxidation of

foods [378].

In this section, sodium sulfite is used to react with oxygen to form sodium

sulfate. The reaction, described in [379], proceeds as follows:

Na2SO3 +
1

2
O2 → Na2SO4. (7.1)

When the reaction is total, all of the DO is consumed.

In order to find the optimum amount of sodium sulfite to produce the zero-

oxygen water sample, several solutions containing different concentrations of

sodium sulfite in water were prepared. First, a molar solution of Na2SO3-H2O

was prepared, of which 12.5 µl, 15 µl, 50 µl, 100 µl and 200 µl were added to

40ml water. The resulting amounts of sodium sulfite per unit of 1ml of water

correspond to 39.38 µg, 78.75 µg, 0.16mg, 0.32mg and 0.63mg.

On this basis, two series of measurements were carried out with these samples.

After the preparation of the solutions, the oxygen content of all the samples

was measured at room temperature. Since the reaction of the sodium sulfite

with the O2 molecule is slow, the oxygen concentration in the samples was
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measured again after a few hours. The resulting curves are shown in figure 7.2

where the measurements after a few hours result in lower O2 content. Finally,

measurements over time are carried out for the solutions with 320mg/l and

630mg/l sodium sulfite, resulting in the curves shown in figure 7.3.

Figure 7.2: Oxygen content in Na2SO3-H2O solutions. The amounts of
Na2SO3 water solution correspond to the amount added to 40ml
water. The measurements were performed at room temperature.

Figure 7.3: Reaction time of the O2 consumption in an Na2SO3-H2O
solution at room temperature. The curves represent measure-
ments done with 100 µl and 200 µl, corresponding to solutions with
320mg/l and 630mg/l of sodium sulfite.
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In order to obtain a rapid and long-lasting reaction, a solution with sodium

sulfite in excess is preferred. Therefore, aqueous solutions with 630mg/l sodium

sulfite and more can be used to prepare the solution with zero-oxygen content.

The use of sodium sulfite in excess also ensures that O2 does not dissolve again

over time.

7.2.2 Temperature dependence of the oxygen levels

The oxygen absorbing capacity of water depends on external conditions such as

temperature and pressure [380]. Examples of oxygen concentrations at ambient

conditions are referenced in [381]. In order to vary the amount of O2 in a

controlled manner, experiments were conducted to assess the dependence of

DO with temperature.

Starting at room temperature, a sample of ultrapure water was heated in a

water bath until reaching about 40 ◦C and the DO content was measured si-

multaneously. The measurement was repeated twice, and the results are shown

in figure 7.4. A downward trend can be seen, but is unstable with large fluc-

tuations. Since the values given in [381] are larger, another measurement was

conducted.

This time, a sample of ultrapure water was gassed with O2 for about 30

seconds, and the sample was placed in a water bath at a regulated temperature.

The experiment was carried out for three different temperatures: 22 ◦C, 31 ◦C

and 36.5 ◦C. The O2 content was monitored over time, and the results are

shown in figure 7.5. The data were fitted to the stretched exponential model

given by the equation (D.1), where the resulting offsets are y0,22°C = 8.6(2)mg/l,

y0,31°C = 7.3(1)mg/l, y0,36.5°C = 6.2(2)mg/l for the temperatures 22 ◦C, 31 ◦C

and 36.5 ◦C, respectively. These values indicate the degree of saturation of DO

in water and are consistent with the values given in [381]. Since the curves show

a clear temperature dependence and vary slowly after about 180min, samples

with different amounts of O2 are prepared in this way for the experiments with

NV centres described in section 7.3.3.
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Figure 7.4: Temperature dependence of O2 content in water. Millipore
water refers to ultrapure water.

Figure 7.5: Temperature dependence of O2 content in saturated water
over time. Dots represent experimental data taken at temperatures
22 ◦C, 31 ◦C and 36.5 ◦C and the solid lines represent the fit to
a stretched exponential. The grey halos surrounding the fit lines
represent the confidence range of the fit.
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7.3 Sensing DO with NV centres

7.3.1 Experimental settings

To conduct the sensing experiments with NV centres, a diamond membrane is

mounted on an Ω-shaped coil grown by lithography on a coverslip, as shown in

figure 7.6. The omega loop has an inner diameter of about 800µm and provides

a homogeneous field for the NV centres. The coverslip is attached to a PCB to

transmit the MW radiations.

To perform experiments with solution flows in direct contact with the dia-

mond surface, a microfluidic device was fabricated in-house, using polydimethyl-

siloxane (PDMS) [382]. The flow cell was thus mounted on the coverslip with

the microcoil and diamond and is shown in figure 7.6b. Needles were attached

to the inlet and outlet parts to fill the channel with solutions and drain it. A

syringe can be used to inject the liquids into the flow cell and suck them out

again. Since PDMS does not react to water and various solvents, the cell can

be used for several weeks with the sulfite solutions and water needed for the

experiment [383].

(a)
1 mm

(b)

Figure 7.6: Photos of the flow cell and MW antenna used for the exper-
iment. a) Image of the microcoil fabricated by in-house lithography
on a glass coverslip. The diamond membrane is glued on top of the
microcoil. b) A flow cell made with PDMS is mounted on the cov-
erslip glued to the diamond membrane.
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7.3.2 Cleaning the diamond surface

Adsorbates, including O2, can contaminate the diamond surface, resulting in

reduced T1 times. Therefore, it is primordial to clean the diamond surface

before starting the experiment. Here, the sample D described in appendix A

was employed. The diamond was first cleaned using Piranha and acid boiling

as described in appendix A.

The sample was placed on the NV-based widefield microscope and illumi-

nated with a 532 nm-laser beam, resulting in the fluorescence pattern shown in

figure 7.7. As the NVs ensemble is irradiated with a Gaussian laser beam, the

NV centres fluorescence pattern follows this shape, and bright and dark areas

appear in the image. Thus, a ROI is selected to encompass the areas where the

laser light is strong and homogeneous enough.

Figure 7.7: PL intensity frame. Full frame PL intensity as recorded by the
CCD camera and the selected ROI is delimited by a red square. The
scale bars are 10µm.

A T1 measurement is performed, and the resulting map is evaluated with

the averaged signal in the ROI. The resulting curve was fitted to the stretched

exponential function given in appendix D and the returned T1 parameter was

much shorter than expected with T1 = 99(1) µs.

Following this experiment, different dosages of a sodium sulfite-water solution

were tested on the diamond D to see if O2 adsorbates affected the NV centres

due to the air composition. The flow cell was rinsed with three different sodium
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sulfite-water concentrations, and the solution was left in the cell after rinsing.

The number of millilitres of solution used for each rinse and the resulting av-

eraged relaxation time are given in figure 7.8. The results reveal that rinsing

the diamond surface with sodium sulfite significantly increases T1. Observation

of the signal over time, as shown in figure 7.9, indicates that there is an opti-

mal time for which the sodium sulfite solution should remain in the flow cell.

Overall, and as summarised in figure 7.10, the final wash step resulted in T1 =

918(36)µs, i.e., one order of magnitude increase in T1.

These observations were repeated in several experiments and then evalu-

ated on another diamond sample, sample E (see appendix A). This time, only

one washing step was performed with a high concentration of sodium sulfite

(1133mg/l). As can be seen in figure 7.11, this wash step again resulted in a sig-

nificant increase in T1, which evolved from T1 = 499(20)µs to T1 = 1655(53) µs.
This diamond sample was then chosen to perform the experiment with DO

sensing, presented in the next section.

Figure 7.8: Washing steps using sodium sulfite solutions. Averaged T1

evolution after distinct washing steps using sodium sulfite in water.
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~70 min
~70 min ~80 min

~30 min

Figure 7.9: T1 recovery using sodium sulfite in water. Observing T1 evolu-
tion over time within a washing step reveals optimal times at which
the solution should be changed.
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Figure 7.10: Sample D: T1 comparison before and after wash. Compari-
son of T1 before washing with sodium sulfite and after last washing
step. a) Relaxometry curves, dots represent experimental data
points, error bars represent the standard deviation, and solid lines
correspond to the line fits. b) Histogram showing the T1 values ex-
tracted from (a). One can observe nearly one order of magnitude
difference.
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Figure 7.11: Sample E: T1 comparison before and after wash. Compari-
son of T1 before washing with sodium sulfite and after last washing
step. a) Relaxometry curves, dots represent experimental data
points, error bars represent the standard deviation, and solid lines
correspond to the line fit. b) Histogram showing the T1 values ex-
tracted from (a). One can observe nearly one order of magnitude
difference.

7.3.3 Dissolved oxygen sensing experiments

The sample E mounted with a flow cell serves now as a probe to investigate

the DO content in water, varying with temperature. The temperature of the

assembly was controlled by a resistor system that allows raising the temperature

on the setup. As in section 7.3.2, the NV centres were illuminated with a 532 nm-

laser beam, resulting in the fluorescence map shown in figure 7.12. The signal

is examined in the centre of the Gaussian beam bounded by the red square.

The experiment was conducted as follows. First, a control measurement was

made at room temperature (about 22 ◦C), using a sodium sulfite solution with

a concentration of 1133mg/l. After this measurement, a water sample was

oxygenated at 40 ◦C using the procedure described in section 7.2.2, i.e., the

sample was gassed with O2 for about 30 seconds and placed in a water bath

at 40 ◦C for about 180min. The solution was then transferred to the flow cell,

which was already mounted on the setup, stabilised at 40 ◦C. About 3ml of
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Figure 7.12: PL intensity frame for the O2 sensing experiment. Full
frame PL intensity as recorded by the CCD camera and the selected
ROI delimited by a red square. The scale bars are 10 µm wide.

the water solution was used to rinse the diamond surface and keep the flow cell

filled during the experiment. To avoid high pressure in the cell, the outlet was

kept open while the inlet was closed with a syringe. Finally, T1 measurements

were acquired for about 40min. The procedure was repeated at 30 ◦C and then

at room temperature at about 22 ◦C.

The results are pixel-wise fitted with the stretched exponential model given

in appendix D, resulting in the returned parameters A, b and y0 shown in

figures 7.13, 7.14 and 7.15, respectively. The maps of A and b are examined

to control that the ensemble of NV centres in the ROI is homogeneous and

homogeneously controlled by optical and MW fields. Finally, the maps of y0

are used to control that the overall experiment was performed in a similar light

environment.

The values obtained for the averaged signal in the ROI are summarised in

the tables 7.1, 7.2 and 7.3 and show similar conditions for all experiments.
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Figure 7.13: Amplitude parameter A for measurement series with dif-
ferent contents of O2. Returned parameters for each pixel of
the full frame. The scale bars are 10 µm wide.

exponen
t

Figure 7.14: Exponent parameter b for measurement series with differ-
ent contents of O2. Returned parameters for each pixel of the
full frame. The scale bars are 10 µm wide.

Figure 7.15: Offset parameter y0 for measurement series with different
contents of O2. Returned parameters for each pixel of the full
frame. The scale bars are 10µm wide.

Control 40 ◦C 30 ◦C 22 ◦C

a (a.u.) 0.094(1) 0.109(2) 0.113(1) 0.102(1)

Table 7.1: The amplitude A of the stretch exponential curve and its standard
derivation.
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Control 40 ◦C 30 ◦C 22 ◦C

b (a.u.) 0.68(2) 0.58(2) 0.54(1) 0.57(1)

Table 7.2: The exponent b of the stretch exponential curve and its standard
derivation.

Control 40 ◦C 30 ◦C 22 ◦C

y0 (a.u.) −0.0008(7) −0.002(1) −0.0020(6) −0.0010(4)

Table 7.3: The offset y0 and its standard derivation.

Finally, the value of interest is the longitudinal relaxation time T1, in fig-

ure 7.16. Overall, a clear influence of the DO concentration on the T1 values

can be observed. Interestingly, when looking at the spatially resolved values,

a gradient within the ROI can be observed. Since the control is homogeneous

in this region, such a gradient may be caused by a gradient of the DO content

itself. In fact, the inlet is kept closed while the outlet remains open: such a

configuration induces a pressure gradient that affects the O2 content in the wa-

ter. The higher the pressure, the higher the O2 content, which is the tendency

observed in the data.

Overall, the data are very encouraging for sensing O2 in water. A global

effect can be assessed from the averaged values for T1, as shown in figure 7.17.

The concentrations of O2 given in the figure were measured during the exper-

iment with the conventional O2-meter. Although the same water sample was

measured, the values are given for reference only, since the experimental con-

ditions were not exactly the same. From the reported values one can estimate

that 1mg/l reduces T1 by about 100 µs for O2 concentrations in the range of

0−8mg/l. Although the measurement at 22 ◦C shows no clear difference from

that at 30 ◦C, this can be explained by a local temperature increase due to the

use of laser and MW. Therefore, further experiments can be conducted by using

the NV centres themselves to measure the in-situ temperature and pressure to

obtain a better overview of the local situation.
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FlowcellInlet
Outlet

Figure 7.16: T1 parameter for measurement series with different con-
tents of O2. The flow cell is represented on the left to indicate
the position of the inlet and outlet of the flow cell. Top: Returned
parameters T1 for each pixel of the full frame. The scale bars are
10 µm wide. Bottom: T1 longitudinal relaxation curves of the NVs
ensemble resulting from averaging the signal over the ROI, fitted
to a stretch exponential given in appendix D

Figure 7.17: Averaged T1 values at the different dissolved oxygen con-
centrations.

195



Chapter 7. Sensing dissolved oxygen in water

One can conclude from these experiments that the DO content in the water

has a clear influence on the T1 time of the NV centres even on the microscale:

the lower the temperature, the higher the DO content and the lower the average

T1 time. The experiment has thus successfully demonstrated that NV centres

can be used to detect dissolved oxygen in water. Suggestions for pursuing this

project further are discussed in the following section.

7.4 Conclusions and outlook

This chapter established a method for measuring dissolved O2 in water using

NV centres in diamond, and promising results for the development of a highly

sensitive device were demonstrated.

The results already showed excellent sensitivity to variations in dissolved O2

on the microscale, for which 1mg/l induced about 100µs change on T1. Since

the signal does not need to be highly resolved in space, the sensitivity can be

drastically enhanced by increasing the size of the sensing unit cell. For example,

increasing the unit cell size from ∼ 1× 1 µm2 to ∼ 100× 100 µm2, will enable

the measurement of 0.01mg/l O2 fluctuations, as the sensitivity scales with 1√
N
.

In addition, the use of large sensor volumes drastically reduces the averaging

time, allowing highly dynamic measurements.

The next step is to quantify the concentration of the DO directly using the

NV centres. Several routes lead to the quantification of the amount of in situ

O2 molecules in water. First, the dipole interaction between the O2 molecules

and the NV centres can be determined, similarly to the interaction with Gd3+

ions shown in chapter 6. The construction of a flow cell with two channels, as

shown in [384], would allow the simultaneous measurement of the T1 intrinsic

to the diamond and the T1 involving the interaction with the O2 molecules.

Alternatively, the isotope 17O2 can be measured using NMR protocols. However,

the abundance of 17O2 is only about 0.037% [385], which limits the sensitivity of

the measurement. Although 16O2 has no nuclear spin, it can also be quantified

with NMR protocols by studying its influence on the 1H nuclear spin [386]. This
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is a promising avenue since 1H-NMR based on NV centres is a well-established

technique.

An interesting outcome of the experiments shown in this chapter is that clean-

ing the diamond surface with sodium sulfite significantly improved the T1 times

of two different diamonds. This is a promising way to define a new systematic

cleaning procedure for shallow NV centres before any experiment, as they may

suffer from interactions with O2 adsorbates on the diamond surface.

Finally, by combining the techniques to probe the environment factors with

NV centres, such as temperature and pressure, with relaxometry to measure

DO, a promising NV-based sensor can be built for environmental research. NV-

based probes could be installed in specific areas to monitor the evolution of DO

in the oceans online. Alternatively, since the NV centres can be manipulated

under extreme conditions, a device can be developed to probe in situ water in

the dark ocean.
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Chapter 8

Outlook

The common thread running through all the chapters of this dissertation is

the endeavour to develop a versatile magneto-optical imager to enable cross-

disciplinary applications. To this end, the choice of a widefield microscope is

promising for building a compact and practical device with minimal overhead.

Part I in this dissertation presented the widefield imager based on NV centres

and its promising properties for developing new technologies. In this regard,

part II exploited the particular feature of NV centres to enable multiaxial sensing

on the nanoscale, which allows the imaging of magnetic vector fields and, thus,

the imaging of three-dimensional current distributions.

Beyond its use for the semiconductor industry to meet the ever-increasing fail-

ure analysis needs [387], charge transport in electronic systems is fundamental to

many other phenomena and processes in science and technology [230, 388–390].

Therefore, unravelling three-dimensional electronic signals using NV centres in

diamond has the potential to leverage progress in many areas. For instance, it

can serve neuroimaging to overcome the limits of conventional current density

imaging techniques and help to reveal new features [391]. Besides, it can help

in understanding fundamental open problems in three-dimensional correlated

systems [392, 393]. For example, NV centres can be used to image charge trans-

port in multilayer materials [179, 394, 395], e.g. magnetic tunnel junction on

the nanoscale. To this end, a microscope combining the widefield imager with
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(a)

-e  flow

(b)

Figure 8.1: Current flow in multilayer materials at the nanoscale. NV
centres in diamonds can be used to map the magnetisation of atomic
layers when no bias voltage is applied. Thus, NV centres can map
the orthogonal current flowing through the layers with an additional
bias. a) The widefield imager can map large scales of the material.
b) The atomic force microscopy (AFM) instrument, using a probe
with multiple NV centres, can serve to investigate local events.

an AFM head, as depicted in figure 8.1, would allow imaging of the material at

different scales.

Finally, in part III of this manuscript, bio-applications using relaxometry with

NV centres were presented. Promising applications have been demonstrated for

the study of signals induced by living cells, provided that an all-optical system

is used in the future.

Although all-optical schemes are suitable for bio-applications since they avoid

invasive MWs, they are not adapted for widefield imaging with a slow detec-

tion scheme (e.g. using a CCD camera). All-optical schemes’ accumulative

background noise and low contrast signal inherently lead to poor SNR if no

additional control measurement is executed. The alternative method, not yet

explored, is to select the optical transition [396] since the widefield microscope

allows a high degree of freedom for shaping the optical excitation. As illustrated

in figure 8.2, using a linearly polarised laser beam perpendicular to the NV axis
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d1 d2Polarisation∥{d , 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d1 d2Polarisation⊥{d , 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∥NV axis{
Figure 8.2: All-optical scheme adapted for widefield imaging.

maximally excites the NV optical transition in one configuration while ensur-

ing no excitation with the orthogonal polarisation. Switching polarisation in a

measurement scheme, e.g. for T1 measurements, will certainly lead to all-optical

widefield imaging with high contrast.

Another application using the NV centres for bio-applications was the de-

velopment of a method to study dissolved O2 in water, which is essential for

assessing the signs of potential ocean deoxygenation caused by human activi-

ties. To this end, NV-based probes could be installed in specific areas to monitor

online the evolution of dissolved O2 in the oceans.

Ultimately, this work has demonstrated the use of the NV-based widefield

imager to overcome current challenges in microelectronics and bio-applications.

Since most methods rely on robust downstream analysis, the NV-based micro-

scope can be kept simple and thus optimised for users with minimal training.

In this way, the widefield imager can be used in a variety of disciplines.
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Appendix A

Diamonds samples

Within this work, the diamond surface was treated using common acid boiling

(1:1:1 mixture of H2SO4:HNO3:HClO4) to clean the diamond surface [397]. The

acid boiling has the advantage of providing oxygen termination at the diamond’s

surface, stabilising the NV centres in the negatively charged state [151, 398].

A.1 Diamond plates preparation

In this work, diamond plates were prepared using CVD diamonds (electronic

grade, Element Six) in which NV centres were created by implantation of ni-

trogen atoms (cf. A.2 for implantation specificity). An array of diamond plates

was fabricated by a combination of electron-beam lithography and reactive ion

plasma etching, reducing the thickness of the diamond to a few micrometres

only.

Although diamond plates can stick to a sample via van der Waals forces, in

this manuscript, the diamond plates were glued to the samples to ensure strong

binding even with rough surface samples. For this, a tiny drop of ultraviolet

(UV)-curable glue is first placed on the sample, and the diamond with the array

of plates is brought close to it with the NVs layer facing towards the sample.

An individual plate is then broken out of the array using a sharp tungsten tip

mounted to a micromanipulator. Optical inspection confirms that the plate

has not flipped during this step, which means the NVs layer faces the sample.
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Finally, the UV-curable glue is hardened after the plate has been fine-positioned

to its final location.

A.2 Diamond substrates used in this dissertation

A.2.1 Samples A - Diamond plates used in chapter 3

NV centres were created by implantation of nitrogen with an energy of 9.8 keV

and an implantation dose of 2× 1012 1/cm2 into a 100-oriented CVD diamond

(electronic grade, Element Six). After implantation, the diamond was annealed

at 960 °C for 2 hours at a pressure of 10−7 mbar.

The plates used in chapter 3 are 1 − 2µm thick and about 120µm in size.

The resulting NV centres concentration is about 2 × 1010 1/cm2 with a depth

distribution profile nearly Gaussian, peaking at 15 nm below the surface and

with a non-negligible concentration in depth ranging from ≈ 5 to 25 nm.

A.2.2 Samples B - Diamond plates used in chapter 5

Same implantation as sample A. The plates are about 3µm thick and about

100µm in size.

A.2.3 Sample C - Diamond membrane used in chapter 6

NV centres were created by implantation of nitrogen with an energy of 2.5 keV

and an implantation dose of 1× 1013 1/cm2 into a 100-oriented CVD diamond

(electronic grade, Element Six).

A.2.4 Sample D - Diamond membrane used in chapter 7

NV centres were created by implantation of nitrogen with an energy of 2.5 keV

and an implantation dose of 4× 1012 1/cm2 into a 100-oriented CVD diamond

(electronic grade, Element Six).
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A.2.5 Sample E - Diamond membrane used in chapter 7

NV centres were created by implantation of nitrogen with an energy of 4.0 keV

and an implantation dose of 2× 1012 1/cm2 into a 100-oriented CVD diamond

(electronic grade, Element Six).

All the implantations were done using the nitrogen isotope 15N.
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Appendix B

Simplified 7-level model

The full description of magnetic field-dependent photodynamics for a single NV

defect can be found in [200].

(a) Ground level 3A2

3Excited level  EB = 0

(b)

B ≠ 0

Ground level 3A2

3Excited level  E

Figure B.1: Simplified 7-level model. a) Simplified 7-level model without
additional magnetic field. b) Simplified 7-level model with an addi-
tional magnetic field B ̸= 0.
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Appendix B. Simplified 7-level model

In this manuscript, the photodynamics of the NV centre is described using

the simplified 7-level model shown in figure B.1 and with the series of equa-

tions (B.1). The equations describe the population evolution of the seven eigen-

states labelled
{
|i0⟩
}
without a magnetic field and {|i⟩} with a magnetic field

and where i ∈ [1 to 7].

The rate equations for the system without a magnetic field are given by:

dn1

dt
= −n1βk

0
r + n4k

0
r + n7k

0
71, (B.1a)

dn2

dt
= −n2βk

0
r + n5k

0
r + n7k

0
72, (B.1b)

dn3

dt
= −n3βk

0
r + n6k

0
r + n7k

0
73, (B.1c)

dn4

dt
= n1βk

0
r − n4

(
k0r + k047

)
, (B.1d)

dn5

dt
= n2βk

0
r − n5

(
k0r + k057

)
, (B.1e)

dn6

dt
= n3βk

0
r − n6

(
k0r + k067

)
, (B.1f)

dn7

dt
= n6k

0
67 + n5k

0
57 + n4k

0
47 − n7

(
k071 + k072 + k073

)
, (B.1g)

1 = n1 + n2 + n3 + n4 + n5 + n6 + n7, (B.1h)

where the transition rates from |i0⟩ to |j0⟩ are given by k0ij . Assuming that the

optical transitions are purely spin-conserving and that the radiative relaxation

rate is spin-independent, we have k041 = k052 = k063 = k0r . In the simulations

shown in chapters 1, 2 and 3, the optical pumping parameter is β = 0.5 (≪
saturation) and the transition rates are given in [200]. The PL emitted by the

system is given by:

PL ∝ n4 + n5 + n6. (B.2)

When a static magnetic field B is applied, the seven eigenstates of the system

become:
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|i⟩ =
7∑

j=1

αij (B) |j0⟩ , (B.3)

where the coefficients αij (B) are calculated numerically using the expressions

of the NV ground state Hamiltonian Hgs and the excited-state Hamiltonian Hes.

The new transition rates {kij (B)} are given by:

kij (B) =

7∑
p=1

7∑
q=1

|αip|2 |αjq|2 k0pq. (B.4)

For the simulations shown in chapter 3 with an ensemble of NV centres in

a (100)-oriented crystal, the Hamiltonians are written in the laboratory spatial

coordinates, and each NV axis is considered.

Finally, it is worth noting that the model given by the set of differential

equations (B.1) can be further developed considering switching mechanisms

between the NV − and NV 0 states [399], and Rabi driving between the triplet

states.
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Appendix C

QR decomposition to solve least

squares problems

The aim of this appendix is to give a general description of the QR solver and

its limitations. A complete and rigorous mathematical description can be found

in [400].

C.1 General description of the QR solver

The QR decomposition, also known as QR factorisation, is the decomposition

of a matrix A, having linearly independent columns, into the product A = QR,

where Q is an orthogonal matrix and R is an upper triangular matrix.

Such a method is particularly efficient for solving systems where a sophis-

ticated matrix needs to be inverted. The matrix Q is easy to invert and still

preserves the norm and the inner products. This makes the factorisation very

suitable for problems where the norm is important and leads to accurate meth-

ods for solving least squares problems.

The usual form of the equations system to solve is as follows:

Ax = b, (C.1)

where A is am by nmatrix, x is the unknown matrix and b is am dimensional

vector. Here, the QR decomposition provides an alternative way of solving the
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systems of equations without inverting the matrix A. The Q factor provides

orthonormal bases for the span of the columns of A and thus can be particularly

relevant in solving non-square linear systems.

When solving least squares problems, we want to minimise:

∥Ax− b∥2 . (C.2)

Depending on the number of available linear equations, several case scenar-

ios can be encountered. Here, underdetermined systems and overdetermined

systems are briefly described.

C.2 Using the QR solver for underdetermined systems

A system of linear equations is considered underdetermined if there are fewer

equations than unknowns. Thus, there are not enough equations to solve the

system in a determined manner, and the least-squares minimisation returns the

best solution.

C.3 Using the QR solver for overdetermined systems

A system of linear equations is considered overdetermined if there are more

equations than unknowns. Solving an overdetermined system can be challenging

since multiple inconsistent solutions are possible. In practice, the system Ax = b

is such that m is greater than n. In this case, the vector b cannot be expressed

as a linear combination of the columns of A. Thus, there is no matrix x that

satisfies the problem Ax = b (except in specific cases), but it is possible to

determine x so that Ax is as close to b as possible.

It is important to note that using overdetermined systems with experimental

data can lead to introducing more noise or artefacts. Thus, the set of data to

resolve the problem should be chosen wisely to form a determined system. For

example, this was achieved in chapter 5 by excluding the data set corresponding

to Bz.
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Appendix D

Fitting model for relaxometric curves

The evaluation of the maps resulting from the measurement of T1 with the

widefield setup is done for every pixel. Since a dense ensemble of NV centres was

used in this work, each pixel contains the contribution of several NV centres,

all of which see slightly different fields. Thus, each trace contained in every

pixel results from different contributions and the single exponential fit given by

equation 1.17 is not adapted.

Instead, the curves are fitted using the least squares method to a stretched

exponential function given by:

y(τ) = A · exp

[
−
(
τ

T1

)b
]
+ y0 (D.1)

The various parameters describing the behaviour of the curve are as follows:

– The amplitude A gives information about whether the control of the NV

centre by laser light and microwaves is homogeneous.

– The exponent b gives information about the NVs ensemble; e.g. if the

ensemble is homogeneous.

– Finally, y0 is the offset resulting from the background noise

Thus, evaluating the above parameters provides T1 and clues to the experi-

mental conditions.

215



216



Bibliography

[1] Robert Hooke, Micrographia, or some physiological descriptions of minute bodies

made by magnifying glasses, with observations and inquiries thereupon., London:

Printed by Jo. Martyn, and Ja. Allestry, printers to the Royal Society (1665).

[2] R. Won, Eyes on super-resolution, Nature Photonics 3(7), 368–369 (2009).

[3] Editorials, Beyond the diffraction limit, Nature Photonics 3(7), 361–361 (2009).

[4] H. Birch, M. Looi and C. Stuart, The Big Questions in Science, Deutsch Andre

(2016).

[5] The Nobel Prize in Physics 2018, https://www.nobelprize.org/prizes/

physics/2018/press-release/.

[6] H. Zhang and K.-K. Liu, Optical tweezers for single cells, Journal of The Royal

Society Interface 5(24), 671–690 (2008).

[7] K. C. Neuman and A. Nagy, Single-molecule force spectroscopy: optical tweezers,

magnetic tweezers and atomic force microscopy, Nature Methods 5(6), 491–505

(2008).
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R. Barth, G. Fischer, S. Marschmeyer, D. Schmidt, A. Trusch and C. Wipf, SiGe

HBT and BiCMOS process integration optimization within the DOTSEVEN

project, 2015 IEEE Bipolar/BiCMOS Circuits and Technology Meeting - BCTM,

121–124 (2015).

[281] J. D. Plummer, M. D. Deal and P. B. Griffin, Silicon VLSI technology : funda-

mentals, practice, and modeling, Upper Saddle River, NJ : Prentice Hall (2000).

[282] Y. Schlussel, T. Lenz, D. Rohner, Y. Bar-Haim, L. Bougas, D. Groswasser, M. Ki-

eschnick, E. Rozenberg, L. Thiel, A. Waxman, J. Meijer, P. Maletinsky, D. Bud-

ker and R. Folman, Wide-Field Imaging of Superconductor Vortices with Electron

Spins in Diamond, Physical Review Applied 10(3), 034032 (2018).

[283] D. Pierce and P. Brusius, Electromigration: A review, Microelectronics Reliabil-

ity 37(7), 1053–1072 (1997).

243



Bibliography

[284] N. Singh, A. F. Bower and S. Shankar, A three-dimensional model of electromi-

gration and stress induced void nucleation in interconnect structures, Modelling

and Simulation in Materials Science and Engineering 18(6), 065006 (2010).

[285] H. Ceric and S. Selberherr, Electromigration in submicron interconnect features

of integrated circuits, Materials Science and Engineering: R: Reports 71(5-6),

53–86 (2011).

[286] C. M. Bishop, Pattern Recognition and Machine Learning, Pattern Recognition

and Machine Learning, Springer New York (2006).

[287] C. M. Sparrow, On Spectroscopic Resolving Power, The Astrophysical Journal

44, 76 (1916).

[288] T. Yu, H. Liu and W. Cai, On the quantification of spatial resolution for

three-dimensional computed tomography of chemiluminescence, Optics Express

25(20), 24093 (2017).

[289] L. Toraille, A. Hilberer, T. Plisson, M. Lesik, M. Chipaux, B. Vindolet, C. Pépin,
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